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Abstract

In this thesis the results of two experimental campaigns investigating the performance of

novel nanowire targets via escaping fast electrons at the target rear surface are presented.

An initial experiment was carried out to diagnose the efficiency of laser interactions with

nanowire coated and planar targets using imaging of coherent transition radiation (CTR)

emission induced by exiting fast electrons. This experiment was subject to an intense pre-

pulse of intensity I ∼ 1017 W/cm2 irradiating the targets prior to the arrival of the main

laser pulse. Hydrodynamic simulations demonstrate the pre-pulse irradiation launched a

shock-wave into the target, disrupting the rear surface of the thinner targets. CTR emission

was still observed experimentally from these thinner targets, despite the significant target

expansion. Particle-in-cell simulations are used to show the scale length of the density dis-

ruption was short enough to retain the efficient production of CTR emission in the optical

regime. In addition, the hydrodynamic simulations revealed the formation of an extended

pre-plasma at the front surface of the targets. This is predicted to facilitate the generation

of super-ponderomotive electrons, beneficial towards the production of CTR. Remarkably,

under these non-ideal conditions an increase in CTR emission was observed for a subset of

shots on the nanowire coated targets compared to planar targets. This result is explained

by proposing a less dense, longer scale length pre-plasma is produced from the nanowires,

expediting the production of fast electrons with a greater hot electron temperature.

A subsequent experiment aimed to realise a high contrast laser interaction with nanowires

through the use of a frequency doubled laser pulse. In this campaign a pepper-pot diagnostic

was employed to measure the emittance of the exiting fast electron beam, a novel measure-

ment for nanowire targets. The results indicate fast electrons with a greater emittance are

obtained from the nanowire targets relative to planar targets. Particle-in-cell simulations are

carried out that predict a greater transverse momenta of fast electrons from the nanowire

targets, supporting this conclusion.
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Chapter 1

Introduction

Lasers can be used to deliver high energy, ultra-short pulses into solid matter, rapidly com-

pressing and heating the target and allowing the creation of some of the most extreme

environments in the Universe [1]. This field of optical laser physics dawned in 1960 follow-

ing the first demonstration of a ruby laser built by Maiman [2], based on the concept of

the ‘maser’ presented by Schawlow and Townes [3], and the potential of lasers was quickly

acknowledged by scientists around the globe. A desire for developing high power lasers was

motivated by an ambition to reach more extreme energy-density regimes; take for example

the proposal of Nuckolls et al. [4] in 1972 of compressing hydrogen fuel with lasers in an

effort to induce thermonuclear burning, sparking the research area we now know as iner-

tial confinement fusion (ICF). At this time the peak intensity (laser power per unit area)

for short pulse laser operation was severely limited by self-focusing effects in the laser am-

plifiers [5]. A pathway to ultra-intense (> 1018 W/cm2) laser interactions was opened by

Strickland and Mourou in 1985 when they presented the concept of chirped pulse amplifica-

tion (CPA) [6], and is the basis of a number of petawatt-class lasers now existing worldwide

which support a community of researchers investigating intense-laser interactions [7]. Re-

search areas involving these interactions include, but are by no means limited to, laboratory

astrophysics [8–11], ion acceleration [12,13], and X-ray sources [14,15]. One research area en-

joying particular attention recently is inertial confinement fusion, with the remarkable results

from the National Ignition Facility of the first demonstration of a burning plasma [16,17] and

of an ignited fusion plasma [18] stimulating an invigorated activity in inertial fusion research.

One facet of high-power laser research is the irradiation of solid targets with ultra-intense
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laser pulses. For the case of femtosecond-length, > 1018 W/cm2 laser pulses, the laser energy

is primarily coupled into electrons at the target surface. The electrons are accelerated by the

laser fields up to MeV energies, generating a population of so-called hot or fast electrons [19].

Fast electrons can propagate through the depth of the target, inducing heating of the bulk

target to several eV or keV [20,21]. For sufficiently thin targets the highest energy electrons

are also able to exit through the rear surface of the target; intense laser-solid interactions

have therefore been suggested as a fast electron beam source. One potential application is in

fast ignition [22], a variant of ICF where a fast electron beam is used to deposit energy into

pre-compressed fuel and ignite a hotspot, inducing a burning plasma. The feasibility of this

scheme is however strongly dependent on the ability to precisely control the energies, diver-

gence and transport of the fast electron beam, alongside a high laser-fast electron coupling

efficiency [23–26]. An additional consequence of these exiting fast electrons is the generation

of an electrostatic field at the target surface due to charging of the target, which serves to

accelerate protons and target ions [13, 27, 28]. Thus, an understanding of the laser coupling

into fast electrons and the subsequent transport of the fast electron beam through the target

is important for the control of the properties of the exiting fast electron beam, optimising

the production of warm and hot dense matter in the bulk target, and for the generation of

proton and ion beams.

The properties of the fast electrons can be influenced at the point of initial generation by

the laser at the target surface, and can also be manipulated during the fast electron beam

propagation through the target. To both ends, novel structured targets can be employed to

control the laser-generated fast electrons. For instance, the fast electron beams are known

to diverge and spread out during their propagation, posing an issue when considering the

beam for practical applications which typically require a well-collimated beam. The resistive

guiding scheme first proposed by Robinson and Sherlock [29] is based on the substitution of

Ohm’s law, E = ηj, into Faraday’s law, ∇×E = −∂B
∂t , to yield the driving equation behind

this scheme:
∂B

∂t
= η∇× jf + ∇(η) × jf (1.1)

where η is the target resistivity and jf is the fast electron current density. The second term

describes the generation of a magnetic field that will act to drive electrons towards regions of

higher resistivity. The resistive guiding scheme therefore proposes the use of targets with an
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embedded region, or regions, of a material with a higher resistivity, such that the magnetic

field growth at the resistivity gradients will collimate the fast electron beam around the

resistive guiding element; this scheme was demonstrated experimentally by Kar et al. [30]

for an Al-Sn-Al sandwich target.

A suite of nanostructured targets have also been proposed in the pursuit of optimising

laser coupling into solid targets. These targets are generally characterised as consisting of

planar targets with a front layer of novel structures, the dimensions of which range from

10’s to 100’s of nm. Nanostructures presented in the literature include nanotubes [31, 32],

foams [33], nanospheres [34, 35], and snowflakes [36]. The presence of these structures can

increase the effective surface area for laser interaction, and act to modify the laser-target

coupling; the precise impact on the interaction is dependent on the structures employed and

the laser parameters.

The use of nanowire targets was first presented by Kulcsár et al. [37], where the targets

are described as having a surface “resembling velvet fabric” (Figure 1.1) comprised of 10-200

nm metal fibres standing normal to an Al substrate. A factor 50 increase in emitted X-ray

photon yield was reported from these ‘velvet’ targets when irradiated with a < 9 × 1016

W/cm2, 1 ps laser pulse compared to a planar solid target. This remarkable result was at-

tributed to an enhanced laser absorption from, in part, reduced reflection of the laser and an

increased effective absorption depth. X-ray emission was again used as a figure of merit by

Samsonova et al. [38] at a similar intensity of 5×1016 W/cm2, but with a shorter pulse length

of 60 fs. Here, a increase in the hard X-ray flux by a factor 15-22 was detected using ZnO

nanowires compared to flat targets, since the nanowires facilitated a higher laser absorption

and a larger plasma volume availability. Mondal et al. [39] explored a comparable intensity

regime (I ∼ 1 × 1016 W/cm2, τ = 30 fs) to irradiate Cu nanowires. The enhancement of

X-ray yield was found to be sensitive to the dimensions and aspect ratio of the nanowires

used, with a yield increase of a factor 14-43 measured. This result has been replicated at

higher intensities too; Purvis et al. [40] employed a frequency-doubled laser pulse to irradiate

Ni nanowires at an intensity I = 5 × 1018 W/cm2, τ = 60 fs, with a < 50-fold increase in

X-ray flux reported from the wire targets.
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Figure 1.1: SEM image of the front surface of nanowire targets reported by Kulcsár [37].

For ultra-intense laser interactions, the laser energy will be chiefly coupled into fast elec-

trons: for this reason, the performance of nanowire targets can therefore be explored through

assessment of this hot electron population. In a study by Zhao et al. [41], both imaging and

absolute yield of X-ray emission from the rear surface of nanowire coated targets was un-

dertaken. A three-fold enhancement of Kα yield was observed from the nanowire target,

implying an increased number and energy of the hot electrons. Additionally, the imaging

of the X-ray spot revealed a comparable, even slightly reduced, FWMH spot size from the

rear surface of the nanowire coated targets compared to the front surface. In contrast, the

planar targets exhibited an increased X-ray FWHM spot size at the rear surface compared

to the front surface, in line with a diverging fast electron beam. The authors put forward

the implication that the wire structures were able to collimate the accelerated electrons.

The energies of the hot electrons produced by the interaction have been measured directly

via an electron spectrometer in the forward [42–44] and backward [45, 46] propagating di-

rections: these individual studies found a hotter temperature for fast electrons produced in

the nanowire interaction versus the interaction with a planar target. Studies of accelerated

ions from intense laser-interactions with nanowire targets support the argument of increased

coupling into hot electrons. Measurements of accelerated protons by Khaghani et al. [47]

demonstrated an increase in proton number alongside a raised cut-off proton energy upon

the use of nanowire coated targets; this result was also reported by Vallières et al. [48]. In
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both investigations the observed improvement was ascribed to increased electron heating,

facilitating the generation of a stronger accelerating sheath field at the target rear surface.

Additional studies exploring the potential of nanowire targets include the work by Cur-

tis et al. [49]. Deuterated nanowires were irradiated with a 60 fs, I = 8 × 1019 W/cm2

pulse. The exceptional volumetric plasma heating in the wires produced energetic deuteron

ions at energies near the peak of the D-D fusion cross-section: the D-D produced neutrons

yield exhibited a factor 500 increase compared to planar targets. The work by Mondal et

al. [50] considered irradiated nanowires in the context of THz pulse emission. The energy

of broadband THz pulses was measured from the front surface of irradiated nanorod and

planar targets; the emitted pulse energy was found to be significantly greater in the case

of the nanorods, with the origin of the emission attributed to coherent transition radiation

from the laser-accelerated electrons.

Whilst the enhanced performance of nanowire targets is well-demonstrated, the inherent

physics of the laser interaction with the wire structures and how to optimise this interaction

remains a source of keen research interest. Generally, at high intensities it is suggested that

the heating of electrons in the wires occurs by the laser electric field first extracting the

electrons from the wires, then accelerating the electrons in the forward direction via the

laser fields in the gaps between the wires [51,52]. The size and spacing of the nanowires has

been shown to influence the properties of these accelerated electrons. The use of wire struc-

tures with micro-scale dimensions (100’s nm) has been found to facilitate the generation

of electrons with a hotter electron temperature compared to wire targets with nano-scale

dimensions (10’s nm) [45]. Wires with a large spacing relative to the laser focal spot size

can also be appropriate for direct laser acceleration of electrons in the wire gaps to super-

ponderomotive energies [43, 53]. However, it is not fully apparent which choice of nanowire

dimensions and laser parameters are optimal for the control of the fast electron properties.

Pre-plasma formation is an acute issue in the use of nanostructured and nanowire targets.

The ASE-pedestal and the rising edge of the laser pulse can ionise and heat the surface of

the nanowires before the arrival of the main laser pulse. Since the absorption of laser energy

is more efficient for the nanostructured targets compared to planar targets, the intensity
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threshold for significant pre-plasma generation is lowered. This was demonstrated during

an intensity parameter scan by Cristoforetti et al. [54]: 3/2ω0 emission from the front sur-

face (an indirect signature of pre-plasma) became appreciable at a lower laser intensity for

nanowire targets in comparison to planar targets. The presence of a pre-plasma can impact

the interaction of the main laser pulse. One of the benefits of nanostructured targets is the

increased surface area available for laser interaction, which can be reduced if pre-plasma fills

the vacuum between the wires and prevents the laser pulse propagating into these gaps. In

more extreme cases the wires themselves could be almost entirely ablated and the laser pulse

will interact with pre-plasma only; this can add a layer of complexity when attempting to

predict the electron absorption and properties of the fast electrons produced. Careful choice

and control of the laser parameters is therefore crucial for a predictable and reproducible

interaction with nanostructured targets. Frequency doubling has been used by Eftekhari-

Zadeh et al. [55] to limit the lower intensity pedestal and produce a high-contrast laser pulse

at a high repetition rate. In an alternative approach, Samsonova et al. [56] employed a long

wavelength (3.9 µm) fs laser pulse to irradiate nanowire targets. The temperature of fast

electrons scales with Iλ2, where I is laser intensity and λ is laser wavelength; the use of the

longer wavelength laser could result in relativistic electron generation at a lower intensity

than for smaller wavelength lasers (e.g. Ti:Sapphire lasers have a wavelength λ = 800 nm),

and the lower laser intensity would be preferable for mitigating pre-plasma formation.

In this thesis an investigation of nanowire targets from two experimental campaigns

at the ILIL facility [57] is presented, with exploration of the exiting fast electrons used to

diagnose the interactions. The first experiment was carried out in 2019 and aimed to evaluate

the performance of nanowire targets through imaging of the optical emission from the rear

side of the irradiated targets. This was performed to measure coherent optical transition

radiation generated by the subset of fast electrons that exit the target, a novel measurement

for nanowire targets. This experiment was found to be subject to an exceptional pre-pulse of

intensity ∼ 1017 W/cm2, and computational studies using hydrodynamic and particle-in-cell

simulations are shown to be vital in explaining the experimental measurements of transition

radiation.

The outcome of hydrodynamic simulations of the pre-pulse interaction with the nanowires

was the demonstration of the destruction of the wires by the time of the main pulse interac-
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tion. A second experiment was therefore carried out in 2021 to achieve a frequency doubled,

high-contrast laser interaction with nanowire targets. In this instance the key diagnostic

employed was measurements of the emittance of the exiting fast electron beam using a

pepper-pot diagnostic. The structure of the thesis describing these experiments is outlined

as follows:

Chapter 2: Theory of Laser-Plasma Interactions

The main theory relevant to the investigations presented in this thesis is introduced. This

includes the interaction of a high-intensity laser with solid targets, absorption into fast elec-

trons, the transport of the fast electron population through the bulk solid target, and the

consequences of the fast electron transport, e.g. ion acceleration and the emission of transi-

tion radiation.

Chapter 3: Instrumentation and Codes

The work presented in this thesis consists of both experimental and computational studies

of laser-solid interactions. The instrumentation in the high power laser at the ILIL facility

is outlined, as are the diagnostic methods implemented to diagnose the properties of the

fast electrons generated in the interaction. In addition, the particle-in-cell code approach

to modelling laser-solid interactions and codes to model the hydrodynamic behaviour of the

heated targets are described.

Chapter 4: Optical Transition Radiation from Preheated Planar Targets

Chapters 4 and 5 are concerned with understanding data obtained during the experiment in

2019 where planar and nanowire coated Ti targets were irradiated with a ∼ 1020 W/cm2 laser

pulse, preceded 10.4 ns before by a ∼ 1017 W/cm2, 10’s fs pre-pulse. Chapter 4 addresses

first the results obtained from the planar targets. An enhancement in both the intensity of

coherent optical transition radiation and proton cut-off energy is observed from shots on 25

µm Ti targets compared to shots on thinner Ti targets. These results are explained through

a consideration of the pre-plasma formation at the front surface, bulk target expansion, and

the disruption of the target rear surface from shock-wave breakout. These studies reveal the

density gradient at the shock front is steep enough to sustain efficient transition radiation in

the optical regime, and the pre-plasma conditions are appropriate to facilitate the generation
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of super-ponderomotive electrons from the main pulse interaction.

Chapter 5: Optical Transition Radiation from Preheated Nanowire Targets

Within the same experiment, a subset of shots on nanowire coated targets displayed a greatly

enhanced intensity of coherent optical transition radiation compared to planar targets of

comparable thickness, despite the extensive disruption to the target structures from the pre-

pulse interaction. Hydrodynamic simulations of the pre-pulse interaction with the nanowires

suggest a lower density, longer scale-length pre-plasma is produced from this interaction com-

pared to the pre-pulse interaction with the planar foil targets. Particle-in-cell simulations

are then used to propose how the presence of this pre-plasma could explain an enhanced

yield of coherent transition radiation formation.

Chapter 6: Frequency Doubled Interactions with Nanowire Targets

Following the pre-pulse experiment a separate campaign was carried out in 2021 with a

frequency doubled laser pulse to ensure a high contrast, high intensity interaction with the

nanowires. This chapter presents experimental data obtained using a pepper-pot diagnostic

to estimate the emittance of the exiting fast electron beam. The use of a pepper-pot to

measure fast electrons in a laser-solid interaction is an extremely novel measurement, and

is certainly unique to intense interactions with nanowires. Preliminary results indicate an

increase in electron emittance for the nanowire targets, an important discovery if considering

these nanowire coated targets for use as a fast electron beam source.

Chapter 7: Conclusions and Outlook

In this chapter the results presented in the thesis are reviewed and further discussed in the

context of the literature. Experimental and computational work has been undertaken to

explore and further understanding of coherent transition radiation from pre-heated targets,

and contribute towards the interpretation and feasibility of CTR measurements in future

laser-solid experiments. The presence of a pre-plasma during intense laser-solid interactions

has also been addressed with respect to CTR production. With respect to nanowire targets,

the emittance of the fast electron beam generated from the nanowires has been estimated

experimentally. The implications of this measurement on the use of nanostructured targets

are discussed and also on the use of a pepper-pot diagnostic in laser-solid interactions more
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broadly.



Chapter 2

Theory of Laser-Plasma

Interactions

The work in this thesis is concerned with the interaction of high-intensity lasers with solid

targets. During this interaction a plasma is formed at the front surface, facilitating the gen-

eration of fast electrons, accelerated ions, radiation emission, and the creation of additional

plasma material as a consequence of fast electron propagation through the target. In this

chapter the relevant theory regarding the definition of a plasma, the behaviour of plasmas,

how high-intensity lasers couple their energy into solid material, and fast electron transport

through the target, is outlined.

2.1 Plasmas

Plasmas are often referred to as the “fourth state of matter” and are essentially created

by sufficiently ionising a given material. For the material to be defined as a plasma there

are a set of criteria that need to be met regarding the collective behaviour of the ions and

electrons.

2.1.1 Debye Length

Imagine an electric field with a potential ϕ(x) is applied to a plasma with an average ion-

isation of 1 (ne = ni = n0) in a 1D geometry. The ions will be attracted towards to the

negative ‘side’, and the electrons towards the positive ‘side’. Consider first the electron re-

sponse; since electrons are light they will be readily accelerated by the field, and as such the

27
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local electron density will be a function of the potential, ne = ne(ϕ), with the electron energy

related to the potential by E = 1
2mev

2 − eϕ. If the electron distribution can be described as

a Maxwellian population, the electron distribution function can be written as

fe(v) =
n0

(2πvth)3/2
exp

[ −E

2kBT

]
(2.1)

−→ fe(v) =
n0

(2πvth)3/2
exp

[ −1

2kBT

(
1

2
mev

2 − eϕ

)]
. (2.2)

The electron density in the potential is found by integrating Equation 2.2 across velocity

space, giving the density as

ne(ϕ) = n0 exp

[
eϕ

kBT

]
. (2.3)

The ions remain relatively stationary in response to the electric field meaning the ion

density across the potential is the same as the initial ion density, ni = n0. Poisson’s equation

can then be used to relate the electrostatic potential and find the charged particle densities:

d2ϕ

dx2
= − ρ

ϵ0
(2.4)

= − e

ϵ0
[ni − ne) (2.5)

d2ϕ

dx2
=

en0

ϵ0

[
exp

(
eϕ

kBT

)
− 1

]
. (2.6)

Take the case far from the peak potential where eϕ/kBT ≪ 1, allowing the exponential

to be approximated by a Maclaurin series as

exp

(
eϕ

kBT

)
≈ 1 +

eϕ

kBT
+ ... (2.7)

Putting this expansion into Equation 2.6 gives

d2ϕ

dx2
≈ en0

ϵ0

[
1 +

eϕ

kBT
− 1

]
≈ e2n0

ϵ0kBT
ϕ. (2.8)

A solution for ϕ can be found using an exponentially decaying function,

ϕ(x) = ϕ0 exp

[
− x

λD

]
, (2.9)
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where we have defined the term λD, or the Debye length, as

λD =

√
ϵ0kbT

nee2
. (2.10)

Physically, the Deybe length can be interpreted as the length over which a DC potential

is screened by (predominantly) electrons in a plasma. It shows that a higher electron density

and a lower temperature will result in a more effective shielding of applied potential.

2.1.2 Plasma Frequency

Consider an electric field applied to a plasma. Since the ions possess a much greater mass

than the electrons they remain relatively stationary. In contrast, the electrons, being more

mobile, will be displaced by the external field. The collective motion of the electrons will build

up a potential difference across the bulk plasma, inducing an electric field proportional to the

electron number density. This leads the electrons to feel a restoring force, with the electrons

collectively oscillating at a characteristic frequency known as the plasma frequency [58]

ωpe =

√
nee2

meϵ0
, (2.11)

where ne is the electron number density, e is the electron charge, and me is the electron

mass. When a wave of frequency ω encounters a plasma, it will only be able to propagate

through the plasma under the condition ω > ωpe. If the plasma frequency is greater, then

the plasma is able to respond to the perturbations induced by the EM wave and prohibit

the propagation of the wave.

2.2 Laser-Solid Absorption

2.2.1 Ionisation

For an ideal laser-target interaction the target will be irradiated with a single, clean laser

pulse. In reality, there are contributions from amplified spontaneous emission in the gain

media [59] which acts to produce a pedestal of constant low-level intensity light. In addition,

the laser pulse has a leading edge of rising intensity rather than an abrupt ‘spike’ of intensity.

An example laser profile is illustrated in Figure 2.1 to demonstrate the effect of the pedestal

and leading edge on the total laser profile. Note, the precise characteristics of the intensity
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Figure 2.1: Illustration of typical contributions of the pedestal, leading edge, and main pulse
on the total laser profile. Contributions have been exaggerated for illustrative purposes and
are not to scale.

and temporal ratios are dependent on each laser system, so the values given in the Figure

are purely indicative.

The pedestal and leading edge of the laser pulse are able to couple energy into the solid

target and generate a pre-plasma at the front surface through ionisation of the target mate-

rial, prior to the arrival of the main laser pulse. In these extreme laser conditions the photon

flux is so great that statistically negligible mechanisms can become more meaningful, and

the strong electric fields involved relax energy restrictions such that we can obtain sufficient

ionisation to produce a plasma.

There are three main field ionisation mechanisms that are important in this regime.

Firstly, multiphoton ionisation, where the target electron absorbs multiple photons in quick

succession to reach the required energetic threshold for ionisation [60]. Secondly, on occasion

electrons are able to pass, or tunnel, through the atomic Coulomb potential barrier and

escape from the atom without the need of obtaining the ‘full’ ionisation energy. In the

presence of a strong electric field (such as a laser field) the potential barrier will be deformed,

making this process of tunneling ionisation more probable [61]. The Keldysh parameter [62],
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given by

γK =

√
2meω2I0
e2E2

0

=

√
I0

2ϕp
, (2.12)

compares the ponderomotive potential of the laser, ϕp, (see Section 2.2.5) and the ionisa-

tion potential, I0, to determine the dominant ionisation process. If γK ≪ 1 then tunneling

ionisation will dominate; conversely, if γK ≫ 1 then multiphoton ionisation will dominate.

Finally, there is the case where the laser field is so strong the potential barrier is suppressed

sufficiently such that an electron is able to escape classically, termed barrier suppression ion-

isation. It is estimated that a laser pulse of length 10’s fs - 1 ps and peak intensity > 1012−14

W/cm2 is required for the observation of this ionisation [63]; these conditions are met for

our ultra-intense lasers.

The interaction of the pedestal and leading edge of the main laser pulse causes the target

to be pre-heated, and a pre-plasma is generated at the front surface of the solid target prior

to the arrival of the high intensity ‘main’ laser pulse. This pre-plasma expands into the

vacuum at a velocity equal to the ion acoustic velocity

vs =
√
ZiTe/mi (2.13)

as presented in Ref. [64]. An example of the density profile of a solid target with a pre-

plasma is shown in Figure 2.2. The resultant pre-plasma is characterised by a density scale

length, Ls, given by

Ls =
n

dn/dx
, (2.14)

with the pre-plasma typically possessing a density profile of the form

ne(x) = A exp(−x/Ls). (2.15)

2.2.2 Critical Density

The dispersion relation of a electromagnetic wave of the form E(x, t) = E0 exp[i(kx − ωt)]

in a plasma can be derived as [65]

ω2
0 = ω2

pe + k2c2 (2.16)
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Figure 2.2: Diagram to demonstrate the 1D density profile of a solid target post pre-plasma
generation.

where ωpe is the plasma frequency, ω0 is the angular frequency of the incoming EM wave

in vacuum, and k is the modified wavevector of the EM wave in the plasma. We can see

that a laser wave is able to propagate through a plasma given ω0 > ωpe. For the special

case where ω0 = ωpe we obtain k = 0, indicating the point at which the laser can no longer

propagate inside the plasma and is instead reflected. This occurs at an electron density

ncrit =
4π2c2meϵ0

e2λ2
=

1.1 × 1021

λ2
µm

cm−3, (2.17)

more commonly referred to as the critical density. Solid metals have electron densities

∼ 1022−23 cm−3, prohibiting the propagation of optical lasers through the bulk target.

Beyond the critical density surface the laser is able to propagate a short distance into the

over-critical material. Here, ω0 < ωpe which yields an imaginary k -value. The laser electric

field in the over-critical target is now described by E(x, t) = E0 exp(−|k|x− iωt). The field

will exhibit an evanescent decay into the target, with the over-critical depth over which the

electric field decays over given by the collisionless skin depth,

λsd =
c

ωp
. (2.18)

For very intense (a0 > 1) laser interactions, where a0 is defined in Equation 2.33, rela-
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Figure 2.3: Strength of the laser electric field in a plasma of varying density. Dotted line
indicates the position of the critical density surface.

tivistic electrons can be created. The electron mass will increase at these relativistic energies,

affecting the ability of the plasma to reflect the laser light [66]. Reflection of the laser light

will then occur at a relativistically-corrected critical density of [67]

ncrit,rel = γrel ncrit (2.19)

where γrel is the relativistic factor

γrel =

√
1 − v2

c2
. (2.20)

2.2.3 Inverse Bremsstrahlung

The process of inverse bremsstrahlung, or free-free absorption, involves the excitation of a

free electron by absorption of a laser photon whilst the electron is in the field of an ion [68].

The energetic electron can then lose this gained energy via collisions with ions, causing a

heating of the bulk plasma [67]. The efficiency of the inverse bremsstrahlung absorption

process is consequently dependent on νei, the electron-ion collisionality, in the plasma. The

exact scaling of the collisional absorption with νei is dependent on the density profile of the

plasma. As an example, for a plasma with an exponential density profile the absorption is



CHAPTER 2. THEORY OF LASER-PLASMA INTERACTIONS 34

described by Kruer as [65]

fA = 1 − exp

(
−8 ν∗eiLs

3c
cos3θ

)
(2.21)

where fA is the the fractional absorption, ν∗ei is the electron-ion collision frequency at the

critical density, Ls is the decay length of the exponential profile, and θ is the angle of laser

incidence. The rate of electron-ion collisions at ncrit can be described as

ν∗ei ∝
ncritZ

∗

T
3/2
e

(2.22)

where Z∗ is the average ionisation. From assessment of these two equations we can see

inverse bremsstrahlung absorption is maximised in plasmas with large density scale lengths,

higher values of Z and ncrit, and a lower temperature.

2.2.4 Resonance Absorption and Vacuum Heating

Consider p-polarised laser light incident onto a target at an angle θ, resulting in a component

of the electric field being directed into the target. As presented earlier, the laser field can

propagate into a plasma up to the critical density before undergoing an evanescent decay

into the over-dense plasma. For irradiation at an angle, the dispersion relation of the laser

EM wave in the plasma given in Equation 2.16 is modified to account for the directional

wave components,

ω2
0 = ωpe(x)2 + c2(k2x + k2y) (2.23)

ω2
0 = ωpe(x)2 + c2(k2x + k20 sin2θ). (2.24)

Reflection of the wave (kx = 0) will occur when the plasma frequency satisfies

ω2
pe = ω2

0 − c2k20 sin2θ (2.25)

ω2
pe = ω2

0(1 − sin2θ) (2.26)

ω2
pe = ω2

0 cos2θ. (2.27)

From Equation 2.11 we know ωpe ∝ √
ne; combining this with the knowledge that the

critical density occurs where ω0 = ωpe, we arrive at the conclusion that the laser is reflected
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Figure 2.4: Diagram to illustrate how resonance absorption is able to take place for p-
polarised laser light. Note the definition of p-polarised means the electric field vector oscil-
lates in the plane of incidence, i.e. along the light blue arrow. If the light were s-polarised
the electric field vector would oscillate perpendicular to the plane, i.e. into and out of the
page, and there would not be a component of the electric field directed into the density
gradient.

at an electron density

ne = nc cos2θ. (2.28)

The electric field is able to propagate to the critical density, allowing the excitation of

electron plasma waves. At the critical surface, where the frequency of the laser-driven oscil-

lations matches that of the critical density plasma, the amplitude of these electron plasma

waves will grow rapidly [69]. This growth is not infinite; the electron wave will eventually be

damped through wave breaking, convection or collisional effects [70]. The resonant absorp-

tion mechanism produces a non-Maxwellian tail of hot electrons, the temperature of which

was predicted theoretically by Forslund et al. [71] to scale with laser intensity as

Thot ≈ 14(I1016λ
2
µmTkeV )1/3 keV, (2.29)

where I1016 is laser intensity in 1016 W/cm2, λ is laser wavelength in µm, and T is the

background electron temperature in keV.

Resonance absorption takes place for laser interactions with a longer scale length pre-
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plasma. An associated mechanism also occurs for a steep density gradient where the plasma

scale length is smaller than the amplitude of the electron oscillation. Brunel [72] first detailed

the process of ‘not-so-resonant, resonant absorption’, generally referred to as vacuum heating

or Brunel heating. In this scenario, electrons are pulled into vacuum by p-polarised laser

light when the electric field is directed away from the target on one half-cycle. In the next

half-cycle, the electrons are accelerated back into the target as the electric field is directed

into the target. This process occurs once per laser cycle, injecting electron bunches into the

target at a periodicity equal to the laser frequency ωL. Gibbon and Bell [73] demonstrated

this vacuum heating mechanism is dominant over resonant absorption for a laser pulse with

intensity I ∼ 1014−18 W/cm2 interacting with a short density scale length plasma with

L/λ < 0.1.

2.2.5 Ponderomotive Force

An electron in the presence of the laser electric field will experience a ponderomotive force,

given by [74]

fP = − e2

2meω2
0

∇E2, (2.30)

where ω0 is the laser frequency and ∇E is the gradient of the laser electric field. One

can also express this ponderomotive force in terms of a ponderomotive potential, ϕp:

fp = −∇ϕp, ϕp =
e2

2meω2
0

E2. (2.31)

In high-power laser applications a focused laser beam is used with a spatially varying

focal spot described by a Gaussian profile. The intensity is at a peak at the centre of the

focal spot and rapidly reduces with radius, thus establishing an E-field gradient. Following

Equation 2.30, the ponderomotive force will act to drive electrons to regions of lower electric

field strength. Since the strength of the laser electric field has a temporal dependence given

by E = E0 sin(ω0t), the final result is an oscillation of the electron at a frequency 2ω0, with

the magnitude of E2 reaching a maxima twice per laser cycle.
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radial lineout

Figure 2.5: Diagram to illustrate the ponderomotive force direction in a focused laser spot.

2.2.6 Ponderomotive Acceleration

There is, of course, a magnetic field component of the wave to acknowledge, directed per-

pendicular to the E field. The ponderomotively-driven electron motion and magnetic field

produces a ev × B Lorentz force pointing perpendicular to the E and B fields, i.e. in the

k-vector direction of wave propagation. The result is a ‘figure-of-eight’ motion of an electron

in a EM field, with oscillations in the E and k -vector directions. A full derivation of this

result (see Ref. [68]) reveals a net velocity of the electron in the direction of the EM wave

propagation,

vd =
e2E2

0

4m2
eω

2
0c

. (2.32)

This is otherwise known as ponderomotive acceleration [75].

In the context of laser-plasma interactions this ponderomotive acceleration becomes ap-

preciable at ultra-intense laser intensities. The threshold can be described using the nor-

malised vector potential, a0, given as

a0 =
eE0

mω0c
=

√
Iλ2

µm

1.37 × 1018
(2.33)

where E0 is the peak laser field value. When a0 exceeds 1 (Iλ2
µm > 1.37× 1018 W/cm2),

the quiver motion and subsequent ponderomotive acceleration force can become great enough

to overcome the ponderomotive potential. The electrons are able to escape the laser fields

and are injected into the target along the laser k-vector at a frequency 2ω0, with a hot
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Figure 2.6: Diagram describing the trajectory and acceleration of target electrons in strong
laser fields. The ponderomotive acceleration process injects bunches of electrons into the
target along the k-vector direction.

electron temperature estimated by Wilks et al. as [76]

Thot ≈

√
1 +

Iλ2
µm

2.8 × 1018
− 1

 0.511 MeV. (2.34)

The Wilk’s scaling estimates the electron temperature as the energy of the electron

oscillations in the laser electric field, Eosc. Later work by Sherlock [77] proposed the electron

energy distribution is better described as an average energy

Eavg ≈ 0.6Eosc (2.35)

where a reduction in energy is predicted due to work done in drawing the return current (see

Section 2.3.1).

2.2.7 Direct Laser Acceleration

Within the ultra-intense regime there exists scenarios where the electrons are able to be

accelerated to super-ponderomotive energies under direct laser acceleration (DLA). If ener-

getic electrons are confined within some static electric or magnetic field they will undergo

betatron oscillations in the static field. Provided this betatron frequency is close to the
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laser frequency (in the frame of the relativistic electron), and the electrons are oscillating

in the vicinity of the laser fields, there can be an additional energy coupled from the laser

into the electrons, with these electrons accelerated in resonant bunches at 2ω0 [78]. One

situation this may occur is in an intense laser interaction with an under-critical density, long

scale length plasma: the ponderomotive force in the intense, focused laser beam can expel

electrons in the undercritical plasma outwards, creating a positively charged plasma channel

with a charge-separation electric field in the tranvserse direction [79, 80]. Electrons can be

confined in this channel whilst undergoing oscillations across the channel, and subsequently

experience additional acceleration [81,82].

2.3 Fast Electron Transport

2.3.1 Return Current and Ohmic Heating

The fast electron beam will possess a current density jf . The electron numbers and energies

produced from intense laser interaction result in high currents, with this current generated

in a small localised region approximately the size of the focal spot. From Ampére-Maxwell’s

law we know a magnetic field is produced in the presence of a current density. Calculations

by Bell et al. [83] estimated an energy ∼ 5 kJ in this magnetic field for a fast electron beam

produced from a 1018 W/cm2, 1 ps interaction. This is energetically impossible - the energy

contained in such a laser pulse is the order 10’s J - and the conclusion is drawn that the

fast electrons must either (a) be confined to the front of the target (since the energy in the

magnetic field scales with penetration depth), or (b) the fast electron current is balanced by

a return current, jb, provided by the background target plasma. It follows that

jf + jb ≈ 0, (2.36)

with the fast electron beam only able to propagate through the target if the target material

has the ability to generate a locally balancing return current. From Ohm’s Law, an electric

field

E ≈ −η(T ) jf (2.37)

where η is the temperature-dependent resistivity of the background plasma, is required

to draw this return current. Work is done by the thermal electrons against this electric field
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Figure 2.7: Measurements of divergence angle as a function of laser intensity [88]

in the form

W = E q · dx. (2.38)

The consequence of this is Ohmic heating of the target by the return current, with the

heating rate given by [84]

∂T

∂t
=

η(T ) j2f
Cv

. (2.39)

2.3.2 Filamentation

The propagation of the electron beam through a plasma leaves it susceptible to instabilities

that can cause the beam to undergo filamentation, first observed experimentally in an exiting

electron beam by Wei et al. [85]. These instabilities work in tandem to cause the fast electron

beam to break up into distinct filamentary structures. There are three main instability

modes to consider: Weibel [86], filamentation and two-stream instabilities [87]. In a nutshell,

these instabilities are the growth of unstable electromagnetic (Weibel and filamentation) or

electrostatic (two-stream) modes and can be amplified by the interaction of the forward

propagating fast electron current and backward propagating return current.
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2.3.3 Divergence

A well-known feature of a laser-solid generated fast electron beam is that it is divergent at a

half-angle θ1/2 [89–91]. Particle-in-cell simulations by Adam et al. [92] suggested the electron

beam divergence is seeded in magnetic field fluctuations in the laser-target interaction region

deflecting the energetic electrons. Work by Debayle et al. [93] built on this further, proposing

that there are two components contributing to the total divergence: the angular dispersion of

the fast electrons due to the small scale magnetic fields formed due to the Weibel instability,

and an additional radial deviation due to the laser ponderomotive force. This divergence

of the fast electron beam has been seen in experimental observations to increase with laser

intensity as reported by Green et al. [88], as demonstrated in Figure 2.7. Later work by

Armstrong et al. [94] measured the spatial profile of X-ray bremsstrahlung emission from

the rear surface of irradiated targets. It was shown that there were a duo of electron sources

contributing to the X-ray emission region: a central source from high-energy electrons, and

a secondary source of broader emission induced by refluxing electrons, thus showing the

picture of divergence scaling with laser intensity is more complex than first suggested.

2.3.4 Optical Transition Radiation

Fast electrons produced in intense-laser solid interactions will propagate through the target

material. As the electrons traverse the target there will be a polarisation of the dielectric

material due to the local electric field associated with the electrons. In homogeneous mate-

rial (e.g. the target bulk), this transient polarisation has no additional effects. However, the

situation changes when we consider the case of fast electron propagation through the target

surface and into vacuum. Using Maxwell’s equations, the wave equation can be solved in

the target and vacuum regions to show that the inhomogeneous solution from the electron

fields is not sufficient to ensure continuity of the electric displacement field D and the electric

field E. To satisfy the continuity boundary condition, an additional homogeneous solution

is required which is associated with radiators in the target. This produces a radiation field

that is dubbed transition radiation [95, 96]. This radiation is emitted from polarised atoms

at the target boundary in response to the inequality of fields in the target and in vacuum.

The intensity and spectra of the transition radiation emission is dependent upon proper-

ties of the fast electrons. In high intensity regimes electrons are predominantly accelerated
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Figure 2.8: Illustration of the production of transition radiation induced by fast electron
bunches propagating through a metal-vacuum boundary.

in bunches, resulting in the emitted radiation adding coherently to form coherent transition

radiation (CTR). For a beam of electrons comprised of nb bunches emitted at a frequency

1/∆t, the CTR energy W emitted per unit angular frequency and solid angle is related to

the fast electrons by [97]

d2W

dωdΩCTR
∝ e2N(N − 1)

4π2cn2
bu

6
t︸ ︷︷ ︸

(1)

sin2(nbω∆t/2)

sin2(ω∆t/2)︸ ︷︷ ︸
(2)

exp
(
−k2⊥σ

2
)

︸ ︷︷ ︸
(3)

(2.40)

where N is electron number per bunch, ut is target temperature, and σ is the variance of

the spatial distribution of the bunch. The numbered terms in Eqn. 2.40 indicate character-

istic properties of CTR emission. Firstly, Term (1) shows the energy emitted has a quadratic

scaling with the number of electrons, demonstrated experimentally for a wakefield-accelerated

electron beam passing through a thin metal foil [99]. Secondly, Term (2) indicates the emis-

sion energy will be maximised at harmonics of the bunching frequency, meaning the CTR

spectral profile is inherently linked to the laser frequency ω0 since electron bunches will be

accelerated at either ω0 or 2ω0 [100]. Figure 2.9 shows the spectrum predicted for a bunching

frequency ω0. Finally, Term (3) accounts for a drop in the efficiency of the production of

CTR due to dephasing of the electron bunches. Experiments measuring CTR emission as a

function of target thickness verify this prediction [101,102].
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Figure 2.9: Spectral properties of CTR emission [98].

The total emitted transition radiation spectra contains an additional incoherent compo-

nent [95],
d2W

dωdΩ ITR
=

e2N

π2c

[
⟨ϵ2∥⟩ + ⟨ϵ2⊥⟩

]
, (2.41)

where ⟨ϵ∥⟩ and ⟨ϵ⊥⟩ are the amplitudes of the electric fields generated by the electron in

the radiation plane or perpendicular to the radiation plane, respectively. The key feature to

note in Equation 2.41 is the linear scaling of the intensity of emission with N. For a large

number of fast electrons we would expect CTR, with an quadratic dependence on electron

number, to dominate.

This transition radiation is produced most efficiently over a region called the formation

zone. Generally, the length of the formation zone is given by [103]

Lf =
c

ω

β[
1 − β

(
ϵr − ϵrsin

2θ
)1/2] , (2.42)

where β is the speed of the particle relative to the speed of light (v/c), ϵr is the dielectric

constant of the material, and θ is the angle of observation. In the discussion of transition

radiation formation at the solid-vacuum interface there are two formation lengths to consider,

since ϵr differs between the media. In the plasma the dielectric constant is described by
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ϵr = 1 − (ωp/ω)2, and the length of the formation zone can be written as [97]

Lf ≃ c

ωp

1

cosθ
, (2.43)

where ωp is the plasma frequency. At θ = 0° the formation length reduces to the expression

for the plasma skin depth; electrons beyond the skin depth should not significantly contribute

to the formation of CTR. Along the direction of propagation of the exiting fast electron(s)

the formation length in vacuum can be given as [104]

Lf ≃ c

ω
γ2, (2.44)

where ω is the angular frequency of the radiation and γ is the Lorentz factor of the fast

electron, since ϵr = 0. The relationship can be reduced to a function of the wavelength of

the radiation and the kinetic energy of the electron using γ = KE
mec2

+ 1:

Lf ≃ λµm

2π
[(1.951 × KEMeV) + 1]2 µm. (2.45)

From Equations 2.43 and 2.45 one can appreciate that whilst the formation length in plasma

is very short for solid targets, where the skin depth is to the order of a few nm’s, the formation

length in the vacuum can be relatively long for high energy electrons and extend to the order

of µm’s.

2.3.5 Sheath Field Generation

As the fast electrons propagate through the target and exit into the vacuum, a sheath electric

field grows at the rear surface of the target. This sheath field extends over a Debye length

and acting to recirculate lower energy electrons back into the target [105]. The strength of

the sheath field is sensitive to the properties of the fast electron population: for example,

Ridgers et al. [106] showed the sheath potential is dependent on the average energy of the

fast electrons.

The potential in the sheath field is strong enough to rapidly ionise target material at the

back, and subsequently accelerate these ions in a direction normal to the surface of the tar-

get. This mechanism, known as target normal sheath acceleration (TNSA), was first formally
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described in the work by Wilks et al. [107]. The presence of water and hydrocarbon con-

taminants on material surfaces means protons are commonly detected in experiments with

energies higher than the target ions, due to their higher charge-mass ratio. Maximum ion

energies due to TNSA have been found to be sensitive to the fast electron temperature [108],

and also to the thickness of the target employed and laser pulse length [109].

Irradiation by an intense laser can result in rapid energy deposition and heating at the

front surface, launching a shock-wave into the bulk target [110]. If this shock is sufficiently

strong, or the target sufficiently thin, this shock-wave can break out at the rear surface of the

target before or during the main laser interaction, disrupting the rear surface. This has been

shown in previous works to be detrimental to the efficiency of TNSA, with lower proton cut-

off energies measured when a scale length pre-plasma is present at the rear surface [111,112].



Chapter 3

Instrumentation and Codes

3.1 High Power Laser Systems

3.1.1 Chirped Pulse Amplification

The basis of most modern high power laser systems is the concept of chirped pulse ampli-

fication (CPA) [6]. During the pulse amplification stage there are non-linear effects that

come into play when the intensity becomes too great, distorting the spatial and temporal

profile of the laser pulse and potentially damaging the amplifier(s). This places a limit on

the pulse intensity that can feasibly be reached inside the amplifying media. In the CPA

technique, the initial pulse is first stretched using pairs of diffraction gratings, where the first

grating creates angularly dispersed light depending on the wavelength, and the second will

refocus the dispersed light spatially. The light will however not be refocused temporally due

to the path difference between red and blue light, creating a chirped, temporally stretched

pulse. This lower power pulse can be amplified via passage of the pulse through a solid

state amplifier whilst maintaining a relatively low intensity. After amplification the pulse

can be compressed again using diffraction gratings to obtain a high power pulse with a short

duration. The Nobel-Prize winning approach allows laser pulses to be amplified to several

Joules, whilst limiting the aforementioned unfavourable non-linear effects in the amplifying

media such as self-focusing.

46
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Figure 3.1: Illustration of the technique of chirped pulse amplification employed to produce
short, high power laser pulses. © Johan Jarnestad/The Royal Swedish Academy of Sciences

3.1.2 ILIL PW Laser

The experimental data presented in this thesis was obtained at the Intense Laser Irradiation

Laboratory (ILIL), Pisa. The following description of the ILIL-PW Ti:Sapphire laser system

has been adapted from Ref. [57].

An initial train of 6 nJ, 15 fs laser pulses at 74 MHz is generated by a Ti:Sapphire oscil-

lator. A booster module is used which includes a 14-pass amplifier to increase pulse energy

to the order of 10 µJ before pulses are selected at a rate of 10 Hz from the oscillator output.

An Öffner-type stretcher is used to create chirped 300 ps pulses. Several amplification stages

are employed in the laser system to create < 8 J pulses. First, a regenerative amplifier is

used resulting in pulse energies of ∼ 0.6 mJ, followed by a 5-pass pre-amplifier to further

increase the energy to 30 mJ. To prevent optical damage from high fluences the beam is

then expanded to a diameter of 10 mm with a telescope. The enlarged beam passes through

a 4-pass amplifier and gains energy up to 600 mJ. As before, the beam is again expanded

to a diameter of 36 mm, before being sent to the final amplification stage where a 4-pass

amplifier increases the pulse energy to a maximum of < 8 J. Here, monitoring of the pulse

energy is also carried out through measurements of the energy leaking through the last turn-

ing mirror after the final amplifier, with shot-to-shot energy fluctuations previously inferred
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Figure 3.2: Layout of the ILIL laser system. Taken from Ref. [57].

as < 2% root mean square. Finally, temporal compression of the full energy pulse to < 27 fs

is achieved using 4 gratings in a folded configuration. Conversion efficiency is 75%, resulting

in a final peak power of 220 TW. Figure 3.2 summarises the layout of the ILIL laser, with

the PW line target chamber indicated by the hexagon shape.

3.1.3 Laser Optics

The creation of a high quality, high intensity laser pulse is only possible with the inclusion

of additional optics in the laser chain. Here we introduce the specific complementary optics

in place at the ILIL laser facility.

Saturable absorber

For an amplifying medium to be able to lase it needs to be pumped with energy (e.g. from

a flash lamp or another laser) to produce a population inversion. However, a side effect is

that the amplifying medium will then be able to radiate spontaneous emission which can

be subsequently amplified, known as amplified spontaneous emission (ASE). The random

nature of this emission results in a constant, low level light which presents as a pedestal on

which any laser pulses sit atop.
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This ASE is mitigated through the use of a saturable absorber at the booster amplifier.

A saturable absorber exhibits a varying level of absorption depending on the fluence of the

incoming light; lower energy light will be absorbed, whilst higher energy light will saturate

the absorber and can propagate through. In laser applications, this means the lower energy

pedestal will be absorbed and removed whereas the higher energy pulses can continue on,

yielding a ‘cleaned’ laser profile.

Pulse Shaping

As the pulse travels through the laser system it is subject to dispersion and phase distortions.

The group delay is a time delay experienced by a light pulse as it propagates through an

optical element. The group delay is dependent on the frequency of light; since the pulse con-

tains a spread of wavelengths, this results in a broadening of the pulse in time termed group

delay dispersion. An acousto-optic programmable dispersive filter (AOPDF) [113] named the

Fastlite Dazzler is placed after the stretcher to apply phase corrections and pre-compensate

this distortion prior to amplification.

Gain narrowing can occur during amplification, where the centre of the optical spec-

trum experiences greater amplification than the spectral wings. The Fastlite Mazzler is an

acousto-optic programmable gain filter (AOPGF) which is placed in the regenerative am-

plifier to compensate for this. It ensures the bandwidth of the pulse is maintained between

entering and exiting the regenerative amplifier. Use of the Mazzler also results in a flatter

spectrum, allowing for optimal compression.

Pockels Cell

The ILIL laser initially generates pulses from the oscillator at a rate of 75 MHz, with the

rate dropping to 10 Hz when exiting the booster amplifier. This pulse rate reduction is not

due to pulses spontaneously ‘disappearing’ during the laser chain, but is down to the use of

Pockels cells as a pulse picker.

In essence a Pockels cell acts as a voltage-controlled wave plate. It can be explained by

the Pockels effect, where a change in the birefringence of an electro-optic crystal is observed
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Figure 3.3: Illustration of the effect of birefringence on polarisation. Distances have been
exaggerated for clarity.

under an applied potential difference. When light impinges on the crystal it is described

by two components: the ordinary component with polarisation perpendicular to the optical

axis, and the extra-ordinary component with polarisation parallel to the optical axis. The

ordinary and extra-ordinary waves will experience different refractive indices and propagate

at different velocities; this is the property of birefringence. When a voltage is applied the

birefringence becomes considerable enough to induce a non-negligible phase shift between the

ordinary and extra-ordinary components. Figure 3.3 illustrates how the phase shift results

in a rotation of polarisation.

The Pockels cell setup is completed by the placement of a polariser after the crystal to

only permit the passage of light with polarisation matching that imposed by the activated

Pockels cell. When unactivated, the polarisation of the light will not change and will simply

reflect from the polariser. Pockels cells are in use at the ends of the booster and regenerative

amplifiers to restrict leakage of pulses after every pass of the cavity. Alignment of the crystal

is critical to the performance of the Pockels cell; if the optical axis of the crystal is misaligned

it can cause the pulse to be partially polarised even without an applied voltage, leading to

unwanted pulses passing through.
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Figure 3.4: 3rd order autocorrelation trace of ILIL laser.

3.1.4 Laser Contrast

For the ILIL PW laser, background ASE arises dominantly from the final amplifier and has

a contrast better than 10−8 as measured by a Sequoia third-order cross-correlator (Figure

3.4). A larger divergence of the ASE with respect to the main beam means the focal position

is 250-300 µm away from the main pulse focus, leading to an on-target intensity of ∼ 109

W/cm2. As such, the ASE interaction can be assumed to be negligible when compared to

the main pulse intensity of ∼ 1021 W/cm2. Furthermore, low intensity pulses, or pre-pulses,

can arrive at the target arising from Pockels cell leaks. These pre-pulses can be of significant

intensity if the timing coincides with the pumping of amplifiers further down the laser chain.

The laser contrast refers to the ratio of the ASE or pre-pulse intensity or energy relative

to the main pulse. Additional optics can be placed at the end of the laser chain to remove

any residual ASE or pre-pulses and improve the contrast. This is not always necessary, but

can be helpful as an assurance in instances where a high contrast is critical to the success of

the interaction. Plasma mirrors [114] consisting of glass slabs with an anti-reflection coating

on the front can be used - however, traditional plasma mirrors are by design single use and

not practical for experiments carried out at high repetition rate.
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Figure 3.5: Conversion efficiency into second harmonic as a function of intensity for KDP
crystals of different thicknesses. Reprinted with permission from [115] © The Optical Society

Alternatively, second harmonic generation (SHG) produced in non-linear crystals can be

exploited to clean the laser profile. When light propagates through a uniaxial (possessing no

inversion symmetry) crystal material such as KDP [116] it is able to induce a second order

polarisation determined by

P(2)(t) = 2ϵ0χ
(2)EE∗ +

(
ϵ0χ

(2)E2e−i2ωt
)

(3.1)

where χ(2) is the second-order susceptibility term and E is the laser electric field [117].

The second term in Eqn. 3.1 results in the launching of a wave with a frequency twice that

of the incoming wave. The intensity of the frequency doubled wave is then given by

S = 2πcP 2(k2ω/∆k)2 sin2(∆kx) (3.2)

∆kx = |k2ω − 2kω| (3.3)

where kω and k2ω are the wavevectors of the incident and frequency doubled light re-

spectively and P is the magnitude of the polarisation [118]. From assessment of Equations

3.1 and 3.2 we can see the intensity of second harmonic light scales quadratically with the

intensity of the incoming laser light, since P scales with laser intensity (I ∝ E2) and the

intensity of the subsequent 2ω light scales with P2. This means lower intensity laser light
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(such as from a prepulse or pedestal) will be substantially less efficiently converted to 2ω

compared to the higher intensity main laser pulse. Remaining fundamental frequency light

can be filtered out, and the 2ω light with an improved contrast used to irradiate the target.

3.2 Experimental Diagnostics

3.2.1 Optical Transition Radiation

A consequence of laser-generated fast electrons exiting the target material is the emission of

transition radiation. If the fast electrons are propagating in bunches this radiation adds co-

herently to form coherent transition radiation, with spectral peaks at the electron bunching

frequency (ωL or 2ωL). When using a Ti:Sapphire laser (λ = 800 nm) the second harmonic

will be at 400 nm, which lies in the visible optical regime. Experimentally, imaging can be

implemented to capture CTR emission from the target surface at typically the first and sec-

ond laser harmonics. This can be achieved with a CCD camera or a digital camera if spatial

resolution is required, or a streak camera to obtain spectral and/or temporal information on

the emission. Alongside CTR there will also be a contribution from incoherent TR (ITR):

there is no frequency dependence on the incoherent emission spectrum so the ITR emission

intensity should be uniform across all wavelengths, including the optical regime. The inten-

sity of ITR is proportional to the fast electron number N , whereas the intensity of CTR

is proportional to N2, so the intensity of ITR will be relatively low for large fast electron

numbers. Figure 3.6 shows examples from the literature of experimental results of optical

transition radiation emission using streak camera, spectometer, and CCD measurements.

Images of optical transition radiation can be used to indirectly infer information on the

fast electrons. Analysis of the images can be carried out to measure the intensity of the

OTR emission: the intensity scales with electron number, so a greater emission intensity

can imply a greater number of fast electrons at the target surface. Transition radiation is

produced in the direct vicinity of the fast electrons at the target surface. Imaging of OTR

using a CCD or digital camera allows spatial information on the OTR emission, and thus

on the fast electron beam. OTR imaging has previously revealed filamentation of the fast

electron beam [120] and fast electron beam divergence [121].
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Figure 3.6: (a) Optical streak image of CTR emission from the rear side of irradiated 914
µm Al foil presented in [101]; (b) and (c) show the integrated spectra from two shots in the
same experiment. (d) CCD image of 1ωL CTR emission from the rear side of an irradiated
Al/CH/Al sandwich target presented in [119].

3.2.2 Spectral Measurements

Spectral measurements of emitted light from the surface of the irradiated target can allow us

to uncover more information on the target behaviour. An optical spectrometer can be used

to obtain this spectrum. The components of a spectrometer are relatively uncomplicated,

consisting of a diffraction grating to split the light into it’s constituent wavelengths and a

CCD array to collect the dispersed light. Coupling a fibre to the entrance of the spectrometer

can increase the amount of light collected and allow more flexibility when positioning the

spectrometer.

For the laser-solid interactions reported here, there is interest in characterising the light

emitted from the front and rear surfaces of the target. From the rear surface the focus is on

understanding the emission of coherent transition radiation. As laid out in Section 2.3.4 the

spectrum will display peaks at harmonics related to the bunching frequency of the electrons.

Identifying the wavelengths of these peaks allows the inference of the electron bunching fre-

quency, and hence the laser absorption mechanism dominant in the interaction.

In addition, obtaining the spectrum from the front surface of the target can shed more

light on the initial laser-target interaction. The amount of reflected light at the laser wave-

length can be used as a coarse measurement of the laser absorption fraction [122]; this needs



CHAPTER 3. INSTRUMENTATION AND CODES 55

to be taken with a pinch of salt however as the reduction of measured light could be due to

enhanced scattering rather than increased absorption of the laser light. An additional out-

come of measuring the front surface emission spectra is the ability to monitor for pre-plasma

formation. The pedestal, prepulses and the leading edge of the main pulse can pre-ionise

the target prior to the arrival of the main pulse, forming a lower density expanded plasma

in front of the above-critical target. The main pulse interacts with a sub-critical plasma

where the Two Plasmon Decay (TPD) and Stimulated Raman Scattering (SRS) parametric

instabilities can occur near nc/4, producing plasmons. The resultant plasmons can couple

with laser photons to form light at 3/2ω. Detecting 3/2ω light in the front surface spectra

can consequently serve as an indirect indicator of pre-plasma [123,124].

3.2.3 Time-of-Flight Detector

The act of forward propagating fast electrons exiting the target will lead to the formation of a

sheath field at the rear surface, resulting in the acceleration of ions lying on the surface. The

ion flux and energies are sensitive to the properties of the fast electrons (e.g. temperature

and current density) as this dictates the strength of the sheath field formed. Ion measure-

ments can hence function as a complementary diagnostic when investigating fast electrons.

A time-of-flight detector can be used to measure the energies of these accelerated ions at a

high repetition rate [125,126]. In this approach, the velocity of an accelerated ion is inferred

through measuring the time taken for the ion to traverse from the rear target surface to the

detector. The detector used can vary depending on the temporal/energy resolution and sen-

sitivity requirements, with common options including diamond [127] or silicon carbide [128]

semiconductor devices, or scintillators [129].

A typical signal recorded by a time-of-flight detector is shown in Figure 3.7. A key feature

to highlight is an initial, sharp peak named the photopeak. This is not the detection of ions,

but instead the detection of X-rays and fast electrons emitted during the laser interaction.

The photopeak is used as a reference signal to identify a ‘zero-time’, tph. Ions are then

detected at a given time tion. The distance between the target and the detector, dTOF , is

easily known from the experimental setup. From this information it is possible to infer the
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Figure 3.7: Experimental time-of-flight signals of accelerated ions. The photopeak attributed
to X-ray emission and fast electrons is seen at t = 0. Taken from [129].

time-of-flight of each ion as

tTOF = tion −
(
tph −

dTOF

c

)
. (3.4)

Assuming the particle is travelling at an approximately constant velocity to the detector,

the average velocity of the ion is found by vTOF = dTOF /tTOF . Finally, the kinetic energy

of the ion can be calculated as KEion = (γ − 1)mic
2. In this way an energy spectra of the

accelerated ion species can be constructed from the time-of-flight data.

3.2.4 Fast Electron Emittance Measurements

The emittance of a particle beam is defined as the area of position-momentum space oc-

cupied by the particles. Emittance is a figure of merit more commonly encountered in the

accelerator community [130,131] where a beam with a small emittance is seen as favourable,

but can also be considered when characterising fast electron beams generated in laser-solid

interactions.

A measure of the emittance of an electron beam can be realised through the use of a

pepper-pot diagnostic. A pepper-pot mask made of a plate with a grid of holes is placed

directly in the path of the electron beam. The electrons that pass through the pepper-
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pot will form a beamlet from each hole. These electron beamlets can be captured using a

detector behind the pepper-pot mask. The positioning and divergence of each beamlet can

be related to the transverse momenta of the electrons passing through the corresponding

hole. Coupling this with the known positions of the holes and beamlets, we can obtain a

value for the transverse emittance of the beam using measurements of the beamlets from a

lineout across x [132]:

ϵ2x ≈ 1

N2


 p∑
j=1

nj(xhj − x̄)2

 p∑
j=1

[
njσ

2
x
′
j

+ nj

(
x̄

′
j − x̄′

)2
]−

 p∑
j=1

njxhj x̄
′
j

−Nx̄x̄′

2
(3.5)

with the parameters defined as:

• p = number of holes,

• xhj = position of the hole,

• nj = number of electrons within the beamlet,

• N = total number of electrons,
p∑

j=1
nj

• x̄ = mean position of all beamlets,

• x̄
′
j = mean divergence of j-th beamlet,

• x̄′ = mean divergence of all beamlets,

• σ
x
′
j

= mean r.m.s spot size of j-th beamlet at the j-th hole.

Most of these values can be retrieved directly from the beamlet images, i.e. beamlet

position, intensity and r.m.s spot size. The mean divergence here refers to the average ‘shift’

of the beamlet and is not the beamlet spot size. To obtain the mean divergence, consider

the setup outlined in Figure 3.8 which generates several beamlets, each originating from a

different subset of the full electron beam. The transverse momenta, px, of each electron

results in a shift of the position in x whilst propagating from the pepper-pot hole to the

detector. Under the assumption that the divergence angle is small (tan(θ) ≈ θ), the mean

divergence of the beamlet due to the transverse momenta of the electrons can be calculated

through

x̄
′
j =

X̄j − xhj
L

(3.6)
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Figure 3.8: Illustration of pepper-pot mask and detector to demonstrate calculation of elec-
tron beam divergence from the image of the beamlet.

where X̄j is the mean position of the beamlet and L is the distance between the pepper-pot

mask and detector. The divergence is given in units of radians.

3.3 EPOCH Code

The particle-in-cell (PIC) code EPOCH [133] has been used in this thesis to model the

laser-target interactions and track the initial behaviour of the fast electron population. A

particle-in-cell code fundamentally works by dividing the simulation domain into a grid and

populating each grid cell with a number of pseudoparticles, each representing a larger number

of real target species such that the plasma is literally reproduced via particles in cells. Using

a kinetic treatment rather than a fluid treatment allows for deviations away from purely

Maxwellian populations, allowing PIC codes to capture electron acceleration to energies at

the tail of a Maxwellian distribution in the laser-plasa interaction.

EPOCH utilises two coupled solvers to resolve the laser-plasma interaction: a field solver

that uses Maxwell’s equations to solve for the local EM fields, and a particle pusher that
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Bn → Bn+½ 
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t
n
 → t
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Figure 3.9: Cyclical solution of the field and particle pusher solvers implemented at each
timestep in EPOCH.

solves for the new particle position and updates the currents. These solvers are implemented

at each timestep to progress from tn to tn+1 as follows, where n is the timestep number. The

EM fields are advanced one half timestep using a discretised form of Maxwell’s equations

(meaning the derivatives can be approximated as a finite step e.g. ∂x/∂t → ∆x/∆t):

En+ 1
2 = En +

∆t

2

(
c2∇×Bn − Jn

ϵ0

)
(3.7)

Bn+ 1
2 = Bn − ∆t

2

(
∇×En+ 1

2

)
(3.8)

to give the EM fields at the grid points. The particle pusher then works to solve for the

new momenta for each particle under the Lorentz force:

pn+1
α = pn

α + qα∆t

[
En+ 1

2

(
x
n+ 1

2
α

)
+ u

n+ 1
2

α ×Bn+ 1
2

(
x
n+ 1

2
α

)]
. (3.9)

Note the solution to Equation 3.9 requires knowledge of the E and B fields at the par-

ticle position rather than at the grid points; this is obtained through interpolation of field

contributions from neighbouring cells.

Particle position is updated to xn+1
α using the velocity un+1

α calculated from the momenta
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pn+1
α . Updating of the current from Jn → Jn+1 is carried out using the Esirkepov current

density decomposition scheme [134]. The EM fields can then be updated to complete the

timestep:

Bn+1 = Bn+ 1
2 − ∆t

2

(
∇×En+ 1

2

)
(3.10)

En+1 = En+ 1
2 +

∆t

2

(
c2∇×Bn+ 1

2 − Jn+1

ϵ0

)
. (3.11)

This cyclical iteration of solvers is summarised in Figure 3.9 and is repeated every

timestep until the simulation time ends. Timestep size ∆t can be chosen by the user with

the stipulation that it must satisfy the Courant-Friedrichs-Lewy, or CFL, condition [135]:

∆t ≤ ∆x

c
(3.12)

where ∆x is the mesh size and c is the speed of light. This ensures information from a cell

(particle or wave) can only travel to its nearest neighbour cell between timesteps.

3.3.1 Grid Resolution

The choice of grid resolution is important with respect to resolving both physics and numer-

ical effects. Grid size must be chosen carefully to limit the phenomena of numerical heating.

If the cell size is too coarse compared to the Debye length, λD, we encounter the growth of

instabilities from numerical modes (aliases) destabilizing plasma oscillations, leading to an

artificial gradual heating of the plasma [136]. Choosing a grid size that is comparable to λD

can diminish the instability growth to negligible levels [137]. An additional mitigation is to

model the pseudoparticles as being spread over a finite volume as opposed to a point particle,

with the distribution described by a particle shape function. This has the equivalent effect

of averaging the fields over a few nearby cells. In practice EPOCH will interpolate from the

shape function to get the current at each grid position, and inversely interpolate from the

grid points to the shape function to get the EM fields at the particle centre. Higher order

shape functions have been found to be useful in reducing the effect of numerical heating,

with a fifth-order “b-spline” shape function strongly recommended for laser-solid interac-

tions [133].
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For the work presented in this thesis the intention is to model the interaction of intense

lasers with cold, solid targets, with a view of studying the fast electrons and subsequent

transition radiation generated. To limit numerical heating there must be sufficient resolution

of the Debye length of the plasma, which for a λ = 800 nm laser can be reduced to

λD =

√
ϵ0kBT

nee2
(3.13)

=

√
(8.85 × 10−12)(1.38 × 10−23)(11.6 × 10−3)

(1.72 × 1027)(1.6 × 10−19)2

√
TeV

A
(3.14)

λD = 0.179 ×
√

TeV

A
nm (3.15)

for a target at temperature TeV and electron density Ancrit m−3. The skin depth addi-

tionally needs to be resolved, both for accurately representing the laser absorption and for

modelling transition radiation emission (the formation zone size is comparable to the skin

depth). The skin depth can be given in a similar representation as

Ls =
c

ωp
= c

√
ϵ0me

e2ne
(3.16)

=

√
(3 × 108)2(8.85 × 10−12)(9.11 × 10−31)

(1.6 × 10−19)2(1.72 × 1027)

√
1

A
(3.17)

Ls = 128 ×
√

1

A
nm. (3.18)

An example target of solid Ti (ρ = 4.506 g/cm−3) with an average ionisation Zbar = 10

yields an electron density of 5.67×1029 m−3, or 300 ncrit. Assuming a cold, unheated target

at T = 1 eV, this gives length scales of λD = 0.01 nm and Ls = 7.39 nm. A cell size ∆x,y

< 10 λD is required to mitigate numerical heating, placing an upper limit of ∆x,y ≲ 0.1

nm. The domain is required to be large enough in x to encapsulate the front vacuum, target

thickness and rear vacuum, and also large enough in y to capture any outgoing EM emission.

A domain size of 10’s µm in x and y is necessary to fulfill these requirements. Whilst the

aforementioned grid resolution is possible in EPOCH, it would not be feasible for the scale of

simulation intended here as the runtime would be entirely impractical. To relax the restric-

tions on cell size, the targets are instead modelled with a reduced electron density and an

increased initial temperature, realising an increased Debye length and skin depth that can

be more easily resolved. With respect to modelling transition radiation, a PIC simulation
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∆x,y (nm) Ti ppc e− ppc

1 1 10

2 4 40

5 25 250

10 100 100

15 225 2250

25 625 6250

Table 3.1: Cell size and corresponding pseudoparticles per cell (ppc) used

study by Ding et al. [138] saw no observable difference in the generation of THz emission

from coherent transition radiation when using a target density of 10 ncrit or 110 ncrit, so the

reduced target density should not impact the formation of transition radiation.

Testing is carried out to establish these changes are appropriate to resolve the Deybe

length with a more coarse grid resolution. A small domain of size 1 × 1 µm is created and

populated with pseudoparticles representing the proposed target material with ne = 20 ncrit,

ni = ne/10 and T = 1 keV. Boundaries are set to reflective in x and y to prevent particle loss

through the domain boundaries. No laser was used for these simulations. Simulations are

established with varied cell size ranging from 1 - 25 nm, with the number of pseudoparticles

per cell scaled to keep the total pseudoparticle number constant; Table 3.1 details the grid

size and pseudoparticles per cell for each case. Each simulation is run up to 150 fs and the

total kinetic energy of the particles output as a function of time. Figure 3.10 shows that

as grid size becomes smaller the heating rate (given by the gradient) reduces as expected.

Above a grid resolution of 10 nm we see the numerical heating rate begins to increase slightly;

when modelling solid targets we therefore aim to use a grid resolution finer than 10 nm.

3.3.2 Pseudoparticle Number

For a laser-plasma interaction to be sufficiently resolved there needs to be an adequate num-

ber of pseudoparticles to correctly reproduce the collective plasma behaviour. The number of

real particles represented by a pseudoparticle is referred to as the weighting of the pseudopar-

ticle. When modelling solid density targets we can expect a high pseudoparticle number will
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Figure 3.10: Change in total particle kinetic energy as a function of time for varying cell
size. The initial decrease in particle energy for the smallest grid sizes is attributed to energy
lost to EM field fluctuations [139].

be needed for an appropriate weighting. Moreover, laser acceleration will only involve a small

number of the target electrons, so a large number of pseudoparticles is required to allow rep-

resentation of the fast electron population whilst minimising statistical noise. On the other

hand, using more pseudoparticles increases the memory and runtime of the code with each

particle adding approximately 10 B to the total memory. The user is therefore presented

with a balancing act: use enough pseudoparticles to accurately represent the physics, but

not so many that the code takes an exorbitant amount of time and resources to run.

Convergence testing is carried out to identify a suitable number of electron pseudoparti-

cles to implement in the simulations presented in the Results chapters. A simulation domain

of size 10 × 20 µm with a grid resolution of ∆x, y = 4 nm is established. A 5µm thick Ti

target is set up with an average ionisation of 10, and an electron density ne = 20 ncrit. The

electron pseudoparticle number per cell is varied from 10 to 640, with the corresponding Ti

pseudoparticle number per cell a factor 10 lower (1 - 64). Figure 3.11(a) shows the change

in total particle kinetic energy as a function of time. As the laser energy is coupled into the

target the kinetic energy of the electrons increases, with a slight decrease observed after 80

fs as a fraction of the fast electrons exit the simulation domain. The total energy then begins

to plateau after 90 fs, coinciding with the time the laser fields are turned off. The simulations
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Figure 3.11: Results of convergence testing for the electron psuedoparticle number per cell
(ppc). (a) Total particle kinetic energy and (b) cumulative electron number counted passing
through a probe plane at the rear target surface as a function of simulation time. (c) shows
the variation of total particle kinetic at 78 fs with ppc, and (d) shows the variation of the
total number of fast electrons counted at the probe plane.

with different numbers of pseudoparticles per cell (ppc) demonstrate very similar profiles.

As a figure of merit the peak total particle kinetic energy at t = 78 fs is taken from each

simulation and plotted in Figure 3.11(c). The total energy is 0.404 ± 0.006 J, corresponding

to a fluctuation of ± 1.6 % across ppc values of 10 - 640.

Since the studies addressed in this thesis are concerned with physics induced at the rear

target surface by propagating fast electrons, another figure of merit to judge the convergence

of pseudoparticle number is the number of fast electrons reaching the rear surface. To ex-

tract this information a probe plane is placed at x = 4.5 µm which measures pseudoparticles

representing fast electrons with energy > 100 keV propagating through the probe plane.

Figure 3.11(b) shows the cumulative electron number as a function of time for simulations

with varying numbers of electron pseuduoparticles per cell. As was the case for the total

particle kinetic energy, there is little effect with changing the electron psueudoparticle num-
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ber. Figure 3.11(d) shows the final electron number counted at the probe as a function of

electron ppc. The result for electron ppc = 10 shows an increased count compared to the

simulations with a higher ppc, an indication that the weighting is too great and a higher

number is required for convergence. The average electron number is (5.32 ± 0.03) × 1017

electrons, corresponding to a fluctuation of ± 0.6 %. These results indicate the simulations

rapidly reach convergence with electron pseudoparticle number, with very little change in

the final properties of the fast electrons achieved with increasing the electron pseudoparticle

number beyond 40 ppc.

3.4 FLASH Code

The Eulerian hydrodynamic code FLASH [140] is employed to model the effect of the laser in-

teraction on the target structures over ns timescales. Several example problems are included

with FLASH to demonstrate the various capabilities of the code. The example LaserSlab

problem was used as a basis for this work which models a laser irradiating an Al disc.1 This

simulation was then adapted to model our specific problem, with the details outlined in

Section 4.4.1.

3.4.1 Fluid Equations

The evolution of a plasma can be described macroscopically as a fluid governed by the values

of velocity (u), density (ρ) and pressure (P ) using the following forms of the Euler equations:

∂ρ

∂t
+ ∇ · ρu = 0 (3.19)

ρ

(
∂u

∂t
+ u · ∇u

)
= −∇P (3.20)

∂

∂t
(ρE) + ∇ · [(ρE + P )u] = Qlas −∇ · q (3.21)

where E is the total specific energy, Qlas is the energy added by laser heating per unit

volume, and q is the total heat flux. These equations describe the conservation of mass, con-

servation of momentum, and conservation of energy respectively. In laser-driven plasmas the

ions, electrons and photons are not in thermal equilibrium with each other. Equation 3.21

1Further details on the LaserSlab problem can be found in Section 34.7.5 of the FLASH user manual
(Version 4.6.2).
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can therefore be written for the ions, electrons and photons separately, with each population

described by an individual temperature. This is known as a single fluid, three temperature

(3T) treatment.

Euler’s equations are closed by the equation of state (EOS) which connects the inter-

nal energy, temperature and pressure of a given species. Here we used a tabulated EOS

generated by PrOpacEOS [141]. The user sets the range of density and temperature values

to solve over, and PrOpacEOS calculates the specific internal energy and pressure for each

electron density/temperature pair requested.

In addition, PrOpacEOS calculates terms required to determine the overall opacity of

each material. A Planck mean opacity is applicable when the plasma is optically “thin”,

i.e. where the radiation mean free path is greater than the scale length of the system, is

taken here for the absorption and emission terms. For an optically “thick” plasma, where

the radiation mean free path is smaller than the scale length of the system, a Rosseland

mean opacity is more justifiable [142] and is used here for the transport term.

In situations where there is a broad range of photon energies, taking a value for the opacity

at each wavelength is not most practical approach. In this case it is more convenient to

consider the opacity terms for different groups of photon energies, referred to as a multigroup

diffusion approximation. Values for these opacity terms are therefore calculated for each

density/temperature pair supplied by the user, and also for distinct energy groups where the

opacity term is averaged over the frequency range encompassed by each group.

3.4.2 Grid Structure

In solving hydrodynamic simulations the target material is initially discretized into smaller

fluid elements using a user-defined grid or mesh. The continuity equation, Equation 3.19,

outlines the condition that the change in mass within a given fluid element must equal the

flow of mass into or out of the element. In the Lagrangian scheme the continuity equation

is instead written as
∂ρ

∂t
+ ρ∇ · u = 0 (3.22)

with the consequence of allowing no mass diffusion out of a fluid element. Each mesh
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Figure 3.12: Diagram of AMR functionality. The simulation initially starts with 1 block
across a target with a localised region of high density. An additional block is added into
the block cell containing the high density feature. Another level of refinement is then added
with additional blocks inserted to gain higher resolution across the density perturbation.

element follows the evolution of the material contained inside it, with the mesh free to move

such that the mass contained inside remains constant. Over long timescales Lagrangian

meshes are prone to “bow-tie” in 2D configurations when moving over large spatial scales or

trying to track swirling regions of fluid, often leading to the code “crashing” [143]. At this

time it can be possible for the mesh to be re-zoned and the code restarted, but this can be

a laborious process and not guaranteed for all codes.

In the Eulerian scheme the grid is fixed with the mass able to flow through the grid, and

so the bow-tie problem is avoided. Use of an Eulerian grid however has the disadvantage of

potentially overestimating the diffusion of a material if there is insufficient grid resolution

since the mass is spread evenly over a fluid element. Additional resolution is accomplished

in FLASH using PARAMESH [144], a block-structured adaptive mesh refinement (AMR)

scheme. Rather than having fine resolution across the whole domain, PARAMESH works to

instead add additional grid cells into an existing fluid element depending on the modified lo-

cal second-order derivative of the chosen refinement criteria (density, temperature etc.) [145].

Figure 3.12 shows how additional blocks are added by PARAMESH where there is a feature

to be resolved. In this way, additional grid cells are reserved only for regions that require

finer resolution, saving computational cost.
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3.4.3 Laser Absorption

Incident laser beams are modeled using 2D-in-3D ray tracing. The laser is represented as a set

of rays originating from a lens outside the domain, that are then traced through the domain

towards a defined target region (typically the laser focal spot) at every timestep. To calculate

the power loss from each ray into the target FLASH assumes an inverse bremsstrahlung

model:
dP

dt
=

4

3

(
2π

me

)1/2 Ze4 lnΛ[r0]

ncritk
3/2
B

ne(r0)
2

Te(r0)3/2
(1 + Ut + Rt2)2

(1 + Wt + St2)3/2
P (3.23)

where Z is the average ionisation, lnΛ is the Couloumb logarithm, ncrit is the critical

density, kB is Boltzmann’s constant, ne is the local electron density, Te is the local electron

temperature, P is the power of the ray, and r0 is the initial position of the ray. The terms

U,R,W, and S collectively describe the evolution of the ray in time and are defined as:

U =
∇ne(r0) · v0

ne(r0)
R = −c2∇ne(r0) · ∇ne(r0)

4ncne(r0)
(3.24)

W =
∇Te(r0) · v0

Te(r0)
S = −c2∇Te(r0) · ∇Te(r0)

4ncTe(r0)
(3.25)

where v0 is the initial ray velocity. At each timestep each ray is moved through the

domain, with the ray position and velocity updated at each cell and used to calculate the

power loss. This iterates through until every ray has either been absorbed by the target

material or has exited the domain. For a set target we can see from Equations 3.24 and 3.25

that the power loss at each cell is dictated by the electron temperature and density values

and their respective local gradients, and scales with the power possessed by the ray.

When carrying out initial simulations it was found that this inverse bremsstrahlung model

was unsuitable for our laser regime (I ≈ 1017 W/cm2, τ = 35 fs) with the energy deposited

into the target found to be virtually zero. To compensate for this a benchmarking simulation

using the 1D Lagrangian radiation hydrodynamics code HYADES [146] was carried out at

early times (< 100 ps) to determine a more realistic energy deposition value. HYADES mod-

els absorption of a laser incident on an over-critical target via the Fresnel reflection model;

this model is justified since there is little plasma expansion and a negligible change in plasma

density over the laser pulse time [147]. The target density and laser power profiles were then

modified in FLASH to reach the desired energy absorption. A detailed explanation on this
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process is provided in Section 4.4.1.

Testing is carried out to identify the maximum level of grid refinement required to resolve

the laser absorption in the laser-target interaction considered in this work. The laser profile

is modelled with a FWHM pulse length of 35 fs, a peak power of 1× 1015 W, and a HWHM

spot size of 2 µm. The target considered is Ti at solid density, ρ = 4.5 g cm−3, with an

exponential density profile of scale length 15 nm on the front surface. The full details and

motivation for establishing the simulation in this way are addressed in Section 4.4. The

simulation domain is in a cylindrical geometry and of size 25 × 125 µm. The domain is

represented by 1 block in r and 5 blocks in h, with each block consisting of 10 × 10 cells.

For the testing the maximum level of refinement was varied. The methodology used by

PARAMESH means the spatial extent of each “child” block must be half the spatial extent

of the “parent” block where additional refinement is required. So, each level of refinement

results in a factor 2 finer grid resolution in the region where the next “child” block is placed.

The results of the total energy deposited in a set of simulations increasing levels of re-

finement are shown in Table 3.2. It can be seen that a maximum refinement level, lrefmax,

of 2-5 yields an energy deposition significantly lower than that achieved with lrefmax = 6.

The exponential density layer has an initial thickness of approximately 200 nm, and the

minimum grid size achieved with lrefmax = 6 is 78 nm. Whilst the layer is not particu-

larly well resolved, the grid size is sufficiently small to resolve the local density gradient and

substantially increase the energy absorption (following Equation 3.24) by over a factor 10

compared to lrefmax = 5. A simulation was carried out with lrefmax = 7 to further improve

the resolution, but the simulation failed to run after several attempts due to segmentation

faults that were unable to be fixed. For the simulations the maximum refinement level was

therefore set to 6, corresponding to a minimum grid size of 78 nm.

The FLASH simulations are also run over longer times, up to 10.4 ns, to model the shock

wave launched by this target heating. Good spatial resolution is also required to accurately

reproduce the propagation of the shock through the target. However, the minimum grid size

is severely restricted by the requirements for the laser absorption, and it is not possible to

carry out specific testing for the shock resolution that is decoupled from the laser absorption
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lrefmax Minimum ∆x, y (nm) Edepo (10−7J)

2 1250 26.9

3 625 26.9

4 312.5 211.8

5 156.25 184.9

6 78.13 2268.8

7 39.06 -

Table 3.2: Total laser energy deposited into the target, Edepo, as the maximum refinement
level lrefmax is increased. The finest grid resolution ∆x, y possible at the highest refinement
level is given for each simulation.

since the refinement level is fixed for the entire simulation. For these simulations the grid

resolution is therefore dictated by the requirements to resolve the laser-target interaction.

3.4.4 Limitations

As with all codes, FLASH cannot model all of the physics involved in a laser-plasma in-

teraction across different regimes. For example, the only laser-plasma absorption process

modelled in FLASH is inverse bremsstrahlung. Laser energy can also be coupled into hot

electrons through resonance absorption and/or vacuum heating, an absorption process that

is present in the range Iλ2 = 1015−18 W/cm2 and is not currently modelled by FLASH. In

the regime Iλ2 > 1018 W/cm2 there can be the generation of fast electrons via pondero-

motive acceleration, with the fast electron population described by a temperature greater

than the bulk. Hydrodynamic codes cannot account for these electrons as they assume local

thermodynamic equilibrium of a fluid in a cell. The code also does not capture effects due

to the fast electron transport through the target e.g. Ohmic heating.

An interaction of a laser with a target can result in the excitation of parametric instabil-

ities such as stimulated Raman scattering (SRS), stimulated Brillouin scattering (SBS), and

two plasmon decay (TPD). The SRS and SBS instabilities scatter laser light, reducing the

coupling efficiency into the target. The TPD instability generates electron plasma waves,

which dependent on the plasma conditions can either result in the generation of suprathermal

electrons or contribute to local heating of the plasma [148]. These parametric instabilities
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are not modelled by FLASH, and can lead to an inaccurate estimate of the laser coupling

into the target.

There exists formulae that define the threshold intensity for appreciable growth of the

laser plasma instabilities. These are summarised by Montgomery [149] as

Ithreshold,SRS >
4 × 1017

Lµmλµm
W/cm2 (3.26)

Ithreshold,SBS >
7 × 1015 TkeV

Lµmλµm
· ncrit

ne
W/cm2 (3.27)

Ithreshold,TPD >
5 × 1015 TkeV

Lµmλµm
W/cm2 (3.28)

These formulae demonstrate that the onset of these instabilities occurs more readily for

plasmas with a longer scale length and a higher temperature. For the work here the pre-

pulse laser profile has a laser intensity of 1 × 1017 W/cm2 and a laser pulse length is 35

fs. Whilst the pulse length is too short for an appreciably long density scale length plasma

to form during the laser pulse, the intensity threshold for TPD in particular is low enough

that appreciable TPD can be induced in these interactions. For example, the work by Veisz

et al. [150] studied the onset of TPD for femtosecond interactions for steep density scale

lengths in the range L/λ = 1 − 7. The measured TPD signal was found to increase rapidly

beyond a scale length of L/λ = 1.5, or L = 1.2 µm. In addition, in an experimental study by

Cristoforetti et al. [54] an intensity threshold of Iλ2 = 3.5 × 1017 Wµm2cm−2 was revealed

for 40 fs pulse irradiation of planar targets. This was for the case where the pre-plasma

was generated by the ASE pedestal only. Thus, if the ASE pedestal or earlier pre-pulses

are intense enough to preform even a short scale length pre-plasma prior to the arrival of

the “main” pre-pulse, there is potential for the non-negligible production of TPD in this

intensity regime that is not accounted for here in the hydrodynamic modelling.

With respect to the importance of the SBS and SRS instabilities, the intensity threshold

formulae can be referred to once more. The intensity threshold for SBS in Eqn. 3.27 shows

a dependence on the electron density. For the pre-pulse interaction the target may have a

shorter scale length pre-plasma preformed in advance, but the bulk plasma will be above

critical density and so the intensity threshold is raised. In addition, the respective formula

for SRS in Eqn. 3.26 shows the intensity threshold is 2 orders of magnitude greater than for
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TPD or SBS. Thus, the main instability of concern in this regime is TPD.



Chapter 4

Optical Transition Radiation from

Preheated Planar Targets

The use of nanowire targets in intense-laser interactions is relatively novel and work is ongo-

ing in the high power laser community to characterise the performance of nanowire targets

in different regimes (wire dimensions, laser properties etc.). An experiment was carried out

in 2019 at the ILIL facility, Pisa, using nanowire coated targets in an ultra-intense regime (I

≈ 1020 W/cm2, τ = 27 fs). The aim was to assess the performance of the nanowire targets

through the forward accelerated fast electrons. In particular, imaging of optical transition

radiation emission from the rear target surface is used as the chief diagnostic. In this regime

the main OTR component will be coherent transition radiation, induced by bunches of fast

electrons: the intensity of CTR scales quadratically with electron number, N2, and so mea-

suring the optical emission can serve as an indirect indicator of the number (or temperature)

of the fast electrons produced in the interaction (e.g. Ref. [151]).

To benchmark the performance of the nanowire targets, a number of shots were taken on

planar Ti foil targets in the same experiment. The emission of coherent optical transition

radiation was measured from shots on the planar targets of varying thicknesses, to serve as a

reference dataset from which to benchmark the performance of the nanostructured targets.

By taking these measurements the effect of the presence of the nanowires at the front surface

of the target on the fast electron production can be evaluated.

73
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In 2020 a particularly energetic pre-pulse of intensity I ≈ 1017 W/cm2 was discovered

during work on another experiment at the facility, which was also present for our campaign.

Fully understanding the experimental results requires an appreciation of the effect of this

exceptional pre-pulse on the target structures, particularly for the nanowire targets where

pre-plasma formation has been identified as an acute concern. Considering the impact of the

pre-pulse was not a trivial exercise; hydrodynamic modelling showed extensive deformation

of the targets at both the front and rear surface, which has an effect on both the main laser

interaction with the target and on the coherent transition radiation production at the rear

surface.

This Chapter will present results of the experimental measurements from the planar tar-

gets only. Within this Chapter the effect of the pre-pulse on the foil targets is considered

through the use of hydrodynamic modelling, and particle-in-cell modelling is used to under-

stand the effect of the target deformation on the production of coherent transition radiation.

Through the experimental data and the interpretative simulation studies, the fundamental

production of coherent transition radiation in the case of pre-heated targets is explored. In

Chapter 5 the results from the nanowire targets are presented and explained following the

findings from this Chapter. In this way the data from the experiment is presented first by

explaining the results from the planar targets, which is not straightforward in light of the

pre-pulse, then explaining the results from the nanowire targets where the presence of the

front surface structures adds another parameter towards the interpretation of the data.

4.1 Experimental Layout

The TW beamline at ILIL was utilised at a 15° angle of incidence, with focusing achieved

with an f/ ∼ 4.5 (effective focal length 450 mm) silver-coated OAP mirror. Energy in each

pulse was 5.40 ± 0.04 J with 60% of the energy on target, of which 60% was contained within

the focal spot. Pulse duration was 27 fs and focal spot waist size was measured as 4.0 × 4.1

µm, leading to an on-target intensity within the focal spot of 5.7 × 1020 W/cm2.

After the experiment a misalignment of the Pockels cell at the exit of the regenerative

amplifier was identified. This misalignment permitted the partial leakage of pulses out of the
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Figure 4.1: Illustration of the laser profile implemented for the campaign to clarify the
relative properties of the pre-pulse and the main pulse. The main pulse is defined to occur
at a time of 0 ns, with the pre-pulse irradiating the targets -10.4 ns relative to the main
pulse.

regenerative amplifier at time periods equal to the amplifier round trip time of 10.4 ns (i.e.

at times -10.4, -20.8, -31.2 ns etc. relative to the main pulse). Timing of the pump lasers

meant only the pre-pulse at 10.4 ns before the main pulse was amplified to an appreciable

level. Characterisation of the pre-pulse energy was carried out by the ILIL laser team and

concluded an energy contrast of 3 × 10−4. The pre-pulse was focused at the same position

as the main pulse and had a pulse duration of 35 fs, resulting in a pre-pulse intensity of

1.3 × 1017 W/cm2. Figure 4.1 summarises the laser profile implemented considering both

the main pulse and the pre-pulse.

The targets used are nanowire coated targets comprised of 6 µm long nanowires sitting

normal to a 5 µm thick Ti substrate, and Ti foils of 5, 12.5, and 25 µm thickness to provide

comparison data to assess the performance of the nanostructured targets. The targets are

mounted on a target holder to allow multi-shot data collection. The main diagnostic to be

discussed is imaging of optical emission from the rear surface of the irradiated targets. The

results of a time-of-flight (TOF) diagnostic to detect accelerated ions are briefly presented;

the TOF diagnostic was operated by A. Fazzi and D. Giove from INFN-Milan Section. The
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Figure 4.2: (a) Layout of the target chamber for the 2019 experimental campaign. (b) Details
of the imaging line for the rear optical emission.

positioning of these diagnostics with respect to the targets is illustrated in Figure 4.2(a).



CHAPTER 4. OTR FROM PREHEATED PLANAR TARGETS 77

4.1.1 Diagnostics

An imaging line was established to view the optical emission from the rear target surface.

A lens of focal length f = 27 cm was used to focus an image of the rear side of the tar-

get. Mirrors were placed to establish an imaging path to a Pentax K200D camera placed

outside the target chamber as shown in Figure 4.2(b). In order to avoid disturbing the

path of TNSA-generated ions, the imaging line was vertically displaced to be out of the

plane of the target normal. Using the heights of the target holder and the first mirror (27

and 52.5 cm respectively) and the horizontal distance between them (70.5 cm), the angle

of observation was calculated as θ = 20.6°. An ND filter was used for each shot which has

the effect of reducing the intensity by a factor 10 to the power of the ND number (e.g. an

ND3 filter will reduce the intensity by a factor 103) in order to avoid saturation of the image.

A BG39 bandpass filter was used with transmission of > 1% for wavelengths ∼ 320 - 700 nm.

To determine the pixel-distance conversion, images are taken of the target holder when

illuminated by light from a torch. The targets were mounted on the front side of the target

holder (i.e. the side facing the laser) with the camera imaging the rear side of the target

holder. The target and therefore the source of the rear optical emission will be in the plane

of the target holder front side. Accordingly, evaluation of the pixel-distance conversion is

carried out for the central darker hole corresponding to the hole facing the laser. Lineouts are

taken horizontally and vertically across the hole using ImageJ software, with a line thickness

of 100 pixels. A fit is applied to the lineouts of the form

I = mx + c + A exp

[
−
(
x− x0√

2σ

)16
]
, (4.1)

incorporating a straight line fit to account for the background light, and a SuperGaussian

to describe the hole where A is the height of the peak, x0 is the central position of the

distribution and σ is the standard deviation of the distribution. Optimal parameters for
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(a) (b)

(c) (d)

Figure 4.3: Image of target holder hole taken for pixel-distance calibration. Lineouts were
taken (a) horizontally and (b) vertically across the image to measure the size of the central
hole. The lineouts (yellow) and the respective fits (blue) are shown in (c) and (d)

each lineout fit is found using the curve fit function from the SciPy library on Python:

Ihorz = 0.03x + 18 − 64 exp

[
−
(
x− 1946√

2 × 365

)16
]

(4.2)

Ivert = 0.0004x + 66 − 55 exp

[
−
(
x− 1136√

2 × 363

)16
]
. (4.3)

The FWHM of the target holder hole in pixels is then calculated from the values of
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Figure 4.4: Layout of the time-of-flight diagnostic employed in the experiment.

standard deviation, σ, from each fit:

FWHM = 2
√

2 × σ × (log2)1/16 (4.4)

FWHMhorz = 2
√

2 × 365 × (log2)1/16 = 1009 ± 3 (4.5)

FWHMvert = 2
√

2 × 363 × (log2)1/16 = 1005 ± 2 (4.6)

with the error on each value given as the error output by the curve fit routine. The

diameter of each target hole is 1 mm, meaning each pixel is equal to ∼1 µm.

Rear-accelerated ions were detected with the use of a time-of-flight diagnostic. Two SiC

detectors were placed a distance of 1286 mm away from the rear target surface, at an off-axis

angle of ± 1.4° as illustrated in Figure 4.4. The path along the target normal direction was

left clear for the Thomson parabola diagnostic, the results of which are not presented in this

thesis. To make clear, the TOF diagnostic was not operated or analysed by the author. We

however present the TOF data to complement our optical imaging diagnostics, since both

diagnostics are concerned with measurements from the rear target surface.

4.2 Rear Target Optical Emission

Images of the optical emission from the rear target surface were taken for each shot. Figure

4.5 shows an example image obtained during the campaign. The images generally presented a

small, intense, filamented area of emission, surrounded by a larger diffuse ‘halo’ of emission.

The brighter, intense region of emission is thought to be from coherent optical transition

radiation induced by the propagating fast electrons. The larger, dimmer area is thought

to be late-time recombination emission, thermal emission, or perhaps incoherent transition
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Figure 4.5: Example rear emission captured from a shot on 5 µm Ti foil. Contrast adjusted
to highlight the transition radiation signal and the background.

radiation. Since the images are temporally and spectrally integrated it is difficult to uncover

which is dominant here. To assess the CTR emission further, all images are cropped to a

region of size 250 × 250 µm, around the bright region of interest. The resulting images are

displayed in Figure 4.6 and divided according to the target type, with shots on Ti foils of

thicknesses 5, 12.5 and 25 µm shown in columns 1, 2 and 3 & 4 respectively. The brightness

and contrast settings are equivalent for each image.

ImageJ software is used to process the dataset and assess the measured intensities of

the bright region optical emission imaged. Due to the irregular shape of the emission it

was decided to analyse the emission in both the horizontal and vertical directions. For each

image a rectangular ROI centred around the emission of size 1000 × 100 pixels is selected.

The thickness of 100 pixels is chosen so the lineout will completely encompass the bright spot

emission for all targets. A lineout of the intensity as a function of distance is taken, with

the intensity averaged in the normal direction (e.g. for the horizontal lineout the intensity

is vertically averaged). To account for background light, the ROI is displaced by 100 pixels

downwards for the horizontal case and 100 pixels to the right for the vertical case, and
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Figure 4.6: Images of optical rear emission from irradiated planar targets numbered by shot
number.
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a lineout obtained from this position. This offset is selected to be as close as possible to

the emission region, whilst not including any of the bright optical emission within the ROI.

Background correction is carried out by subtracting this background lineout from the lineout

across the optical emission. An example of the lineouts obtained from shot 30 on 5 µm Ti

foil is shown in Figure 4.7. The background corrected intensity shows the emission presents a

roughly Gaussian spatial profile. A Gaussian fit is therefore applied to the corrected intensity

lineout with optimal parameters found using the SciPy curve fit function. Finally, the effect

of the use of an ND filter is accounted for by multiplying intensity by

I = Icorr × 10ND (4.7)

where ND is the number of the ND filter used.

The total intensity of the optical emission is retrieved using the SciPy’s integrate.simpson

package, employing Simpson’s rule to integrate the corrected intensity across the whole line-

out. For each shot the average intensity from the horizontal and vertical lineouts is found,

and these total intensities as a function of target thickness are displayed in Figure 4.8(a).

To confirm the total intensity value is not influenced by saturated pixels far from the opti-

cal emission or additional light not captured by the background lineout, the total intensity

of rear optical emission from each target is additionally obtained by integrating across the

peaked region only. The peak region is determined from the Gaussian fit, with the integra-

tion limits taken as the x-positions where the Gaussian profile was reduced to 1% of the

maximum height. The plotted error bars on each intensity value is calculated by consid-

ering the standard error from summation of the intensity values across the analysis region,

SE = σ/
√
N , where σ is the standard deviation of the intensity values and N is the number

of points in the lineout used for analysis. The error on the target thickness is ± 10% as

quoted by the target manufacturer, Goodfellows.

The total intensity of CTR emission integrated across the peaked region is shown in

Figure 4.8(b). It can be seen that the most intense emission is obtained from shots on 5 µm

Ti, with a marked decrease in intensity from shots on 12.5 µm Ti. For the shots on 25 µm

Ti with an ND3 filter the intensity appears to exhibit a slight increase in optical emission
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Figure 4.7: Lineouts for analysis of the total optical emission from the rear target surface.
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(a) (b)

Figure 4.8: Intensity of optical emission measured from the rear side of irradiated planar
targets as a function of target thickness; (a) gives the total intensity, and (b) shows the
intensity integrated across the peak of the emission spatial profile.

intensity. Previous experiments have observed a decrease in CTR intensity with thickness of

target foils, e.g. [100,152], in-line with theory outlined in the paper by Bellei et al. [120] that

states that increased de-phasing of electron bunches in thicker targets reduces the efficiency

of CTR production, and collisional effects can also prove detrimental to the intensity of CTR

emission from thicker targets.

The use of an ND filter should not in itself affect the results, especially since the inten-

sity has been corrected to account for the filtering during analysis. The difference in results

between ND2 and ND3 filtered shots on 25 µm Ti could be explained by the position of

the target along the laser axis. During the experiment the target holder position was varied

along z, the laser focal axis, to find the best focal position. All reported shots on Ti 5 and

12.5 um data were obtained at a focal position of 75 µm. Figure 4.9 shows the measured

CTR intensities as a function of the scanned positions. Error on each position is ± 5 µm,
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Figure 4.9: Total intensity of CTR emission measured from the rear side of irradiated 25 µm
Ti foils as a function of target position along the laser focus axis

.

determined from the known error on the motorised stage used to move the target holder1.

Initial shots on 25 µm Ti were taken at a position z ∼ 125 µm with an ND2 filter. For shot

54 a large step in position along the focal axis was taken to z = 250 µm, at which point a

sharp increase in intensity of optical emission and proton cut-off energy was observed. The

filtering was increased to ND3 as the image appeared saturated. The following shots (55 and

56) were carried out at a focal position z = 350 and z = 300 µm respectively, but resulted

in lower proton cut-off energies and dimmer optical emission2. Target position was therefore

reverted to the position from shot 54, and the remainder of the shots taken around this

position. The majority of shots with the ND3 filter were consequently taken around best

focus, and explains why the shots on Ti 25 µm foil with an ND3 filter exhibited more intense

emission.

The size of the CTR emission region is obtained from the fit applied to the lineouts. The

standard deviation, σ, of the Gaussian fit is used to calculate the FWHM from each shot as

FWHM = 2
√

2 ln2 σ. (4.8)

1Private communication, Petra Koester 2023
2Low optical signal meant analysis was not able to be carried out on shot 56.
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(a) (b)

Figure 4.10: FWHM size of rear side CTR emission imaged from Ti planar targets as a
function of target thickness.

The error in the emission size is calculated using the error in c output by the fitting function.

Figure 4.10 shows the emission size in the horizontal and vertical direction as a function of

target thickness, including only shots taken at best focus with ND3 filter for 25 µm Ti tar-

gets. Error on each target thickness is +/− 10%. The emission size decreases with target

thickness in both the horizontal and vertical direction, with a more pronounced decrease

in emission size observed in the vertical direction. In work presented by Santos et al. the

size of the optical emission region was measured from the target rear surface, and found the

emission size to be approximately the same for targets of thickness 10 and 20 µm [121].

In summary, these experimental measurements of the optical rear surface emission have

revealed smaller, intense regions of emission attributed to coherent optical transition radi-

ation. The intensity of the CTR region was measured for the planar targets. A reduction

in intensity was observed between target thicknesses of 5 and 12.5 µm, but interestingly a

slight increase was measured from the 25 µm targets, in disagreement to what is expected



CHAPTER 4. OTR FROM PREHEATED PLANAR TARGETS 87

from theory and previous experimental measurements. In addition, the FWHM size of the

CTR emission was found to decrease with target thickness. Since CTR is emitted in a region

very close to the propagating fast electrons, one might expect an increase in emission size

with target thickness from the divergent fast electron beam traversing a greater distance. At

this stage the effect of the atypical pre-pulse encountered in this experiment and the influ-

ence on the target structure has not been considered; the referenced works all concern CTR

emission from solid metal foils. It is apparent the effect of the pre-pulse must be taken into

consideration when endeavouring to explain the results here: as Bellei identifies in Ref. [120],

the efficiency of CTR production does have a dependence on the target properties. Before

this consideration, the results obtained from the TOF diagnostic are examined to explore

the laser-target interactions with respect to the rear-accelerated ions.

4.3 Ion Acceleration

Analysis of the TOF data was completed by M. Salvadori. The output of each SiC detec-

tor is coupled to an oscilloscope to record the accelerated proton signal at the detector as

a function of time. Each trace was analysed to infer the energies of the protons from the

time taken to travel to the detector. For each shot the maximum, or “cut-off”, energy of

the proton spectra is acquired. The error on value of the cut-off energy is calculated from

the oscilloscope sampling rate. For a more accurate estimate of the error, one would need

to take into consideration the response of the detector: at this time the precise details of

the detectors are not known (e.g. detector thickness, charge collection efficiency) and so the

detector error can not be quantified.

The cut-off proton energy is plotted against planar target thickness in Figure 4.11 as

measured by the two detectors. The lowest ion energies are measured from the 5 µm targets,

with a slight increase in ion energy from shots on 12.5 µm targets. A marked enhancement

in ion cut-off energy is then observed from the 25 µm targets. The energies from rear-side

protons have been shown previously to reduce with target thickness [153], which disagrees

with our observations. However, we must take into consideration the effect of the intense

pre-pulse. Kaluza et al. [112] investigated the effect of ASE-produced pre-plasma on proton

cut-off energies from thin targets, and found the energy increased with target thickness up
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Figure 4.11: Measured proton cut-off energies as a function of planar target thickness.

to an optimal thickness dependent on the properties of the pre-pulse. Two sources of accel-

erated protons were identified in this regime: (1) protons accelerated from the front surface

by a sweeping potential in the pre-plasma region [109], and (2) rear surface protons accel-

erated via the TNSA mechanism. The trend of increasing ion cut-off energy was explained

by a consideration of both front and rear side acceleration. Work by Mackinnon et al. [111]

demonstrated an ultra-short density scale length is required at the rear surface for efficient

TNSA acceleration; a plasma of scale length 100 µm added to the rear surface was shown

to severely degrade the efficiency of proton acceleration by orders of magnitude compared

to an unperturbed rear surface. Thinner targets were found to be more susceptible to rear

surface deformation from a shockwave induced by the pre-pulse and radiative heating, and

therefore presented reduced TNSA energies; on the other hand, there is less target material

for front surface-accelerated protons to be stopped by, and thus front surface protons can be

detected from the thinnest targets.

A later experiment at ILIL measured accelerated proton cut-off energies for intense laser

interactions with planar foils of different thicknesses [154]. This campaign was subject to

the same pre-pulse conditions as for our experiment, and was compared to results without

the pre-pulse. They discovered an enhancement in proton energies for shots on Ti 25 µm

planar foil with the pre-pulse, a result which was not reproduced for thinner targets where
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the proton energies with the pre-pulse were equivalent to, or lower than, the case without

the pre-pulse. This is in agreement with the result reported here. Following modelling they

concluded that whilst the presence of pre-plasma can enhance the laser coupling into fast

electrons, in the case of the thinner targets the shock wave launched by the pre-pulse heating

reaches the rear surface before the arrival of the main pulse, disrupting the sheath field that

serves to accelerate the protons.

The proton cut-off energies are also considered with respect to the results from the optical

rear emission. Cut-off energy is shown as a function of the size of CTR emission in Figure

4.12(a). As the size of the rear CTR emission region increases, the proton cut-off energy

decreases. A recent study by Takagi et al. [155] used a statistical approach to predict a

maximum ion energy scaling with fast electron density as

Emax(MeV ) ∝
(
nf

nc

)0.31

, (4.9)

where nf is the fast electron density. CTR emission is directly related to the passage of

fast electrons; it could then be inferred that a smaller emission size is related to a higher

fast electron density, and hence a greater ion cut-off energy. Finally, the cut-off energies

are plotted against the measured intensity of optical emission in Figure 4.12(b). There is a

overall trend of a reduction in proton cut-off energy with increasing rear emission intensity.

This correlation is, at this stage, unexplained. Exploring this relationship further is beyond

the scope of this work, but is the focus of continuing investigation.

The results of the experimental TOF data are consistent with the optical rear emission

data regarding the observation of an enhanced performance from 25 µm thick targets com-

pared to thinner targets. According to the work presented by Gizzi et al. [154], a similar

pre-pulse was able to launch a shock wave disrupting the rear surface of targets thinner

than 25 µm. The effect of the pre-pulse is clearly not negligible and we need to account for

it accordingly to understand our optical emission data; if shock breakout is indeed present

here, this will have a impact on the ability of the target rear surface to generate optical

transition radiation emission. We therefore look to model the effect of the pre-pulse heating

for our targets and assess the extent of deformation to the rear target surface for the different



CHAPTER 4. OTR FROM PREHEATED PLANAR TARGETS 90

(a)

(b)

Figure 4.12: Measured proton cut-off energies as a function of (a) FWHM of the imaged
CTR emission, and (b) intensity of CTR emission measured from the shot.

targets employed.

4.4 Hydrodynamic Modelling of the Pre-Pulse

The targets were subject to an intense, I ∼ 1017 W/cm2 pre-pulse irradiating the targets 10.4

ns before the main pulse arrival. It is anticipated that the target structures will be affected
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Figure 4.13: Power profile originally implemented in FLASH to model the pre-pulse.

by this pre-pulse. A pre-plasma will be formed from heating and expansion of the target,

leading to a longer scale length plasma at the front surface. Rapid energy deposition from a

laser pulse can also lead to the formation of a shock wave which can subsequently propagate

through and disrupt the bulk target [156]. When considering the effect of the pre-pulse in

the context of our experiment we come into relatively unexplored territory. Experimental

pre-pulses tend to be of much lower intensity, with the pedestal and the leading edge of

the main pulse typically governing pre-plasma formation. Prior investigations considering

the interaction of a ∼ 10’s fs, I ∼ 1017 W/cm2 laser pulse on a solid target are limited:

short laser pulses are typically coupled with higher intensities I ≥ 1018 W/cm2 to optimise

collisionless absorption, and lower intensity regimes of I ≤ 1015 W/cm2 are achieved with

longer pulses where collisional absorption is dominant. To clarify the effect of our pre-pulse

on the target structures we therefore needed to use the hydrodynamic code FLASH to model

the hydrodynamic motion of the targets.

4.4.1 FLASH Simulation Setup

A 50 µm × 125 µm (r × h) simulation domain was set up in a cylindrical geometry. Blocks

of 10 × 10 cells were established and initially distributed with 2 blocks in the r direction and

5 in h. Maximum refinement level was set to 6, with the finest grid resolution possible being

78 nm, and the refinement parameters to be used by PARAMESH set as electron tempera-

ture, electron pressure, mass density, and boundary cells. EOS tables were calculated for Ti

target material using PrOpacEos, with 25 values of temperature spaced logarithmically from

2.0 - 2.0 × 105 eV and 25 values of electron density spaced logarithmically from 1.0 × 1016
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Figure 4.14: Geometry of the planar target and laser in FLASH.

- 1.0 × 1024 cm−3. The Ti target was initially set at a solid density ρ = 4.5 g/cm3 and

temperature Tion,ele,rad = 290.1 eV. Chamber material was set as He gas at an initial density

ρ = 1 × 10−5 g/cm3 and temperature Tion,ele,rad = 290.1 eV.

To recreate the pre-pulse, a power profile was constructed with a Gaussian temporal

profile of FWHM = 35 fs and a peak power of 1.6 × 1010 W as shown in Figure 4.13. The

total energy in the pulse is 0.57 mJ, as calculated from the main pulse focal spot energy

of 1.9 J and the energy contrast between pre- and main pulses of 3 × 10−4. The laser rays

are set to focus at the front surface of the target at h = 60 µm at an incidence angle of

15°. The focal spot has a Gaussian spatial profile of e-folding length re = 2.41 µm, with

the laser region extending out to a maximum radius rmax = 5.2 µm. The geometry of the

incoming laser rays focused onto the target is shown in Figure 4.14. The simulation is run up

to 100 fs with a timestep of 0.01 fs, then restarted to run up to 10.4 ns with a timestep of 1 ps.

An initial simulation using the laser profile indicated in Figure 4.13 on a 12.5 µm thick

Ti target resulted in 3 nJ of energy absorbed, or an absorption fraction of 1×10−5. To deter-

mine if this low absorption fraction is reasonable for our conditions, the 1D code HYADES

is used to model the pre-pulse interaction and early hydrodynamic response up to 100 ps.

It has been previously observed that HYADES is capable of matching absorption and resul-
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Figure 4.15: HYADES result of pressure of a Ti target after irradiation by the pre-pulse.
Each lineout represents the pressure from a mesh element.

tant hydrodynamics to experimental results with pulses of this intensity and duration3. The

maximum pressure was taken at each timestep (Figure 4.15) which should correlate with the

peak pressure in the shock. Pressures taken from the FLASH simulation reached a maximum

of 10−3 MBar, compared to shock pressures obtained with HYADES of 1-10 MBar across the

same time period. The difference in results between HYADES and FLASH is suggested to be

from HYADES having a substantially higher energy deposition into the electrons, resulting

in a stronger shock wave being launched. This implies the energy absorption in FLASH is

too low and needs to be addressed.

FLASH models energy deposition using an inverse bremsstrahlung model and has a de-

pendence on local electron density and electron temperature gradients as shown in Equations

3.24 and 3.25. To boost the energy deposition an exponentially decaying density profile was

added at the target front surface of the form

ρ = 4.5 × exp

(−(60 − hµm)

0.015

)
(4.10)

where ρ is mass density. The exponential decay length of 15 nm was chosen so that the same

3Private communication, John Pasley, 2021.
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(a)

(b)

Figure 4.16: Laser interaction at 50 fs with target (a) with and (b) without the exponential
density profile. Both results are plotted using the same scale.

density profile could be replicated around the wires when modelling the nanostructured tar-

gets in Chapter 5, as the wires have an average diameter and gap size of 400 nm. This

scale length is sufficiently short that it will have little impact on the final density profiles.

Plots of the interaction both with and without the exponentially decaying region are shown

in Figures 4.16(a) and (b) respectively. It can be seen that the presence of the decaying

plasma facilitates a much greater energy deposition into a larger region compared to the

steep density profile. The majority of the energy is being delivered into a thin layer of the

exponentially decaying density region, but still close to the bulk target.
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(a) (b)

Figure 4.17: Parameter scan to determine an appropriate power profile for use in FLASH. (a)
Maximum shock pressure obtained from FLASH simulations and (b) corresponding energy
absorption fraction relative to the actual pre-pulse energy.

It appears FLASH is not best suited for accurately modeling the absorption of 10’s fs

pulses, and so a benchmarking exercise was carried out to determine the energy absorption.

The energy input at the target surface was established using HYADES, matched in FLASH,

and then FLASH was employed to tackle the longer time-scale hydrodynamics. Energy de-

position per ray scales with the ray power, so to tailor the total energy deposited the laser

power profile was scaled to increase the power of the rays. A parameter scan was carried

out in FLASH using the same laser profile as shown in Figure 4.13, but uniformly scaled up

by different scaling factors. The other simulation parameters are the same as described in

Section 4.4.1.

The maximum shock pressure from the FLASH simulations at early times < 100 ps was

used as a figure of merit and benchmarked against the HYADES output to infer when a

satisfactory initial energy deposition had been reached. Figure 4.17(a) shows the HYADES

output is matched to within 15% when using a laser profile with a peak power Ppeak = 1×1015

W. The LaserDeposition module in FLASH outputs the amount of energy deposited by the

laser and can be used to calculate an “absorption fraction” relative to the actual pre-pulse

energy of 0.57 mJ for each case. Figure 4.17(b) shows the absorption fraction scales with

the laser power as expected from Equation 3.24. For the laser profile with Ppeak = 1 × 1015
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(a)

Figure 4.18: Mass density (g/cm3) of the Ti 12.5 µm target at (a) 0 ns and (b) 10.4 ns with
no laser irradiation.

W the absorption fraction is ∼ 0.4. As mentioned earlier, work is limited in this regime, but

previous work has shown absorption fractions of between 0.15 [122] and < 0.67 [157].

The simulations are initialised with a central slab of Ti at solid density, with He gas above

and below to represent vacuum. The code does not explicitly see the Ti as consisting of solid

material possessing properties such as surface tension and material strength. Instead, the

whole domain is assumed to be a plasma. The initial strong pressure gradients at the material

interfaces will lead to a non-physical expansion of the target into the vacuum material. This

occurs even when there is no laser irradiation or energy deposition as demonstrated in Figure

4.18. To rectify this the target surfaces were ‘fixed’ by setting the front and rear layers of

cells as a domain boundary, preventing the hydro solvers being explicitly solved across the

target surfaces. Laser rays are set to reflect at boundaries, so the front surface was only

fixed for a radius r > 8 µm to allow energy deposition into the target. The rear 100 nm of
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Target Thickness (µm) Shock Breakout Time (ns)

5 0.6

12.5 4.2

25 > 10.4

Table 4.1: Shock breakout time at the rear surface for planar targets.

the target thickness was set to be fixed boundary cells.

4.4.2 Heated Target Profiles

With an appropriate laser deposition determined and the artificial target expansion reduced,

full simulations are carried out to determine the evolution of the planar targets between the

pre-pulse and main pulse irradiation time. A simulation is set up for each target and run up

to 10.4 ns, the main pulse interaction time. In initial runs it is observed that the shock wave

launched from the laser heating reflected at the rear surface boundary cells used to limit

the artificial target expansion. Test runs are carried out to determine the shock breakout

time at the rear surface as recorded in Table 4.1. A condition is then set to relax the rear

boundary at a time of 0.1 ns before the shock breakout time in order to to allow the shock

to exit the target.

The main objective from these hydrodynamic simulations is to determine the extent of

target deformation as a result of the pre-pulse interaction. Figures 4.19(b), (d), and (f) show

the mass density profiles of the planar targets at the time of the main pulse interaction. All

targets show pre-plasma formation at the front surface as a result of the laser heating. The

repercussions of the pre-plasma on the main laser interaction will be dependent on the pre-

plasma scale length. The scale length at the front of the 25 µm target is estimated at 10.4 ns

[based upon Figure 4.19(f)]. The front surface density profiles are similar across the different

thicknesses4 so we only need to carry out a fit to one target type. A lineout was taken at r

= 3 µm along h = 0 - 60 µm in order to characterise the pre-plasma. The lineout data was

converted to electron number density by multiplying the mass density values by ZT iNA/MR.

It can be seen that the critical density surface now lies at h = 34.8 µm, around 25 µm away

from the original target surface at h = 60 µm. Fitting was done to this lineout using a power

4This is to be expected since the target thickness shouldn’t impact the front surface interaction



CHAPTER 4. OTR FROM PREHEATED PLANAR TARGETS 98

(a) (b)

(c) (d)

(e) (f)

(g)

Figure 4.19: Mass density (g/cm3) at 0 ns for targets of (a) 5 µm, (c) 12.5 µm and (e) 25
µm thickness, and 10.4 ns after pre-pulse irradiation for (b) 5 µm, (d) 12.5 µm and (f) 25
µm thickness. Lineouts of the density profiles along r = 3 µm are shown in (g).
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Figure 4.20: Lineout data from FLASH is shown in pink and the found fit to the pre-plasma
region is shown in blue.

law function of the form ne = A(B − h)−C similar to the work by Scott et al. [158] with the

best fit displayed in Figure 4.20(b). The scale length is non-uniform across the pre-plasma

and is described by the function

Lpp(h) =
n

dn/dh
=

1

2.494
(60 − hµm) µm. (4.11)

Use of Equation 4.11 yields a scale length at the critical density surface (h = 34.8 µm)

of 10.1 µm.

The properties of the rear target-vacuum boundary for each target are also of inter-

est for interpreting the rear surface optical emission data. For optimal CTR generation a

steep density gradient is required to establish a large change in dielectric constant. Shock

breakout, however, perturbs the rear surface for the 5 and 12.5 µm targets resulting in an

extended density profile as opposed to a sharp ‘step’ in density. Lineouts were taken at r

= 3 µm for each target at 10.4 ns to evaluate the rear density profiles, and are shown in

Figure 4.19(g). For the 25 µm target the rear surface is undisrupted, with the shock front

remaining in the bulk target. In contrast, the profiles for the thinner targets present an
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extended density profile from shock propagation into vacuum, with the shock front clearly

visible at h ∼ 160 µm for the 5 µm target. The shocks originating from the thinner targets do

exhibit a discontinuity in density, changing by ∼ 2 orders of magnitude across a few µm, but

the gradients are not as substantial as the solid density-vacuum interface of the 25 µm target.

Shock breakout by the main pulse irradiation time from the thinner targets has created a

more complex environment within which to analyse the rear optical emission data. The main

pulse interaction with the pre-plasma has to be considered thoroughly in terms of the fast

electron population produced; the number, energy and bunching of the electrons is sensitive

to the properties of the pre-plasma with consequences on later transition radiation emission.

Target expansion has changed the effective target thicknesses employed in the experiment.

The distance between the critical density surface at the front and the rear target surface is

now greatest for the Ti 5 µm, but the average target density is much lower than for the Ti

12.5 µm. The reduced density gradient at the shock front, as opposed to the steep density

gradient of the undisrupted target-vacuum boundary, may reduce the intensity of transition

radiation produced for the thinner targets [159]. The undisrupted rear surface of the 25 µm

target may still allow for substantial CTR generation from the main pulse interaction how-

ever. On the other hand, the interaction of the high intensity pre-pulse with the unheated

targets may generate enough fast electrons to be a significant source of TR emission also.

Results of the hydrodynamic simulations alone are not sufficient to judge which interaction

is dominant here, and further investigation is required to elucidate the contribution of each

interaction.

As a final note, the effect of this pre-pulse on planar targets has also been investigated by

Gizzi et al. [154] using the 2D Eulerian hydrocode POLLUX [160]. Whilst their experimental

work was carried out independently of this campaign, it was still subject to the same pre-

pulse and thus their results can be referred to as a comparison. They found the rapid heating

by the pre-pulse resulted in a shock being launched into the 25 µm target with an estimated

velocity of 1.5 µm/ns. This shock speed leads to the conclusion that shock breakout at the

rear surface has occurred by the time of main pulse irradiation for the thinner 5 and 12.5

µm targets but not for the 25 µm target, in agreement with our analysis.
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4.5 Hybrid-PIC Simulations of Fast Electron Transport

The investigation with FLASH has allowed exploration of the effect of the shock wave from

the pre-pulse interaction on the target structure, and provided information on the pre-plasma

formation and rear target disruption. An additional aspect to consider is the population of

pre-pulse-generated hot electrons with respect to their potential to heat the bulk target

through collisions or Ohmic heating. This has motivated an investigation into the extent of

heating possible from the pre-pulse interaction, in an effort to further characterise the effect

of the pre-pulse on our targets prior to the main pulse interaction.

To simulate the fast electron transport through the foil targets the hybrid-PIC code

ZEPHYROS is employed. The target and laser parameters are defined following the exper-

imental pre-pulse conditions. The laser is set with an intensity of 1.3 × 1017 W/cm2 and a

laser spot of radially varying intensity according to

I = Ipeak exp

[
− r2

2rspot2

]
. (4.12)

Here, rspot is set to 1.697 µm corresponding to a HWHM of 2 µm, and extends out to a

maximum radius of 5.15 µm (where intensity has dropped to 1% Ipeak). The laser injects

fast electrons into this region over a time period of 35 fs in a top-hat temporal profile, i.e. the

laser intensity does not vary with time. The simulation domain consists of (tx× 100 × 100)

cells of dimensions (0.1× 1× 1) µm3, where tx is the target thickness in µm. Each cell is set

to represent solid Ti with an initial ion density ni = 5.67×1028 m−3 and initial temperature

Tb = 0.1 eV under the assumption that the target has undergone minimal to no bulk heat-

ing prior to the pre-pulse irradiation. Boundaries are set to reflective in x, y, and z directions.

ZEPHYROS does not model the laser-plasma interaction and absorption - for this a

full particle-in-cell code would be required - and as such the user must define appropriate

parameters to represent the fast electron population. Absorption fraction is set to 0.4 as

guided by the hydrodynamic simulation work. Previous work could not be found regard-

ing measurements of the divergence of the fast electron beam at this intensity and pulse

length. The experimental trend reported by Green et al. [88] estimates a divergence angle

θ1/2 ∼ 20° at an intensity of 1 × 1018 W/cm2; the divergence angle is thus set to 20°. An
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estimate of the fast electron temperature is obtained from theory. The pre-pulse intensity

lies in a ‘crossover’ region where the primary absorption mechanism transitions from reso-

nance absorption to ponderomotive acceleration. From resonance absorption the expected

fast electron temperature is estimated by the scaling provided by Wilks and Kruer [67],

Thot ≈ 10[TkeV I15λ
2
µm]1/3 ≈ 2 keV, where TkeV is target temperature. If ponderomotive

acceleration is dominant then the fast electron temperature can be approximated as being

close to the ponderomotive potential energy, Up = mec
2
(√

1 + (I18λ2/1.37) − 1
)

= 15.3

keV. Since we cannot say with confidence which mechanism is dominant here, we model

cases for the two fast electron temperature estimates of 2 keV (resonance absorption) and

15.3 keV (ponderomotive acceleration). A total of 1 × 106 macroparticles are used to repre-

sent this fast electron population.

The background temperature at the rear surface of the targets of different thicknesses is

shown in Figure 4.21. Heating from hot electrons with a temperature following the resonance

absorption scaling (Thot = 2 keV) is shown in the first row with blue labelling, and heating

from hot electrons with a ponderomotive temperature scaling (Thot = 15.3 keV) is shown in

the second row with red labelling. For the RA electron case the heating at the rear surface

is negligible compared to the background temperature. These electrons are highly collisional

and readily deposit their energy close to the front of the target. Even at a depth of x = 5

µm the heating has rapidly dropped off; at a depth of x = 25 µm there is essentially no

heating observed at the rear surface. For the ponderomotive electron case the higher energy

electrons are stopped less from drag or scattering, and are able to propagate deeper into

the target. Greater heating is observed than from the RA case, but the magnitude of the

heating remains small. The highest temperature reached is ∼ 0.11 eV - compared to the

initial temperature of 0.1 eV this is a very small amount of heating.

Based on these simulations carried out with ZEPHYROS, the energy of the pre-pulse-

accelerated electrons is not great enough to induce significant heating of the target prior

to the main pulse irradiation. These results indicate that the keV-level electrons heat the

target primarily within the first few µm of the target thickness, and heating at the rear

target surface is marginal. Concerning the experimental measurements of optical emission,

this suggests appreciable heating and thermal emission from the rear surface is unlikely from



CHAPTER 4. OTR FROM PREHEATED PLANAR TARGETS 103

Figure 4.21: Background target temperature at 1 ps for slices taken at a target thickness of
5, 12.5 and 25 µm. First row (blue labels) is for electrons with Thot = 2 keV, second row
(red labels) is for electrons with Thot = 15.3 keV. Bottom plot show the average background
temperature as a function of target thickness, x.

the pre-pulse interaction. Moreover, the low background heating results suggest that at the

target rear surface there is either (a) a low number of electrons to deposit energy through

drag and collisions or (b) there is a low electron current to induce significant Ohmic heating.

Either way, this suggests there are a low number of electrons reaching the target surface,

and any bunching structure is likely to be vastly reduced after the transport through the

target. This implies that observable coherent transition radiation emission is unlikely; inco-

herent transition radiation is still possible, but again there is a low electron number at the

rear surface, and since the power of ITR emission scales linearly with electron number the

emission is expected to be small.

A second source of fast electrons is from the main pulse interaction with the expanded
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targets. There lies the possibility that the fast electrons generated from this interaction, with

a higher current density, could induce a measurable amount of thermal emission in the opti-

cal regime. Since our experimental measurements are spectrally and temporally integrated,

it is possible that this emission could form a contribution to our measured signal. Whilst it

would be informative to model the transport of these electrons through the targets as for the

pre-pulse interaction, this exercise is not simple. The lineouts of the density profiles obtained

from FLASH at the time of the main pulse irradiation in Figure 4.19(g) indicate a 35 µm

thick layer of under-critical pre-plasma at the front surface. The background density must

be higher than the fast electron density in order to provide a sufficient return current for

current neutralisation and allow the fast electron beam to propagate into the target [161].

For an ultra-intense laser interaction with under-critical plasma this is not necessarily sat-

isfied. In addition, changes in the density of the background electrons due to the presence

of the fast electrons are not captured in hybrid-PIC codes. Consequently, in the hybrid-PIC

simulation the injected fast electron beam will be unable to travel into the target and will

be confined to the front surface; simulations are therefore restricted to those with a density

≥ ncrit. Whilst one could run the simulation for the overdense region only, such as in the

study by Honrubia et al. [162], for the thinner foils the target is mostly underdense - for Ti

5 µm there is 50 µm overdense material out of a total thickness of 180 µm. This includes

underdense material at the rear surface; we would therefore be omitting the most crucial

region of the target and the results of the simulation will not be hugely informative.

Hybrid-PIC modelling was carried out to evaluate whether target heating induced by

the fast electron transport could form an appreciable contribution to the measured optical

emission in this experiment. The results presented here suggests the hot electrons generated

in the pre-pulse interaction with the target do not have a high enough current density to

induce significant heating at the rear surface of the targets. The hot electron temperature has

a clear impact on the ability of the electrons to induce bulk heating at the rear surface of the

targets. Electrons with a hot electron temperature following a resonance absorption scaling

are effectively stopped before reaching the rear surface, particularly for the thickest target

(25 µm). If the hot electrons have a temperature guided by ponderomotive scaling there is

a more substantial region of heating induced at the rear surface, but even this is estimated

to only heat the region by ∼ 0.01 eV and will be unobservable. The main pulse interaction
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with the expanded target profiles was unable to be modelled here. Previous work can be

used as a guide to determine whether substantial heating is possible. Work presented by

Green et al. [163] included simulations of the induced heating at the rear surface of 50 µm Al

foils due to the transport of fast electrons generated by a laser with comparable parameters

to our main laser pulse. They found the bulk temperature was raised by a maximum of

approximately 0.7 eV, again a relatively small amount of heating. From both the pre- and

main pulse laser interactions the rear surface heating is predicted to be marginal, and is

unlikely to be a source of bright optical emission at the target rear surface.

4.6 PIC Simulations of the Laser-Target Interactions

The hybrid-PIC and hydrodynamic simulations both required assumptions to be made about

the laser absorption mechanism at play and about the properties of the fast electron pop-

ulation. Within this experiment we encountered atypical laser-target interactions that are

not as well-understood as a “standard” intense laser-solid interaction, and it would be wise

to explore these interactions more thoroughly. Particle-in-cell simulations are able to model

the fundamental interaction and coupling of the laser into the target electrons. Furthermore,

PIC simulations are able to capture transition radiation generated by the passage of charged

particles (electrons) propagating through the target-vacuum boundary, a feature that is not

resolved by either hydrodynamic nor hybrid-PIC simulations. A computational study using

the PIC code EPOCH was executed to address the fast electron and transition radiation

generation in our experiment. This is considered in a multi-stage process. Firstly, the in-

teraction of the pre-pulse with the planar target is modelled to estimate the hot electron

energies and optical transition radiation emission induced by the interaction. Secondly, the

main pulse interaction with the expanded targets is considered. Ideally the entire density

profile obtained from FLASH would be input as the starting target density in EPOCH, ready

for irradiation from the main pulse. However, a fine cell size is required to well resolve any

optical emission in the rear vacuum, which will not be feasible for the larger domain size (∼
200 µm) needed to replicate the heated density profile. The decision was made to opt for a

decoupled approach, with one study looking at the effect of an increasingly disrupted rear

surface on the formation of transition radiation, and one looking at the properties of fast

electrons produced from the main pulse interaction with the extended pre-plasma. This will
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allow the study of both aspects of the main pulse interaction, without having to compromise

between resolution of emitted radiation and modelling of a realistic expanded density profile.

4.6.1 Pre-Pulse Interaction with Planar Target

The computational study begins by considering the case of a laser representing the laser

pre-pulse interacting with a solid planar target. The target is set as 2.5 µm thick Ti with an

average ionisation Zbar = 10, electron density ne = 20ncrit, and a temperature of 1 keV. Grid

resolution was set to 1 nm in both x and y. Each cell is populated with 1 pseudoparticle

to represent Ti ions, and 10 pseudoparticles to represent electrons. A laser is set with a

Gaussian spatial profile of FWHM = 4 µm irradiating the front surface of the target at an

incidence angle of 15°. The laser intensity is set to 1.3 ×1017 W/cm2 with a FWHM pulse

length of 35 fs. To permit laser absorption it was found that a short scale length pre-plasma

is required at the front of the target. It is anticipated that at the pre-pulse intensity the

primary absorption mechanisms will be resonance absorption and/or vacuum heating. These

take place at the critical density; in reality the rising edge of the pulse and the pedestal will

create a pre-plasma encompassing the critical density surface, but the simulations here do

not capture this and the laser would mostly interact with overdense material. To compensate

for this, an exponentially decaying density profile is added to the front surface of the target

with a scale length of 15 nm. To diagnose the exiting fast electrons a probe is placed at x = 4

µm, in the rear target vacuum. The probe is set to only record pseudoparticles representing

electrons that pass in the +’ve x−direction. The simulation is run up to a simulation time

of 150 fs.

Plots of the x − px distribution of the electrons in the whole simulation domain are

shown in Figure 4.22 to understand the acceleration of electrons into the target. Only a

small number of electrons are accelerated into the target, and do not reach energies much

greater than the initial target temperature of 1 keV. These hot electrons do not present a

clear indication of acceleration in bunches, with no bunched structures apparent in the x−px

distribution. An energy spectra of exiting fast electrons is constructed in Matlab from the

probe outputs to more precisely characterise the electrons produced. Kinetic energies are

calculated using the momenta of each passing pseudoparticle recorded by the probe, and a

histogram is created with bins in 1 keV increments. The resultant electron energy spectra
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Figure 4.22: x − px distribution plots of the electrons with electron number plotted as
log10(N). The dashed horizontal line indicates minimum particle momenta, and the sold
vertical line indicates the position of the particle probe.

is shown in Figure 4.23(a). There is a peak in the spectra in the range 0 - 10 keV; it is

likely this is a contribution from target pseudoparticles drifting from the rear surface (Ttarg

= 1 keV). The hot electrons reach a maximum energy of ∼ 54 keV, which is rather low (by

relativistic laser interaction standards). At these energies one would expect the electrons to



CHAPTER 4. OTR FROM PREHEATED PLANAR TARGETS 108

(a)

(b)

Figure 4.23: Properties of the exiting hot electrons from the pre-pulse interaction as measured
by the rear vacuum probe plane. (a) shows the energy spectra of electrons passing the probe,
and (b) shows the number of electrons passing the probe as a function of time.

be relatively collisional as they propagate through the solid target. Recall a target of 2.5

µm thickness is modelled here, and in the experiments the maximum target thickness was

25 µm; the flux of these electrons leaving the rear target surface in the thicker targets in the

experiment will be low.

To capture transition radiation in the rear vacuum, an output needs to be selected at a

time when the hot electrons have exited the rear target surface. Temporal information on
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(a)

(b)

(c)

Figure 4.24: (a) Ex, (b) Ey and (c) Bz emission in the rear vacuum region at t = 105 fs.
For each field component the raw emission is shown, alongside the integrated Fourier spectra
from the radial lineouts.
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the exiting hot electrons can be extracted from the probe plane in EPOCH5. A histogram

is created with time bins of 1 fs precision, and the electron number taken as the sum of the

pseudoparticle weightings within each bin. The resultant histogram is presented in Figure

4.23(b). Two distinct populations are detected, with one group measured at t = 20 - 60

fs and a second group measured at t = 80 - 120 fs. In the plots of the x − px distribution

function in Figure 4.22 the laser accelerated electrons, seen in blue in the +′ve px region, do

not exit the target until t = 60 fs. Ergo, the early detected electrons are not thought to be

from laser-accelerated hot electrons, and instead are from the population of thermal target

electrons drifting from the rear target surface. The later electrons are the hot electrons, with

the bulk detected in the rear vacuum by t ≈ 100 fs.

The passage of the hot electrons through the target rear surface has the potential to

induce transition radiation. To determine whether this is possible from the pre-pulse inter-

action, the Ex, Ey, and Bz field components plotted in the left-hand side of Figure 4.24 are

used to search for any transition radiation emission. Analysis is carried out at t = 105 fs as

at the next output the fields had exited the simulation domain. For each field component

radial lineouts are drawn in the rear vacuum region in the angular range -45° to 45° in 2°

intervals. A 1D fast Fourier transform is performed for each lineout to obtain the frequency

spectra of the field component.

The plots in the right-hand side of Figure 4.24 show the Fourier spectra produced by in-

tegrating the spectras from each lineout. Each spectra shows a large contribution near zero

frequency, which can be attributed to static fields. For example, a rear target electrostatic

sheath field is generated in the direction normal to the target surface (x-direction), present in

the Ex field component in 4.24(a). The measured spectras do not present any clear harmonic

peaks, suggesting there is not significant production of CTR that can be resolved in the PIC

simulation. For the lower order harmonics ≤ 4ωL there is a relatively flat spectra observed

in the Ey and Bz field components. One would expect incoherent transition radiation to be

uniform as a function of kx, so this could be ITR. Above ∼ 4ωL there is an increase in the

intensity of the emission spectra. For a target density ne = 20ncrit the plasma frequency

is approximately ωpe ∼ 4.4ωL. The emission above 4 ωL could therefore originate from the

5As of EPOCH-v4.19.0
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front surface of the target, or from the bulk target plasma rather than from the rear surface.

In summary, the EPOCH simulations here looked at the pre-pulse interaction from the

perspective of the laser-accelerated electrons and the rear EM emission. The electrons are

predicted to have relatively low energies of 10’s keV, and are not generated in high num-

bers. Analysis of the EM emission did not yield any signs of appreciable CTR emission. In

practice, for the thicker targets these electrons are likely to be stopped through collisions

with the solid density material. It is proposed that it is highly unlikely the experimentally

observed optical emission originates from transition radiation generated from the pre-pulse

interaction, since the electron numbers and energies are low and any bunching will be severely

impacted by collisions when propagating through the target, resulting in highly inefficient

CTR generation.

4.6.2 Modelling the Effect of the Disrupted Rear Surface

The main effect of the pre-pulse encountered in this experiment was to disrupt the target

structure, both at the front and rear surface. For the thinner targets the shock-wave launched

by the pre-pulse interaction has been shown by the hydrodynamic simulations to have broken

out at the time of main-pulse irradiation: however, CTR emission was clearly observed in

the experiment. The purpose of this section is to decide whether the shock wave launched

by the pre-pulse has disrupted the surface to the extent that the production of CTR is no

longer possible, or whether a steep enough density gradient is retained to allow observable

CTR emission.

To successfully detect and isolate coherent transition radiation in the simulation atten-

tion must be paid to other sources of harmonic generation in relativistic solid interactions.

Harmonics can be generated at the target front surface via the relativistic oscillating mir-

ror (ROM) [164], coherent wake emission (CWE) [165], and coherent synchotron emission

(CSE) [166] mechanisms. Experimentally, observation of these harmonics from the rear sur-

face is not expected: the electron density and subsequent plasma frequency of the solid

targets is high enough to limit the propagation to higher order harmonics. In PIC simula-

tions of laser-solid interactions it is however typical to implement a reduced density in order

to increase the grid resolution required to resolve the Debye length. A simulation target
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electron density ne = 20 ncrit, as employed for modelling the pre-pulse interactions, corre-

sponds to a plasma frequency ωpe ≈ 4.4ωL. To permit the identification of rear surface CTR

emission < 8ωL with limited contributions from other mechanisms the target electron den-

sity implemented in this simulation was therefore raised to ne = 77 ncrit. In addition, a thin

target is modelled in the PIC simulations and the laser field may be able to pass through the

target thickness; the laser electric field was therefore set to be polarised in the z-direction,

i.e. oscillating in and out of the plane of the simulation (x, y) , so any propagating laser

fields will not impact the radiation spectra in the rear vacuum.

An EPOCH simulation is set up with a 2.5 µm thick Ti planar target of average ioni-

sation Zbar = 10 and an electron density ne = 77 ncrit. The simulation domain is set to

dimensions (40 × 80) µm. Grid resolution is set to 4 nm, a compromise between resolution of

the plasma skin depth, for resolving both the laser interaction volume and the CTR forma-

tion length in the plasma, and computational run-time. Each grid cell is populated with 16

Ti10+ pseudoparticles and 160 electron pseudoparticles. Laser intensity is set to 5.7 × 1020

W/cm2 with a FWHM pulse length of 27 fs, irradiating the target at normal incidence.

At non-normal incidence, there can be injection of electron bunches due to ponderomotive

acceleration along the laser propagation axis at 2ωL, and vacuum heating can inject elec-

trons into the target normal direction at ωL. Choosing normal incidence forces the primary

absorption mechanism to be ponderomotive acceleration, and ensures the electron bunches

are injected down one axis only (target normal). This will improve the outlook of modelling

CTR emission alongside a well-defined bunching frequency at the rear surface of the target.

Field outputs are set to be averaged over 10 timesteps (∼ 0.09 fs) to reduce noise. A probe

plane to measure the fast electrons is placed at the rear target surface at x = 2.5 µm; a

study by Rusby et al. [167] demonstrated that the sheath field formed at the rear surface

for relativistic interactions is strong enough to significantly affect the energies of the exiting

electrons, so the probe was placed before the sheath field. To reduce contributions from the

bulk target electrons, a lower limit on the kinetic energy is imposed such that the particle’s

kinetic energy must exceed 100 keV to be recorded by the probe.

In order for coherent transition radiation to be produced there is a necessity for the fast

electrons to be bunched temporally. To confirm this condition is satisfied the probe output
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(a)

(b)

(c)

Figure 4.25: Properties of the exiting hot electrons from the main-pulse interaction with
a planar target as measured by the probe plane. (a) is the energy spectra of electrons
passing the probe; (b) is the number of electrons passing the probe as a function of time.
The bunching structure around the period t = 70 − 96 fs is clearly seen in (c), with the
corresponding calculated Fourier spectra of the peaks.
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is analysed to extract temporal information on the fast electrons. The time at which a pseu-

doparticle passes the probe plane at the rear target surface is recorded and used to construct

a histogram of electron number as a function of time, shown in Figure 4.25(b). In the period

t = 70 − 100 fs there is clear evidence of electron bunch production. There are broader, less

clearly bunched electrons detected at later times, which are ascribed to refluxing electrons.

For this time period t = 70− 100 fs a Fourier transform is carried out using the Matlab Fast

Fourier transform algorithm. The frequencies are plotted in units of the laser frequency,

ωL, in 4.25.A clear peak is evident at 2ωL. This is evidence of ponderomotive acceleration

of electron bunches into the target and across the rear surface boundary, rendering CTR

production possible at the rear of the target.

The Ey and Bz field components are processed to identify low-order harmonics. The

output at 160 fs is analysed, by which time clear radiation fields have formed as shown in

the left plots of Figures 4.26(a) and (b). Radial lineouts are taken in the angular range

-45° to 45° in 2° intervals. For each lineout a 1D fast Fourier transform is performed, and a

frequency spectra obtained. The spectra shown in the right plots of Figures 4.26(a) and (b)

show the integrated spectra across all lineouts for the Ey and Bz fields respectively. These

spectra show a clear peak at 2ωL, and additional peaks at even harmonics 4ωL and 6ωL.6

As described in Equation 2.40, the CTR spectrum will be maximised at harmonics of the

bunching frequency. The probe output in Figure 4.25 clearly demonstrates electron bunches

at 2ωL are propagating through the rear target surface. This suggest the even harmonics

in the PIC spectra can be attributed to CTR emission at the rear surface. The rear field

emission for the Ez field component, i.e. in the plane of laser polarisation, is also presented

in Figure 4.26(c) as a useful exercise in demonstrating the importance of the choice of laser

polarisation and target density. Odd harmonics are present either from the propagation of

laser fields or the propagation of higher order harmonics from the front side of the target

with ω > ωpe. By setting the polarisation in the z−direction these emissions have been

isolated from those in the x− y plane where the CTR emission exists.

With a comparative case established, the next step is to model the impact of the shock

breakout on the CTR emission. The density profile outputs from FLASH are used to deter-

6A peak is also apparent at 8ωL; at this frequency we are approaching ω > ωpe and thus cannot be so
assured this emission is from the rear target.
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(a)

(b)

(c)

Figure 4.26: (a) Ey, (b) Bz and (c) Ez emission in the rear vacuum region at t = 160 fs.
For each field component the raw emission is shown, alongside the integrated Fourier spectra
from the radial lineouts. For the Ez component the radial lineouts are not shown to better
see the emission.
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Figure 4.27: Density profile output by FLASH at 10.4 ns for the 12.5 µm planar target. The
shock front is well fitted by an exponential function.

mine appropriate rear density profiles to model in EPOCH. Figure 4.27 shows the density

profile around the rear target boundary for the expanded Ti 12.5 µm planar target at 10.4

ns. The shock front can be seen indicated in green, sitting atop a shelf-like density profile

indicated in red. Whilst setting up FLASH it was noted that the target material would

artificially “bleed” into the vacuum material, with the fix being that the rear target surface

was set as a domain boundary and unset within ∼ 0.1 ns of shock breakout. The target is

able to expand slightly between the time of boundary un-setting and shock breakout; this

shelf-like density region is therefore designated as a numerical artefact from the artificial tar-

get expansion. When estimating the rear profile this region, shown in Figure 4.27 with red

shading, is disregarded. The density profile of the shock front, indicated in green shading,

can then be represented with an exponential decaying profile of decay length 150 nm.

To replicate the shock-disrupted rear surface an exponentially decaying profile is placed

at the rear surface. The decay length of the rear surface density profile is set to 150 nm

following fitting to the results from FLASH. The resultant initial density profile of the target

is shown in Figure 4.28(a). All other simulation settings are identical to those used for the

unperturbed rear surface simulation. Analysis is performed on the Ey field emitted into the

rear vacuum region at t = 160 fs, shown in Figure 4.28(b). The ellipsoidal region and rays

used to take lineouts for Fourier analysis are consistent with that used for the analysis on

the “ideal” target in Figure 4.26(a).
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(a)

(b)

(c)

Figure 4.28: (a) Initial density profile of the targets with an unperturbed (left) and shock
disrupted (right) rear target surface. (b) Ey fields at t = 160 fs, (c) shows the corresponding
Fourier spectra of the Ey emission.
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The Fourier spectra obtained from the simulation modelling shock-breakout at the rear

surface is remarkably similar to the unperturbed case. Clear peaks at 2ωL and 4ωL are

present and are a comparable power to that from the unperturbed rear surface. A peak at

6ωL was previously observable - the application of the exponential density profile on the rear

surface has obscured the peak at this higher harmonic. Osipov et al. [159] used a theoretical

approach to explore the effect of a blurred rear target boundary on the spectrum of transition

radiation. A decrease in the amplitude of higher order harmonics was predicted when the

scale of the inhomogeneity is greater than λ/π2, where λ is the radiation wavelength. It is

therefore anticipated that lower order harmonics, with longer wavelengths, will be less sensi-

tive to a given density profile disruption, in agreement with the results from PIC simulation

shown here. The experimental results measured the optical emission, i.e. emission around

2ωL. The outcome of these simulations suggests the shock front is steep enough to permit

the efficient production of CTR in this optical region.

The aim of this particle-in-cell simulation study was to evaluate whether coherent optical

transition radiation can be formed efficiently under conditions where the density profile at the

target surface is disrupted. An “ideal” undisrupted planar target was modelled in EPOCH

to demonstrate the modelling of CTR emission in a PIC code, and to find the expected

spectra around the optical region. A spectra with peaks at even laser harmonics was found,

in-line with the theory that states that the spectral emission of CTR will peak at harmonics

of the electron bunching frequency 2ωL. Upon disrupting the rear target surface it has been

demonstrated here that the emission profile is remarkably similar around the optical regime,

and 2ωL CTR emission is of a comparable power compared to an steep density profile at the

rear surface. With respect to the experimental measurements of optical transition radiation,

the outcome of the PIC simulations suggest the observed emission can originate from the

main pulse interaction, even in the case of the thinner planar targets where the rear target

surface has been disrupted.

4.6.3 Modelling the Effect of the Pre-Plasma

In the previous section the effect of the disrupted rear surface on the formation of CTR was

explored for the main pulse interaction with a planar front surface. The output of the FLASH

simulations demonstrated not only a deformed rear surface from shock breakout, but also
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(a) (b)

Figure 4.29: Initial density profile of the pre-plasma region implemented in EPOCH.

the formation of an extended, long scale length pre-plasma on the front surface. The pres-

ence of the pre-plasma will undoubtedly influence the laser coupling into the electrons in the

plasma. The effect of the pre-plasma on the properties of the fast electrons is now considered.

2D simulations are carried out using EPOCH to evaluate the effect of the pre-plasma

on the main laser interaction. The pre-plasma is defined using the output of the Ti 25 µm

FLASH hydrodynamic simulation. The density profile along the target thickness is extracted

at 10.4 ns, and a fit of the form ne = 5.41×1024×(60−xµm)−2.494 cm−3 was found to closely

reproduce the pre-plasma region (Figure 4.20). This density profile is used to populate a

domain of size 51 × 40 µm as displayed in Figure 4.29. Cell size is set to 20 × 20 nm, and

each cell is populated with 286 pseudoparticles to represent electrons and 13 pseudoparticles

to represent Ti22+ ions. Initial target temperature was set to 1 keV. A focusing laser profile

was established with a FWHM spot size of 4 µm at best focus and a maximum intensity of

5.7×1020 W/cm2, delivered under a Gaussian temporal profile of 27 fs FWHM. The position

of best focus is set to x = 30 µm. To measure the energies of the fast electrons, a probe

plane is again implemented, placed at x = 50 µm.

The target electron density is shown in Figure 4.30 to explore the response of the electrons

in the plasma to the incoming laser. The formation of a plasma channel in the pre-plasma is

clearly seen from electron displacement by the ponderomotive force of the laser. This channel

is present throughout the underdense plasma. The x − px distribution is plotted in Figure
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Figure 4.30: Electron number density within the pre-plasma from irradiation by the main
laser pulse.

4.31 at various times to inspect the acceleration of these electrons into the bulk target. At

each time the x-axis has been truncated around the region of accelerated electrons, allowing

spatial features to be identified more clearly. At 30 fs the fast electrons present clear periodic

structures, with 400 nm spacing between peaks. This is a signature of fast electron acceler-

ation at a frequency 2ωL. As the high energy electrons are accelerated into the target they
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Figure 4.31: x − px distribution of the electrons in the pre-plasma at increasing simulation
time. The solid white line at x=50 µm indicates the probe plane position.

retain these distinct bunched structures; the presence of the pre-plasma therefore does not

inhibit the formation of electron bunches, and CTR emission remains possible under these

conditions.

The plots of the x − px distribution function also reveal information on the accelera-

tion mechanism at play during the laser interaction. The energies of the bunched electrons
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increase as they are injected along the x-direction and remain under the influence of the

laser fields, producing a “swept” profile of electrons in the distribution function evident at

t = 120 and t = 150 fs. Results of PIC simulations by Shaw et al. [168]revealed a linear

increase in electron energy as a function of propagation distance through an under-dense

plasma, and are quite distinct from those generated by a LWFA mechanism. These electrons

were deemed as having undergone direct laser acceleration, and also exhibited bunching

structures as seen in the results here. The characteristic “swept” profile of electrons is also

reported by Levy et al. [169]. Here, the argument is given that “the direct laser acceleration

experienced by these electrons is evidenced by their λ/2 (0.4 µm) modulations and their max-

imum momentum (px,max/mec ≈ 180), consistent with the prediction px,max/mec = a20/2

for a single particle in an electromagnetic plane wave in vacuum.” For the PIC simula-

tions performed here the corresponding maximum momenta predicted from this calculation

is px,max = 3.64 × 10−20 kg m s−1 for a0 = 16.32. This value is actually exceeded in the

x− px distribution plots at t = 120 - 210 fs; this could be due to relativistic self-focusing in

the under-critical density plasma increasing the local intensity and thus the predicted px,max

value. The plots in Figure 4.31 therefore demonstrate signatures of direct laser acceleration

of the electrons.

The fast electron energy spectra is constructed from the time-integrated output of the

probe plane at x = 50 µm and plotted in Figure 4.32. The relativistic electrons are assumed

to be described by a Maxwell-Jütner energy distribution function

fh(E, Thot) =
γp

A
exp

(
− E

kBThot

)
, (4.13)

where γ is the Lorentz factor, p is particle momenta, A is a normalisation constant, E is

electron energy and Thot is hot electron temperature [170]. A fit with an average hot electron

temperature Thot = 17 MeV is found to describe the population of higher energy electrons

well, although does underestimate the number of lower energy electrons (> 40 MeV). At the

laser intensity of 5.7 × 1020 W/cm2 the ponderomotive scaling gives a hot electron temper-

ature Thot = 5.34 MeV; as evident in Figure 4.32 this temperature is not appropriate for

this population. An investigation by Peebles et al. [171] was subject to a longer scale length

pre-plasma comparable to ours (Lpp = 10 µm), but with a longer pulse length of 180 fs for a
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Figure 4.32: Energy spectra of the electrons passing the probe plane at x = 50 µm. Fits
applied assume a Maxwell-Jütner relativistic energy distribution.

main laser intensity 3 × 1020 W/cm2. Their simulations showed the fast electrons could be

described by a temperature Thot = 8.6 MeV, closer to the ponderomotive scaling. However,

it is worth noting these simulations were in 1D: in this regime the transverse motion of the

electrons is important (e.g. Figure 4.30 shows the formation of a plasma channel) and must

be captured for a full evaluation of the electron response to the laser fields.

The PIC simulations exhibit the generation of super-ponderomotive electrons in the

under-critical pre-plasma, indicating a direct laser acceleration mechanism is possible for

this interaction. With respect to the understanding of our experimental results, a drop of

measured CTR intensity with target thickness is associated with a dephasing of the elec-

tron bunches as they traverse the target thickness. An electron population with a greater

temperature is less susceptible to this de-phasing effect, with Figure 4.33 showing the varia-

tion of total harmonic energy emitted as a function of thickness for electrons with different

temperatures. The electron bunches produced, as predicted by the PIC simulation, are

less susceptible to dephasing as they propagate through the target, even for the expanded,

pre-heated targets encountered in our experiment.
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Figure 4.33: Energy of ωL (solid) and 2ωL (dashed) CTR emission as a function of target
thickness for electron populations of differing temperatures. Taken from [97].

4.7 Summary and Conclusions

Experimental measurements of optical transition radiation were taken from the rear surface

of irradiated Ti planar targets. The intensity of the measured emission was found to decrease

from a target thickness of 5 µm to 12.5 µm, but was surprisingly found to increase slightly

at a target thickness of 25 µm. The FWHM size of the emission was found to decrease as a

function of target thickness, again in contrast to results reported elsewhere in the literature.

Results from the time-of-flight diagnostics provided an additional unexpected result, with

an exceptional proton cut-off energy realised with the 25 µm target compared to the thin-

ner targets. One would typically expect thinner targets to yield higher proton energies, as a

larger electron current reaches the rear surface of thinner targets to generate the accelerating

sheath field.

Taking into account the effect of the pre-pulse on the target structure has proved pivotal

in interpreting our results. Hydrodynamic modelling using the code FLASH revealed the

pre-pulse interaction resulted in the formation of a longer scale length pre-plasma at the

front surface. In addition, a strong shock-wave was launched into the targets. For the 5 and

12.5 µm planar targets this shock-wave broke out at the rear surface before the main pulse
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irradiation, disrupting the rear surface boundary. The expansion of these thinner targets

meant the effective target thickness was much greater than the original target thickness.

The 25 µm target however retained the solid, steep rear density gradient. Hybrid-PIC and

PIC simulations have been used to deduce that the main effect of the pre-pulse was to disrupt

the target structures; any contributions of thermal emission from fast electron transport or

OTR production are proposed to be negligible.

For high intensity interactions we anticipate the production of coherent optical transition

radiation, since the electrons will predominantly be accelerated in bunches, at harmonics

related to the electron bunching frequency. The production of CTR is complex and has

several dependencies on the fast electron and target properties. To fully understand the

expected CTR production from our pre-pulse afflicted targets we will review the findings

in order of the journey of the fast electrons: generation at the front surface, propagation

through the heated targets, and exiting through the rear surface.

1. Effect of the pre-plasma: The interaction of the main laser pulse interacting with the

pre-plasma profile predicted by FLASH, with a scale length Lpp ∼ 10 µm at the critical

surface, was modelled and the generation of a population of high-energy, Thot ∼ 17 MeV

bunched electrons was discovered. Part of the expected decrease of CTR production

with target thickness is dephasing of the electrons bunches with distance: for higher

temperature electrons this effect becomes less significant, even over distances ∼ 100

µm. Thus, the pre-plasma is predicted to facilitate the injection of electrons which will

be more resilient against dephasing as they propagate through the target.

2. Effect of the target expansion: The pre-plasma formation and shock-wave break-

out results in an increase in the effective target thickness. Considering the distance

between the critical density surface and the shock front/rear target surface, the new

effective target thicknesses for the 5, 12.5 and 25 µm targets are ∼ 140, 60, and 50 µm

respectively. This can explain the observed decrease in optical emission size observed

with increasing (original) target thickness, since the fast electron beam is divergent

and will increase in spot size as it propagates through the effective target thickness. In

the previous point we propose the electron energies produced in the pre-plasma imply

dephasing of the propagating electron bunches is not a major consideration. Colli-

sions, however, can still a play a role in ‘smearing’ the electron bunches. The thickness
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of overdense material of the 12.5 µm target is larger than for the 5 µm target, so

electrons have a longer distance over which to undergo collisions. The thickness of

overdense material is slightly larger for the 25 µm target compared to a target of 12.5

µm thickness.

3. Effect of the shock breakout: Whilst the thickness of overdense material is greatest

for Ti 25 µm targets, they have the advantage of a rear surface unperturbed by shock

breakout. PIC simulations showed that the scale length of the density perturbation at

the rear surface of the thinner targets was sufficiently short to produce a similar power

of CTR emission at 2ωL. However, the electron density at the Ti 25 µm rear surface

(solid density) is greater than for the thinner targets at the shock front (i.e. their target

rear surface) by over 2 orders of magnitude. CTR production is most efficient for a

greater change in dielectric constant. The dielectric constant in a plasma is dictated

by the plasma frequency, which is related to the electron density; thus, the difference

in dielectric constant at the target-vacuum interface will be significantly greater for Ti

25 µm compared to the thinner targets. This property can aid in explaining why the

CTR emission at the rear surface was brighter for the Ti 25 µm targets.



Chapter 5

Optical Transition Radiation from

Preheated Nanowire Targets

For this experiment the planar foils were not the main focus; the key aim was to explore the

use of nanowire coated targets, with the shots on planar targets to be used as a “control”

dataset to benchmark the performance of the nanowire targets against. In fact, the planar

targets served an additional purpose in helping to identify the presence of the intense pre-

pulse and to approximate the timing of shock breakout at the rear surface. In this Chapter

experimental data obtained from the nanowire targets, the impact of the pre-pulse on the

nanowire target structure, and results from particle-in-cell simulations performed in an effort

to explain the experimental measurements are presented.

5.1 Experimental Setup

The nanostructured targets employed in this campaign consisted of a Ti planar foil substrate

coated with a layer of nanowires directed normal to the target surface, as imaged in Figure

5.1(a). The nanowires were made of ZnO and grown via chemical bath deposition onto the

5 µm thick Ti substrate [172]. The diameter and spacing of these wires is found from SEM

images taken at a higher magnification; ImageJ software is used to place lines across a se-

lection of gaps between wires [Figure 5.1(b)] and the wires themselves [Figure 5.1(c)] and

the lengths of each line measured. The 200 nm reference line at the bottom of the images

is used to calculate the pixel-distance conversion, and is measured to be 32 pixels long (1

pixel ≈ 6.25 nm). The average diameter of the wires is found to be 390 ± 50 nm, with the

127
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(a)

(b) (c)

Figure 5.1: (a) SEM image of the front surface of the nanowire coated targets. Lineouts
selected to calculate (b) the average spacing and (c) average diameter of the wires.

average spacing being more variant at 400 ± 200 nm.

The experimental conditions are identical to that outlined in the previous chapter (see

Section 4.1) as the shots on nanostructured targets were taken during the same day as for

the planar targets, but will be summarised again here for convenience. The nanostructured
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targets are irradiated on the nanowire side at an incidence angle of 15° by a laser with a

pre-pulse of intensity 1.3 × 1017 W/cm2 and a pulse length of 35 fs, followed 10.4 ns later

by the main pulse of intensity 5.7 × 1020 W/cm2 and a pulse length of 27 fs. The focal spot

size is measured to be 4 µm FWHM for both pulses.

5.2 Rear Optical Emission

Rear surface optical emission (i.e. emission from the rear of the planar substrate) was im-

aged for each shot. All images were taken with an ND3 filter and a BG39 filter to remove

fundamental laser light. The images obtained are displayed in Figure 5.2. Images of the rear

emission captured for 5 and 12.5 µm thick Ti are shown alongside the nanostructured results

for comparison; as the expectation is for the intensity of the emission to reduce with target

thickness the comparison to planar targets is restricted to these two thicknesses closest to

the total thickness of the nanostructured targets (11 µm).

The smaller, bright regions of emission are believed to be from coherent optical transi-

tion radiation emitted when the fast electrons exit the target. The total intensity of this

imaged CTR emission is acquired for each shot on the nanostructured targets using the same

method as for the planar targets. For each image a lineout with a length of 1000 pixels and

thickness of 100 pixels is drawn in both the horizontal and vertical direction, centred on the

region of bright emission. The intensity averaged over the thickess is measured, resulting

in a 1000 pixel-long lineout across the emission region. Background correction is achieved

through subtracting the average intensity of a equivalent lineout taken at a slight displace-

ment such that the bright emission is not included within the background lineout. To find

the total intensity a Gaussian fit is applied to the background-corrected lineout which well

describes the emission spatial profile, and the total intensity calculated by integrating across

the Gaussian fit. The found values of emission intensity for the nanowire coated targets are

plotted alongside the intensities measured for 5 and 12.5 µm thick planar Ti targets in Figure

5.3(a). The error on the target thicknesses are given as ± 10 %. To ensure the integrated

intensity value is not influenced by saturated pixels or random scattered light far from the

emission region, the total intensity is also measured by integrating across the Gaussian peak
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Figure 5.2: Images of optical rear emission from irradiated planar and nanowire coated
targets, numbered by shot number.
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only, using the 1% peak values as integration limits; these intensities are plotted in Figure

5.3(b).

The measured CTR emission intensities displayed in Figure 5.3 reveal a subset of shots

on the nanowire coated targets that follow the expected trend of reduced intensity with

target thickness, fitting well with the results from the planar targets. However, the results

also show a number of shots on nanowire targets which yielded intensities that exceeded

that measured from even the 5 µm thick planar targets. These well-performing shots were

taken by rastering over the same nanowire target sample as the other shots (shooting on a

“fresh” area each time), and laser conditions were said to be consistent shot-to-shot. At the

beginning of the shots on nanowire targets, a scan of target position along the laser focal

axis was carried out to determine the position of best focus. Figure 5.3(c) shows the CTR

intensity is, on average, greatest at z = 100 µm, but there were also shots producing less

intense optical emission at that position, so the enhanced performance cannot be attributed

to target position along the focal axis alone.

From the investigations presented in Chapter 4 it is proposed that the observed CTR

emission originates from the main pulse interaction with the targets, which have undergone

substantial target expansion due to heating and shock wave propagation arising from the

pre-pulse interaction. The nanowire targets were subject to the same intense pre-pulse

and are susceptible to target deformation also. If we adhere to the argument that the

CTR emission originates from the main pulse interaction, this raises the hypothesis that

the nanowire targets can be a more efficient producer of transition radiation at the target

rear surface even after significant target disruption from the pre-pulse. To understand how

this is possible, hydrodynamic simulations are used to evaluate the effect of the pre-pulse

on the nanowire target structure (Section 5.4) and particle-in-cell simulations to explore the

following interaction of the main laser pulse (Section 5.6).

5.3 Proton Acceleration

Cut-off energies of accelerated protons were measured for the shots on nanowire targets, and

the proton energies obtained from these shots are compared to the results from shots on
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(a) (b)

(c)

Figure 5.3: Intensity of CTR emission for planar and nanowire targets from (a) the total
lineout and (b) the peak only as a function of target thickness. The variation of optical
emission with target position along the focal axis from shots on the nanowire targets is
shown in (c).
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Figure 5.4: Proton cut-off energies measured from shots on the planar and nanowire targets
as a function of total target thickness.

planar foil targets in Figure 5.4. The measured proton energies from the nanowire targets

are comparable to those from irradiated 5 µm thick targets, and lower than those from 12.5

µm thick targets. Previous work with structured targets reports similar observations of no

improvement in cut-off energy. In a study by Sedov et al. [173], irradiated microstructured

targets produced greater accelerated particle numbers than irradiated flat targets, yet the

cut-off proton energy remained equivalent. Bailly-Grandvaux et al. [174] found that whilst

the presence of front structures increased the accelerated proton yield by a factor 5, the

cut-off energy did not see a similar enhancement and was in fact similar to the cut-off energy

from shots on flat targets. Complementary PIC simulations inferred this was due to shutter-

ing from pre-plasma filling the gaps between the structures, limiting the laser propagation to

the tips of the wires and increasing the distance between the fast electron generation position

and the rear target surface. Of course, these studies were not subject to the same pre-pulse

as encountered in our experiment, and so we cannot compare these results directly. Overall,

it appears the presence of the nanowire structures has not impacted the measured proton

cut-off energies.
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5.4 Hydrodynamic Simulations of Pre-Pulse with Wires

Previous work investigating nanostructured targets for use in intense laser interactions has

emphasised the importance of considering the effect of pre-pulse. For example, the study by

Cristoforetti et al. [54] inferred ASE-produced pre-plasma was formed at a lower intensity

threshold compared to planar targets due to a higher absorptivity. The small spacing between

the nanostructures means the gaps will quickly fill with pre-plasma, and any structured tar-

get features will become obsolete. Whilst ASE-produced pre-plasmas from nanostructured

targets have been previously considered, the hydrodynamic behaviour of nanowire targets

irradiated by a fs-scale pulse has not been addressed. It would be reasonable to assume the

structures have been affected by our experimental pre-pulse, but we cannot say what the

precise outcome would be. It is possible only a small portion of the wires had been ablated,

with the gaps partially filled with a low density pre-plasma and a structured density pro-

file remaining; equally, the wires may have been completely destroyed and a homogeneous

plasma formed, reducing the main pulse interaction to an intense interaction with a longer

scale length plasma on the front surface rather than with a structured target.

To evaluate the significance of the pre-pulse interaction on the integrity of the nanostruc-

tures, simulations are carried out using the 2D hydrodynamic code FLASH. A simulation

domain of size 50× 125 µm is set up in a 2D cylindrical geometry, comprised of 2× 5 blocks.

Each block consists of 10 × 10 cells with a maximum refinement level of 6 during the sim-

ulation. To observe a reasonable laser absorption it was required to model the nanowires

with an exponentially decaying front surface. The wires are represented as 6 µm long cen-

tral spikes of density spaced 800 nm apart. The central, peak density ρ = 12.3 × solid Ti

density, with the central spikes surrounded by a exponentially decaying density profile with

a scale length of 15 nm. Figure 5.5 shows the mass density of the resulting wire structures.

The increased central density is used so the total mass within the wire is equivalent to the

mass of a full-sized wire at solid density, and the short scale length of the decaying region

ensures gaps of approximately 400 nm size are retained between the wires. A planar Ti slab

of thickness 5 µm at solid density is placed behind the wires to represent the solid substrate.

It is noted here that the use of a 2D cylindrical geometry means wires are not modelled

in this scenario, and instead the target consists of concentric ringed structures at the front
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(a)

(b)

Figure 5.5: (a) Mass density of the nanowire target and (b) lineout taken across the wires
at h = 63 µm, showing the density variation of the wires along r.

surface. The intention of these simulations is to assess the integrity of the nanostructures and

whether the structures survive after irradiation by the pre-pulse. To answer this the filling

of the gaps between the wires by the expanding heated plasma and the plasma expansion

away from the target need to be resolved. Both of these effects can be captured through the

use of these concentric ring structures, and will equally apply for the nanowires.

As discussed previously, FLASH has been shown to not be the most suitable for modelling

the absorption of 10’s fs pulses (see Section 4.4.1), and when using a power profile equivalent

to the power of the experimental pre-pulse the energy absorbed is incredibly low. In a similar

fashion to the simulations modelling the planar targets, a parameter scan is carried out to



CHAPTER 5. OTR FROM PREHEATED NANOWIRE TARGETS 136

Figure 5.6: Energy deposited into nanowire target as a function of peak laser power in
FLASH.

determine an appropriate power profile to deliver a reasonable amount of laser energy to the

nanowires. A power profile that results in ∼ 0.23 mJ of energy deposited is aimed for, which

is equivalent to that used for the planar targets - this will provide a “best-case” scenario for

assessing the extent of deformation to the wire targets. It is appreciated that prior studies

have demonstrated an improved energy absorption for nanowires; for example an increased

in absorption by a factor ∼ 2 was reported by Eftekhari-Zadeh et al. [55]. However, this was

at a vastly greater laser intensity and it is not possible to predict the expected improvement

in absorption for the experimental conditions here.

The laser is set with a Gaussian focal spot of e-folding length re = 2.41 µm, irradiating

the target at an angle of 15° and focused onto the tips of the nanowires at h = 60 µm. The

laser power profile has a Gaussian temporal profile with a FWHM of 35 fs. To determine

a suitable peak power to implement, simulations are carried out with different peak pow-

ers. FLASH simulations are run up to 100 fs and the total energy deposited is obtained

for each power profile. The resulting power scan is displayed in Figure 5.6. A laser profile

with a peak power 3 × 1012 W yields a total energy deposition of ∼ 0.22 mJ, close to the

energy deposition for the planar targets. This peak power is substantially lower than that
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implemented for the planar target (PpeakP lanar = 1 × 1015 W), with the total amount of

energy deposited seen to increase much more rapidly with peak laser power than for the

planar target [Figure 4.17(b)]. To explain this drastic difference, the energy deposition per

cell was plotted at the time of peak laser irradiation; see Figure 5.7. The rays representing

the laser enter the vacuum gaps between the wire. Since they are incident at an angle, the

rays interact with the side of a wire and are able to deposit energy into the corresponding

cell. For an individual ray-target cell interaction the fraction of energy deposited is expected

to be similar to that for the planar target, since the target front surface layer is established

in an identical way. However, for the nanowire case the ray then reflects down the gap,

interacting with the neighbouring wire surface and depositing additional energy. Each ray

is able to ricochet down the wire gaps to carry out many energy deposition events, resulting

in an enhanced energy deposition compared to the planar targets. In reality the interaction

of a laser with nanowires is more complex; a laser delivers EM waves of radiation that are

able to interfere with each other and are subject to additional effect such as a diffraction.

The extreme increase in absorption is attributed to the ray approach of modelling the laser,

where in reality the wave nature of the laser will have a significant effect. The hydrody-

namic simulations are not being carried out as a means to meticulously reproduce the laser

absorption, and so the use of a lower power to compensate for this will be sufficient. The

following full simulations implement the power profile with a peak power Ppeak = 3×1012 W.

A full run over 10.4 ns to model the hydrodynamic expansion up to the main pulse

irradiation time can now be carried out. When running over longer timescales the target

material is subject to artificial expansion into the vacuum “material”. This expansion can

be prevented by setting the rear target cells as boundary cells, thereby fixing their positions.

However, this also prevents shock wave propagation through the target rear surface, and as

such the boundary cell assignment needs to be relaxed just before the shock wave reaches

the rear surface. A preliminary simulation showed shock breakout from the nanowire targets

has occurred by 1 ns after laser irradiation, so the back cells are set to be released at 0.9 ns.

The subsequent density profiles at 0 ns and 10.4 ns of the nanowires after pre-pulse irra-

diation are shown in Figure 5.8. Shock propagation and thermal expansion around the target

irradiation region has resulted in the loss of wire structures up to r ∼ 25 µm. The wire gaps
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(a)

(b)

Figure 5.7: (a) Nanostructured target and laser rays at 50 fs. Plot is reproduced in (b) and
zoomed in around the interaction region.

have been filled by target material and the density profile has become essentially uniform.

Beyond r = 25 µm indistinct wires do remain visible; the extensive blurring of these wires

is caused by the aforementioned artificial expansion, and without this effect there would

likely be wires remaining. It is possible the pre-plasma extending out into the front vacuum

will have filled the residual vacuum gaps in any case, so we cannot comment further on the

integrity of these wires further from the laser interaction site.

The output of the hydrodynamic simulations show that the main pulse will interact with

an extended pre-plasma. To characterise the pre-plasma region, a density lineout is taken
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(a)

(b)

Figure 5.8: Mass density of the nanowires at (a) 0 ns and (b) 10.4 ns after pre-pulse irradi-
ation.

at constant r = 3 µm along h = 0 - 60 µm. A fit is applied of the form ne = A(B − h)−C

following the function described in Ref. [158], and the found fit is displayed in Figure 5.9.

The exact scale length varies with distance due to the nature of the function used and is

given by

Lpp(h) =
n

dn/dh
=

1

1.755
(60 − hµm) µm. (5.1)

Use of Equation 5.1 yields a scale length of the pre-plasma at the critical density surface

(h = 37.5 µm) of 12.8 µm. Similar fitting to the results for the irradiated planar targets

returned a scale length at the respective critical density surface of 10.1 µm. The results of

the hydrodynamic simulations therefore indicate a longer scale length pre-plasma is obtained

from the pre-pulse irradiated nanowire targets compared to the planar targets.
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Figure 5.9: Fitting to the pre-plasma produced from pre-pulse irradiation of the nanowire
targets.

5.5 PIC Modelling of Pre-Pulse Interaction with Nanowires

Whilst the main laser pulse is interacting with a more homogeneous, longer scale length

pre-plasma, the pre-pulse is able to interact with the wire structures. The assumption for

the hydrodynamic simulations was that an equivalent amount of pre-pulse energy was de-

posited into the wires compared to the planar targets. Previous work by Ovchinnikov et

al. [175] indirectly inferred enhanced coupling into nanorod targets at a similar intensity

(∼ 1017 W/cm2) through an observed increase in Kα emission. The interaction of the fs

pre-pulse with the nanowires is modelled here to investigate the pre-pulse interaction with

the nanowires in contrast to the pre-pulse interaction with a planar target, and identify if a

difference in absorption is to be expected for our experimental conditions.

The interaction of the pre-pulse with the nanowire coated targets is modelled in 2D

EPOCH. In the experimental campaign the nanostructures were composed of wires with

an average diameter of 400 nm, with 400 nm spacing between wires. As established when

modelling the pre-pulse interaction with planar targets, to permit absorption of the fs, 1017

W/cm2 laser pulse into solid target it was found necessary to add a short scale length pre-
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(a) (b)

Figure 5.10: (a) The density profile across an individual wire and (b) the full nanowire coated
target modelled in EPOCH.

plasma on the front surface of the target. This was to create some plasma of density ≤ ncrit

for the laser to interact with, which would be produced in practice by the ASE pedestal or

other pre-pulses. For the nanowires this is realised by modelling each wire at a constant

density ne = 20 ncrit for the central 200 nm. The 100 nm at each side is then modelled with

a radial exponentially decaying density profile with a decay length of 15 nm. This produces

wires with under-critical plasma at the edges, whilst retaining a steep density profile with the

bulk of the wire at 20 ncrit. The density profile across one of these wires is shown in Figure

5.10(a). Adding the short scale length pre-plasma to wires ensures that the front surface con-

ditions are consistent between the planar and nanowire targets. The nanowires are modelled

as 6 µm long in x, and are mounted on a planar 2.5 µm thick substrate at 20 ncrit [Figure

5.10(b)]. The initial target temperature is set as 10 eV to reduce the number of thermal elec-

trons rapidly filling the vacuum gaps during the total laser irradiation time of 90 fs. Cell size

is set as 1×1 nm across a total domain size of 17.5×20 µm. Electron pseudoparticle number

is set to 10 per cell, and ion pseudoparticle number is set to 1 per cell to represent Ti10+ ions.

The total number of injected electrons accelerated during the laser interaction with the

nanowires can be estimated from the output of a probe plane placed at x = 10 µm. There was

a lower kinetic energy limit of 2 keV imposed on the probe output from the nanowire target

to restrict contributions from the thermal target electrons (Ttarg= 10 eV). A lower energy

limit was not placed on the probe for the planar target; Figure 4.23 shows the energy spectra
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Figure 5.11: Electron number passing the probe as a function of time.

of the electrons collected by the probe from the planar target case and demonstrated the

numbers of electrons with energies < 2 keV are a minimal contributor to the total electron

number. Thus, the lack of a lower energy limit on the planar case will not have a significant

influence on the probe output. The integrated pseudoparticle weightings of electrons passing

the probe are given as a function of time in Figure 5.11. There are a greater number of fast

electrons recorded exiting the rear target surface for the nanowire case with respect to the

planar case, with an increase of total electron number by a factor 9.

The x − px distribution function of the electrons in the pre-pulse irradiated nanowire

targets are displayed in Figure 5.12. The wires extend across the range x = 0 - 6 µm, and

the substrate extends across x = 6 - 8.5 µm. There is heating of the electrons along the wire

up to x = 6 µm, with no clear production of electron bunches. The increase in accelerated

electron number in Figure 5.11 could be explained by the increased target area of which

the laser fields can interact, along the length of wires, rather than being limited to the skin

depth of the plasma.

Whilst the production of CTR is unlikely due to the absence of electron bunches, the

emission of the incoherent component may be more intense from the nanowires. However,

the number of fast electrons do remain low compared to a more intense laser interaction.

Take for example the modelling of the main pulse interaction with a planar target in Figure

4.25: there the probe was recording ∼ 1014 electrons per 0.1 fs, compared to 1012 electrons
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Figure 5.12: x − px distribution function of electrons produced in the pre-pulse interaction
with a nanowire coated target. The solid white line at x = 10 µm indicates the position of
the probe plane.

per 1 fs for the pre-pulse with the nanowires. A similar conclusion can be drawn here as for

the planar targets: the hot electrons generated by the pre-pulse are not in sufficiently high

numbers to induce appreciable incoherent transition radiation, and electron bunching is not

present which suggests coherent transition radiation is also improbable.

Within the discussion we must take a moment to appreciate the limitations of the
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modelling of nanowires. In a 2D simulation setup the nanostructures appear identical to

nanochannel or nanogroove targets. In reality we are dealing with a 3-dimensional problem,

and the laser-target interaction will differ between target types. Wires will be present in the

z-direction (directed into and out of the page) which are not able to be captured here. The

electrons may interact with these additional wires, by collisions for example, affecting the

energy spectra of the electrons exiting the rear surface.

5.6 PIC Modelling of Main Pulse Interaction with Nanowire

Pre-Plasma

The outcome of the EPOCH investigation in Chapter 4 indicates the observed optical transi-

tion radiation emission originates from the main pulse interaction with the expanded targets.

This is a particularly striking result for the nanowire targets, where a number of shots yielded

a substantial increase in OTR emission intensity relative to shots on planar targets of compa-

rable thickness. Hydrodynamic simulations with FLASH (Section 5.4) suggest a longer scale

length pre-plasma is produced from the pre-pulse interaction with the nanowires compared

to planar targets. A particle-in-cell study is implemented here to confirm whether the change

in pre-plasma conditions present for planar and nanowire targets could contribute to the ob-

served differences in OTR emission intensity from the perspective of fast electron generation.

The interaction of the main pulse with pre-plasma generated from the pre-pulse-planar

target interaction has been modelled in Section 4.6.3; the setup used here is identical aside

from the use of a different density profile. To summarise, a simulation domain of size 51×40

µm is established, comprised of cells of size 20 × 20 nm. The target density profile is taken

as the found fit to the FLASH output at 10.4 ns, given as ne = 3.85×1023× (60−xµm)−1.755

cm−3 as presented in Figure 5.9. Each cell is initially populated with 286 pseudoparticles

to represent target electrons, and 13 pseudoparticles to represent Ti22+ ions. The target is

irradiated with a focusing laser of spot size 4 µm FWHM at the best focus position of x =

30 µm and has a Gaussian temporal profile of 27 fs, resulting in a maximum intensity of 5.7

× 1020 W/cm2 to reproduce the experimental main pulse. The simulation is run up to 300 fs.

To characterise the acceleration of electrons into the target we look at the target electron



CHAPTER 5. OTR FROM PREHEATED NANOWIRE TARGETS 145

(a) (b)

Figure 5.13: Initial density profile of the nanowire pre-plasma region implemented in
EPOCH.

number density (Figure 5.14) and the x− px distribution function (Figure 5.15) during the

laser-plasma interaction. In the plot of electron number density we observe significant dis-

placement of the electrons via the ponderomotive force of the laser, forming cavities within

the plasma. This permits exceptional acceleration of the target electrons. The x− px distri-

bution function in Figure 5.15 shows electron acceleration in distinct bunches of spacing ∼
400 nm (2 ωL). The electron bunching and the increasing energy with propagation distance

into the under-critical plasma, alongside the channel formation, all indicate a direct laser

acceleration mechanism as discussed in Section 4.6.3.

The final energy spectra for the nanowire (pre-plasma) interaction is shown in Figure

5.16. As for the planar pre-plasma, the main laser interaction with the nanowire-generated

pre-plasma is capable of producing super-ponderomotive electrons. The electron energy

spectra from the planar interaction is shown for comparison. The spectra for electrons with

energies < 100 MeV look remarkably similar. However, the energy spectra reveals the num-

ber of E > 100 MeV electrons are greater for the nanowire pre-plasma interaction. Fitting

to the spectra suggests a hot electron temperature of 19 MeV can reproduce the spectra of

the fast electrons accelerated in the nanowire pre-plasma well, compared to a temperature

of 17 MeV from the planar pre-plasma. The difference between the planar and nanowires

is the scale length of the pre-plasma, with the nanowire target exhibiting a lower density,

longer scale length pre-plasma, suggesting a dependence of the production of the highest
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Figure 5.14: Electron number density at various timesteps during the main pulse interaction
with the pre-plasma produced by the pre-pulse interaction with a nanowire coated target.

energy electrons on the pre-plasma density profile. Other groups have studied this inter-

action (intense laser incident on a longer scale length pre-plasma). Higginson et al. [176]

studied the energies of electrons produced in cone-wire targets with differing scale lengths of

pre-plasma. As the scale length of the pre-plasma was increased (≤ Lpp = 5 µm) the total

laser absorption was found to increase, attributed to a longer distance over which the laser
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Figure 5.15: x−px distribution function of electrons in the nanowire pre-plasma accelerated
by the main pulse. The solid white line at x = 50 µm indicates the position of the probe
plane.

can interact with and accelerate electrons, and a corresponding increase in electron mean

energy was also discovered. A study by Hussein et al. [177] demonstrated a dependence of

the energy of DLA-accelerated electrons on the density of the pre-plasma in both experiment

and simulations.

As discussed for the results in Chapter 4, an electron population with a hotter tempera-

ture will be less sensitive to dephasing as it propagates through the target thickness. Here,
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Figure 5.16: Fast electron energy spectra from the interactions of the main laser pulse with
the planar pre-plasma and the nanowire pre-plasma.

the nanowire pre-plasma is found to be advantageous in generating greater numbers of high

energy electrons that will be able to reach the rear target surface whilst more robustly retain-

ing their bunched structure. The magnitude of CTR emission has a quadratic dependence

on the electron number, so one would expect a more intense emission is possible from the

electrons predicted to be produced from the nanowire pre-plasma modelled here compared

to the planar pre-plasma.

5.7 Summary and Conclusions

In an experimental campaign the performance of nanowire-coated targets was assessed through

measurements of optical transition radiation emission from the rear target surface. It was dis-

covered that whilst some laser shots yielded a comparable OTR intensity from the nanowires

with respect to planar targets of similar thickness, there existed a subset of shots that pro-

duced a much more intense OTR emission. This result is particularly remarkable when we

remind ourselves of the intense, 1017 W/cm2 pre-pulse in the experiment that will surely

have impacted the nanostructures by the time of the main pulse irradiation.

Hydrodynamic simulations revealed a longer scale length pre-plasma is predicted to be
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formed from the nanowires, under the assumption an equivalent energy deposition to the

planar targets. PIC simulations and previous literature suggest an enhanced laser coupling

is expected into the nanowires, but we possess no experimental measurements to confirm or

quantify this for the pre-pulse conditions.1 The nanowires are also seen to experience shock

breakout at the rear surface of the substrate, producing targets with an extended effective

target thickness.

The interaction of the main laser pulse with the pre-plasma formed from the planar

and nanowire target pre-pulse irradiation are modelled in EPOCH. It is found that the pre-

plasma produced from the nanowires is preferential for producing a greater number of high

energy, DLA-generated electrons. Since these highest-energy electrons are least sensitive to

dephasing during propagation through a target, the high-energy electrons are thought be

responsible for the most efficient CTR production at the rear surface: the greater numbers

predicted means we can infer a greater magnitude of CTR intensity.

The energy spectra of electrons accelerated via a direct laser acceleration mechanism is

sensitive to the properties of the pre-plasma. The variation in the measured CTR intensities

could be related to a variation in the pre-plasma formation from the irradiated nanowires.

As mentioned, we are uncertain of the degree of laser absorption achieved in the pre-pulse

- nanowire interaction. Moreover, the dimensions and spacing of the nanostructures were

variable on the front surface. As seen in Figure 5.1, there are areas where the wires are

more closely packed together on the front surface, and others were the wire filling density

is much less. This could also impact the pre-plasma formation, influencing the fast electron

production and consequently the efficiency of coherent OTR production.

1Numerous attempts were made by the author to produce an example hydrodynamic case for the nanowires
with higher energy deposition also, but the simulations would fail to run to completion.



Chapter 6

Frequency Doubled Interactions

with Nanowire Targets

Following the detection of the significant pre-pulse in the previous campaign and the sub-

sequent simulation work, it is clear we did not achieve the intended aim of investigating

ultra-intense laser interactions with nanowire targets. A long scale length pre-plasma envi-

ronment was created instead; whilst this can be of interest in other applications, this has

made the presence of the nanostructures almost redundant. An additional experiment was

required without the intense prepulse encountered in the previous experiment, to start ex-

ploring the interaction with the nanostructures via the fast electrons generated.

6.1 Experimental Layout

A follow-up experiment was carried out at ILIL, with an emphasis on producing a high-

contrast laser interaction using their Ti:Sapphire laser. The Pockels cell misalignment was

corrected, preventing the leakage of pulses every round-trip of the regenerative amplifier

and removing the high intensity prepulse. To reduce contributions from the pedestal or any

remaining prepulses, the pulse is frequency doubled using a KDP crystal placed after the

compressor. The pulse then reflects off two blue turning mirrors and and one metallic mirror

before striking a silver-coated f / ∼ 4.5 focusing parabola. The setup of the target chamber

for this is depicted in Figure 6.1(a). The conversion efficiency of the laser pulse into 2ω is

estimated to be ∼ 20%, resulting in an estimated 2ω energy of ∼ 0.4 J contained inside an el-

150
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Figure 6.1: (a) Layout of the target chamber with positioning of the relevant diagnostics
indicated. The pepper-pot diagnostic was only in place for a small number of shots and was
moved out the way of the optical emission imaging line when not in use. (b) Orientation of
the laser fields with respect to the target.
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liptical focal spot of size 3.5 × 4.2 µm2. The duration of the pulse after propagation through

the crystal is 80 fs, resulting in an estimated on-target intensity of ∼ 3.7 × 1019 W/cm2.

The use of the KDP crystal means the polarisation of the laser field is rotated 90° such that

the laser electric field oscillation is in the vertical direction in the target chamber. The laser

pulse irradiates the targets at an incidence angle of 15° in the horizontal plane, meaning

the laser is s-polarised in this interaction. The geometry of the laser-target interaction is

illustrated in Figure 6.1(b); for consistency this co-ordinate system is used throughout this

Chapter.

To explore the properties of the fast electrons generated from the irradiated targets, we

again implement imaging of the optical emission from the rear target surface. The setup was

unchanged from the previous experiment (see Section 4.1.1 for full details). In short, the

rear emission from each shot is imaged using a digital Pentax K200D camera, capturing a

wavelength range ∼ 350 - 750 nm, and is time-integrated over a period of 1 ms. In addition,

spectral information on the emission was retrieved with a fibre spectrometer. This will be

beneficial during analysis for characterising the source of the imaged emission.

The emittance of the exiting fast electron beam was estimated through the use of a

novel pepper-pot diagnostic. This diagnostic consists of a pepper-pot mask, essentially a

plate with a periodic grid array of holes drilled through it, placed in the path of the beam

of fast electrons exiting through the rear target surface as described in Section 3.2.4. The

pepper-pot mask implemented here has a spacing of 0.8 mm between each hole, and a hole

diameter of 0.2 mm. A stack of 3 EBT3 films was placed behind the pepper-pot mask to

detect the fast electrons propagating through. The pepper-pot set up was placed closely

behind the target, with a distance of 17 mm between the target and the pepper-pot mask,

and a distance of 51 mm between the pepper-pot mask and the EBT3 film. The orientation

is shown in Figure 6.2.

6.2 Rear Optical Emission

The optical emission from the rear surface of the targets was imaged for each shot in an

effort to measure coherent optical transition radiation (CTR) emission induced by the ex-
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Figure 6.2: Pepper-pot diagnostic setup to estimate the emittance of the exiting, forward
propagating fast electrons.

iting fast electrons. For some shots corresponding spectral information was obtained with

a fibre spectrometer to complement the optical images. Since the laser pulse is frequency

doubled the wavelength of the interacting laser is ωL = 400 nm, with 2ωL = 200 nm. The

detection range of the optical camera used in the experiment is ∼ 350 - 750 nm; it is not

possible to measure 2ωL with this setup. In the context of observing CTR, which is emitted

at harmonics of the electron bunching frequency, only ωL can be observed arising from the

resonance absorption and/or vacuum heating mechanisms. It is not possible to observe CTR

induced from ponderomotive accelerated fast electrons in this frequency doubled regime.

The results of two shots on Au 1 µm are shown in Figure 6.3: as the thinnest target

used, the CTR emission should be most visible from these shots. The optical emission im-

aged from Shot 51 consists of a small, intense bright spot surrounded by a larger region of

dimmer light. The corresponding recorded spectra shows an intense peak at λ = 400 nm

and a lower intensity, broadband emission. CTR emission is known to peak at the elec-

tron bunching frequency; this could be an indication that electrons are injected at ωL via

vacuum heating. In contrast, the optical emission from Shot 52 shows a larger region of

lower intensity emission, but no distinct smaller region of more intense emission as from
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Figure 6.3: Image and spectra of optical emission measured from the rear surface of irradiated
Au 1 µm targets.

Shot 51. The spectra does not present a clear peak at λ = 400 nm as before. This indicates

that the smaller, intense region is λ = 400 nm light and we propose this is from CTR emission.

With the characteristics of CTR emission to look for in the optical images and spectra

identified, we now address the data from shots on thicker planar targets and nanowire coated

targets. Shown in Figure 6.4 are some typical images from shots on Ti 12.5 µm and nanowire

coated targets with the corresponding spectra as measured by the fibre spectrometer. The

characteristic bright spot we believe to be CTR emission is not present in the images, a

result which is mirrored for all shots on nanostructured and thicker Ti targets. We believe

the imaged broadband emission is from late time recombination of the plasma and/or from

incoherent transition radiation. This is not to say that CTR was not produced at all, but

we were unable to capture and isolate CTR emission in this instance. Consequently, in this

experiment we were unable to attain optical data that could be used for CTR analysis and

further our understanding of fast electron behaviour in the nanostructured targets.

In previous experiments we have been able to observe CTR emission from shots on tar-
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Nanowire Ti 12.5 um

Figure 6.4: Image and spectra of optical emission measured from the rear surface of irradiated
nanowire and Ti 12.5 µm targets.

gets of similar thickness at the fundamental frequency1, but not from this frequency doubled

interaction. As the intensity of CTR emission scales quadratically with electron number, the

reduction in CTR intensity could also be a consequence of having less energy contained in

the pulse to accelerate electrons since there is an energy loss during the frequency doubling

conversion process. Particle-in-cell simulations were carried out using the code EPOCH to

help support this argument and explain why it was not possible to see any CTR for the fre-

quency doubled interaction compared to an interaction at the fundamental frequency. The

goal is to model separately the interaction of the ωL and 2ωL laser light with a planar target

and study the interactions with respect to the laser coupling into fast electrons. The target

consists of 2.5 µm thick Ti, with a 0.1 µm thick layer of pre-plasma on the front surface

with a scale length of 15 nm. The average ionisation of the material is Zbar = 10; electron

density of the target is set to 20 ncrit to represent solid material. Initial target temperature

is set to 1 keV. The target was placed in a simulation domain of size 17.5 × 20 µm with a

cell size of 2 × 2 nm. Each cell with target material was populated with 4 pseudoparticles

to represent Ti10+ ions, and 40 pseudoparticles to represent electrons. The properties of the

1Private communication, Petra Koester, 2022
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ωL 2ωL

Polarisation p-polarised s-polarised

λ (nm) 800 400

Etot (J) 5.4 1.08

Espot (J) 1.944 0.388

τ (fs) 27 80

FWHM focal spot size (µm) 4 4

I (W/cm2) 5.7 × 1020 3.9 × 1019

Table 6.1: Summary of the properties of the fundamental and frequency doubled laser pulses
employed in EPOCH.

Figure 6.5: Energy spectrum of fast electrons recorded by the probe plane from a laser inter-
action at fundamental frequency, and a laser interaction with frequency doubled parameters.

laser pulse used to irradiate the target are given in Table 6.1. The energy contained in the

2ωL laser pulse is estimated assuming a 20% conversion efficiency from ωL. Incidence angle

of the laser is 15°, and the polarisations are set to p− and s− polarisation for the ωL and 2ωL

interactions respectively to replicate the experimental conditions. A probe plane is placed

directly at the target rear surface edge to record the energies and numbers of injected fast

electrons.
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The energies of the exiting fast electrons are extracted from the probe plane with each

energy determined from the momenta of the electron pseudoparticle. A histogram is created

from these found energies to produce energy spectra as plotted in Figure 6.5. The temper-

ature of the fast electrons generated from the ωL interaction is greater than that generated

from the 2ωL interaction; fitting to the spectra demonstrates a hot electron temperature of

1.1 MeV from the ωL interaction compared to 0.25 MeV from the 2ωL interaction. For high

intensity laser-plasma interactions the hot electron temperature has been shown to scale

with laser irradiance as (Iλ2)1/3 [178, 179]. Previous work has additionally reported a re-

duced laser to fast electron conversion efficiency for frequency doubled laser light compared

to the fundamental frequency [180]. The use of frequency doubled light in the experiment

is predicted to have produced a reduced flux of fast electrons and are described by a cooler

temperature than for an interaction with the laser at fundamental frequency. As such, the

frequency doubled interaction is expected to yield a lower number of fast electrons propagat-

ing through to the rear surface of target, and consequently a reduced intensity of transition

radiation emission.

6.3 Electron Emittance

In this experiment a diagnostic was put in place to directly estimate the emittance of the fast

electrons for shots on planar Ti foils and on the nanowire targets. Emittance is a measure

of the area of phase-space occupied by a subset of particles; here, we are measuring the

emittance of a subset of the exiting fast electron population. The priority of the experiment

was to collect data on the rear optical emission - the positioning of the pepper-pot mask

obstructed the rear imaging line and so the pepper-pot diagnostic was only in place for a

limited number of shots. Integrated emittance data was collected over two shots on 12.5 µm

planar Ti, and for two shots on nanowire coated targets.

A stack of three EBT3 films is implemented to detect the electrons propagating through

the pepper-pot mask. Due to the close positioning of the mask to the rear target surface,

there is the potential that rear accelerated protons can contribute to the measured signal.

The use of a stack is to ensure that any protons are restricted predominantly to the first
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Figure 6.6: Difference in measured signal from proton versus electron deposition in EBT3
film. This data was taken from a seperate experiment at the ILIL facility, and is included
for descriptive purposes only to demonstrate the different signatures of proton and electron
deposition.

film, with proton contributions reduced for the following films. The drawback is the electron

signal will also reduce as we go to deeper films. Upon inspection of the scanned films it

appears that there is little signature of proton deposition. Proton deposition demonstrates

a sharper, more abrupt deposition at the edge of the beamlet, whilst electron deposition

demonstrates a smoother edge due to straggling through the plastic protective layer, as de-

picted in Figure 6.6 from a separate campaign2. The beamlets measured in this experiment

are more characteristic of electron deposition, leading us to believe that electron deposition

dominates the signal. On balance it was decided to carry out analysis on the first film in each

stack only, since we do not observe signs of significant proton deposition and the electron

signal rapidly reduced at increased film depth.

Analysis of the images obtained from the use of the pepper-pot diagnostic is carried out

using a Python script written by the author. The analysis process is based on the emittance

formula presented by Zhang with the full derivation found in Ref. [132] and summarised in

2Private communication, Petra Koester, 2023.
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Section 3.2.4. The r.m.s. emittance, ϵ, is estimated as

ϵ2 ≈< x2 >< x
′2 > − < xx

′
>2 (6.1)

where these values are calculated from information on the pepper-pot mask dimensions and

from the properties of the beamlets. For clarity, in this context a ‘beamlet’ refers to the

spot on the image created by the subset of electrons propagating through each hole in the

pepper-pot mask. To explain how this information is extracted from our images in practice,

the procedure implemented by the code is outlined as follows. The description applies to

analysis of columns of beamlets to obtain an estimate of ϵy, but the process is identical to

that applied to obtain an estimate of ϵx through analysis of the rows of beamlets.

1. Load the image of the beamlets and convert to RGB. Further analysis is carried out on

the red channel only as this was found to produce the clearest images of the beamlets.

2. The user manually identifies a region of interest encompassing the 10 × 10 grid of

beamlets. Crop image to this region.

3. Divide the region into 10 vertical ‘slices’ which are analysed on a individual basis. The

following method details how one slice is analysed.

4. The user chooses x -limits within the slice to define a ‘beamlet region of interest’ that

includes all beamlets as closely as possible. Intensity is integrated across x, and an

average beamlet intensity calculated by dividing by the height of the beamlet region

of interest. Note the beamlets are actually seen as local dips in intensity rather than

peaks.

5. The user chooses an x -position to take the background intensity from. A ‘background

region of interest’ with a thickness of 10 pixels is selected using the chosen x -position

as the centre. Intensity is integrated across x, and an average background intensity

calculated by dividing by the height of the background region of interest.

6. Imperfections in the film can form a large contribution to the measured intensities.

For the background intensity, the effect of these deviations is mitigated by applying a
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Figure 6.7: Identifying the region of interest from the pepper-pot image to analyse.

Savitzky-Golay filter to the data [181] using the savgol filter subroutine from the SciPy

module. This has the effect of smoothing the lineout.

7. Background correction is accomplished by subtracting the smoothed background in-

tensity from the beamlet intensity. At this stage the intensity values are inverted so
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Figure 6.8: Identifying an region of interest around the beamlets for a horizontal slice.

Figure 6.9: Identifying an region of interest to determine background intensity for a hori-
zontal slice.

Figure 6.10: Background intensity after smoothing.

the beamlets are represented by intensity peaks.

8. Pixel values are converted into physical distance using the original image width (2448

pixels) and the measured width of the film (53 mm).
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Figure 6.11: Background-corrected intensities across the beamlets.

9. Fitting to the beamlets is achieved using a 10-Gaussian fit of the form

I = h1exp

[
−
(
y − y0,1

σ1

)2
]

+ h2exp

[
−
(
y − y0,2

σ2

)2
]

+ ...

... + h10exp

[
−
(
y − y0,10

σ10

)2
]
, (6.2)

with optimal parameters determined using the curve fit subroutine. It was found

necessary to provide initial guesses and to set the bounds of the fitted parameters

to within +/- 50 % of the initial guess. Without the initial guess and the bounded

conditions the curve fit routine would instead fit to smaller localised peaks across the

first couple of beamlets. In this example the initial guess was set to h0−10 = 600, σ0−10

= 0.6, and y0 in increments of 3.07 mm.

Figure 6.12: Found fit to the beamlet lineout.
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Figure 6.13: Transverse position of holes in the pepper-pot mask relative to the fitted beam-
lets.

10. The values of h, y0, and σ are saved in a dataframe. It is advised to check none of

the found parameters are restricted by the initial guess, e.g. if a height is found to be

300.000, a lower height value is likely a better fit but has been limited by the h = 600

+/− 50% condition. In this case, the user is advised to go back to the fitting step and

adjust the initial guesses accordingly.

11. The transverse positions of the pepper-pot holes are set, assuming the centre of the

pepper-pot holes coincides with the centre of the 5th and 6th beamlets (see Figure

6.13). According to the Zhang derivation, the final value of the emittance should not

be affected if there is an offset between the origin position of the pepper-pot holes and

the beamlets. This was tested by setting the pepper-pot holes in different positions

(e.g. centred between the 6th and 7th beamlets) and the final emittance value was

found to be invariant under these applied offsets.

This processing has yielded all the necessary information to now calculate the emittance.

The final formula to obtain the emmitance is

ϵ2y ≈ 1

N2


 p∑
j=1

nj(yhj − ȳ)2

 p∑
j=1

[
njσ

2
y
′
j

+ nj

(
ȳ
′
j − ȳ′

)2
]−

 p∑
j=1

njyhj ȳ
′
j

−Nȳȳ′

2
(6.3)

as presented in Section 3.2.4 where p is the number of pepper-pot holes in each column. We
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will now describe in the following table how the found fits are used to calculate the individual

terms in this formula:

Term Calculation Method Reference

nj

Number of electrons at each hole. Intensity on the image is pro-

portional to the electron number, so the height hj of the fitted

peak is used.

-

N
Total number of electrons across all holes. This is taken as the

sum of the heights of the fitted peaks,
∑p

j=1 hj .
-

yhj

Transverse hole position. Taken as the user-defined transverse hole

positions in mm, assuming they are centred between beamlets 5

and 6 as explained in Step 11 of the code description.

-

ȳ
Average hole position. Taken as the intensity weighted average of

the defined hole positions, 1
N

∑
njyhj .

Eqn. 5

σj
The r.m.s. spot size of each beamlet. Taken as the standard

deviation, σ, of the fitted peak.
Eqn. 22

σ
y
′
j

The r.m.s. divergence of each beamlet. Calculated as
σj

L , where L

is the distance between the pepper-pot mask and the detector in

mm.

Eqn. 21

Ȳj
Mean transverse position of each beamlet. Taken as the central

position of the fitted peak, y0, in mm.
Eqn. 9

ȳ
′
j

Mean divergence of the electrons passing through each beamlet.

Calculated as (Ȳj−yhj)/L, equivalent to (transverse position at de-

tector - transverse position at hole)/hole-detector distance. Given

in radians.

Eqn. 10

ȳ′
Mean divergence of all beamlets. Taken as the intensity weighted

average of the mean divergences for each beamlet, 1
N

∑
nj ȳ

′
j

Eqn. 11

Table 6.2: Description of how each term is calculated to determine an estimate of the em-
mitance. Where applicable the number of the relevant equation in Zhang’s Fermilab report
is given, if the reader wishes to find more information on the derivation.
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The calculated terms are input into Equation 6.3 to get an estimate of the emittance for

the column. This process was repeated for each column in the recorded images to obtain ϵy

as a function of x, and for each row to obtain ϵx as a function of y. The found emittance

values are shown in Figure 6.14. It was found that the emittance value was sensitive to the

position chosen to take the background lineout from (Step 5) due to regions of inhomoge-

neous background. Each emittance value given in Figure 6.14 is the average value of two

measurements, one with the background lineout taken from the left of the beamlets and

a second with the background taken from the right of the beamlets for ϵy; an equivalent

approach was taken for ϵx with the background being taken from above and from below the

beamlets. The error on each point is determined from the variation of these two values.

Error bars are noticeably larger for the ϵx dataset; this is due to larger variations in the

background intensity in the y-direction (see for example the large shadowy region at the top

of Figure 6.7(b), meaning the background profile changed drastically when taken from the

top or bottom of the rows of beamlets in some instances.

The emittance values determined from the obtained data are in the range 20 - 40 mm

mrad. Measurements of electron emittance in laser-solid interactions are scarce, but there

are some examples in the literature to refer to when confirming if our values are reasonable.

When measuring electron beams generated from the front surface of intense laser-irradiated

solid targets, Ma et al. [182] states a normalised emittance can be estimated as ϵn ≈ γθσ,

where γ is the electron Lorentz factor, θ is the beam divergence angle and σ is the beam

source size. We have a laser intensity ∼ 3.7 × 1019 W/cm2 contained within a FWHM focal

spot of size 4 µm, with the work by Green et al. [88] predicting a fast electron divergence

angle ∼ 30° (523 mrad) at this intensity. Since this a rough estimate we shall use γ = 9.4 as

used in the Ma paper (Eavg = 5.3 MeV). For our experimental conditions this would yield an

estimated emittance ϵn ≈ (9.4)(523)(4 × 10−3) = 19.7 mm mrad. An experiment by Cowan

et al. [183] detected electrons accelerated by a 3 × 1020 W/cm2 laser pulse (τ = 450 fs);

within the accelerated fast electron population a monoenergetic electron jet was identified

with a normalised r.m.s. emittance < 10π mm·mrad. Both of these emittance estimates

suggest electron emittance values to the order of 10’s mm mrad are not unreasonable from

laser-solid interactions, particularly from our relatively thin targets of ∼ 12.5 µm thickness.
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Figure 6.14: Calculated estimates of emittance of the exiting fast electron beam for shots on
planar 12.5 µm and nanowire coated targets.

The average values of ϵx and ϵy values are 29.3 ± 20 and 25 ± 8 mm mrad for the planar

targets, compared to average values of 32± 7 and 33± 10 mm mrad for the nanowire coated

targets. The experimental pepper-pot measurements indicate a general trend of an increased

emittance of exiting fast electrons from the nanowire coated targets compared to planar tar-

gets. There is a more distinct difference in the estimate of ϵy for the two target types; this

correlates to the direction of the laser electric field polarisation. To understand whether

these observations are to be expected, we look to model the interaction to explore the effect

of presence of the wire structures, and the laser polarisation direction on the emittance of

the fast electron population.

6.3.1 Particle-in-Cell Simulations

EPOCH is used to model the interaction of the frequency doubled laser pulse with both

target types. A domain of size 20 × 30 µm is established with a cell size 2 × 2 nm. The
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Figure 6.15: Initial target profiles modelled in EPOCH.

planar foil is modelled as a 2.5 µm thick Ti target, consisting of Ti10+ ions and ne = 20

ncrit, and an initial temperature of 1 keV. The nanowires are modelled as the same planar

target as a substrate, with wires of diameter and gap size of 400 nm and a length of 3 µm

standing normal on the planar target, and an initial temperature of 10 eV. The resultant

targets are shown in Figure 6.15. The laser is set to deliver 0.388 J contained in a focal spot

of size rFWHM = 2 µm in a time τFWHM = 50 fs, and has a wavelength λ = 400 nm. The

laser enters the domain from the left-hand side and strikes the targets at an incidence angle

of 15°. Simulations are carried out for s−polarised and p−polarised laser light. 2D EPOCH

simulations are in the z − x plane according to the coordinate system defined in Figure

6.1(b), more easily visualised if you imagine we are looking at the laser-target interaction in

EPOCH from a “top-down” perspective. In this 2D simulation the s−polarisation case is

realised with the laser electric field oscillating into/out of the page (y); for p−polarisation

the electric field oscillates in the simulation plane (z − x), with the target thickness in the

z-direction.

For each target the px−pz phase space is extracted at a time of 75 fs, and is shown in Fig-

ure 6.16(a). The px− pz phase space of the target electrons is first assessed for a s-polarised

laser interaction, corresponding with the laser polarisation in the experiment. In this ori-

entation pz is the electron momenta in the direction of the target thickness, and px is the

electron momenta perpendicular to the laser polarisation in y. We see an increased momenta
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(a)

(b)

Figure 6.16: (a) px−py phase space at t = 75 fs of electrons generated from s- and p-polarised
interactions with planar and nanowire targets. (b) Number density of electrons in the wire
region at t = 45 fs.
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in the transverse (x ) direction for the nanowire target compared to planar - this correlates

with the ϵx emittance values estimated in the experiment, where a greater momenta from

the nanowires was put forward. That being said, we must acknowledge an inherent issue

with modelling in 2D in that we cannot capture the presence of wires in the y−direction.

PIC simulation studies of intense laser interactions with nanowires by other groups (see e.g.

Refs. [45,51,184]) propose the laser electric field directed into the density gradient along the

lengths of the wires is capable of extracting electrons and pulling them into the vacuum,

where they can then be accelerated in the forward direction by the J × B force. To this

end a p-polarisation case is modelled as a substitute to explore the s-polarised laser with

wires situated in the y-direction. The plot in Figure 6.16(a) shows the momenta range for

the nanowire target is greatly increased in both the injected (z ) and transverse (x ) direc-

tions, highlighting the importance of the electric field component directed into the lengths

of the wires for effective electron acceleration. This is illustrated in Figure 6.16(b), where

the electron number density is shown around the wires at the time of peak laser irradiation.

The electrons are more efficiently extracted from the wires for the p-polarised case, where a

component of the laser electric field is able to be pointed in the x -direction.

Laser-electron coupling with nanowire targets has been reported elsewhere. A PIC study

by Ji et al. [53] assessed the energy spectra of electrons generated in nanowire targets of

diameter 0.5λ and vacuum gap size λ. The peak electron energy was comparable to a

planar test case; however, a larger number of moderate energy electrons were generated,

indicating a more stochastic regime of heating. In the work of Cristoforetti et al. [45] the

importance of the dimensions of the wires on the final energy spectra of the electrons was

emphasised. A difference in the heating of the population was distinguished as transitioning

towards stochastic when the amplitude of the electron oscillation is greater than the gap

size; in this situation the electron energy gain is limited by collisions with neighbouring

wires, randomising their trajectories. The stochastic heating could result in a larger spread

of transverse momenta of the electrons; this would be in agreement with the experimental

measurements and result predicted by PIC simulation. Furthermore, in the experimental

measurements we observed comparable estimates of electron emittance in the x- and y-

directions for the nanowire targets; this could be evidence towards the argument of stochastic

heating for these targets.
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6.4 Summary and Conclusions

The experimental work presented in Chapters 4 and 5 was subject to an exceptional pre-

pulse, likely resulting in the destruction of the nanowires prior to the arrival of the main laser

pulse. A high contrast, frequency-doubled laser was implemented in a follow-up experiment

in 2021 to explore a high intensity laser interaction with the nanowires whilst producing min-

imal pre-plasma. The exiting fast electrons were the focus of the investigation as a means of

diagnosing the interaction.

Optical emission from the rear target surfaces of the nanowire targets and planar tar-

gets was imaged in an effort to observe and measure coherent optical transition radiation

emission induced by the passage of the exiting fast electrons. In this experiment we did

not yield any evidence of measurable CTR emission. PIC simulations of the ωL and 2ωL

interaction demonstrate frequency doubling the laser light produces a lower flux and a lower

temperature of the fast electron population, following the Thot ∝ (Iλ2)1/3 scaling by Beg et

al. [178]. The frequency doubling process also reduces the laser energy by ∼ 80%, reduc-

ing the number of fast electrons generated. These effects mean the CTR production from

the frequency-doubled interaction is greatly reduced compared to a fundamental frequency

interaction, which can explain why we struggled to observe CTR for this particular campaign.

For a small number of shots a pepper-pot mask was used to estimate the emittance of the

exiting fast electron beam. The use of the pepper-pot mask as a diagnostic is rare in laser-

solid interactions, and is certainly novel for nanowire targets. Analysis of the pepper-pot

data revealed a greater estimated electron emittance for the nanowire target in comparision

to a planar target of comparable thickness. Since the fast electron beam encompassed the

whole mask, we cannot comment on the spatial extent of the beam, but we can infer that

a greater transverse momenta of electrons is realised with the use of nanowire targets. PIC

simulations were carried out to confirm this argument for the targets employed in the ex-

periment. To be able to model the laser field interaction with the wires more thoroughly

the simulations were ran in both s- and p-polarisations. The p-polarisation case uncovered

the importance of the ability of the laser electric field in oscillating electrons across the

density gradient across the length of the wires. Plots of the pz − px phase space presented a

greater spread in transverse momenta for the nanowires compared to the planar targets, in
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agreement with the experimental conclusion. This finding marries well with previous work

on nanowires of a similar geometry.

As part of the discussion on electron emittance from nanowires it should be noted that

other work in the literature proposes a reduces emittance is possible from nanowires. For

example, Jiang et al. [184] carried out 3D PIC simulations and found a collimation of the

electrons with a narrow angular divergence for electrons with E > 50 MeV. In this study

the wire dimensions were rather large with respect to the laser spot (gap size 2 µm and focal

spot size 2.9 µm) and the set-up was able to facilitate a direct laser acceleration scheme. An

experiment reported by Zhao et al. [41] measured a comparable electron beam size at the

front and rear side of irradiated nanobrush targets, and inferred guiding of the fast electrons

was achieved by the wire structures. Since we did not capture the full spatial extent of the

exiting fast electron beam in our experiment we cannot compare the result, but of course

the spatial extent is the “second half” of the emittance measurement besides the momenta

of the particles and this should be addressed in future work.



Chapter 7

Conclusions and Outlook

In this thesis the results of two distinct experimental campaigns irradiating nanowire targets

have been presented. In this section the key findings from the experiments and their com-

plementary computational studies are summarised and discussed the context of future work

and relevance in the broader laser-plasma field.

7.1 Optical Transition Radiation from Preheated Planar and

Nanowire Targets

The work described in Chapters 4 and 5 is centred around an experiment carried out in

2019 where measurements of coherent optical transition radiation (CTR) emission from the

rear target surface were taken to characterise the performance of nanowire coated targets

in ultra-intense laser interactions in comparison to planar foil targets. These measurements

were implemented in an effort to investigate the exiting fast electrons at the rear surface of

the targets. The brightness of CTR emission decreased when increasing the planar target

thickness from 5 µm to 12.5 µm, an expected result from the literature. Interestingly, when

the planar target thickness was increased to 25 µm the brightness of CTR emission was seen

to increase where one would expect an appreciable decrease. Measurements of emission from

the nanowire coated targets revealed a subset of shots where the CTR signal was significantly

more intense with respect to planar targets of a comparable thickness.

An intense pre-pulse (I ∼ 1017 W/cm2) was discovered to have been present in this

experiment. Particle-in-cell simulations were carried out to model the pre-pulse interaction

172



CHAPTER 7. CONCLUSIONS AND OUTLOOK 173

with the targets. It was found that the pre-pulse interaction was inefficient with respect

to coupling into fast electrons. The number and temperature of the pre-pulse accelerated

electrons was found to be too low to generate an observable amount of optical transition

radiation, leading us to the conclusion that our experimental emission must originate from

the main pulse interaction with the targets.

A computational study was undertaken to understand whether CTR emission was pos-

sible under the experimental conditions. The hydrodynamic simulations demonstrated the

production of an extended pre-plasma at the front surface of the planar and nanowire targets.

The results of EPOCH simulations propose that this pre-plasma facilitates the generation

of super-ponderomotive electrons upon irradiation by a focused, ultra-intense laser pulse.

Moreover, the nanowire-produced pre-plasma was predicted to be preferential for generating

a greater yield of fast electrons described by a hotter electron temperature. This may explain

the enhanced emission of CTR at the rear surface from the nanowire targets compared to

planar targets. In both cases the fast electron population is favourable for efficient CTR

emission from thicker (or expanded) targets, since fast electrons with a hotter temperature

are less susceptible to bunch de-phasing.

The hydrodynamic simulations revealed the thinner planar and nanowire targets had a

disrupted rear surface due to breakout of the shock-wave launched by the pre-pulse heating.

Particle-in-cell simulations were carried out to explore the robustness of the coherent tran-

sition radiation mechanism under a disrupted rear surface. It was shown that emission in

the optical region, around 2ωL, remained at a comparable power relative to a steep density

profile at the rear surface. In other words, the production of optical CTR is predicted to be

insignificantly affected by the density scale length introduced by the shock break-out in our

experiment.

One area for future work is a more detailed exploration of the hydrodynamic motion of the

heated nanowires. This thesis presents one of the first instances of hydrodynamic modelling of

the effect of a pre-pulse on nanostructures, and demonstrated a longer scale length pre-plasma

is possible from nanowires relative to a comparable laser interaction with a planar target.

However, due to computational restrictions the simulations were limited to considering an
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equivalent energy deposition to planar targets, and to modelling the nanostructures in a

2D cylindrical geometry resulting in a ring-like representation instead of wires. We may

therefore expect an enhanced absorption and a lower fill factor if the wires were modelled

in a 3D geometry. This will impact the properties of the pre-plasma formed, and alter the

properties of the fast electron produced from the main pulse interaction. Further modelling

is unlikely to change the “net” result, in that the nanowires produce a lower density, longer

scale length pre-plasma compared to planar targets. A more detailed study may however be

useful as a predictive exercise in exploring nanostructured targets designed to produce an

“optimal” pre-plasma for super-ponderomotive electrons. Whilst typically one would aim for

a nanostructure interaction with as little pre-plasma as possible, this pre-plasma formation

could be exploited to aid with generating a greater flux of high energy electrons at a lower

laser energy and intensity.

7.2 Emittance of Fast Electrons Generated from Nanowire

Targets

In Chapter 6 the details of an experimental campaign in 2021 with a frequency doubled

laser pulse were presented, achieving a high-contrast intense laser interaction with nanowire

targets. A pepper-pot diagnostic was implemented for the first time on nanowire targets to

measure the exiting fast electrons.  lIt is believed to also be a novel measurement from solid

targets in general (the emittance of positrons as measured by a pepper-pot has been reported

previously by Chen et al. [185]). The initial measurements indicate a larger emittance is re-

alised for the exiting fast electrons produced from our nanowire targets compared to planar

targets. EPOCH simulations demonstrated the interaction with nanowires is predicted to

produce fast electrons with a larger spread in transverse momenta (i.e. in the radial direc-

tion), following a higher hot electron temperature compared to fast electrons generated from

planar targets.

The scope for future progress on these emittance measurements from nanowire targets is

plentiful and promising. The experimental campaign reported here implemented the pepper-

pot diagnostic on two shots for nanowire targets, and two for planar targets. An obvious next

step is to repeat the measurements on further shots and collect more statistics to confirm the
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observations. An experiment was carried out recently at ILIL in March 2023 with a view of

collecting more data with nanowire targets to validate our results of an increased emittance.

Analysis on this experiment will begin in due course. In addition, it has been noted that

there is a question as to whether we have captured the full fast electron beam size across

the pepper-pot mask. In subsequent experiments a larger pepper-pot mask could be used as

an approach to confirm the entire beam spot is sampled. Finally, these measurements can

also be extended to nanowires with different dimensions. Previous literature has indicated a

lower emittance is possible, e.g. Ref. [41], with other studies demonstrating a DLA-regime

for certain wire dimensions which could be of interest in terms of guiding the fast electrons

and reducing the emittance. Experimental measurements from nanowires with different

dimensions could therefore be of importance to determine if there is an optimal parameter

space for reduced electron emittance.

7.3 Future Prospects

The investigations of coherent transition radiation in preheated targets proved to be a fruitful

avenue of research and hold relevance for the laser-plasma community going forwards. The

experimental and simulation studies presented show that CTR emission in the optical regime

is robust under the shock-breakout conditions experienced here. Future experiments with

thin targets or with a laser profile with a low contrast may remain suitable for diagnosis via

optical transition radiation emission. Careful characterisation of the shock breakout would

be required to confirm this for each particular scenario. Ideally, a stronger shock would be

preferred for retaining a steeper density profile at the rear surface. Overall, this work has

demonstrated that optical CTR measurements remain possible for disrupted density profiles,

and may help in guiding the choice of diagnostics implemented in future accelerated electron

experiments.

In addition, the extended pre-plasma generated by the pre-pulse was determined to pro-

mote the production of super-ponderomotive electrons. It is suggested that these electrons

are appropriate for propagation over thicker targets whilst retaining their bunching struc-

ture, rendering CTR emission possible when these electrons exit the target rear surface. It is

proposed that an extended pre-plasma could be considered for the generation of high energy

electrons; furthermore, since the bunching structures are retained a CTR diagnostic could
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be implemented to investigate these electrons.

This thesis also reports on novel measurements using a pepper-pot diagnostic to estimate

the emittance of the exiting fast electrons from planar and nanowire targets. A pepper-pot

diagnostic is relatively simple to implement during an experiment, and can be extended to

use on other laser-solid interactions as a means of diagnosing the exiting fast electrons. With

respect to the measurements on nanowire targets, one proposed use of nanowire targets is as

a fast electron source in fast ignition. These initial measurements suggest a higher emittance

of nanowire-generated electrons, which is not beneficial when considering propagation over

the distance of the generation to a hot spot. The emittance of the fast electron beam needs

to be carefully controlled, and experimental pepper-pot measurements could play a key role

in guiding future investigation and determining optimal structures.
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[59] S. Keppler, A. Sävert, J. Körner, M. Hornung, H. Liebetrau, J. Hein, and M. C.

Kaluza. The generation of amplified spontaneous emission in high-power cpa laser

systems. Laser and Photonics Reviews, 10:264, 2016.

[60] P. Agostini, F. Fabre, G. Mainfray, G. Petite, and N. K. Rahman. Free-free transitions

following six-photon ionization of xenon atoms. Physical Review Letters, 42:281, 1977.

[61] S. Augst, D. Strickland, D. D. Meyerhofer, S. L. Chin, and H. Eberly. Tunneling

ionization of noble gases in a high-intensity laser field. Physical Review Letters, 63:2212,

1989.

[62] L. V. Keldysh. Ionization in the field of a strong electromagnetic wave. J. Exptl.

Theoret. Phys. (U.S.S.R.), 20:1307, 1965.

[63] N. B. Delone and V. P. Krainov. Tunneling and barrier-suppression ionization of atoms

and ions in a laser radiation field. Physics - Uspekhi, 41:469, 1998.

http://dx.doi.org/10.1103/PhysRevX.9.021029
http://dx.doi.org/10.1002/lpor.201500186


LIST OF REFERENCES 183

[64] T. Z. Esirkepov, et al. Prepulse and amplified spontaneous emission effects on the

interaction of a petawatt class laser with thin solid targets. Nuclear Instruments and

Methods in Physics Research, Section A: Accelerators, Spectrometers, Detectors and

Associated Equipment, 745:150, 2014.

[65] W. L. Kruer. The Physics of Laser Plasma Interactions. Westview Press, 1st edition,

2003.

[66] P. Kaw and J. Dawson. Relativistic nonlinear propagation of laser beams in cold

overdense plasmas. The Physics of Fluids, 13:472, 1970.

[67] S. C. Wilks and W. L. Kruer. Absorption of ultrashort, ultra-intense laser light by

solids and overdense plasmas. IEEE Journal of Quantum Electronics, 33:1954, 1997.

[68] G. J. Tallents. An introduction to the atomic and radiation physics of plasmas. Cam-

bridge University Press, 2018.

[69] J. P. Freidberg, R. W. Mitchell, R. L. Morse, and L. I. Rudsinski. Resonant absorption

of laser light by plasma targets. Phys. Rev. Lett, 28:795, 1972.

[70] G. J. Pert. The analytic theory of linear resonant absorption. Plasma Physics, 20:175,

1978.

[71] D. W. Forslund, J. M. Kindel, and K. Lee. Theory of hot-electron spectra at high laser

intensity. Physical Review Letters, 39:284, 1977.

[72] F. Brunel. Not-so-resonant, resonant absorption. Physical Review Letters, 59:52, 1987.

[73] P. Gibbon and A. R. Bell. Collisionless absorption in sharp-edged plasmas. Physical

Review Letters, 68:1535, 1992.

[74] H. Hora. Laser Plasma Physics: Forces and the Nonlinearity Principle. SPIE Press,

second edition edition, 2014.

[75] W. L. Kruer and K. Estabrook. Jxb heating by very intense laser light. Physics of

Fluids, 28:430, 1985.

[76] S. C. Wilks, W. L. Kruer, M. Tabak, and A. B. Langdon. Absorption of ultra-intense

laser pulses. Physical Review Letters, 69:1383, 1992.

http://dx.doi.org/10.1016/j.nima.2014.01.056
http://dx.doi.org/10.1103/PhysRevLett.69.1383


LIST OF REFERENCES 184

[77] M. Sherlock. Universal scaling of the electron distribution function in one-dimensional

simulations of relativistic laser-plasma interactions. Physics of Plasmas, 16, 2009.

[78] A. Pukhov, Z. M. Sheng, and J. M. ter Vehn. Particle acceleration in relativistic laser

channels. Physics of Plasmas, 6:2847, 1999.

[79] S. P. Mangles, et al. Electron acceleration in cavitated channels formed by a petawatt

laser in low-density plasma. Physical Review Letters, 94:245001, 2005.

[80] L. Willingale, et al. Surface waves and electron acceleration from high-power, kilojoule-

class laser interactions with underdense plasma. New Journal of Physics, 15:025023,

2013.

[81] A. V. Arefiev, B. N. Breizman, M. Schollmeier, and V. N. Khudik. Parametric am-

plification of laser-driven electron acceleration in underdense plasma. Physical Review

Letters, 108:145004, 2012.

[82] A. P. Robinson, A. V. Arefiev, and D. Neely. Generating ”superponderomotive” elec-

trons due to a non-wake-field interaction between a laser pulse and a longitudinal

electric field. Physical Review Letters, 111:065002, 2013.

[83] A. R. Bell, J. R. Davies, S. Guerin, and H. Ruhl. Fast-electron transport in high-

intensity short-pulse laser–solid experiments. Plasma Physics and Controlled Fusion,

39:653, 1997.

[84] J. R. Davies. Electric and magnetic field generation and target heating by laser-

generated fast electrons. Physical Review E - Statistical Physics, Plasmas, Fluids, and

Related Interdisciplinary Topics, 68:056404, 2003.

[85] M. S. Wei, et al. Observations of the filamentation of high-intensity laser-produced

electron beams. Physical Review E - Statistical Physics, Plasmas, Fluids, and Related

Interdisciplinary Topics, 70:056412, 2004.

[86] E. S. Weibel. Spontaneously growing transverse waves in a plasma due to an anisotropic

velocity distribution. Physical Review Letters, 2:83, 1959.

[87] A. Bret, M. C. Firpo, and C. Deutsch. Characterization of the initial filamentation of

a relativistic electron beam passing through a plasma. Physical Review Letters, 94:1,

2005.

http://dx.doi.org/10.1063/1.3240341
http://dx.doi.org/10.1063/1.873242
http://dx.doi.org/10.1103/PhysRevLett.94.245001
http://dx.doi.org/10.1088/1367-2630/15/2/025023
http://dx.doi.org/10.1103/PhysRevLett.108.145004
http://dx.doi.org/10.1103/PhysRevLett.111.065002
http://dx.doi.org/10.1103/PhysRevE.68.056404
http://dx.doi.org/10.1103/physrevlett.2.83
http://dx.doi.org/10.1103/PhysRevLett.94.115002


LIST OF REFERENCES 185

[88] J. S. Green, et al. Effect of laser intensity on fast-electron-beam divergence in solid-

density plasmas. Physical Review Letters, 100:015003, 2008.

[89] K. L. Lancaster, et al. Measurements of energy transport patterns in solid density

laser plasma interactions at intensities of 5×1020 wcm-2. Physical Review Letters,

98:125002, 2007.

[90] R. B. Stephens, et al. Ka fluorescence measurement of relativistic electron transport in

the context of fast ignition. Physical Review E - Statistical Physics, Plasmas, Fluids,

and Related Interdisciplinary Topics, 69:066414, 2004.

[91] M. Storm, et al. High-current, relativistic electron-beam transport in metals and the

role of magnetic collimation. Physical Review Letters, 102:235004, 2009.
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[121] J. J. Santos, A. Debayle, P. Nicoläı, V. Tikhonchuk, M. Manclossi, D. Batani,

A. Guemnie-Tafo, J. Faure, V. Malka, and J. J. Honrubia. Fast electron transport

and induced heating in aluminium foils. Physics of Plasmas, 14:103107, 2007.

[122] Y. Ping, et al. Absorption of short laser pulses on solid targets in the ultrarelativistic

regime. Physical Review Letters, 100, 2008.

[123] L. Veisz, W. Theobald, T. Feurer, H. Schillinger, P. Gibbon, R. Sauerbrey, and M. S.
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