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Abstract

This thesis is concerned with the study of endomorphism monoids of certain algebras.
We first describe the semigroup structure of a family of subsemigroups of the
endomorphism monoid of an independence algebra 𝒜. Each of these subsemigroups is
associated with a subalgebra ℬ of 𝒜 and is called the subsemigroup of endomorphisms
with restricted range in ℬ. Denoted by T (𝒜,ℬ), it consists of all endomorphisms
of 𝒜 whose image lies in ℬ. We show in particular that such semigroups are not
regular in general and that they present significant differences in their structure from
that of End(𝒜).

In a similar fashion, we investigate the semigroup structure of End(Tn), the
endomorphism monoid of the full transformation monoid of a finite set with n

elements. We describe the ideals of End(Tn) and show that, in particular, Tn and
End(Tn) are not respectively embeddable into each other (except in the degenerate
case of n = 1).

We then move on to the study of translational hulls of ideals of the endomorphism
monoid of algebras. We start with the case of an independence algebra 𝒜, where
we discuss the translational hull Ω(I) of the (0-)minimal ideal I of End(𝒜). We
give conditions under which Ω(I) and End(𝒜) are isomorphic and we construct a
canonical isomorphism where possible. A more general approach of translational hulls
in the case where 𝒜 is an arbitrary algebra is then presented, where we prove that
any ideal I of End(𝒜) satisfying some representability and separability conditions
on 𝒜 will be such that its translational hull is isomorphic to End(𝒜). Finally, we
close this thesis by computing the translational hulls of some of the ideals of End(𝒜),
where 𝒜 will stand either for a free algebra, an independence algebra, or Tn.
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A York semigroupist tradition

C’est un coin de tableau où chantent des formules
Accrochant follement aux habits des débris
De craies ; où des notions, d’un cerveau somnambule,
Naissent : c’est un petit trou qui de maths est épris.

Un élève jeune, bouche ouverte, tête nue,
Et le crâne baignant dans une pluie d’idées,
Pense ; il se tient debout, en cet endroit reclu,
Considérant ces fonctions, qu’il veut étudier.

Les méninges emballées, il pense. Souriant comme
Sourirait un enfant béat, là il raisonne :
Nature, berce-le savamment : qu’il s’émeuve.

Les problèmes présents ne sont que passagers ;
Il pense à son travail, la logique aux aguets,
Fébrile. Il a deux erreurs dans cette preuve.

Le mathématicien du bureau1

1Adaptation de Le dormeur du val d’Arthur Rimbaud
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Introduction

For any mathematical object M , the endomorphism monoid of M as well as its group
of units, the automorphism group, are key to understanding the structure of M . A
well-known result of G. Birkhoff [5] for groups, later extended to monoids, tells us
that every group is isomorphic to the automorphism group of some unary algebra;
analogously, every monoid is isomorphic to the endomorphism monoid of some unary
algebra. Here the term algebra is understood in the sense of universal algebra, or
abstract algebra as introduced in the early 20th century (see the introduction of the
book by McKenzie, McNulty and Taylor [34] for a historical perspective of its origin).
In this thesis, we study the endomorphism monoid of certain algebras through the
lenses of restrictions and extensions. These are to be taken in the sense of the study
of subsets of the endomorphism monoid having nice structural properties and we will
see how these can generate the endomorphism monoid via fairly natural constructions
that will be explained below.

A specific class of algebras that will be of particular interest in the coming work
is that of independence algebras. These were introduced by V. Gould [22] in order
to account for the similarities encountered in the structure of the endomorphism
monoid of a vector space when compared to that of the full transformation monoid
of a non-empty set. Independence algebras have been fully classified (see [2, 6, 54])
and include sets and vector spaces, as well as free group acts, affine algebras or
quasifield algebras. The structure of the endomorphism monoid of an independence
algebra has been widely studied, for example by looking at its ideals and Green’s
relations [22], its idempotent generated part [17, 18] or its automorphism groups and
normal subgroups [1]. We take here several different directions.

First, we study the family of subsemigroups of the endomorphism monoid which

1



2 Introduction

arise from restricting the set of endomorphisms to those whose image lies in a
specific subalgebra. More precisely, given an independence algebra 𝒜, denote its
endomorphism monoid by End(𝒜). For each subalgebra ℬ of 𝒜, we can define the
semigroup of endomorphisms with restricted range in ℬ, denoted by T (𝒜,ℬ), as
the subsemigroup which only contains endomorphisms of 𝒜 whose image lie inside
the subalgebra ℬ, that is,

T (𝒜,ℬ) = {α ∈ End(𝒜) | imα ⊆ ℬ} .

Even though these semigroups inherit some structural properties from that of End(𝒜),
they are very different in many ways and their study will be the object of Chapters II
and III. To start with, a semigroup of the form T (𝒜,ℬ) is not a monoid unless
we are in one of the extreme cases where ℬ is the whole of 𝒜 or a singleton, nor
is it a regular semigroup. This leads us not only to study Green’s relations and
the ideal structure of these semigroups, but also the generalised versions of these
notions through the so-called extended Green’s relations and the ∗- and ∼-ideals of
T (𝒜,ℬ).

Another direction of research is to describe when some subset of End(𝒜) contains
enough information to reconstruct the endomorphism monoid exactly. In order to
make this precise, we investigate the notion of translational hulls of a semigroup.
Given an endomorphism α ∈ End(𝒜), we can define natural actions on ideals
I ⊆ End(𝒜) by multiplying elements of I by α either on the left or on the right.
Such actions are called the left and right translations induced by α on I. However, it
might happen that not all left [resp. right] actions on I come from the multiplication
by an endomorphism in End(𝒜). Thus we will define the translational hull of I,
denoted by Ω(I), as the set of all pairs of left and right actions which satisfy some
compatibility conditions. The question is now whether the translational hull of I
only consists of translations induced by elements of End(𝒜). One of the objects of
this thesis is therefore to decide if this holds when I is the ideal consisting of all
endomorphisms whose image lie in a monogenic subalgebra of 𝒜, which correspond
in our case to the set of maps that have rank at most one. We will show in Chapter V
that this holds for independence algebras with the exception of a few special cases,
and will give conditions to describe when this happens.

In fact, such an approach is not particular to independence algebras, and in
Chapter VI we will generalise this study to more abstract algebras. In other words,
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given an algebra 𝒜 and an ideal I ⊆ End(𝒜), we will provide sufficient conditions
under which the translational hull of I will be isomorphic to the endomorphism
monoid End(𝒜). In order to illustrate the discussions surrounding these conditions,
we will give examples in Chapter VII where the general theory can be applied, as
well as instances where the actual computation of translational hulls of ideals of
End(𝒜) can be hard to achieve. The latter happens in a prominent fashion when
considering the full transformation monoid Tn on a finite set as our algebra 𝒜. Since
the description of the structure of End(Tn) has not been presented before, we will
spend time to do so in Chapter IV.

A foreword concerning the order of the chapters:

The content presented in this thesis does not consist of a sequence of results which
needs to be read in a linear order. Far from it, the reader is advised to choose and
pick the order in which they will read the coming chapters, after taking into account
the following note.

Not counting the preliminary chapter (which place in this thesis will be explained
in its prologue), there are three main groupings of chapters. The first one, consisting
of Chapters II & III, stands separately from the two others as the only place where
the semigroup T (𝒜,ℬ) is considered. The second grouping, which only includes
Chapter IV with its description of End(Tn), sits on its own. Even though Chapters V–
VII can be grouped together since they all deal with translational hulls of ideals,
they can be further separated. Indeed, the ideas and techniques used in Chapter V
are very different from those of Chapter VI, and the classes of algebras examined
are also distinct. This makes the reading of these two chapters mostly independent
from each other. The only chapter for which the reader will need to have read other
parts of this thesis is Chapter VII where ideas discussed in Chapter VI are adapted
to the content of Chapters IV & V.

Thus, after reading the opening of Chapter I, we encourage the reader to cherry-
pick the chapter(s) they want to read based on their urge to learn about a specific
topic, their mood, the time they have at hand, or even the simple roll of a die or
some random thought that would cross their mind at the moment they would lay
their hand on this thesis.

Happy reading!



I

Preliminaries

Throughout this thesis, we will assume that the reader is confident with classical
semigroup theory concepts such as congruences, semigroup homomorphisms and
Green’s relations. If in the coming chapters, the reader needs to refresh their
knowledge about a notion that is not defined in the present chapter, then they
are advised to consult the excellent introductory books of Howie [28], Clifford and
Preston [8, 9] or Higgins [27]. Additionally, the reader is expected to know the basic
notions of universal algebras defined as pairs (A,F ) where A is the universe of the
algebra and F its set of fundamental operations. This includes understanding the
definitions and properties of homomorphisms, terms and the subalgebra operator. A
good reference in this domain is the book from McKenzie, McNulty and Taylor [34].

In this chapter we will give an introduction to the lesser-known notions used in
this thesis. In particular, on the topic of general semigroup theory, Section I.2 will
describe a generalisation of the notion of semigroup action through the concept of
translational hulls and give the connection between this notion and that of ideal
extensions. Section I.3 will present extended Green’s relations, a set of equivalence
relations used to study the structure of non-regular semigroups. Following this,
a very important class of universal algebras called independence algebras, which
generalises the concept of sets and vector spaces, will be introduced in Section I.4.
Since the main object of this thesis concerns endomorphism monoids, we shall close
this chapter by giving properties of the endomorphism monoid of an independence
algebra in Section I.5.

Apart from a few results, we have taken the decision to include proofs of the
statements in this chapter, in order to be as complete as possible and to help the
reader see how one can play with the definitions and some arguments in a general

4
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context before meeting them again at a later point in the thesis. This means in
particular that it makes this introductory chapter fairly long. Nevertheless, there
is no need to read it all in one go since the different concepts presented here will
be used in different places throughout the thesis. Indeed, Section I.2 is only needed
from Chapter V onwards even though it is introduced first here. Chapters II, III
and V will need the background on independence algebras of Sections I.4 and I.5.
Finally, Section I.3 will only be necessary to read Chapters III and IV. For this
reason, the reader is advised to first choose which grouping of chapters they want to
read (II–III, IV or V–VII) before coming here to read only the relevant sections.

In order to facilitate the reading of this thesis, we start with some general
notation.

I.1 NOTATION

Since this preliminary chapter does not introduce the standard semigroup and
universal algebraic background, it is necessary to describe the basic notation and
conventions that will be used throughout this thesis. Hopefully, we have managed to
conciliate the conciseness of the writing with the clarity of the statements, meaning
that a simple glance over a formula should easily convey most of the information
without being cluttered by too many brackets, parentheses or multiple indices.

In order to facilitate this, a general rule is that elements of a semigroup or an
algebra will use Roman letters, while maps will use Greek letters. However, since we
will consider functions on endomorphism monoids, we will often have to deal with
three different levels of domain and we will distinguish them (as much as the finitary
aspect of our alphabets allows) as follows:

• the “bottom” level, consisting of elements from a semigroup or an algebra, will
be denoted by Roman letters;

• the “middle” level, consisting of endomorphisms on our semigroup or algebra,
will take the first part of the Greek alphabet; and

• the “top” level, consisting of maps acting on the endomorphisms, will be
relegated to use the second part of the Greek alphabet.

Following this general guidance and mindset, we now give the appropriate notation
that will be used without further mention in the following chapters, first by considering
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general notation, and then that which is specific to the two main areas of algebra
involved in the coming work: semigroups and universal algebras.

I.1.1 General notation

Indexing sets. When it is clear from the context, the set {xi | i ∈ I} will be ab-
breviated as {xi} without necessarily specifying its index set. If such an abbreviation
is used and we need to refer to the indexing set after the definition of this set, we
will render it as the capital letter corresponding to the index used. For example,
the indexing set of {yj} is denoted by J . Moreover, an indexing set will usually be
non-empty and its size not necessarily finite. Whether each of these possibilities can
happen in the given situation will be explicitly mentioned when it cannot be clearly
deduced from the context. For example, one cannot have an infinite indexing set
when picking distinct elements of a finite set, and if we know that the chosen set
of elements is non-empty, then its indexing set is also non-empty. Without loss of
generality, a non-empty set of cardinality at least k ∈ N will be assumed to contain
elements 1, 2, . . . , k, so that if {yj} is non-empty and contains at least 3 elements,
we can talk about y1, y2 and y3 without ambiguity.

Set operations. Given two sets A and B, we usually denote their union by A∪B.
However, if we want to give the additional information that A and B are disjoint
sets, then we will write their (disjoint) union as A ⊔B. By writing B ⊆ A, we say
that B is a subset of A, and to further indicate that this is a proper subset we will
use B ⊊ A.

Maps and composition. Following the standard convention in semigroup theory,
maps will be right maps, that is, written to the right of their operand. For example,
if ϕ is a map that sends x to y, we write xϕ = y. In the context of translational
hulls, we will allow some specific maps to be written on the left in order to facilitate
some later notation and computations and we will call them left maps. For such
maps, saying that the image of x under λ is y will be written as λx = y.

Well-defined compositions of two right [respectively left] maps will not require
extra parentheses (e.g. we can write xαβ in place of (xα)β), whereas they might be
required when both a left and a right map are involved in an expression (e.g. for a
left map λ and a right map ρ, λ(xρ) might be different from (λx)ρ).
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Unless specified otherwise, the identity map will usually be denoted by id, or idA
when we need to explicit the underlying set A.

Two-row writing of maps. Let S be a set with disjoint subsets {xi} and {yj}

such that S = {xi} ⊔ {yj}. By writing α =
(
xi yj
ai bj

)
we mean that α is a map on

S (with image in some set A) such that xiα = ai for all i ∈ I and yjα = bj for all
j ∈ J . Notice that this does not mean that the sets {ai} and {bj} are disjoint.

Image, kernel and endomorphisms. Let S and T be two semigroups, or two
algebras and α : S → T . Then the image of α is written imα = Sα ⊆ T and the
kernel relation of α is kerα = {(s, t) ∈ S × S | sα = tα}.

The monoid of endomorphisms of S is denoted by End(S), and the automorphism
group by Aut(S). If α is an isomorphism, then we write S ∼= T .

I.1.2 On semigroups

Thanks to the associativity property of semigroups we will drop all unnecessary
parentheses.

Transformations. For a set X, we will denote by TX its full transformation
monoid, by PTX its monoid of partial transformations, and by IX its symmetric
inverse monoid. In the case where X = {1, . . . , n}, these will be written as Tn, PTn
and In respectively.

If we want to consider left maps instead, we will add the symbol ‘op’ as exponent
to the above notation, that is, the sets T op

X , PT op
X and I op

X will correspond to the
monoids of full, partial, and bijective partial transformations of X when written on
the left.

Idempotents. The set of idempotents of a semigroup S is denoted by E(S), which
will be often shortened to E.

Green’s relations. The Green’s relations, of utmost importance in semigroup
theory, will be denoted by the letters ℒ, ℛ, 𝒟, ℋ and 𝒥. In case there is a need to
distinguish the semigroup in which these are considered, a subscript will be added to
the relation, writing ℒS, ℛS, 𝒟S, ℋS and 𝒥S to denote that the Green’s relations
are to be considered using elements of S.



8 Chapter I. Preliminaries

I.1.3 For universal algebras

Algebras and their universe. Algebras will always be denoted by calligraphic
letters such as 𝒜, ℬ and 𝒞, while their universe will be denoted by the corresponding
letter in regular font, here A, B and C. By writing that ℬ ⊆ 𝒜, we mean that ℬ
is a subalgebra of 𝒜.

Operations and terms. In order to differentiate them from maps on the algebra,
all fundamental operations and terms will be operating on the left. Given an algebra
𝒜, the set of all terms of 𝒜 will be denoted T 𝒜, and the subset of k-ary terms by T 𝒜

k .
We associate nullary operation with their image in A, which we call constants, while
terms whose image is a singleton (that is, constant terms) will be called algebraic
constants. The unary term corresponding to the projection on its variable, which is
also the identity map, will be denoted by id.

Moreover, to reduce the amount of parentheses needed, we also agree that terms
will have priority over functions during the evaluation of an expression in an algebra,
that is, given t ∈ T 𝒜

k , as well as elements a1, . . . , ak ∈ A and a map ϕ on A, we
write t(a1, . . . , ak)ϕ for the expression (t(a1, . . . , ak))ϕ. To shorten notation, when
it is clear from context, given t, a1, . . . , ak and ϕ as before, we will write t(ai) for
t(a1, . . . , ak) and t

(
aiϕ

)
for t(a1ϕ, . . . , akϕ).

Subalgebra operator. The subalgebra operator will be denoted by ⟨ · ⟩, and given
an algebra 𝒜, and a set X ⊆ A, we will abuse notation and will consider ⟨X⟩ both
as a subuniverse and as a subalgebra. Notice that ⟨∅⟩ is non-empty exactly whenever
𝒜 has constants.

Cardinals. A cardinal which is of special interest is the size of the smallest
generating set of a subalgebra, which we will denote by e. In other words, e = 0 if
⟨∅⟩ ̸= ∅ and e = 1 otherwise. The successor of a cardinal κ will be denoted by κ+.
Moreover, following usual conventions, we denote by ℵ0 the smallest infinite cardinal.

I.2 TRANSLATIONAL HULLS

One of the most natural approaches in algebra to study a mathematical object, is to
consider the action of this object on itself, or on another compatible object. More
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precisely, given a semigroup S, it is common to look at the action of S on itself by
left or right multiplication by one of its elements. One of the frameworks aiming to
generalise these actions is the notion of translational hull, which is intimately related
to the description of the left and right actions of elements of S.

Specifically, consider a semigroup S and define for each s in S a left map
λs : S → S as well as a right map ρs : S → S by

λst = st and tρs = ts,

for all t ∈ S. These maps can easily be seen to satisfy the following properties for
all u, v ∈ S where λ = λs and ρ = ρs:

1) λ(uv) = (λu)v,

2) (uv)ρ = u(vρ), and

3) u(λv) = (uρ)v.
These observations lead to the study of pairs of functions (λ, ρ) where λ is a left
map, ρ is a right map, and 1), 2) and 3) hold. The study of the translational hull of
a semigroup consists exactly in finding all such pairs.

The translational hulls of many classes of semigroups have already been invest-
igated. In some cases, they were shown to share common properties with their
underlying semigroup. In particular, if a semigroup is cancellative [resp. inverse,
adequate, type A, or a semilattice], then the same holds for its translational hull (see
[4, 16, 21, 41, 44]). For some classes it is even possible to give a complete description
of the elements of the translational hull. This is the case for example for completely
0-simple semigroups as shown by Petrich [42]. In this thesis, we will be interested in
translational hulls of ideals of endomorphism monoids of certain universal algebras.

All the results present in this section are folklore and can be found in classical
books on semigroup theory such as Howie [28] or Clifford and Preston [8, 9], but a
more in-depth survey on translational hulls was written by Petrich [41]. Some of the
proofs are located in other places of the literature but can be uncovered in [40, 42,
52, 53].

I.2.1 Definitions and properties

Throughout this section, S denotes a semigroup.

Definition I.2.1. Translations of a semigroup S are defined as follows.
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• A right map ρ : S → S is a right translation of S if

(st)ρ = s(tρ)

for all s, t ∈ S. The set of all right translations of S is denoted by P(S).

• Dually, a left map λ : S → S is a left translation of S if

λ(st) = (λs)t

for all s, t ∈ S, and we write Λ(S) for the set of all left translations of S.

• A left translation λ and a right translation ρ on S are said to be linked if for all
s, t ∈ S we have:

s(λt) = (sρ)t.

In such case, we call the pair (λ, ρ) a linked pair or a bi-translation of S.

• The set of all linked pairs (λ, ρ) of S is a subset of Λ(S) × P(S) called the
translational hull of S and is denoted by Ω(S).

Remark I.2.2. The main reason why we decided to write left translations as left maps
is to make the linking condition easier to write and to work with. In particular,
given s, t ∈ S and (λ, ρ) ∈ Ω(S), both possible interpretations of the expressions
stρ and λst coincide, while there is a unique interpretation of sλt and sρt since λ
acts on the left while ρ acts on the right. We can therefore remove the parentheses
without making the equations ambiguous, and we will often take the choice to do so.
Writing left translations as left maps instead of right maps will also facilitate the
notation of the product of elements in Ω(S).

Definition I.2.3. The natural projections from Ω(S) into P(S) and Λ(S) are the
maps πP and πΛ defined by

(λ, ρ)πP = ρ, and (λ, ρ)πΛ = λ, for all (λ, ρ) ∈ Ω(S).

The images of πP and πΛ are respectively denoted by P̃(S) and Λ̃(S).

The most straightforward example of translations that are linked comes from the
trivial map on S.

Lemma I.2.4. The identity mapping 1P : s 7→ s acting on the right of S is a right
translation of S. Dually, the left identity mapping 1Λ is a left translation of S.
Furthermore, the pair 1Ω = (1Λ,1P) is a bi-translation of S.
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Proof. Clearly if s, t ∈ S, then (st)1P = st = s(t1P) and similarly 1Λ(st) = (1Λs)t
which shows that 1P ∈ P(S) and 1Λ ∈ Λ(S). Last, s(1Λt) = st = (s1P)t so that the
pair (1Λ,1P) is linked.

Is it clear from the definition of right and left translations that such maps can be
seen as elements of TS, and the multiplication in P(S) and Λ(S) is inherited from
that of TS as follows.

Lemma I.2.5. The set P(S) is a submonoid of TS while Λ(S) is a submonoid of
T op
S with respective identity 1P and 1Λ under the multiplication given by

s(ρρ′) = (sρ)ρ′ and (λλ′)s = λ(λ′s),

where s ∈ S, ρ, ρ′ ∈ P(S) and λ, λ′ ∈ Λ(S).
Additionally, the set Ω(S) is also a monoid with identity 1Ω = (1Λ,1P) when

defining the multiplication for (λ, ρ), (λ′, ρ′) ∈ Ω(S) by

(λ, ρ)(λ′, ρ′) = (λλ′, ρρ′).

Proof. By definition of the maps 1P, 1Λ and 1Ω, it is clear that these are two-sided
identities for P(S), Λ(S) and Ω(S) respectively. It only remains to show that these
sets are closed under products since the associativity of the product will follow
directly from that of TS.

Let ρ, ρ′ ∈ P(S) and s, t ∈ S. Then we have the following:

s(t(ρρ′)) = s((tρ)ρ′) = (s(tρ))ρ′ = ((st)ρ)ρ′ = (st)(ρρ′),

where the second and third equalities comes from the fact that ρ′ and ρ are right
translations. The dual holds for left translations and thus P(S) and Λ(S) are
monoids.

Now let (λ, ρ), (λ′, ρ′) ∈ Ω(S). From the first part, we have that λλ′ ∈ Λ(S) and
ρρ′ ∈ P(S), so it remains to show that these form a linked pair. Indeed, using the
fact that λ and ρ are linked, and similarly for λ′ and ρ′, for any s, t ∈ S we have
that:

s((λλ′)t) = s(λ(λ′t)) = (sρ)(λ′t) = ((sρ)ρ′)t = (s(ρρ′))t,

which shows that λλ′ and ρρ′ are linked and thus Ω(S) is a monoid.

As a direct consequence from the fact that P(S), Λ(S) and Ω(S) are monoids,
we have the following:
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Corollary I.2.6. The projections πP and πΛ are monoid homomorphisms and their
images P̃(S) and Λ̃(S) are submonoids of P(S) and Λ(S) respectively.

We will later be investigating when these maps are one-one, or onto.

Notation I.2.7. In light of Lemma I.2.5 we will remove any superfluous parentheses
whenever no ambiguity can arise. For example, given (λ, ρ) ∈ Ω(S) and elements
s, t, u, v ∈ S we can write stλuv = stρuv since

stλ(uv) = s(tλu)v = s(tρu)v = (st)ρuv,

which means that all meaningful ways to set parentheses give the same answer.

We have seen in the introduction that some left and right translations arise from
the multiplication on the left or on the right by an element of S. Such translations
form a specific class and are important in their own right.

Definition I.2.8. Given s ∈ S, the map ρs ∈ P(S) [resp. λs ∈ Λ(S)] defined by

tρs = ts [resp. λst = st]

for all t ∈ S is called the inner right [resp. left] translation of S induced by s. We
write by P0(S) [resp. Λ0(S)] the set of all right [resp. left] inner translations of S.

Additionally, since the maps λs and ρs are clearly seen to be linked for each
s ∈ S, we call σs = (λs, ρs) the inner bi-translation induced by s. The set of all inner
bi-translations of S is denoted by Σ(S).

It is easy to see that P0(S) and Λ0(S) are respective subsemigroups of P(S) and
Λ(S) since ρsρt = ρst and λsλt = λst. Hence, (λs, ρs)(λt, ρt) = (λst, ρst), which shows
that Σ(S) is a subsemigroup of Ω(S). In fact, these sets are more than subsemigroups
as given by the following lemma.

Lemma I.2.9. Let s ∈ S and take λ′ ∈ Λ(S) and ρ′ ∈ P(S). Then we have that

λ′λs = λλ′s, and ρsρ
′ = ρsρ′

and if the pair (λ′, ρ′) is linked, we also get that

λsλ
′ = λsρ′ , and ρ′ρs = ρλ′s.

Consequently, P0(S) is a right ideal of P(S), Λ0(S) a left ideal of Λ(S) and Σ(S) a
two-sided ideal of Ω(S).
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Proof. The equations follows directly from the fact that if ρ′ ∈ P(S) then we have
tρsρ

′ = tsρ′ = tρsρ′ and if λ′ ∈ Λ(S) is linked to ρ′ we also get

tρ′ρs = tρ′s = tλ′s = tρλ′s,

as well as their dual for λs. Hence P0(S) and Λ0(S) are respectively a right ideal of
P(S) and a left ideal of Λ(S). Moreover, this also shows that

(λs, ρs)(λ′, ρ′) = (λsρ′ , ρsρ′) and (λ′, ρ′)(λs, ρs) = (λλ′s, ρλ′s),

so that Σ(S) is a two-sided ideal of Ω(S).

Not all translations are inner, and this relates to the existence of a right, left or
two-sided identity in S.

Lemma I.2.10. 1) P(S) = P0(S) if and only if S has a right identity.

2) Λ(S) = Λ0(S) if and only if S has a left identity.

3) Ω(S) = Σ(S) if and only if S has an identity.

Proof. The proof of 2) is dual to that of 1) so it will be omitted.
1) Suppose that P(S) = P0(S). Since P(S) is a monoid with identity 1P, we get

that there exists e ∈ S such that 1P = ρe ∈ P0(S). Thus for all s ∈ S we obtain that
se = sρe = s1P = s, which shows that e is a right identity in S.

Conversely, let e be a right identity of S. Then for all ρ ∈ P(S) and s ∈ S, by
writing f = eρ we have that:

sρ = (se)ρ = s(eρ) = sf = sρf ,

so that ρ = ρf ∈ P0(S) and P(S) ⊆ P0(S). Since we also know that P0(S) ⊆ P(S)
in general, we get that P(S) = P0(S).

3) Suppose that Ω(S) = Σ(S). Then, as Ω(S) is a monoid, we have that there
exists e ∈ S such that (λe, ρe) = 1Ω = (1Λ,1P). Then, se = sρe = s and es = λes = s

as before, from which we have that e is a left and a right identity. Thus S has a
two-sided identity.

Conversely, let e ∈ S be the identity of S and let (λ, ρ) ∈ Ω(S). By defining
x, y ∈ S as x = λe and y = eρ, we can see that λ = λx and ρ = ρy using the same
argument as above together with its dual. Since the pair (λ, ρ) is linked, we also
have that

x = ex = eλe = eρe = ye = y,

and thus (λ, ρ) = (λx, ρx) ∈ Σ(S). Therefore Ω(S) = Σ(S) as required.
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We mentioned at the beginning of this section that translations generalise the
action of a semigroup on itself. We now make this concrete in the following lemma.

Lemma I.2.11. The function σ : S → Ω(S) which sends an element s ∈ S to
σs = (λs, ρs) is a homomorphism of S onto Σ(S).

Similarly, P0(S) and Λ0(S) are homomorphic images of S through the maps
σP : S → P(S) and σΛ : S → Λ(S) defined by

sσP = ρs and sσΛ = λs for all s ∈ S.

In particular, we get that σP = σ ◦ πP and σΛ = σ ◦ πΛ.

Proof. It is clear from the definition of Σ(S) ⊆ Ω(S) in I.2.8 than σ is a well-defined
map whose image is Σ(S), and the corresponding statements for σP and σΛ also hold.

Moreover, if s, t ∈ S, then we get that σsσt = (λs, ρs)(λt, ρt) = (λst, ρst) = σst,
that is, sσtσ = (st)σ and thus σ is a homomorphism. Similarly, σP and σΛ are
homomorphisms.

In order to have that every inner left, right or bi-translation comes from a unique
element of our semigroup S, we need S to satisfy a weak notion of the cancellativity
property.

Definition I.2.12. A semigroup S is called weakly reductive if for all s, t ∈ S we
have that sx = tx and xs = xt for all x ∈ S implies s = t, or equivalently, if λs = λt

and ρs = ρt implies s = t.
A semigroup S is called left reductive [resp. right reductive] if for all s, t ∈ S we

have that xs = xt [resp. sx = tx] for all x ∈ S implies s = t, that is, if ρs = ρt [resp.
λs = λt] implies s = t.

A semigroup S is called reductive if it is both a right reductive and a left reductive
semigroup.

Remark I.2.13. Notice that if S has a left identity, then it is left reductive and dually
for right reductivity, while if S is a monoid, then it is reductive. Moreover we have
that a left or right reductive semigroup S is weakly reductive, so that reductivity
implies weak reductivity, and these notions coincide on a commutative semigroup.

Lemma I.2.14. For a semigroup S, the following occurs:
• S is left reductive if and only if σP is injective, and then S ∼= P0(S);

• S is right reductive if and only if σΛ is injective, and then S ∼= Λ0(S);
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• S is weakly reductive if and only if σ is injective.
In all cases, we also have that S ∼= Σ(S).

Proof. The equivalences between left, right or weak reductivity with the injectivity
of σP, σΛ and σ respectively follow immediately from the definition. We then obtain
the isomorphisms directly from Lemma I.2.11.

Combining the above result together with Lemma I.2.10 we get the following.

Corollary I.2.15. A semigroup S is a monoid if and only if S ∼= Ω(S).

Proof. If S is a monoid, then we get that Σ(S) = Ω(S) by Lemma I.2.10. Moreover,
S is reductive by Remark I.2.13. Thus S is also weakly reductive and we have that
S ∼= Σ(S) by Lemma I.2.14. Therefore S ∼= Ω(S).

Conversely, Ω(S) is a monoid with identity 1Ω by Lemma I.2.5 and therefore if
S ∼= Ω(S), then S must also be a monoid.

In general, not every right translation is necessarily linked to a left translation,
and vice-versa, but this happens when the semigroup is commutative.

Lemma I.2.16. If S is commutative, then P̃(S) = P(S) and Λ̃(S) = Λ(S). Con-
sequently, the projections πP and πΛ are surjective and Ω(S) = Λ(S) × P(S).

Proof. Let us assume that S is a commutative semigroup. Since we already know
that P̃(S) ⊆ P(S) and Λ̃(S) ⊆ Λ(S) by definition, we only need to show the reverse
inclusion.

Let ρ ∈ P(S) and define a left map λ : S → S by λs = sρ for all s ∈ S. We aim
to show that λ is a left translation linked to ρ, which will give us that (λ, ρ) ∈ Ω(S)
and thus ρ ∈ P̃(S).

Indeed, let s, t ∈ S. Then, using the commutativity in S, we have that

λ(st) = (st)ρ = (ts)ρ = t(sρ) = sρt = (λs)t,

which shows that λ ∈ Λ(S). Furthermore, these translations are linked since

sρt = t(sρ) = (ts)ρ = λ(ts) = (λt)s = sλt.

Consequently (λ, ρ) ∈ Ω(S), and we obtain that P(S) ⊆ P̃(S), hence the equality
P̃(S) = P(S). We also get that Λ̃(S) = Λ(S) by duality.
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It is however not necessary for a semigroup to be commutative for every right and
left translation to be part of a bi-translation and we will give an example illustrating
this using rectangular bands in Section I.2.2.2.

On the other hand, one can ask when the natural projections of Ω(S) are injective.
In other words, this determines when a right translation is linked to at most one left
translation, or vice-versa. Once again, this is related to the reductivity properties of
the semigroup S.

Lemma I.2.17. If S is left reductive, then πP is injective, and thus Ω(S) ∼= P̃(S).
Dually, if S is right reductive, then πΛ is injective, and thus Ω(S) ∼= Λ̃(S).

Consequently, if S is reductive, then the natural projections πP and πΛ are injective
and we have that Ω(S) ∼= P̃(S) ∼= Λ̃(S).

Proof. Suppose that S is left reductive, and let (λ, ρ), (λ′, ρ′) ∈ Ω(S) be such that
(λ, ρ)πP = (λ′, ρ′)πP. Then ρ = ρ′ and for all s, t ∈ S we have that

sλt = sρ t = sρ′t = sλ′t.

By the left reductivity of S, we get that λt = λ′t for all t ∈ S, and thus λ = λ′.
Hence (λ, ρ) = (λ′, ρ′) and πP is injective. By definition, we therefore have that
Ω(S) ∼= im πP = P̃(S).

The proof of the statement for when S is right reductive is dual, while the second
part of the lemma follows from the fact that a reductive semigroup is both left and
right reductive.

Remark I.2.18. Notice that the converse of the above statements does not hold in
general. Indeed, πP is injective if (λ, ρ), (λ′, ρ) ∈ Ω(S) forces λ = λ′. In particular,
this means that, if sλt = sλ′t for all s, t ∈ S for some λ, λ′ ∈ Λ(S) linked to the
same right translation, we must have λ = λ′. This can be rewritten as

∀t ∈ S, ∀s ∈ S, ∀(λ, ρ), (λ′, ρ) ∈ Ω(S) : sλt = sλ′t =⇒ λt = λ′t.

This last condition is not equivalent to the property of S being left reductive, unless
S has the additional property that for any a, b ∈ S there exist t ∈ S and λ, λ′ ∈ Λ(S)
such that a = λt, b = λ′t and λ, λ′ are both linked to some ρ ∈ P(S).

To see this, suppose that S has this additional property and that πP is injective.
Then, for any a, b ∈ S and s ∈ S such that sa = sb, there exists t ∈ S with a = λt

and b = λ′t for some λ, λ′ ∈ Λ(S) linked to the same right translation ρ ∈ P(S). By
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injectivity of πP, we have that λ = λ′, and thus a = λt = λ′t = b, which shows that
S is left reductive.

Remark I.2.19. Even though Lemma I.2.17 tells us that the projections are iso-
morphisms when the semigroup S is reductive, in practice, this is rarely useful on
its own to actually compute the translational hull of S. Indeed, if we know that
these isomorphisms hold, we still need to find the exact conditions for a right or left
translation to belong to a bi-translation. This is not always easy as this process is
equivalent to finding the inverse of one of the projections (πP or πΛ). However, if
we have a good understanding, say, of how right translations behave, and that for
some right translations we are able to create left translations linked to them, then,
knowing that Ω(S) is isomorphic to P̃(S) allows us to deduce that the left translation
created is unique, which gives a description of the translational hull respectively to
the right translations for which the construction process works.

Before discussing the relationship between translational hulls and ideal extensions,
we give a few examples on the actual computation of translational hulls.

I.2.2 Classical examples

In this section, we will see how one can compute the translational hull of different
types of semigroups, by giving results for right-zero, left-zero and null semigroups,
as well as rectangular bands and Brandt semigroups.

I.2.2.1 Left-zero, right-zero and null semigroups

All of the following results can be found in the work of Tamura [52, 53], where he
uses the terminology right singular semigroup where we use right-zero semigroup. In
this section, unless specified otherwise, S is an arbitrary semigroup.

Lemma I.2.20. An element z ∈ S is a left zero if and only if zρ = z for all
ρ ∈ P(S).

Dually, z ∈ S is a right zero if and only if λz = z for all λ ∈ Λ(S).

Proof. Let z ∈ S be a left-zero and ρ ∈ P(S). Then we have

zρ = (z2)ρ = z(zρ) = z.

Conversely, suppose that z ∈ S is such that zρ = z for all ρ ∈ P(S). In particular,
this means that for all x ∈ S, we have

zx = zρx = z,
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which shows that z is a left-zero in S.
Dual arguments show that an element is a right zero if and only if it is fixed by

every left translation of S.

From this, we immediately obtain the following corollary.

Corollary I.2.21. An element is a (two-sided) zero of S if and only if it is fixed by
every right and left translation of S.

As a useful corollary, we get that if a semigroup S has a zero, then in order for a
map to be a right, left or bi-translation of S, it suffices to verify that the associated
condition holds on all non-zero elements and that this map fixes the zero of S.

Corollary I.2.22. Let S be a semigroup with a zero 0. Then ρ ∈ P(S) if and only
if 0ρ = 0 and (st)ρ = s(tρ) for all s, t ∈ S \ {0}. Dually λ ∈ Λ(S) if and only if
λ0 = 0 and λ(st) = (λs)t for all s, t ∈ S \ {0}.

Moreover (λ, ρ) ∈ Ω(S) if and only if λ0 = 0ρ = 0 and sλt = sρt for all
s, t ∈ S \ {0}.

Proof. The fact that the conditions are necessary is clear from Corollary I.2.21 above,
so it suffices to prove that they are sufficient.

Let ρ : S → S be such that 0ρ = 0 and (st)ρ = s(tρ) for all s, t ∈ S \ {0}. In
order for ρ to be a right translation, we need to consider products st when at least
one of s or t is zero. However, if s = 0 we get that (st)ρ = 0ρ = 0 = 0(tρ) = s(tρ),
while if t = 0 we obtain (st)ρ = 0ρ = 0 = s0 = s(0ρ) = s(tρ). Thus ρ is a right
translation, and a dual argument holds for left translations.

Finally, let λ ∈ Λ(S) and ρ ∈ P(S) be such that λ0 = 0ρ = 0 and sλt = sρt for
all s, t ∈ S \ {0}. As above, suppose that s, t ∈ S are such that at least one of s or t
is 0. Then either s = 0 and we get sλt = 0λt = 0 = 0t = 0ρt = sρt, or t = 0 and
then sλt = sλ0 = s0 = 0 = sρ0 = sρt. In both cases, we have sλt = sρt and thus
(λ, ρ) ∈ Ω(S).

We can now describe the translational hulls for right- or left-zero semigroups.

Proposition I.2.23. The following are equivalent.
1) S is a right-zero semigroup,

2) P(S) = TS,

3) Λ(S) = {1Λ}.
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Consequently, if S is a right-zero semigroup, then Ω(S) ∼= TS.
Dually, S is a left-zero semigroup if and only if Λ(S) = T op

S if and only if
P(S) = {1P}, and then Ω(S) ∼= T op

S .

Proof. The results for right- and left-zero semigroups are dual, so we shall only write
the proofs in the case for right-zero semigroups.

1) ⇒ 2): Since P(S) ⊆ TS, we let ρ ∈ TS. Then for any s, t ∈ S we have

(st)ρ = tρ = s(tρ),

where we used the fact that t and tρ are both right zeros in S, giving that ρ ∈ P(S).
2) ⇒ 1): Let s, t ∈ S and ρ ∈ TS be such that (st)ρ = t = tρ. Since ρ ∈ P(S) by

assumption, it follows that t = (st)ρ = s(tρ) = st. Thus S is a right-zero semigroup.
1) ⇒ 3): Since all elements of S are right zeros, it follows from Lemma I.2.20

that every left translation λ ∈ Λ(S) is such that λs = s for all s ∈ S. Thus λ = 1Λ

and Λ(S) = {1Λ}.
3) ⇒ 1): Let s, t ∈ S and consider λs ∈ Λ(S). Then λs = 1Λ and

st = λst = 1Λt = t,

which shows that S is a right-zero semigroup.
It follows from this equivalence that if S is a right-zero semigroup, then P(S) = TS

and Λ(S) = {1Λ}, and thus for all ρ ∈ P(S) and s, t ∈ S, we have that

sρ t = t = st = s1Λt.

Therefore (1Λ, ρ) ∈ Ω(S) and Ω(S) = {(1Λ, ρ) | ρ ∈ TS} ∼= TS.

In a null semigroup, the conditions on being right or left translations are even
more permissive, as given by the following.

Proposition I.2.24. Let S be a null semigroup with zero 0. Then

Ω(S) =
{
(λ, ρ) ∈ T op

S × TS | λ0 = 0 = 0ρ
}
.

Proof. Let (λ, ρ) ∈ Ω(S) ⊆ T op
S × TS. Then, by Corollary I.2.21, it follows that 0 is

fixed by λ and ρ, that is, λ0 = 0 = 0ρ.
Conversely, let λ ∈ T op

S and ρ ∈ TS be such that λ0 = 0 = 0ρ. Together with the
fact that S is a null semigroup, we get that for all s, t ∈ S:
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• λ(st) = λ0 = 0 = (λs)t,

• (st)ρ = 0ρ = 0 = s(tρ), and

• sλt = 0 = sρt.
Therefore (λ, ρ) ∈ Ω(S) as required.

I.2.2.2 Rectangular bands

Let R = I × J be a rectangular band. Then the right and left translations can be
fully characterised, and respectively correspond to transformations of the underlying
sets J and I.

Lemma I.2.25. Let ρ ∈ P(R). Then there exists ρ̄ ∈ TJ such that (i, j)ρ = (i, jρ̄) for
all (i, j) ∈ R. Conversely, any map ϕ : J → J gives rise to a unique right translation
ρ of R defined by (i, j)ρ = (i, jϕ). Furthermore, the bijection P(R) → TJ : ρ 7→ ρ̄ is
an isomorphism.

Dually, Λ(R) is isomorphic to T op
I via the map λ 7→ λ̄ where λ(i, j) = (λ̄i, j) for

all (i, j) ∈ R.

Proof. Let ρ ∈ P(R) and let us assume that (i, j)ρ = (i∗, j∗) for some (i, j) ∈ R.
Then, for all (k, j) ∈ R we have that

(k, j)ρ = ((k, j)(i, j)) ρ = (k, j) ((i, j)ρ) = (k, j)(i∗, j∗) = (k, j∗),

which shows that ρ induces a map ρ̄ ∈ TJ defined by jρ̄ = j∗, where j∗ is the element
of J such that (i, j)ρ = (i, j∗) for any i ∈ I.

Conversely, let ρ̄ ∈ TJ and define ρ : R → R by (x, y)ρ = (x, yρ̄) for all (x, y) ∈ R.
Then for (i, j), (k, l) ∈ R, we have:

((i, j)(k, l)) ρ = (i, l)ρ = (i, lρ̄) = (i, j)(k, lρ̄) = (i, j) ((k, l)ρ) ,

and thus ρ ∈ P(R).
To show that P(R) and TJ are indeed isomorphic, consider ρ, ρ′ ∈ P(R) and their

associated maps ρ̄, ρ′ ∈ TJ . Then for all (i, j) ∈ R, we get that

(i, jρρ′) = (i, j)ρρ′ = (i, jρ̄)ρ′ = (i, jρ̄ρ′),

so that the bijection is also a morphism, hence an isomorphism.
Similar arguments show that Λ(R) ∼= T op

I through the map given in the statement
of the lemma.



I.2. Translational hulls 21

It is clear that, unless trivial, R is not a commutative semigroup. However, we
can show that every right and every left translation is part of a linked pair, which
shows that the converse of Lemma I.2.16 does not hold. In fact, in a rectangular
band, what can be proved is even stronger, namely, that any pair of a left and a
right translation is a bi-translation.

Lemma I.2.26. Every right translation of R is linked with every left translation of
R. Consequently, P̃(R) = P(R), Λ̃(R) = Λ(R) and Ω(R) = T op

I × TJ .

Proof. Let ρ ∈ P(R) and λ ∈ Λ(R). Then, using the description of left and right
translations given in Lemma I.2.25, for all (i, j), (k, l) ∈ R we have that:

(i, j)λ(k, l) = (i, j)(λ̄k, l) = (i, l) = (i, jρ̄)(k, l) = (i, j)ρ(k, l).

Therefore, (λ, ρ) is a linked pair, and all the equalities in the statement follow directly
from this.

The previous lemma shows that the translational hull of a rectangular band is
very large, and it is easy to see that the action by right multiplication by an element
corresponds to a constant map in TJ . Moreover, these actions are all distinct as can
be seen by the following.

Lemma I.2.27. The semigroup R is weakly reductive, and thus σ is injective and
R ∼= Σ(R).

Proof. Let (i, j), (k, l) ∈ R and suppose that for all x ∈ R we have x(i, j) = x(k, l)
and (i, j)x = (k, l)x. In particular, by letting x = (a, b), we get that

(a, j) = (a, b)(i, j) = (a, b)(k, l) = (a, l),

and thus j = l. Similarly, we have that i = k since

(i, b) = (i, j)(a, b) = (k, l)(a, b) = (k, b).

Therefore (i, j) = (k, l) and R is weakly reductive. The isomorphism then follows
from Lemma I.2.14.
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I.2.2.3 Brandt semigroups

Let B = I × I ∪ {0} be a Brandt semigroup with trivial subgroups. Recall that the
multiplication of two non-zero elements (i, j), (k, l) ∈ B is given by

(i, j)(k, l) =

(i, l) if j = k,

0 otherwise.

Similarly to the case of the rectangular band, it is easy to show that right and
left translations are in one-to-one correspondence with the partial bijections of I
as shown in the next lemma. In fact, we have here a special case of a rectangular
0-band.

Remark I.2.28. Since B has a zero, it follows from Corollary I.2.21 that any right
and left translation must fix 0.

Lemma I.2.29. For every ρ ∈ P(B), there exists ρ̄ ∈ PTI with

dom ρ̄ = {j ∈ I | (i, j)ρ ̸= 0 for some i ∈ I}

such that (i, j)ρ = (i, jρ̄) whenever (i, j)ρ ̸= 0. Conversely, any partial transformation
ρ̄ of I gives rise to a right translation ρ of B by setting 0ρ = 0, (i, j)ρ = (i, jρ̄) if
j ∈ dom ρ̄ and (i, j)ρ = 0 otherwise. Moreover, this bijection is an isomorphism of
P(B) onto PTI .

Proof. Let ρ ∈ P(B), and let (i, j) ∈ B be such that (i, j)ρ ̸= 0. Suppose that
(i, j)ρ = (i∗, j∗), then we have:

(i∗, j∗) = (i, j)ρ = ((i, i)(i, j)) ρ = (i, i) ((i, j)ρ) = (i, i)(i∗, j∗),

which shows that (i, i)(i∗, j∗) ̸= 0 and thus i∗ = i. Moreover, for any (k, j) ∈ B, we
also have that (k, j)ρ ̸= 0 since

(k, j)ρ = ((k, i)(i, j)) ρ = (k, i) ((i, j)ρ) = (k, i)(i, j∗) = (k, j∗).

Conversely, if (i, j) ∈ B is such that (i, j)ρ = 0, then (k, j)ρ = 0 for all (k, j) ∈ B

since
(k, j)ρ = ((k, i)(i, j)) ρ = (k, i) ((i, j)ρ) = (k, i)0 = 0.

Hence, we have that (i, j)ρ ̸= 0 if and only if (k, j)ρ ̸= 0 for all k ∈ I. We now
define the map ρ̄ ∈ PTI by dom ρ̄ = {j ∈ I | ∃i ∈ I : (i, j)ρ ̸= 0} and jρ̄ = j∗ for all
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j ∈ dom ρ̄. It is clear by the previous observation that ρ̄ is a well-defined map that
satisfies the condition (i, j)ρ = (i, jρ̄) for all (i, j) ∈ B such that (i, j)ρ ̸= 0.

On the other hand, let ρ̄ ∈ PTI and define ρ : B → B by 0ρ = 0, and

(i, j)ρ =

(i, jρ̄) if j ∈ dom ρ̄,

0 otherwise.

Let (i, j), (k, l) ∈ B. Then, we have the following:

((i, j)(k, l))ρ =

(i, l)ρ if j = k,

0 otherwise,
=

(i, lρ̄) if j = k and l ∈ dom ρ̄,

0 otherwise,

while

(i, j)((k, l)ρ) =

(i, j)(k, lρ̄) if l ∈ dom ρ̄,

0 otherwise,
=

(i, lρ̄) if l ∈ dom ρ̄ and j = k,

0 otherwise,

which shows that ((i, j)(k, l))ρ = (i, j)((k, l)ρ) in all cases, and thus ρ is a right
translation by Corollary I.2.22.

These arguments above show that we have a bijection between P(B) and PTI .
Thus, it only remains to show that the map ψ : ρ 7→ ρ̄ is a homomorphism. Let
ρ, ρ′ ∈ P(B) be such that ρψ = ρ̄, ρ′ψ = ρ′ and (ρρ′)ψ = ¯̄ρ. It is well-known that in
PTI we have

j ∈ dom (ρ̄ρ′) ⇔ j ∈ dom ρ̄ and jρ̄ ∈ dom ρ′,

and since

dom ¯̄ρ = {j ∈ I | ∃i ∈ I : (i, j)ρρ′ ̸= 0}

= {j ∈ I | j ∈ dom ρ̄ and ∃i ∈ I : (i, jρ̄)ρ′ ̸= 0}

=
{
j ∈ I | j ∈ dom ρ̄ and jρ̄ ∈ dom ρ′

}
,

we get the equality dom ¯̄ρ = dom (ρ̄ρ′). From this, for every j ∈ dom ¯̄ρ, we have

(i, j ¯̄ρ) = (i, j)ρρ′ = (i, jρ̄ρ′),

which shows that j ¯̄ρ = jρ̄ρ′ and thus ψ is an isomorphism of P(B) onto PTI .

Using the same ideas as above, we have a dual characterisation for the left
translations.
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Lemma I.2.30. For every λ ∈ Λ(B), there exists λ̄ ∈ PT op
I with

dom λ̄ = {i ∈ I | λ(i, j) ̸= 0 for some j ∈ I}

such that λ(i, j) = (λ̄i, j) whenever λ(i, j) ̸= 0. Conversely, any partial left transform-
ation λ̄ of I gives rise to a left translation λ of B by setting λ0 = 0, λ(i, j) = (λ̄i, j)
if j ∈ dom λ̄ and λ(i, j) = 0 otherwise. Moreover, this bijection is an isomorphism
of Λ(B) onto PT op

I .

Contrary to the previous examples of this section where every right and left
translations were part of a linked pair, this is not the case for Brandt semigroups. In
fact, only translations whose associated partial transformation is a partial bijection
on I can be linked, as given by the following.

Lemma I.2.31. Let (λ, ρ) ∈ Ω(B) with λ̄ and ρ̄ their associated partial transforma-
tion on I. Then the following equalities hold:

1) dom ρ̄ = im λ̄ and dom λ̄ = im ρ̄,

2) λ̄(jρ̄) = j for all j ∈ dom ρ̄, and

3) (λ̄i)ρ̄ = i for all i ∈ dom λ̄.
Consequently ρ̄ ∈ II and λ̄ ∈ I op

I are inverses of each other (when viewing λ̄ as a
right map).

Proof. Let (λ, ρ) ∈ Ω(B). Let j ∈ dom ρ̄. Then for all (a, b) ∈ B we have:

(a, b) = (a, jρ̄)(jρ̄, b) = (a, j)ρ(jρ̄, b) = (a, j)λ(jρ̄, b).

Since (a, b) ̸= 0, if follows that λ(jρ̄, b) ̸= 0. Hence jρ̄ ∈ dom λ̄ and im ρ̄ ⊆ dom λ̄.
Moreover, we get that (a, b) = (a, j)(λ̄(jρ̄), b), and thus j = λ̄(jρ̄), which also shows
that dom ρ̄ ⊆ im λ̄. Together with the dual argument, we obtain 1) and then 2)
and 3) follow. This shows in particular that λ̄ and ρ̄ are inverses of each other, as
claimed.

Corollary I.2.32. The projections πP and πΛ are injective.

Proof. Suppose that (λ, ρ), (λ′, ρ) ∈ Ω(B). Then by Lemma I.2.31 we get that ρ̄ ∈ II
and λ̄, λ′ ∈ I op

I are both inverses of ρ̄, that is, λ̄ = λ′. Using Lemma I.2.30 we then
obtain that λ = λ′, and therefore πP is injective. Dual arguments give us that πΛ is
also injective.
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In fact, if the partial transformation ρ̄ associated to a right translation ρ is a
partial bijection, then this translation is always part of a linked pair as shown by:

Lemma I.2.33. Let ρ ∈ P(B) be such that ρ̄ ∈ II . Define λ : B → B by λ0 = 0,
and

λ(i, j) =

(iρ̄−1, j) if i ∈ im ρ̄,

0 otherwise.

Then (λ, ρ) ∈ Ω(B).

Proof. Let λ : B → B be defined as above and consider (i, j), (k, l) ∈ B. Then

λ ((i, j)(k, l)) =

λ(i, l) if j = k,

0 otherwise,
=

(iρ̄−1, l) if j = k and i ∈ im ρ̄,

0 otherwise,

while

(λ(i, j)) (k, l) =

(iρ̄−1, j)(k, l) if i ∈ im ρ̄,

0 otherwise,
=

(iρ̄−1, l) if i ∈ im ρ̄ and j = k,

0 otherwise,

which shows that λ is a left translation of B using Corollary I.2.22. In order to show
that λ and ρ are linked, we can see that on one hand we have

(i, j)λ(k, l) =

(i, j)(kρ̄−1, l) if k ∈ im ρ̄,

0 otherwise
=

(i, l) if k ∈ im ρ̄ and j = kρ̄−1,

0 otherwise

while on the other hand we find

(i, j)ρ(k, l) =

(i, jρ̄)(k, l) if j ∈ dom ρ̄,

0 otherwise
=

(i, l) if j ∈ dom ρ̄ and jρ̄ = k,

0 otherwise.

Since ρ̄ ∈ II , it follows that k ∈ im ρ̄ with j = kρ̄−1 is equivalent to j ∈ dom ρ̄ with
jρ̄ = k. Therefore (i, j)λ(k, l) = (i, j)ρ(k, l) for all (i, j), (k, l) ∈ B. Using the fact
that 0ρ = λ0 = 0, we get that (λ, ρ) ∈ Ω(B) by Corollary I.2.22.

Clearly, the dual of the previous lemma holds for left translations, and combining
the previous results gives us the following corollary.

Corollary I.2.34. A right translation ρ ∈ P(B) is linked if and only if ρ̄ ∈ II , that
is, P̃(B) ∼= II . Consequently, we also have Ω(B) ∼= P̃(B) ∼= Λ̃(B) ∼= II .
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Proof. If ρ ∈ P̃(B) then ρ̄ ∈ II by Lemma I.2.31, while any map ρ̄ ∈ II ⊆ PTI gives
rise to a right translation ρ ∈ P(B) by Lemma I.2.29 which is then part of a linked
pair using Lemma I.2.33.

Moreover, from Corollary I.2.32 we get that πP and πΛ are injective, that is,
Ω(B) ∼= P̃(B) ∼= Λ̃(B).

Remark I.2.35. We could have deduced from the start that the translational hull was
isomorphic to the semigroups of left and right translations that are linked. Indeed,
suppose that x, y ∈ B are such that xs = ys for all s ∈ B. Then, we either have
that x = y = 0, or x = (i, j), y = (k, l) and by taking s = (j, j), we get that
(i, j) = xs = ys = (k, l)(j, j), which forces l = j and k = i, that is, x = y, so that B
is right reductive. A similar argument shows that B is also left reductive, and thus
reductive. The isomorphisms then follow from Lemma I.2.17.

However, the above approach would not have given us the description of the
linked translations that we obtained in Corollary I.2.34.

Remark I.2.36. The description of the translational hull of Brandt semigroups is in
fact a particular case of the description for completely 0-simple semigroups presented
by Petrich [42, 43].

I.2.3 Ideals and translations

Throughout this section S denotes a semigroup and T ⊆ S a subsemigroup. For
x ∈ S, we abuse notation and we define the maps ρx : T → S and λx : T → S to be
the right and left action by multiplication of x on T , that is, tρx = tx and λxt = xt

for all t ∈ T .

Remark I.2.37. Notice that under this definition, the maps ρx and λx are inner
translations of S if and only if T = S. Similarly, despite the notation, only the maps
ρx and λx with x in T are inner translations of T .

Nevertheless, the maps ρx and λx above satisfy some similar properties to those
held by inner translations. Indeed, by associativity in S, it is clear that for all
x, y ∈ S we have that

(st)ρx = stx = s(tx) = s(tρx), λx(st) = xst = (λxs)t,
tρxy = txy = (tx)ρy = tρxρy, and sλxt = sxt = sρxt

for all s, t ∈ T . Thus ρxy = ρxρy, (dually, λxy = λxλy) and the pair (λx, ρx) satisfy
the linking condition of bi-translations.
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It is natural to ask whether the maps ρx and λx are, respectively, right and left
translations of T , which corresponds to the situation where the images of ρx and
λx lie in the subsemigroup T . In order to do so, we need to consider the notion of
idealisers of the subsemigroup T .

Definition I.2.38. The right idealiser [resp. left idealiser] of T in S, denoted by
rS(Tג ) [resp. ℓS(Tג )], consists of all elements s ∈ S satisfying ts ∈ T [resp. st ∈ T ]
for all t ∈ T , that is,

rS(Tג ) = {s ∈ S | Ts ⊆ T}

and dually for ℓS(Tג ).
The idealiser of T in S, written S(Tג ), is the set of all elements s ∈ S such that

st, ts ∈ T for all t ∈ T , and thus S(Tג ) = rS(Tג ) ∩ ℓS(Tג ).

Notation I.2.39. When it is clear from the context what the over semigroup S is, we
will drop the subscript and simply write r(Tג ), ℓ(Tג ) and T)ג ) for the right, left and
(two-sided) idealiser of T in S.

Remark I.2.40. The sets r(Tג ), ℓ(Tג ) and T)ג ) are subsemigroups of S containing T .
Furthermore, if T is an ideal of S, then clearly r(Tג ) = ℓ(Tג ) = T)ג ) = S.

We can now show that only elements from the idealisers give rise to translations
when acting by multiplication.

Lemma I.2.41. Let x ∈ S. Then we have the following:

1) x ∈ r(Tג ) if and only if ρx ∈ P(T );

2) x ∈ ℓ(Tג ) if and only if λx ∈ Λ(T );

3) x ∈ T)ג ) if and only if (λx, ρx) ∈ Ω(T ).

Proof. 1) If x ∈ r(Tג ), then tx ∈ T for all t ∈ T , that is, tρx ∈ T and thus ρx : T → T .
That ρx is a right translation of T then follows from Remark I.2.37.
Conversely, if ρx ∈ P(T ), then tx = tρx ∈ T for all t ∈ T , that is, x ∈ r(Tג ).
2) Dual of 1).
3) By the previous points, if x ∈ T)ג ) = r(Tג ℓ(Tג∩( ), then ρx ∈ P(T ) and λx ∈ Λ(T ).
Moreover, (λx, ρx) is a linked pair by Remark I.2.37, so that (λx, ρx) ∈ Ω(T ).
Conversely, if (λx, ρx) ∈ Ω(T ), then ρx ∈ P(T ) and λx ∈ Λ(T ), which shows that
x ∈ r(Tג ) ∩ ℓ(Tג ) = T)ג ) by the previous points, as required.
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In particular, if T is an ideal, there are natural homomorphisms between S and
the monoids of right, left or bi-translations of T .

Corollary I.2.42. If T is an ideal of S, then the maps χP : S → P(T ), χΛ : S → Λ(T )
and χ : S → Ω(S) defined by

xχP = ρx, xχΛ = λx and xχ = (λx, ρx)

are well-defined homomorphisms. Moreover, we have that

P0(T ) ⊆ imχP ⊆ P̃(T ), Λ0(T ) ⊆ imχΛ ⊆ Λ̃(T ), and Σ(T ) ⊆ imχ ⊆ Ω(T ).

Proof. Since T is an ideal of S, it follows from Lemma I.2.41 that for all x ∈ S,
(λx, ρx) ∈ Ω(T ), and thus χP, χΛ and χ are well-defined with their image lying
inside P̃(T ), Λ̃(T ) and Ω(T ) respectively. That these maps are also homomorphisms
whose image contains the inner translations of T follows directly from Remark I.2.37
together with the fact that (λx, ρx)(λy, ρy) = (λxy, ρxy) for all x, y ∈ S.

We finish this section by giving some results from the literature showing how
translational hulls are closely related to the notion of ideal extensions. We will not
include their proofs, since the study of such extensions is not the objective of this
thesis. Nevertheless, it is worth noting that during the ’60s and ’70s, there was a vast
project led by Eastern-Europe mathematicians aimed at axiomatising the abstract
notion of ideal extensions. This resulted in a long list of publications (as can be seen
from the many references on that matter listed in Petrich’s survey [41]).

Definition I.2.43. Let A and B be disjoint semigroups with B having a zero element
0. A semigroup V is called an ideal extension of A by B if V contains A as an ideal,
and if the Rees quotient semigroup V/A is isomorphic to B.

An extension V of A is dense if the only congruence on V which restricts to the
equality relation on A is the equality relation on V .

A semigroup A is a densely embedded ideal of a semigroup V if V is the largest
semigroup under inclusion which is a dense extension of A.

Remark I.2.44. Another way to see dense extensions is in terms of non-injective
endomorphisms. In this context, a semigroup A is a densely embedded ideal of a
semigroup V if A is an ideal of V , and V is maximal under the condition that every
non-injective homomorphism ϕ : V → S for some semigroup S induces a non-injective
homomorphism ϕ|A : A → S.
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Notice in particular that if our subsemigroup T is a densely embedded ideal of S,
then it is an ideal, and the map χ is well-defined. We now have the following result
from Gluskin [20] which links the translational hull of a semigroup with its dense
extensions.

Lemma I.2.45 (Gluskin). A weakly reductive semigroup T is a densely embedded
ideal of a semigroup S if and only if χ is an isomorphism of S onto Ω(T ).

In particular, suppose that T is a weakly reductive semigroup. Then T is
isomorphic to Σ(T ) ⊆ Ω(T ) by Lemma I.2.14 so that T is densely embedded into
Ω(T ) and into any semigroup S isomorphic to Ω(T ). Moreover, if V is a dense
extension of T , then the image of V under χ|V : V → Ω(T ) is a subsemigroup of
Ω(T ) which contains Σ(T ) as an ideal (since Σ(T ) is an ideal of Ω(T )). Thus, we
can find all the dense extensions of T by looking at all the subsemigroups of Ω(T )
containing Σ(T ). The condition for T to be weakly reductive cannot however be
suppressed, as given by the following result of Shevrin (see [41]).

Lemma I.2.46 (Shevrin). A semigroup which is not weakly reductive cannot be a
densely embedded ideal of any semigroup.

Contrary to the approach taken by the Eastern-European schools, we are more
interested in actually computing the translational hull of ideals in some semigroup
of interest (such as ideals in endomorphism monoids of certain algebras) and only
view the notion of extensions as a coincidental result.

I.3 EXTENDED GREEN’S RELATIONS

The study of extended Green’s relations was introduced by Pastijn [39] and developed
by Fountain [13], El-Qallali [45], Lawson [29] and many others (see [7, 25, 26, 46]).
The idea was to complement the study of semigroups that are regular, since these
extended relations coincide with the classical Green’s relations in regular semigroups.

Each of Green’s relations ℒ, ℛ, ℋ, 𝒟 and 𝒥 have a corresponding ∗- and
∼-relation that generalises them. The ∗-relations relate elements with mutual
cancellativity properties, while the ∼-relations are expressed in terms of idempotent
left or right identities.
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In order to emulate the role that the relations ℒ and ℛ play in regular semigroups,
Fountain [13] introduced the notion of abundant semigroups, which are semigroups
in which each ℒ∗- and ℛ∗-classes contains an idempotent. This concept was later
extended to the ∼ counterpart, giving rise to the now-called Fountain semigroups,
formerly introduced as semi-abundant semigroups by El-Qallali [45], but also called
weakly abundant semigroups in the literature [15].

Throughout this section S will be a semigroup with set of idempotents E = E(S).
We will give a precise definition of all of the extended ∗ and ∼ Green’s relations on
S, as well as some useful results, which will be needed in later chapters. The proofs
included here can be found in [13, 33, 39, 45, 46].

I.3.1 Definitions

We start by defining the generalisations of the relations ℒ, ℛ, ℋ and 𝒟 as their
formulations can be easily given.

Definition I.3.1. Let a, b ∈ S. The extended Green’s relations on S are defined as
follows:

aℒ∗ b ⇐⇒
(
ax = ay ⇔ bx = by ∀x, y ∈ S1

)
,

aℛ∗ b ⇐⇒
(
xa = ya ⇔ xb = yb ∀x, y ∈ S1

)
,

a ℒ̃b ⇐⇒
(
ae = a ⇔ be = b ∀e ∈ E

)
,

a ℛ̃ b ⇐⇒
(
ea = a ⇔ eb = b ∀e ∈ E

)
,

ℋ∗ = ℒ∗∧ℛ∗, ℋ̃ = ℒ̃∧ ℛ̃,

𝒟∗ = ℒ∗ ∨ℛ∗, and 𝒟 = ℒ̃∨ ℛ̃ .

It is straightforward to see that these relations are equivalence relations. Moreover,
if aℒ∗ b, and s ∈ S, then asx = asy for some x, y ∈ S1 if and only if bsx = bsy,
so that asℒ∗ bs. Therefore ℒ∗ is a right congruence, and dually, ℛ∗ is a left
congruence. However, ℒ̃ and ℛ̃ do not behave similarly and we will give an example
in Chapter III where ℛ̃ is not a left congruence on T (𝒜,ℬ), as well as another
example in Chapter IV where ℒ̃ fails to be a right congruence in End(Tn).

On a very different note, notice that the definition of ℒ∗ seems closely related to
the concept of left translations. In fact, if S1 = S, that is, if S is a monoid, then
we can see that aℒ∗ b if and only if kerλa = kerλb. Otherwise, S is a semigroup
without an identity and we can consider the map λ1

a to be the inner left translation
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of S1 associated to a, that is, λ1
a : S1 → S1 and λ1

ax = ax for all x ∈ S1. With this
notation, we can say that aℒ∗ b if and only if kerλ1

a = kerλ1
b . If we define ρ1

a dually
as the inner right translation of S1 associated with a, we also get that aℛ∗ b if and
only if ker ρ1

a = ker ρ1
b .

Remark I.3.2. In fact, this close relation is not coincidental since the ℒ∗-relation was
initially defined by Pastijn [39] using partial left translations. A bijective partial left
translation on S is a map λ ∈ I op

S which satisfies λ(st) = (λs)t whenever both sides
of the equality are defined. Then, Pastijn defined the relation ℒ∗ on a semigroup S
by: aℒ∗ b if and only if there exists a bijective partial left translation λ on S such
that λa = b (and thus λ−1b = a).

The relations ℒ∗ and ℛ∗ may be defined in another equivalent manner, as
follows.

Lemma I.3.3. Let a, b ∈ S. Then aℒ∗ b if and only if a and b are ℒ-related in an
oversemigroup T of S. Similarly, aℛ∗ b if and only if a and b are ℛ-related in an
oversemigroup T of S.

Proof. Since the statement for ℛ∗ is dual to that of ℒ∗, we will only prove the case
for ℛ∗ in order to work with right maps instead of left maps.

Let a, b ∈ S and suppose that aℛ∗ b. It is well-know [1.1.2 in 28] that S embeds
into TS1 through the map s 7→ ρ1

s, where ρ1
s : S1 → S1 is such that xρ1

s = xs for all
x ∈ S1. As mentioned after the definition of ℛ∗, we have that aℛ∗ b is equivalent
to ker ρ1

a = ker ρ1
b . But then, we get that the maps ρ1

a and ρ1
b are ℛ-related in TS1

by classical arguments (see for example [2.6 in 8]). Thus a and b are ℛ-related in an
oversemigroup T ⊇ S.

Conversely, suppose that a, b ∈ S are ℛ-related in an oversemigroup T ⊇ S.
Therefore, there exist t, t′ ∈ T 1 such that at = b and bt′ = a. Subsequently, for
any x, y ∈ S1 we get that if xa = ya, then xat = yat, that is, xb = yb. Similarly,
if xb = yb, then xbt′ = ybt′, which means that xa = ya. Therefore, aℛ∗ b as
required.

The generalisation of Green’s relation 𝒥 is not as direct and simple, and requires
the concept of ideal saturation.

Definition I.3.4. Let 𝒳⊆ S × S be an equivalence relation on S, and for all s ∈ S

denote by 𝒳s the 𝒳-class of s. We say that an ideal I of S is saturated by 𝒳 if
𝒳a ⊆ I for all a ∈ I.
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It is easy to see that the intersection of a set of ideals saturated by an equivalence
relation 𝒳 is itself saturated by 𝒳. Moreover, the semigroup S is clearly saturated
by any equivalence relation, which means that there is a minimal ideal of S saturated
by 𝒳. Thus, given a subset I of S, we can look for the smallest ideal containing I
that is saturated by 𝒳. We can effectively construct this minimal ideal as follows:

Lemma I.3.5. Let I be a subset of S and 𝒳 be an equivalence relation on S. Define
iteratively Ik as follows:

1) I0 = I, and

2) Ik+1 = {xby | b ∈ 𝒳a for some a ∈ Ik and x, y ∈ S1}.

Then Isat = ⋃
k∈N0 Ik is the smallest ideal of S containing I that is saturated by 𝒳.

Proof. Let a ∈ Isat. Then there exists k ∈ N0 such that a ∈ Ik. Thus 𝒳a ⊆ Ik+1 and
xay ∈ Ik+1 for all x, y ∈ S1, so that Isat is an ideal of S saturated by 𝒳.

Now let J be an ideal of S saturated by 𝒳 and containing I. We show that
Isat ⊆ J . By definition, we clearly have that I0 ⊆ J . Now suppose that Ik ⊆ J

for some k ∈ N and let a ∈ Ik. Since J is saturated by 𝒳 it follows that 𝒳a ⊆ J .
Moreover, for every b ∈ 𝒳a, we have that xby ∈ J for all x, y ∈ S1 as J is an ideal.
Therefore Ik+1 ⊆ J and by induction we obtain that Isat ⊆ J , which finishes proving
that Isat is the minimal ideal of S containing I and saturated by 𝒳.

Definition I.3.6. Let I ⊆ S and 𝒳 be an equivalence relation. We call the ideal
Isat the saturation of I by 𝒳.

Remark I.3.7. Notice that if 𝒳 and 𝒴 are two equivalence relations and I ⊆ S, the
saturation of I by 𝒳 and 𝒴 correspond to the saturation of I by 𝒳∨𝒴. It is easy
to see that this gives the same result as alternatively saturating I by 𝒳 first, and
then saturating the resulting ideal by 𝒴 at each step of the saturation process.

In view of Lemma I.3.5 and Remark I.3.7 above, for every element a ∈ S, there is
a minimal ideal of S which contains a and is saturated by both ℒ∗ and ℛ∗, that is,
by 𝒟∗. This ideal, denoted by J∗(a) by Fountain [13], is called the principal ∗-ideal
generated by a.

Similarly, we define the principal ∼-ideal generated by a ∈ S, denoted by J̃(a),
as the smallest ideal of S containing a and saturated by both ℒ̃ and ℛ̃, that is,
saturated by 𝒟. We can now define the relations 𝒥∗ and 𝒥.
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Definition I.3.8. Let a, b ∈ S. Then a𝒥∗ b if and only if J∗(a) = J∗(b), and a𝒥 b

if and only if J̃(a) = J̃(b).

Notation I.3.9. In the cases where there are multiple semigroups involved in the
discussion and ambiguity can arise, we will add subscripts to the relations. For
example, if S and T are semigroups, we will write ℒ∗

S and ℛ∗
S for the relations ℒ∗

and ℛ∗ when seen in S, while ℒ∗
T and ℛ∗

T will be relatively to T . This is especially
important if T is a subsemigroup of S, in which case it is easy to see from the
definition that we will have ℒ∗

S

⋂ (T × T ) ⊆ ℒ∗
T and ℛ∗

S

⋂ (T × T ) ⊆ ℛ∗
T , as well

as the corresponding inclusions for ℒ̃ and ℛ̃.

I.3.2 Characterisations and comparisons

Since the meet of two relations is their intersection, we obtain that the descriptions
of ℋ∗ and ℋ̃ will follow directly from those of ℒ∗, ℛ∗, ℒ̃ and ℛ̃.

On the other hand, the relations 𝒟∗ and 𝒟 are defined in terms of join, which is
more complicated to describe. Nevertheless, there is a well-known characterisation
(see for example [1.5.11 in 28]) of the join of two arbitrary equivalence relations
which is given as follows:

Lemma I.3.10. Let τ, π be equivalence relations on S, and let a, b ∈ S. Then a and
b are τ∨π-related if and only if a (τ ◦ π)n b for some n ∈ N. Moreover, if τ and π

commute, then τ∨π = τ ◦ π.

The relations ℒ and ℛ commute, but in general this is not the case for ℒ∗ and
ℛ∗, and neither for ℒ̃ and ℛ̃. Thus the characterisation of 𝒟∗ and 𝒟 is given by:

Corollary I.3.11. Let a, b ∈ S. Then a and b are 𝒟∗-related in S if and only if
there exist c0, c1, . . . , c2n ∈ S such that

a = c0 ℒ∗ c1 ℛ∗ c2 . . .ℒ∗ c2n−1 ℛ∗ c2n = b.

Similarly, a is 𝒟-related to b if and only if there exist c0, . . . , c2n ∈ S such that
a = c0 ℒ̃c1 ℛ̃ c2 . . . ℒ̃c2n−1 ℛ̃ c2n = b.

A key result to see that the ∗ and ∼ equivalence relations defined in the previous
section are indeed generalisations of classical Green’s relations is given by:
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Lemma I.3.12. In any semigroup S, we have the following inclusions:
1) ℒ⊆ ℒ∗ ⊆ ℒ̃;

2) ℛ ⊆ ℛ∗ ⊆ ℛ̃;

3) ℋ ⊆ ℋ∗ ⊆ ℋ̃;

4) 𝒟 ⊆ 𝒟∗ ⊆ 𝒟;

5) 𝒥 ⊆ 𝒥∗ ⊆ 𝒥; and

6) 𝒟∗ ⊆ 𝒥∗ and 𝒟 ⊆ 𝒥.

Proof. Let a, b ∈ S.

1) That ℒ ⊆ ℒ∗ is clear from Lemma I.3.3. By taking x = e ∈ E and y = 1 in
the definition of ℒ∗, we clearly see that two elements ℒ∗-related will be ℒ̃-related,
which shows that ℒ∗ ⊆ ℒ̃.

2) Dual to 1).

3) Follows immediately from 1) and 2).

4) Suppose that a𝒟 b. Then there exists c ∈ S such that aℒcℛ b. Since ℒ⊆ ℒ∗

and ℛ ⊆ ℛ∗ by the points above, we get that aℒ∗ cℛ∗ b and thus a𝒟∗ b.
Now, if a𝒟∗ b, then a = c0 ℒ∗ c1 ℛ∗ c2 . . .ℒ∗ c2n−1 ℛ∗ c2n = b for some elements

c0, c1, . . . , c2n ∈ S. Since ℒ∗ ⊆ ℒ̃ and ℛ∗ ⊆ ℛ̃, it follows directly that a
(
ℒ̃◦ ℛ̃

)n
b

and thus a𝒟 b.

5) If a and b generate the same principal ideal, say I, then it is clear that saturating
I by ℒ∗ and ℛ∗ will give us that Isat = J∗(a) and Isat = J∗(b). Thus a𝒥∗ b.

Suppose that a𝒥∗ b. Then J∗(a) = J∗(b). Since a ∈ J̃(a) and J̃(a) is saturated
by 𝒟, then J̃(a) is an ideal saturated by 𝒟∗ ⊆ 𝒟. However, J∗(a) is the smallest
ideal containing a that is saturated by 𝒟∗, which means that J∗(a) ⊆ J̃(a). Thus
b ∈ J∗(b) = J∗(a) ⊆ J̃(a), so that J̃(b) ⊆ J̃(a). Similarly, we get that J̃(a) ⊆ J̃(b),
so that a𝒥 b.

6) Suppose that a𝒟∗ b with a = c0 ℒ∗ c1 ℛ∗ c2 . . .ℒ∗ c2n−1 ℛ∗ c2n = b for some
c0, c1, . . . , cn ∈ S. Since J∗(a) is saturated by ℒ∗, it follows that c1 ∈ J∗(a), and
then c2 ∈ J∗(a) since this ideal is also saturated by ℛ∗. By induction, we get that
b ∈ J∗(a). The converse gives us that a ∈ J∗(b) and thus a𝒥∗ b.

A similar argument shows that 𝒟 ⊆ 𝒥.
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These inclusions may be strict but some of them become equalities when we
restrict our attention to regular elements, as given in the next lemma.

Lemma I.3.13. If a and b are both regular elements of S, then

aℒb ⇔ aℒ∗ b ⇔ a ℒ̃b and aℛ b ⇔ aℛ∗ b ⇔ a ℛ̃ b.

Proof. Since ℒ⊆ ℒ∗ ⊆ ℒ̃, it suffices to prove that two regular elements that are
ℒ̃-related must be ℒ-related. The result for ℛ will follow by duality.

So assume that a and b are regular elements such that a ℒ̃b. Then there exist
a′, b′ ∈ S such that a = aa′a and b = bb′b. Thus a′a and b′b are idempotents and
by the definition of being ℒ̃-related, we get that a = ab′b and b = ba′a, and thus
aℒb.

Notice however that two regular elements which are 𝒟∗- or 𝒟-related will not
necessarily be 𝒟-related, and the same hold for 𝒥∗ and 𝒥 relatively to 𝒥. However,
this always happens if our semigroup is regular, in which case we have that the
extended Green’s relations coincide exactly with the classical Green’s relations.

Corollary I.3.14. If S is a regular semigroup, then

ℒ= ℒ∗ = ℒ̃, ℛ = ℛ∗ = ℛ̃, ℋ = ℋ∗ = ℋ̃,

𝒟 = 𝒟∗ = 𝒟, and 𝒥 = 𝒥∗ = 𝒥 .

Proof. The cases for ℒ, ℛ and ℋ follow directly from Lemma I.3.13. Then we have
that 𝒟 = ℒ̃∨ ℛ̃ = ℒ∨ℛ = 𝒟, and 𝒟∗ = 𝒟 as well.

Finally, since any ideal is saturated by ℒ and ℛ, hence by ℒ̃ = ℒ∗ = ℒ and
ℛ̃ = ℛ∗ = ℛ, we get that the principal ∗- and ∼-ideal generated by an element
a ∈ S coincide with the principal ideal generated by a, so that 𝒥 = 𝒥∗ = 𝒥.

In order to facilitate our discussions when dealing with the relations 𝒥∗ and 𝒥,
we give another characterisation for the principal ∗- and ∼-ideals.

Lemma I.3.15. Let a ∈ S. Then b ∈ J∗(a) if and only if there exist a0, . . . , an ∈ S

and x1, . . . , xn, y1, . . . , yn ∈ S1 such that a = a0, b = an and ai𝒟∗ xiai−1yi for all
1 ≤ i ≤ n.

Similarly, b ∈ J̃(a) if and only if there exist elements a0, . . . , an ∈ S and
x1, . . . , xn, y1, . . . , yn ∈ S1 such that a = a0, b = an and ai𝒟 xiai−1yi for all
1 ≤ i ≤ n.
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Proof. We will only prove the lemma for J∗(a) since the arguments are similar for
J̃(a). Let a ∈ S and consider B ⊆ S to be the set of all b ∈ S satisfying the given
conditions. We want to show that B = J∗(a).

For this, let b ∈ B. Then there exist a0, . . . , an ∈ S, x1, . . . , xn, y1, . . . , yn ∈ S1

such that a = a0, b = an and ai𝒟∗ xiai−1yi for all 1 ≤ i ≤ n. If ai−1 ∈ J∗(a) for some
1 ≤ i ≤ n, then xiai−1yi ∈ J∗(a) since J∗(a) is an ideal. Moreover, J∗(a) is saturated
by ℒ∗ and ℛ∗, hence also by 𝒟∗ and from the fact that ai𝒟∗ xiai−1yi we obtain
that ai ∈ J∗(a). Since a0 = a ∈ J∗(a), it follows by induction that b = an ∈ J∗(a),
so that B ⊆ J∗(a).

Conversely, let b ∈ B and a0, . . . , an as before. Then for all x, y ∈ S1, we can see
that setting an+1 = xby we get that an+1 𝒟∗ xany, so that xby ∈ B. Thus, B is an
ideal. Furthermore, ℒ∗,ℛ∗ ⊆ 𝒟∗, which means that for all c ∈ S lying in the ℒ∗-
or ℛ∗-class of b, we get that c𝒟∗ b, and thus setting an+1 = c and xn+1 = yn+1 = 1,
we see that c satisfies all conditions to be in B. Therefore B is saturated by both
ℒ∗ and ℛ∗, and since a ∈ B it follows that J∗(a) ⊆ B. Hence J∗(a) = B.

I.3.3 Classes of idempotents

We finish this section on extended Green’s relations by mentioning the special role of
idempotents. We first can see that ℋ∗ and ℋ̃ are idempotent separating equivalence
relations, as given by:

Lemma I.3.16. Let e, f ∈ E. Then eℋ∗f or e ℋ̃f if and only if e = f .

Proof. Suppose that e ℋ̃f . Then e ℒ̃f and e2 = e so that fe = f . Also e ℛ̃f and
f 2 = f , which gives us fe = e. Hence e = f .

In a similar way as idempotents are right and left identities for elements in their
ℒ- and ℛ-class, they have the same role for elements in their ℒ∗- and ℛ∗-class.

Lemma I.3.17. Let a ∈ S and e = e2 ∈ S. Then aℒ∗ e if and only if ae = a and
ax = ay implies ex = ey for all x, y ∈ S1.

Similarly, a ℒ̃e if and only if ae = a and af = a implies ef = e for all f ∈ E.
Dual statements hold for ℛ∗ and ℛ̃.

Proof. Clearly we have that e2 = e1, and then aℒ∗ e implies that ae = a1 = a.
Conversely, if ae = a and ex = ey for some x, y ∈ S1, then ax = aex = aey = ay.
The result follows.



I.4. Independence algebras 37

Corollary I.3.18. Every ℋ∗-class of S containing an idempotent is a cancellative
monoid. Consequently, every finite ℋ∗-class is a group.

Proof. Let H∗
e be an ℋ∗-class which contains an idempotent e ∈ S. By Lemma I.3.17,

we know that e is both a left and a right identity for every element in H∗
e . Let

a, b ∈ H∗
e and let x, y ∈ S1 be such that abx = aby. Since aℒ∗ e, we get that

bx = ebx = eby = by, and since bℒ∗ e we get ex = ey. We also have that abe = ab

and thus abℒ∗ e by Lemma I.3.17. Similarly, abℛ∗ e, which shows that H∗
e is a

monoid.
Now, suppose that a, b, c ∈ H∗

e are such that ab = ac. Then aℒ∗ e, and we
deduce eb = ec, so that b = c. Dually ba = ca implies b = c, and therefore H∗

e is
cancellative.

It is well-known that a semigroup is regular if and only if every ℒ- and ℛ-class
contains an idempotent. We can thus make similar definitions to define wider classes
of semigroups by replacing ℒ and ℛ by their extended versions.

Definition I.3.19. A semigroup S is called right [resp. left] abundant if every
ℒ∗-class [resp. every ℛ∗-class] contains an idempotent and right [resp. left] Fountain
if every ℒ̃-class [resp. every ℛ̃-class] contains an idempotent.

A semigroup that is both left and right abundant [resp. Fountain] is called an
abundant [resp. Fountain] semigroup.

It is clear from the definition that left [resp. right] abundant implies left [rep.
right] Fountain. The converse is not true. Further, in Chapters III and IV, we will
see examples of semigroups that are right abundant but not even left Fountain, and
others that are left abundant and Fountain.

Remark I.3.20. Using Lemma I.3.17 (see [14]), we can get that being right abundant
for a semigroup corresponds to the notion of being right principally projective (RPP
for short), where a semigroup is RPP if every principal right ideal is projective.
In [7] the authors describe other classes of semigroups relative to the presence of
idempotents in each class of a given extended Green’s relation.

I.4 INDEPENDENCE ALGEBRAS

The class of independence algebras was introduced by Gould in [22] in order to
account for the similarities between endomorphisms of sets, vector spaces and free
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group acts, and to allow their study under a common framework. Incidentally, she
noted that these algebras also correspond to the v∗-algebras described by Narkiewicz
in [36], which continued the study of different notions of independence in universal
algebras initiated by Marczewski [31]. In this thesis, we will only consider the
notion of independence relative to the closure operator ⟨ · ⟩ (sometimes also called
C-independence), but v∗-algebras were initially defined using another notion of
independence, which is now often called M -independence (with regard to Marczewski).
A good comparison between these two notions of independence can be found in the
article of Araújo and Fountain [3].

All the results presented in this section are well-known and can be found in the
literature (see [1, 2, 10, 17, 22, 30, 34]). Some proofs are included to make this thesis
as self-contained as possible on this topic, particularly when those proofs are hard to
track down in the literature.

I.4.1 Definition

Throughout this section 𝒜 = (A,F ) will denote an algebra. We first recall a basic
fact on the subalgebra operator.

Lemma I.4.1. The operator ⟨ · ⟩ is a closure operator and is algebraic. In particular,
this means that for any X,X ′, Y ⊆ A such that ⟨X⟩ = ⟨X ′⟩, we have:

1) ⟨X ∪ Y ⟩ =
〈
⟨X⟩ ∪ ⟨Y ⟩

〉
= ⟨X ′ ∪ Y ⟩; and

2) ⟨X⟩ = ⋃ {⟨Z⟩ | Z ⊆ X, and Z is finite}.

In order to define independence algebras, we first need to talk about the notion
of independence.

Definition I.4.2. A set X ⊆ A is independent if x /∈ ⟨X \ {x}⟩ for all x ∈ X.
If x ∈ A and {x} is independent, then x is an independent element of A.
A maximal independent set (or subset) is an independent set X such that there

exist no independent set Z with X ⊊ Z ⊆ A.
A subset B ⊆ A is closed if B = ⟨X⟩ for some X ⊆ A. In such a case B is a

subuniverse of A and X is said to span B.

It is straightforward to see that the empty set is an independent set. Similarly,
any element that is not a constant is independent. A subset Y ⊆ A that is not
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independent will be called dependent. We now consider the existence of maximal
independent subsets.

Lemma I.4.3 ([2.2.6 in 30]). For any subset X of A, and any independent subset Y
of X, there exists a maximal independent subset of X containing Y . Consequently,
every subset of A contains a maximal independent subset.

Proof. Let Y be an independent subset of a set X ⊆ A and consider the set
𝒮 = {Z ⊆ A | Y ⊆ Z ⊆ X, and Z is independent}. Clearly 𝒮 ̸= ∅ since it contains
the set Y itself. The result will follow directly from Zorn’s Lemma if we can prove
that any ascending chain in 𝒮 has an upper bound.

So let S be a totally ordered subset of 𝒮 and W = ⋃
Si∈S Si. Since Y ⊆ W , we

need to show that W is independent. Suppose that w ∈ W and w ∈ ⟨W \ {w}⟩.
Using the fact that ⟨ · ⟩ is an algebraic operator, it follows that

⟨W \ {w}⟩ =
⋃{

⟨V ⟩ : V ⊆ W \ {w} and V is finite
}
,

and thus w ∈ ⟨V ⟩ for some finite subset V of W \ {w}. Therefore V ∪ {w} ⊆ W ,
and since V is finite and S is an ordered chain, we must have V ∪ {w} ⊆ Si for
some Si ∈ S. This in turn implies that w ∈ ⟨V ⟩ ⊆ ⟨Si \ {w}⟩, contradicting the
independence of Si. Thus W is an independent set and is therefore an upper bound
for S. Hence every ascending chain in 𝒮 has an upper bound, which proves the first
part of the statement while the second part follows directly by taking Y = ∅.

Since the existence of maximal independent subsets is guaranteed by Lemma I.4.3
above, we will use this fact without further reference.

Definition I.4.4. The algebra 𝒜 has the exchange property if any subset X of A
satisfies the following condition:

(EP) for all a, b ∈ A, if a ∈
〈
X ∪ {b}

〉
and a /∈ ⟨X⟩, then b ∈

〈
X ∪ {a}

〉
.

Example I.4.5. It is clear that given a set S, the algebra S = (S, ∅) trivially satisfies
the exchange property, since for any X ⊆ S we have ⟨X⟩ = X. Similarly, suppose
that V =

(
V,
{
+, 0, {fµ}µ∈k

})
is a vector space over a field k with operations fµ

corresponding to the scalar multiplication by an element µ ∈ k . The subalgebra
operator corresponds in this case to taking linear combinations. From this, it is clear
that if a, b ∈ V and X ⊆ V are such that a ∈ ⟨X ∪ {b}⟩, then there exist scalars
µi, µb ∈ k such that a = ∑

i µixi + µbb. If a /∈ ⟨X⟩, this means that µb ̸= 0, in which
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case we also have b = ∑
i −µ−1

b µixi + µ−1
b a, so that b ∈ ⟨X ∪ {a}⟩ and V satisfies the

exchange property.

The exchange property can be formulated differently in terms of the subuniverse
spanned by independent sets, as given by:

Proposition I.4.6 ([2.3.1 in 30]). The following conditions are equivalent:
i) 𝒜 has (EP);

ii) for every X ⊆ A and a ∈ A, if X is independent and a /∈ ⟨X⟩ then X ∪ {a} is
independent;

iii) for every X ⊆ A, if Y is a maximal independent subset of X, then ⟨Y ⟩ = ⟨X⟩;

iv) for every X, Y ⊆ A such that Y ⊆ X, if Y is independent, then there is an
independent set Z such that Y ⊆ Z ⊆ X and ⟨Z⟩ = ⟨X⟩.

Proof. i) ⇒ ii): Let X ⊆ A be independent and a ∈ A be such that a /∈ ⟨X⟩.
Suppose now that X ∪ {a} is dependent, that is, there exists x ∈ X ∪ {a} such that
x ∈ ⟨ (X ∪ {a}) \ {x} ⟩. Since a /∈ ⟨X⟩, it follows that x ̸= a so that x ∈ X. Since
X is independent, we have x /∈ ⟨X \ {x}⟩. But (X ∪ {a}) \ {x} = (X \ {x}) ∪ {a},
and 𝒜 has (EP) so it follows that a ∈ ⟨ (X \ {x}) ∪ {x} ⟩ = ⟨X⟩, a contradiction.
Therefore X ∪ {a} is an independent set.
ii) ⇒ iii): Let X ⊆ A, and assume that Y is a maximal independent subset of X.
Since Y ⊆ X, it follows that ⟨Y ⟩ ⊆ ⟨X⟩. For the reverse inclusion, if an element
x ∈ X such that x /∈ ⟨Y ⟩ would exist, then Y ∪ {x} would be independent by
hypothesis ii), contradicting the maximality of Y in X. Therefore X ⊆ ⟨Y ⟩ which
gives that ⟨X⟩ ⊆ ⟨Y ⟩ and hence the equality.
iii) ⇒ iv): Let Y ⊆ X with Y an independent set. By Lemma I.4.3 there exists
a maximal independent subset Z of X with Y ⊆ Z, and by iii), it follows that
⟨Z⟩ = ⟨X⟩, as desired.
iv) ⇒ ii): Let X be an independent subset of A and a ∈ A be such that a /∈ ⟨X⟩.
Then ⟨X⟩ ̸= ⟨X ∪ {a}⟩ and by iv) there exists X ⊆ Z ⊆ X ∪ {a} such that Z is
independent with the property that ⟨Z⟩ = ⟨X ∪ {a}⟩. Thus Z = X ∪ {a} and so
X ∪ {a} is independent.
ii) ⇒ i): Let X ⊆ A, and let a, b ∈ A such that a /∈ ⟨X⟩ but a ∈ ⟨X ∪ {b}⟩. Suppose
that b /∈ ⟨X⟩ since otherwise, it follows trivially that b ∈ ⟨X ∪ {a}⟩. By Lemma I.4.3,
there exists a maximal independent subset Z of X. Since we know that ii) implies
iii), we get that ⟨Z⟩ = ⟨X⟩. Then a, b /∈ ⟨Z⟩ and so Z ∪ {a} and Z ∪ {b} are
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independent by ii). By Lemma I.4.1, we have that ⟨X ∪ {b}⟩ = ⟨Z ∪ {b}⟩. Thus
a ∈ ⟨Z ∪ {b}⟩ and therefore Z ∪ {a} ∪ {b} is dependent. Hence Z ∪ {a} and Z ∪ {b}
are both maximal independent subsets of Z ∪ {a} ∪ {b}. Using iii) again, we get〈

Z ∪ {a}
〉

=
〈
Z ∪ {a} ∪ {b}

〉
=
〈
Z ∪ {b}

〉
so that b ∈ ⟨Z ∪ {b}⟩ = ⟨Z ∪ {a}⟩ = ⟨X ∪ {a}⟩ using Lemma I.4.1 again. Hence the
algebra 𝒜 has (EP).

The relationship between minimal spanning set and maximal independent set
is important, and it can be shown that these coincide in any algebra that has the
exchange property.

Corollary I.4.7 ([22]). Suppose that 𝒜 satisfies (EP), and let Y ⊆ X ⊆ A. Then
the following are equivalent:

i) Y is a maximal independent subset of X;

ii) Y is independent and ⟨Y ⟩ = ⟨X⟩;

iii) Y is minimal with respect to ⟨Y ⟩ = ⟨X⟩.

Proof. i) ⇒ ii): This is exactly part iii) of the above Proposition I.4.6.
ii) ⇒ iii): Let Y be an independent set with ⟨Y ⟩ = ⟨X⟩ and let Z ⊊ Y . Then
taking y ∈ Y \ Z, we have that y /∈ ⟨Z⟩ ⊆ ⟨Y \ {y}⟩, so that ⟨Z⟩ ⊊ ⟨Y ⟩ = ⟨X⟩.
Therefore Y is minimal with respect to ⟨Y ⟩ = ⟨X⟩ .
iii) ⇒ i): Let Y be minimal with the property that ⟨Y ⟩ = ⟨X⟩. Suppose that
there exists y ∈ Y such that y ∈ ⟨Y \ {y}⟩. Then Y ⊆ ⟨Y \ {y}⟩ which shows that
⟨X⟩ = ⟨Y ⟩ ⊆ ⟨Y \ {y}⟩, so that ⟨Y \ {y}⟩ = ⟨X⟩, contradicting the minimality of
Y . Hence Y is independent. Now, for any Y ⊊ Z ⊆ X and z ∈ Z \ Y , we have
that z ∈ ⟨X⟩ = ⟨Y ⟩ ⊆ ⟨Z \ {z}⟩. Thus Z is dependent and so Y is a maximal
independent subset of X.

With this result, we can now define the notion of basis.

Definition I.4.8. Suppose that 𝒜 has (EP), and let X ⊆ A. A basis of X is a
subset Y ⊆ X satisfying the equivalent conditions of Corollary I.4.7.

Remark I.4.9. It is clear that if we take a subset X satisfying X = ⟨X⟩ in Corol-
lary I.4.7, we have that Y is a maximal independent subset of X if and only if Y
is an independent set that spans X. Thus, the definition of a basis given above
correspond to the well-known definition of basis for a subspace X in a vector space.
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It follows directly from Lemma I.4.3 and Corollary I.4.7 by taking X = A that
any algebra 𝒜 in which (EP) holds has a basis Z of its universe A. In such a case,
we also say that Z is a basis of 𝒜. Moreover, if ℬ is a subalgebra of 𝒜, then by part
iv) of Proposition I.4.6 and part ii) of Corollary I.4.7, any independent set Y ⊆ B

lies inside a basis X of B. Hence Y ∪ (X \ Y ) is a basis of ℬ and Y ∩ (X \ Y ) = ∅.
This leads us to the notion of basis extension.

Definition I.4.10. Suppose that 𝒜 has (EP). Let ℬ ⊆ 𝒜 and Y ⊆ B be an
independent set. A basis extension of Y (in B) is an independent set Z ⊆ B such
that Y ∪ Z is a basis of B and Y ∩ Z = ∅. In this case, we also say that Z extends
Y to a basis of B.

Remark I.4.11. An important case is when we take ℬ = 𝒜, as it means that any
independent subset can be extended to a basis. If the mention of the subalgebra in
which we are doing the basis extension is omitted, it is assumed that the extension
is relative to the algebra 𝒜 itself.

We now give properties of basis extensions, which are to be expected when
thinking of this notion in the context of vector spaces. The first one relates to the
cardinality of the sets involved.

Proposition I.4.12 ([2.3.6 in 30]). Suppose that 𝒜 satisfies (EP), and let ℬ ⊆ 𝒜.
If X,X ′ are independent subsets of B such that ⟨X⟩ = ⟨X ′⟩ and Y, Z are respective
basis extensions of X and X ′ in B, then |Y | = |Z|.

Consequently, all bases of an algebra have the same cardinality, and all basis
extensions of a given set have the same cardinality.

Proof. Let X, X ′, Y and Z be as given in the statement. Without loss of generality,
assume that |Y | ≤ |Z|.

Suppose that Y = {y1, . . . , yn} is finite, and take Zn = {z1, . . . , zn}, a subset of Z
with the same cardinality as Y . Since z1 /∈ ⟨X ′⟩ = ⟨X⟩, but z1 ∈ ⟨X∪Y ⟩, there exists
an integer i ≤ n that is the smallest with respect to z1 ∈ ⟨X ∪ {y1, . . . , yi}⟩. Thus
by the exchange property, yi ∈ ⟨X ∪ {z1} ∪ {y1, . . . , yi−1}⟩ ⊆ ⟨X ∪ {z1} ∪ (Y \ {yi})⟩.
Relabelling the elements of Y for convenience so that i = 1, it follows that

B = ⟨X ∪ Y ⟩ =
〈
X ∪ {z1} ∪ {y2, . . . , yn}

〉
.

Since ⟨X ′ ∪ {z1}⟩ = ⟨X ∪ {z1}⟩ by Lemma I.4.1, we get that z2 /∈ ⟨X ∪ {z1}⟩ and
we can now use the same argument replacing X by X ∪ {z1} and {y1, . . . , yn} by
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{y2, . . . , yn}, to get that

B =
〈
X ∪ {z1, z2} ∪ {y3, . . . , yn}

〉
.

We then proceed by induction on the elements of Zn to obtain that

⟨X ′ ∪ Z⟩ = B = ⟨X ∪ {z1, . . . , zn}⟩ = ⟨X ′ ∪ Zn⟩.

If z ∈ Z \ Zn, then z ∈ B = ⟨X ′ ∪ Zn⟩ =
〈
X ′ ∪ Z \ {z}

〉
which contradicts the

independence of X ′ ∪ Z. Thus Z = Zn and so |Y | = |Z|.
Now, consider the case where Y and Z are both infinite. Let y ∈ Y , then since

⟨ · ⟩ is an algebraic operator there exist finite subsets X ′
y ⊆ X and Zy ⊆ Z such that

y ∈
〈
X ′
y ∪ Zy

〉
. Thus Y ⊆

〈⋃
y∈Y

(
X ′
y ∪ Zy

)〉
, and as X ⊆ ⟨X⟩ = ⟨X ′⟩, it follows

that
X ∪ Y ⊆

〈
X ′ ∪

⋃
y∈Y

(
X ′
y ∪ Zy

)〉
=
〈
X ′ ∪

⋃
y∈Y

Zy

〉
.

Consequently, B =
〈
X ∪Y

〉
⊆
〈
X ′ ∪⋃y∈Y Zy

〉
⊆
〈
X ′ ∪Z

〉
= B, forcing the equality〈

X ′∪⋃y∈Y Zy
〉

=
〈
X ′∪Z

〉
. Then, if z ∈ Z\⋃y∈Y Zy, we get that z ∈

〈
(X ′∪Z)\{z}

〉
,

contradicting the independence of X ′ ∪Z. Therefore Z = ⋃
y∈Y Zy and we also obtain

|Z| =
∣∣∣∣∣∣
⋃
y∈Y

Zy

∣∣∣∣∣∣ ≤
∑
y∈Y

|Zy|

≤ |Y | · ℵ0 as |Zy| is finite for each y,

= |Y | since |Y | is infinite.

Together with the starting assumption that |Y | ≤ |Z|, the equality of the two
cardinals is proven.

The last part of the proposition follows directly by setting X = ∅ = X ′ in the
first case, and X = X ′ in the second.

We can now define the concept of rank.

Definition I.4.13. Suppose that 𝒜 satisfies (EP) and let X ⊆ A. The rank of X,
denoted by rankX, is the cardinality of any basis of X. If X is independent, then
the corank of X, denoted by corankX, is the cardinality of any basis extension Y of
X. That rank and corank are well-defined comes from Proposition I.4.12.

Similarly, if ℬ ⊆ 𝒜, then the rank of ℬ is defined as the rank of B, and the
corank of ℬ is the corank of B in A.
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If α ∈ End(𝒜), then imα is a subalgebra of 𝒜 and we define the rank of α,
denoted by rk(α), as the rank of the subuniverse imα.

Remark I.4.14. When talking about subalgebras or universes of subalgebras, we
often refer to the rank and corank as the dimension and codimension respectively. In
practice, we will use both terminologies indiscriminately, which means that we will
also use dimℬ, dimB, codimℬ and codimB for rankℬ, rankB, corankℬ and
corankB respectively.

Notation I.4.15. Since the minimal generating set of a subalgebra is a basis, it
follows that the value e defined in Section I.1 corresponds to the minimal rank of a
subalgebra of 𝒜, as well as the smallest rank of an endomorphism of 𝒜.

Notice that if X consists only of algebraic constants, then the empty set is a
basis of X and so rankX = 0. Moreover, for any subset X of A, it is clear that
rankX ≤ rank ⟨X⟩. However the reverse inequality also holds since any basis Y of
X is minimal with respect to ⟨Y ⟩ = ⟨X⟩ = ⟨⟨X⟩⟩ which shows that it is also a basis
of ⟨X⟩. Hence, we have proved the following:

Lemma I.4.16. For any X ⊆ A, we have rankX = rank ⟨X⟩.

Definition I.4.17. If 𝒜 has (EP), then we say that 𝒜 satisfies the free basis property,
denoted by (F), if any function α : X → A defined on a basis X can be extended to
an endomorphism α of 𝒜.

In [22], Gould noticed that not every algebra satisfying (EP) also satisfies (F),
and constructed the following example.

Example I.4.18. Let C be a chain, that is, a totally ordered set regarded as a
semilattice, so xy = x ∧ y = min {x, y}. Thus, we have that ⟨X⟩ = X so any set is
independent. It is easy to see that C has (EP). Suppose that |C| = 2 and let x, y ∈ C

be such that x < y, that is, x ̸= y and x = xy = yx. Since {x, y} is maximal and
independent, it is a basis of C and we define α : {x, y} → C by xα = y and yα = x.
If α could be extended to an endomorphism β : C → C, then it has to agree on
{x, y}. But (xy)β = (xy)α = xα = y and xβyβ = xαyα = yx = x, contradicting
the fact that β is a homomorphism. Thus C does not satisfy the free basis property.

We can now give the definition of independence algebra.

Definition I.4.19. The algebra 𝒜 is an independence algebra if it satisfies both
(EP) and (F).
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Example I.4.20. As we mentioned earlier, sets and vector spaces satisfy the exchange
properties. Moreover, a basis of a set S is itself, so that it trivially satisfies the free
basis property, while for a vector space, this property corresponds to the fact that
linearly extending a map defined on a basis gives an endomorphism. Thus sets and
vector spaces are particular examples of independence algebras.

It is worth noting that independence algebras are fully classified. A first classific-
ation is due to Urbanik [54] using the work of a number of authors on v∗-algebras,
while a more recent one for finite independence algebras was given by Cameron and
Szabó [6]. The equivalence of both classifications was a milestone achieved by Araújo,
Bentz, Cameron, Kinyon and Konieczny in [2], answering a long standing question,
and giving a clear presentation of the different classes. We will give more details on
this classification in Section I.5.2 but for now, it is sufficient to know that free group
actions (which also includes sets) and vector spaces form two of the classes present
in this classification.

I.4.2 Some properties of independence algebras

Throughout this section 𝒜 will denote an independence algebra. We give here some
useful results which will be used without further mention in the rest of the thesis. We
start by showing some properties of unary terms with regards to the set of algebraic
constants. Recall that T 𝒜

k denotes the set of terms of arity k.

Lemma I.4.21. Assume that |𝒜| ≥ 2 and let t ∈ T 𝒜
1 . Then the following are

equivalent:

1) t is constant on A;

2) there exists a ∈ ⟨∅⟩ such that t(x) = a for all x ∈ A; and

3) t(x) ∈ ⟨∅⟩ for some x /∈ ⟨∅⟩.

It follows that algebraic constants are terms whose image is a constant of A.

Proof. Clearly 2) implies 1) and 3).
1) ⇒ 2): Let t be a constant unary term and denote by a its image. Suppose that
a is an independent element and let c ∈ A be such that c ̸= a. Then, since 𝒜 has
(EP), we can extend {a} to a basis {a} ⊔ Y of A. Define a map α : {a} ⊔ Y → A by
aα = c and yα = y for all y ∈ Y . Since 𝒜 has (F), we extend α to an endomorphism
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α ∈ End(𝒜), and we obtain that

a = t(c) = t(aα) = t(a)α = aα = c,

contradicting the choice of c. Thus a cannot be an independent element, which
shows that the image of t is a constant, and thus t is an algebraic constant.
3) ⇒ 1): Let x ∈ A be independent such that t(x) = a ∈ ⟨∅⟩. Since 𝒜 has
(EP), we extend {x} to a basis {x} ⊔ Y of A. Now, let b ∈ A and define a map
αb : {x} ⊔ Y → A by xαb = yαb = b. Using the free basis property of 𝒜, we extend
αb to an endomorphism αb, and we obtain that

t(b) = t(xαb) = t(x)αb = aαb = a.

Therefore t(b) = a for all b ∈ A, and t is constant on A.
Now assume that s ∈ T 𝒜

k for some k ∈ N is a constant term. Then we can set
t ∈ T 𝒜

1 by t(x) = s(x, . . . , x), which is a unary constant term. By the previous part,
it follows that its image is an element a ∈ ⟨∅⟩, so that the image of s is a constant of
A.

Remark I.4.22. In view of this lemma, we will no longer distinguish between constants
and algebraic constants in independence algebras.

Building upon the previous lemma, we can show that any unary term which
contains an independent element in its image is somewhat invertible.

Lemma I.4.23. Let t ∈ T 𝒜
1 be a non-constant unary term. Then there exists a

unary term u ∈ T 𝒜
1 such that t ◦ u = u ◦ t = id.

Consequently, the set of non-constant unary terms of 𝒜 forms a group.

Proof. Let a ∈ A be independent and write b = t(a). Then by Lemma I.4.21, we
have that b /∈ ⟨∅⟩ since t is not a constant term. Since 𝒜 has (EP), b ∈ ⟨{a}⟩ and
b is independent, it follows that a ∈ ⟨{b}⟩. Thus there exists u ∈ T 𝒜

1 such that
a = u(b). From this, we get that b = t(a) = t(u(b)) and a = u(b) = u(t(a)).

In order to show that t ◦ u = u ◦ t = id, we extend {a} to a basis {a} ∪X of A.
Then for c ∈ A define α : {a} ∪ X → A by aα = c and xα = x for all x ∈ X. By
the free basis property, we extend α to α ∈ End(𝒜), and then we have

c = aα = u(t(a))α = u(t(aα)) = u(t(c)).

Thus it follows that u ◦ t = id for all y ∈ A. A similar argument gives also that
t ◦ u = id.
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Before talking about the endomorphism monoid of 𝒜, we first look at properties
of endomorphisms, as well as consequences of the property (F). The most common
example of endomorphisms of an algebra are the identity maps on some subalgebras.
In fact, they correspond exactly to the idempotents, as given by:

Lemma I.4.24. Let η ∈ End(𝒜). Then η = η2 if and only if η|im η= id|im η.
Moreover, if ℬ ⊆ 𝒜, then there exists η = η2 ∈ End(𝒜) such that im η = B.

Proof. The first part comes from the well-known characterisation of idempotents of
TS for any set S since End(𝒜) ⊆ TA.

Now, let ℬ ⊆ 𝒜 and X be a basis of B. Let b ∈ B, so that b = u(xi) for some
u ∈ T 𝒜. We extend X to a basis X ⊔ Y of A, and we define the map ε : X ⊔ Y → A

by xε = x and yε = b. Using the free basis property, we let η ∈ End(𝒜) be the
extension of ε. Then we have bη = u(xi)η = u(xiη) = b. Also, for all a ∈ A, there
exist t ∈ T 𝒜, x1, . . . , xk ∈ X and y1, . . . , ym ∈ Y such that a = t (xk, ym), from
which we get that

aη2 = t
(
xkη2, ymη2

)
= t

(
xkη, bη

)
= t

(
xkη, b

)
= t (xkη, ymη) = aη,

so that η is an idempotent.

We now look more closely into the extension property of a map. We first show
that any map defined on an independent set admits an extension to a homomorphism
and an endomorphism.

Lemma I.4.25. 1) If X ⊆ A is independent and α : X → A, then α can be uniquely
extended to a homomorphism α : ⟨X⟩ → A.

2) Moreover, if ℬ is a subalgebra of 𝒜 and β : B → A is a homomorphism, then
β can be extended to an endomorphism γ ∈ End(𝒜) with im γ = im β.

Proof. 1) If X = ∅, the result is clear from the fact that any endomorphism must fix
the elements of ⟨∅⟩ whenever this is non-empty. So we assume that X ̸= ∅.

Since X is independent, let Y be a basis extension of X in A and define
γ : X ⊔ Y → A by

xγ = xα and yγ = x0α

for all x ∈ X and y ∈ Y , where x0 ∈ X is arbitrary. Then, by (F) γ can be extended
to an endomorphism γ ∈ End(𝒜). If we now set α = γ|⟨X⟩, if follows that for all
x ∈ X we get xα = xγ = xα, so that α is a homomorphism extension of α.
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Suppose now that δ : ⟨X⟩ → A is another homomorphism extending α. Then
for all y ∈ ⟨X⟩, there exist t ∈ T 𝒜 and x1, . . . , xk ∈ X such that y = t(x1, . . . , xk).
From this we get that

yδ = t(x1, . . . , xk)δ = t(x1δ, . . . , xkδ)
= t(x1α, . . . , xkα) = t(x1α, . . . , xkα)
= t(x1, . . . , xk)α = yα.

Thus δ = α and any extension is unique.
2) Suppose now that X is a basis of the subalgebra B and extend it to a basis

X ⊔ Y of A. Let α = β|X be defined as in part 1). Then β = α = γ|B and
im γ = Aγ = ⟨X ⊔ Y ⟩γ = ⟨(X ⊔ Y )γ⟩ = ⟨Xβ⟩ = ⟨X⟩β = im β, as claimed.

If the independent set in Lemma I.4.25 is in fact a basis of A, then the uniqueness
of the extension gives us the immediate corollary.

Corollary I.4.26. Two endomorphisms α and β that agree on a basis of A are
equal.

Remark I.4.27. In view of Lemma I.4.25 and Corollary I.4.26, we can identify without
ambiguity a map defined on a basis of 𝒜 with its unique endomorphism extension
using the free basis property. When the map is only defined on an independent
set that is not maximal, we can still use Lemma I.4.25 to extend it first to a
homomorphism α, and then to an endomorphism α. Even though in this last case
we lose uniqueness of the extension, we will usually drop the notation α and α, and
will also write α for its homomorphism or endomorphism extension.

We now look at results when the map we want to extend has the extra property
that it is injective.

Lemma I.4.28. Let X ⊆ A and α ∈ End(𝒜). If α : X → Xα is injective and Xα
is independent, then X is independent.

Proof. Suppose that X is dependent but Xα is independent. Then there exist distinct
elements x, x1, . . . , xk ∈ X and a term t ∈ T 𝒜 such that x = t(x1, · · · , xk). Since
α is injective, xα, x1α, . . . , xkα are all distinct, and since it is an endomorphism, it
follows that xα = t(x1, . . . , xk)α = t(x1α, . . . , xkα), contradicting the independence
of the set Xα.
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Remark I.4.29. Before giving a corollary of Lemma I.4.28, we make an observation
concerning terms built from independent sets. Let X = {x1, . . . , xn} ⊆ A an inde-
pendent set and suppose that t, s ∈ T 𝒜 are such that t(x1, . . . , xn) = s(x1, . . . , xn).
Then for any a1, . . . , an ∈ A, we define α : X → A by xiα = ai, and extend it to an
endomorphism. Then, we get that

t(a1, . . . , an) = t(x1α, . . . , xnα) = t(x1, . . . , xn)α = s(x1, . . . , xn)α = s(a1, . . . , an),

which shows that the terms t and s agree on all n-tuples of A.

Corollary I.4.30. Let X be an independent set and α : X → A be injective. If Xα
is independent, then the extension of α to a homomorphism is injective.

Proof. Suppose that there exist a, b ∈ ⟨X⟩ such that aα = bα where α is the extension
of α. Then we have that t(x1, . . . , xn)α = s(t1, . . . , xn)α for some t, s ∈ T 𝒜 and
x1, . . . , xn ∈ X, that is, t(x1α, . . . , xnα) = s(x1α, . . . , xnα). By assumption of Xα
being independent, we can use Remark I.4.29 to get that t(x1, . . . , xn) = s(x1, . . . , xn),
that is, a = b and α is injective.

In view of Lemma I.4.28, we have a well-defined notion of preimage basis as
follows.

Definition I.4.31. Let α ∈ End(𝒜). A set X ⊆ A is a preimage basis of α if α is
injective on X and Xα is a basis of imα.

Thus a set X can only be a preimage basis of a map α ∈ End(𝒜) if it is
independent in the first place.

Remark I.4.32. For a basis Y of imα, define for each y ∈ Y an element xy ∈ A such
that xyα = y. Then α is injective on the set X = {xy : y ∈ Y }, which shows that X
is a preimage basis of α.

Moreover, we have that |X| = |Y | = rank (Y ) = rank (imα) = rk(α).

Notation I.4.33. Under the consideration of the remark above, given α ∈ End(𝒜),
we will say “let Xα be a basis of imα”, to mean that we pick X to be a preimage
basis of α.

We finish this section by proving that any two isomorphic subalgebras of an
independence algebra must have the same rank, and that the converse also holds.

Lemma I.4.34. Let ℬ and 𝒞 be subalgebras of 𝒜. Then ℬ ∼= 𝒞 if and only if
rankB = rankC.
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Proof. Let θ : ℬ → 𝒞 be an isomorphism, and let Xθ be a basis of im θ = C. Then
rankC = |Xθ| = |X| ≤ rankB since X ⊆ B. Dually, rankB ≤ rankC using a basis
of im θ−1, and we get that rankB = rankC.

Conversely, suppose that rankB = rankC, and let X and Y be respective bases
of B and C, so that α : X → Y is a bijection. By Lemma I.4.25 extend α to the
homomorphism θ : ⟨X⟩ → A. Since im θ = ⟨X⟩θ = ⟨Xθ⟩ = ⟨Xα⟩ = ⟨Y ⟩ = C, it
follows that θ is onto. Moreover, since Y = Xα is an independent set, we get that θ
is injective by Corollary I.4.30. Thus θ is an isomorphism from B to C.

Remark I.4.35. It follows from Lemma I.4.34 that all one-dimensional subalgebras of
𝒜 are isomorphic. Thus, either all one-dimensional subalgebras are singletons, or
they all have at least two distinct elements.

I.4.3 Additional notation

We close this introduction on independence algebras by adding to the notations
presented in Section I.1 in order to facilitate the exposition of the proofs coming
in subsequent chapters. All sets and elements considered below will belong to the
universe of an independence algebra 𝒜.

Closed sets and bases. By writing C = ⟨b1, b2⟩, we mean that C is the closed
subset of A generated by b1 and b2. If we write C = ⟨{b1, b2}⟩ instead, it is assumed
that the set {b1, b2} also forms a basis of C.

Similarly, by B = ⟨{xi} ⊔ {yj}⟩ we mean that the sets {xi} and {yj} are inde-
pendent sets and that together they form a basis of B. Moreover, if D ⊆ B has a
known basis W , we will abuse notation and write B = D ⊔ ⟨{zk}⟩ to signify that
D is a subalgebra of B and that the basis W of D can be extended to a basis of B
through {zk}.

Endomorphisms. If A = ⟨{xi} ⊔ {yj}⟩ and bi, dj ∈ A for all i ∈ I and j ∈ J ,

when writing α =
(
xi yj
bi dj

)
we will assume that this map is an endomorphism

without further considerations, since we know by Lemma I.4.25 that the map α

defined above can be extended to a unique endomorphism of 𝒜. Notice also that
the sets {bi} and {dj} are not necessarily independent nor disjoint.
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Terms. Given an independent set {xi} and a ∈ ⟨{xi}⟩, we will write a = t(xi)
for some term t ∈ T 𝒜 to mean that there exists a finite independent subset
{xi1 , . . . , xik} ⊆ {xi} and a k-ary term t such that a = t(xi1 , . . . , xik). In par-
ticular, if {xi} is infinite, this notation allows us to write terms concisely without
requiring the subset to be made explicit.

I.5 ENDOMORPHISM MONOIDS OF INDEPENDENCE ALGEB-
RAS

Since this thesis is concerned with endomorphism monoids, we finish this preliminary
chapter with a section giving some properties of the endomorphism monoid of an
independence algebra which will be useful in the coming work. All of the results
contained in this section will be given without proof and can be found in Section 4
of [22].

One of the most important structural properties of the endomorphism monoid of
an independence algebra is the following.

Proposition I.5.1. Let 𝒜 be an independence algebra. Then End(𝒜) is regular.

I.5.1 Ideals and Green’s relations

Throughout this section, 𝒜 denotes an independence algebra of dimension κ.
Since ranks of endomorphisms correspond to ranks of subuniverses of A, it follows

that for all α ∈ End(𝒜) we have rk(α) ≤ κ and rk(α) ≥ e, where e is the smallest
rank of a subalgebra of 𝒜 as described in Notation I.4.15. The following lemma
gives us that there is an endomorphism of each rank between these two bounds.

Lemma I.5.2. Suppose that dim𝒜 = κ and let µ be a cardinal such that e ≤ µ ≤ κ.
Then there exist a subalgebra ℬ ⊆ 𝒜 of rank µ and a map α ∈ End(𝒜) such that
imα = B, so that rk(α) = µ.

We now concentrate on particular subsets of End(𝒜). Recall that κ+ denotes
the successor cardinal of κ. For each e < µ ≤ κ+, we define the set Tµ ⊆ End(𝒜) by

Tµ = {α ∈ End(𝒜) | rk(α) < µ} .

Under this notation, it is clear that Tκ+ = End(𝒜). Similarly, we have that the set
T1 = {α ∈ End(𝒜) | imα = ⟨∅⟩}, which is non-empty if and only if 𝒜 has constants.



52 Chapter I. Preliminaries

Remark I.5.3. Notice that in the definition of Tµ, we take all maps of rank strictly
less that µ. This is necessary if 𝒜 is infinite dimensional since we can then have
limit cardinals. In the case where 𝒜 is finite dimensional, then κ+ < ℵ0 and each
µ is the successor of a finite cardinal, so that we can replace each ideal Tµ by the
corresponding ideal T µ−1 := {α ∈ 𝒜 | rk(α) ≤ µ− 1}.

Lemma I.5.4. For all α, β ∈ End(𝒜), we have rk(αβ) ≤ min {rk(α), rk(β)}.
Consequently, Tµ is an ideal of End(𝒜) for all e < µ ≤ κ+.

Remark I.5.5. Notice that if T1 ̸= ∅, then it is a left-zero semigroup. Indeed, if α ∈ T1

and β ∈ End(𝒜), then for all a ∈ A, we have aα ∈ ⟨∅⟩. Since β is an endomorphism,
it must fix constants, and thus (aα)β = aα, so that αβ = α. Thus α is a left-zero of
End(𝒜) and T1 is a left-zero semigroup.

We now give a description of Green’s relations on End(𝒜) as follows:

Proposition I.5.6. Let α, β ∈ End(𝒜). Then we have the following:
1) αℒβ if and only if imα = im β;

2) αℛ β if and only if kerα = ker β;

3) α𝒟 β if and only if rk(α) = rk(β);

4) 𝒥 = 𝒟.

Since ideals are unions of 𝒥-classes, we directly have the following corollary.

Corollary I.5.7. Any ideal of End(𝒜) is of the form Tµ for some cardinal e < µ ≤ κ+.
Consequently, the ideals of End(𝒜) form a chain.

Remark I.5.8. It follows from Corollary I.5.7 that the minimal ideal of End(𝒜) is
Te+1, that is, it consists of all maps of rank 0 if the algebra 𝒜 contains any constants
and otherwise of all maps of rank 1.

I.5.2 Classification up to equivalence

We close this section by giving a classification of endomorphism monoids of independ-
ence algebras provided in [2]. Since all the work involving independence algebras
in this thesis only relate to their endomorphism monoids, we will indeed want to
consider two independence algebras 𝒜 and ℬ as equivalent if their endomorphism
monoids are isomorphic. Formally, this is given by the following definition.
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Definition I.5.9. Two algebras 𝒜 = (A,F ) and ℬ = (B,F ′) are called E-equivalent
if there exists a bijection θ : A → B such that the mapping α 7→ θ−1 ◦ α ◦ θ is an
isomorphism from End(𝒜) to End(ℬ).

The classification of independence algebras up to E-equivalence is then given by
the following:

Proposition I.5.10 ([Theorem 2.10 of 2]). Any independence algebra 𝒜 = (A,F )
is E-equivalent to a free group action algebra, a quasifield algebra, a linear algebra,
or an affine algebra.

We now describe these classes of independence algebras.

Free group action algebra. Let G be a group of permutations of a non-empty
set A by an action on the left. Suppose that C ⊆ A is such that all fixed points
of any non-identity g ∈ G are in C and that gC = C for all g ∈ G. A free group
action algebra is an algebra 𝒜 = (A,F ), where for each g ∈ G and c ∈ C, the set F
contains a unary operation fg and a nullary operation fc defined for all a ∈ A by

fg(a) = ga and fc() = c.

With this description, it follows that g(A \ C) = A \ C and that this action is free,
that is, if g, h ∈ G are such that ga = ha for some a ∈ A\C, then g = h. Thus there
exists a set X = {xi} ⊆ A \C so that we can split A \C into orbits of the form Gxi.

This algebra can then be seen as the G-set

FX⊔C(G) = C ⊔
⊔
xi∈X

Gxi,

where gxi = hxj if and only if xi = xj and g = h, and the elements of C are the
constants of the algebra.

Remark I.5.11. If G is trivial and C is empty, then the corresponding free group
action algebra is simply a set with no operations.

Quasifield algebra. Let Q be a non-empty set with two binary operations, a
multiplication · and a subtraction −. The set Q is a quasifield if there exists
distinct elements 0, 1 ∈ Q such that (Q, ·) is a semigroup with zero 0, the algebra(
Q \ {0} , {·, −1, 1}

)
is a group, and for all x, y, z ∈ Q we have the following:

1) x− 0 = x,
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2) x(y − z) = xy − xz, and

3) x− (y − z) =

z if x = y,

(x− y) − (x− y)(y − x)−1z otherwise.
A k-ary operation f on a quasifield Q is said to be Q-homogeneous if for every
s, t, x1 . . . , xk ∈ Q we have f(s− tx1, s− tx2, . . . , s− txk) = s− tf(x1, . . . , xk).

A quasifield algebra is an algebra Q = (Q,F ) where Q is a quasifield, all operations
of F are Q-homogeneous and F contains all binary Q-homogeneous operations.

Remark I.5.12. In a quasifield algebra Q, there are no nullary operations and the
only unary operation is the trivial operation. Indeed, if f is a Q-homogeneous unary
operation and x ∈ Q, then f(x) = f(x− 0 · 1) = x− 0f(1) = x. Thus, every element
of Q is a closed independent set, so that the one-dimensional subalgebras of Q are
all the singletons.

Linear algebra. Let V be a vector space over a division ring k , and V0 a subspace
of V . By a linear algebra, we mean an algebra V = (V, F ) where F consists of the
following operations:

f(x, y) = x+ y, fµ(x) = µx, and fw() = w,

where x, y ∈ V , µ ∈ k and w ∈ V0. It is easy to see that under this definition, we
have that any k-ary term t ∈ T V is of the form

t(x1, . . . , xk) =
k∑
i=1

µixi + w,

for some {µi} ⊆ k and w ∈ V0. Moreover, if V0 = {0} is the trivial subspace and k
a field, it follows that this algebra coincides with the classical notion of vector space.

Affine algebra. Let A be a non-trivial vector space over a division ring k and
A0 a subspace of A. An affine algebra is defined as an algebra 𝒜 = (A,F ) with
operations

f(x1, . . . , xk) =
k∑
i=1

λixi + a,

where k ≥ 1, the scalars λi ∈ k are such that ∑k
i=1 λi = 1 and a ∈ A0.

Remark I.5.13. In an affine algebra, all unary operations are of the form f(x) = x+a

for some a ∈ A0. Moreover, there are no nullary operations, since in the definition,
we require k ≥ 1. This means in particular that if A0 is the trivial subspace of A,
then all one-dimensional subalgebras are singletons.



II

An introduction to semigroups of
endomorphisms with restricted range

In this chapter, we introduce a type of subsemigroup of the endomorphism monoid
of an independence algebra and we make initial study of its structure. Most of the
results presented here are already known for some types of independence algebras
such as sets and vector spaces, or in the context of principal one-sided ideals. We
only expand upon this work and generalise it to the context of independence algebras.
For this reason, the origin of the ideas we use throughout the proofs may be traced
back in the literature to existing work [35, 37, 38, 47, 50]. Some results may also be
deduced from [12] by considering results on Green’s relations for principal one-sided
ideals of a semigroup. Some new results are also presented here for use in the next
chapter.

This chapter is structured as follows: we start in Section II.1 by defining the
semigroup T (𝒜,ℬ) which will be the object of our study, after giving a brief
overview of the special cases previously studied. We will then compare T (𝒜,ℬ)
to the endomorphism monoid End(𝒜) in Section II.2, to show that these are very
different objects. In Section II.3 we will focus on the regular elements of T (𝒜,ℬ)
before describing its Green’s relations in Section II.4 and its ideal structure in
Section II.5.

Note. Content from this chapter has already appeared in a paper [24], but we give
more details and additional results here.

55
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II.1 HISTORICAL CONSIDERATIONS

The full transformation monoid TX of a set X, the monoid of linear transformations
End(V ) on a vector space V , as well as their generalisation to the endomorphism
monoid End(𝒜) of an independence algebra 𝒜, have been the focus of a consider-
able amount of research during the last decades. Following Malcev’s work on the
automorphism group of TX , Symons [51] investigated the automorphism group of the
subsemigroup of TX consisting of all maps with range restricted to a subset Y ⊆ X,
which he denoted by T (X, Y ). Later, Nenthein, Youngkhong and Kemprasit [38]
started the study of the properties of T (X, Y ) which led to similar studies of T (V,W ),
the semigroup of linear transformations of a vector space V with range restricted to
a subspace W . As noticed in Section I.4, both sets and vector spaces are examples
of independence algebras. Our aim here is to put the work on T (X, Y ) and T (V,W )
into the general context they provide.

Let 𝒜 be an independence algebra, and ℬ a subalgebra of 𝒜. We make no
global assumptions concerning the cardinalities of 𝒜 and ℬ: these may be either
finite or infinite dimensional algebras.

Definition II.1.1. The semigroup of endomorphisms of 𝒜 with restricted range in
ℬ is the set

T (𝒜,ℬ) = {α ∈ End(𝒜) | imα ⊆ ℬ},

with product inherited from that of End(𝒜).

It is clear from the definition that if ℬ = ∅ then T (𝒜,ℬ) = ∅ and we will
therefore exclude this case. Otherwise, the set T (𝒜,ℬ) is easily seen to be a
subsemigroup of End(𝒜), and if ℬ = 𝒜 it is equal to the monoid End(𝒜). In fact,
we will prove in Section II.2 that unless ℬ = 𝒜 or ℬ is a singleton, then T (𝒜,ℬ)
is not isomorphic to the endomorphism monoid on any independence algebra. Thus
T (𝒜,ℬ) holds a special place in the study of subsemigroups of End(𝒜) and is of
particular interest.

In the case where our algebra 𝒜 is simply a set, Green’s relations on T (𝒜,ℬ)
have been studied by Sanwong and Sommanee [47]. In the case where 𝒜 is a vector
space, Nenthein, Youngkhong and Kemprasit [37, 38] determined the regular elements
and then Sullivan [50] studied Green’s relations. Subsequently, Mendes-Gonçalves
and Sullivan [35, 50] gave the structure of the ideals of T (𝒜,ℬ) for both the set and
the vector space case. For each cardinal r, the set {α ∈ T (𝒜,ℬ) | rank α < r} is an
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ideal of T (𝒜,ℬ). However, unlike the case for End(𝒜) itself, these ideals are not in
general the only ones present in T (𝒜,ℬ), nor do they form a chain. In [35, 50], the
authors used the ideal structure when the dimension of the subalgebra ℬ is at least
3 in order to construct two ideals that are not comparable under containment. In
this way, they showed a weaker version of Corollary II.2.3, namely, that if dimℬ ≥ 3
then T (𝒜,ℬ) cannot be isomorphic to End(𝒞) for any 𝒞 a set or a vector space,
as appropriate, since ideals of the latter always form a chain. We show via a more
direct route that there cannot be such an isomorphism for any independence algebras
apart from the trivial cases. Nevertheless, we will give similar examples of ideals not
forming a chain to give the reader an idea on this particular behaviour.

Another way to study the semigroup T (𝒜,ℬ) is to use the fact that this semigroup
corresponds to the principal left ideal of End(𝒜) generated by any idempotent with
image the subalgebra ℬ. Such an approach has been taken by East [12], where
he investigated some aspects of the structure of principal one-sided ideals of a
semigroup. In particular, the subset of regular elements, Green’s relations, as well as
the idempotent-generated subsemigroup of principal one-sided ideals were exhibited.
Even though some of the proofs contained in this chapter can be seen as a special case
of the results of East, the context of independence algebras allows us to give explicit
constructions, and we also develop other properties which will be used throughout
Chapter III. From now on, 𝒜 will denote a general independence algebra, and ℬ a
non-empty subalgebra of 𝒜.

II.2 INITIAL COMPARISONS WITH THE ENDOMORPHISM
MONOID

As mentioned earlier, the semigroup T (𝒜,ℬ) is not a monoid, unless the subalgebra
ℬ has some specific conditions, as given by the following lemma:

Lemma II.2.1. The semigroup T (𝒜,ℬ) is a monoid if and only if ℬ = 𝒜, or ℬ
is a singleton.

Proof. Clearly if ℬ = 𝒜 then T (𝒜,ℬ) = End(𝒜), and if ℬ is a singleton, say {b},
then T (𝒜,ℬ) = {cb}, where cb is the constant map with value b. Moreover, both of
these are indeed monoids.
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Let us now assume that ℬ ⊊ 𝒜 and let b1, b2 ∈ B. Since 𝒜 is an independence
algebra and ℬ ≠ 𝒜, there exists an independent element a ∈ A \ B. Let X be a
basis of B and extend it to a basis X ⊔ {a} ⊔ Y of A, where Y is possibly empty.
We now define two maps α, β ∈ End(𝒜) as follows:

α =
xi a yj

xi b1 b1

 and β =
xi a yj

xi b2 b1

 .
Clearly both imα and im β lie in B, which means that α and β belong to T (𝒜,ℬ).
Suppose that T (𝒜,ℬ) is a monoid, and denote its identity by ε. Now let c ∈ B be
such that aε = c. Since ε is a left identity for α and α|B is the identity on B, we
need b1 = aα = aεα = cα = c. Similarly, ε is a left identity for β and thus we have
that b2 = aβ = aεβ = c. Therefore b1 = b2, which means that ℬ is a singleton as
these elements were taken arbitrarily. This shows that for any proper subalgebra
ℬ with at least two distinct elements, the semigroup T (𝒜,ℬ) does not contain a
two-sided identity, and thus is not a monoid.

Remark II.2.2. Notice that the proof shows a stronger result, namely that there is
no general left-identity in T (𝒜,ℬ) unless 𝒜 = ℬ or ℬ is a singleton.

This, together with the fact that the trivial monoid is the endomorphism monoid
of an independence algebra with a single element, directly gives us the following
result:

Corollary II.2.3. The semigroup T (𝒜,ℬ) is isomorphic to End(𝒞) for 𝒞 an
independence algebra if and only if ℬ = 𝒜, or ℬ is a singleton.

In spite of the fact that T (𝒜,ℬ) has exhibited a very basic difference from
End(𝒜), by virtue of not being a monoid, some results are inherited directly from
the structure of the independence algebra and are thus similar between these two
objects. We give here two results that emphasize this fact, and that will be used
later.

Notation II.2.4. Following our notation for elements of End(𝒜) in Section I.4.3, for

𝒜 = ⟨{xi} ⊔ {yj}⟩ when we say that α ∈ T (𝒜,ℬ) is defined by α =
(
xi yj
ci dj

)
, it

suffices to verify that {ci} , {dj} ⊆ B as then imα = ⟨ci, dj⟩ ⊆ B.

Lemma II.2.5. Let α, β ∈ T (𝒜,ℬ) be such that imα ∼= im β. Then there exist
γ, µ ∈ T (𝒜,ℬ) such that:

• im γ = im β and ker γ = kerα; and
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• imµ = imα and kerµ = ker β.

Proof. Since imα ∼= im β, there exists an isomorphism ϕ : Aα → Aβ. Define
γ, µ ∈ T (𝒜,ℬ) by γ = αϕ and µ = βϕ−1. Then, im γ = Aγ = (Aα)ϕ = Aβ = im β

and similarly imµ = imα. Additionally, since ϕ is injective, we get that for all
a, b ∈ A

(a, b) ∈ ker γ ⇐⇒ aαϕ = bαϕ ⇐⇒ aα = bα ⇐⇒ (a, b) ∈ kerα,

so that ker γ = kerα and using similar arguments we have that kerµ = ker β which
concludes the proof.

Lemma II.2.6. Let 𝒞 be a non-empty subalgebra of ℬ. Then there exists an
idempotent η ∈ T (𝒜,ℬ) such that im η = 𝒞.

Consequently, for all α ∈ T (𝒜,ℬ), there exists η = η2 ∈ T (𝒜,ℬ) such that
im η = imα and thus αη = α.

Proof. Let 𝒞 be a non-empty subalgebra of ℬ. Then 𝒞 is also a subalgebra of 𝒜
and it follows from Lemma I.4.24 that there exists an idempotent η ∈ T (𝒜,ℬ) such
that im η = C ⊆ B. Thus η ∈ T (𝒜,ℬ).

Let α ∈ T (𝒜,ℬ) and 𝒞 = imα. Then by taking η as above, we have that
im η = imα. Moreover, η|im η= id|im η by Lemma I.4.24 again, so that αη = α as
claimed.

II.3 REGULAR ELEMENTS

We have already mentioned in Proposition I.5.1 that the endomorphism monoid of
any independence algebra is regular. Thus, in the case where ℬ = 𝒜, it follows
that T (𝒜,ℬ) is regular. However, in general T (𝒜,ℬ) is not regular and we list
explicitly the cases where it is. Showing that all other cases do not give a regular
semigroup will be the purpose of Corollary II.3.3, and the remainder of this section
will be devoted to proving useful results on the presence of regular elements in our
semigroup.

Assume first that ⟨∅⟩ ≠ ∅ and take ℬ = ⟨∅⟩. Then T (𝒜,ℬ) is a left-zero
semigroup, and is thus regular. Indeed, since any endomorphism has to act as the
identity on ⟨∅⟩, it follows that for any α, β ∈ T (𝒜,ℬ) we have that imα = ⟨∅⟩ = ℬ
and since β|B= id|B, we obtain that αβ = α.
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Assume now that ⟨∅⟩ = ∅ and dimB = 1. We show that in this case T (𝒜,ℬ) is
also regular. In order to see this, we let {b} to be a basis of B which is then extended
to a basis {b} ⊔ {xi} of A. Since 𝒜 has no constants, by Lemma I.4.21 and I.4.23,
we know that the set of unary terms is a group, which we denote G. Moreover, since
the only subalgebra of ℬ is ℬ itself, we get that any element of B can be written
as g(b) for some g ∈ G. Let α ∈ T (𝒜,ℬ). Then, bα = gb(b) for some gb ∈ G, and
for all i ∈ I we also have xiα = gi(b) for some gi ∈ G. If we define β ∈ T (𝒜,ℬ) by
bβ = g−1

b (b) and xiβ = gi(b) for all i ∈ I, then we get that bβα = g−1
b (gb(b)) = b and

thus

xiαβα = gi(b)βα = gi(bβα) = gi(b) = xiα and
bαβα = gb(bβα) = gb(b) = bα,

so that αβα = α and therefore T (𝒜,ℬ) is regular.

Remark II.3.1. In the above case where ⟨∅⟩ = ∅ and dimB = 1, if our algebra 𝒜
is finite dimensional, say with rank n, we can also realise the semigroup T (𝒜,ℬ)
as a wreath product as follows. Taking G, b and X = {x2, . . . , xn} as before, we set
Y = {b} ⊔ X as a basis of A and we let c1 ∈ Tn be the constant map with image
the element 1, that is, kc1 = 1 for all k ∈ {1, . . . , n}. Define W = G ≀n {c1} to be the
semigroup on Gn × {c1}, where for any g1, . . . , gn, h1, . . . , hn ∈ G the multiplication
is given by

((g1, . . . , gn), c1) ((h1, . . . , hn), c1) = ((g1h1c1 , . . . , gnhnc1), c1)
= ((g1h1, . . . , gnh1), c1) .

Then the map ϕ : W → T (𝒜,ℬ) which sends the element ((g1, . . . , gn), c1) to the

map αg =
 b xi

g1(b) gi(b)

 ∈ T (𝒜,ℬ) is an isomorphism. To see that, write ḡ as a

shorthand for ((g1, . . . , gn), c1), and suppose that ḡϕ = h̄ϕ, that is αg = αh. This
means in particular that for any xi ∈ X, we have that gi(b) = xiαg = xiαh = hi(b),
and similarly, g1(b) = bαg = bαh = h1(b). Since these unary terms are equal on
the independent set {b}, they must be equal everywhere by Remark I.4.29. Thus
gy = hy, which shows that ḡ = h̄ and therefore ϕ is injective. It is obvious that ϕ is
also surjective, and thus it is a bijection. Additionally, for any xi ∈ X we have that
xi(ḡϕh̄ϕ) = xiαgαh = gi(b)αh = gih1(b) = xi(ḡh̄)ϕ, and similarly b(ḡϕh̄ϕ) = b(ḡh̄)ϕ
which shows that ϕ is a morphism, and thus it is an isomorphism of W onto T (𝒜,ℬ).
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We now want to show that unless we are in the cases above, the semigroup
T (𝒜,ℬ) is not regular. Notice first that if α ∈ T (𝒜,ℬ) is a regular element, then
there exists γ ∈ T (𝒜,ℬ) such that α = αγα and from this, we obtain that

Aα = (Aαγ)α ⊆ Bα.

Following [50], we define the set Q which will contain all regular elements by

Q = {α ∈ T (𝒜,ℬ) | Aα ⊆ Bα} .

It is clear that for any element α ∈ T (𝒜,ℬ), the condition Aα ⊆ Bα on the elements
of Q can be rewritten as Aα = Bα or as (A \ B)α ⊆ Bα, and these equivalent
conditions will be equally used to define an element of Q.

We can now show that the regular elements of T (𝒜,ℬ) are exactly those of the
set Q defined above.

Proposition II.3.2. The set Q consists of all the regular elements of T (𝒜,ℬ), and
is a right ideal of T (𝒜,ℬ).

Proof. As per the initial remark above, any regular element of T (𝒜,ℬ) lies in Q.
Moreover, for any α ∈ Q and β ∈ T (𝒜,ℬ) we have that

A(αβ) = (Aα)β ⊆ (Bα)β = B(αβ),

and thus αβ ∈ Q and Q is a right ideal.
Let us now show that any element of Q is regular. Let α ∈ Q and write

Bα = ⟨{biα}⟩, so that {bi} ⊆ B is a preimage basis of α. We also take an element
c ∈ ⟨{bi}⟩, which exists as ℬ is non-empty. Since imα = Aα ⊆ Bα, then for any
a ∈ A there exists a term t such that aα = t

(
biα

)
= t

(
bi
)
α. If we let A = ⟨{bi}⊔{xj}⟩

and we define uj = xjα = tj
(
biα

)
, then we have that the map α can be written as

α =
 bi xj

biα uj

 .
Additionally, let {aj} ⊆ A be such that A = ⟨{biα} ⊔ {aj}⟩, and define γ ∈ T (𝒜,ℬ)
by:

γ =
biα aj

bi c

 ,
where c ∈ B is arbitrary. Then γ ∈ Q and we can see that α = αγα since biαγα = biα

and xjαγα = tj
(
biα

)
γα = xjα, which finishes the proof that any element in Q is

regular.
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For ease of use, the set of non-regular maps, that is, the set T (𝒜,ℬ) \Q will be
denoted by Qc. We can now prove under which condition the semigroup T (𝒜,ℬ) is
not regular, that is, when T (𝒜,ℬ) \Q ̸= ∅.

Corollary II.3.3. For ℬ ̸= 𝒜, the semigroup T (𝒜,ℬ) is not regular if and only if
one of the following happen:

• dimB ≥ 2; or

• dimB = 1 and ⟨∅⟩ ≠ ∅.

Proof. If either dimB = 1 and ⟨∅⟩ = ∅, or B = ⟨∅⟩ ̸= ∅, then we have shown that
T (𝒜,ℬ) is regular at the beginning of Section II.3.

Now suppose that dimB ≥ 2 or that dimB = 1 and ⟨∅⟩ ≠ ∅. If dimB ≥ 2, then
there exists an independent set {b1, b2} ⊆ B. On the other hand, if dimB = 1 and
⟨∅⟩ ≠ ∅, then there exists an independent element b1 ∈ B, and a constant b2 ∈ B. In
both cases, we have two elements b1, b2 ∈ B such that b1 /∈ ⟨b2⟩. Now let B = ⟨{xj}⟩,
A = ⟨{xj} ⊔ {yi}⟩ and define α ∈ T (𝒜,ℬ) by

α =
xj yi
b2 b1

 .
Then we have that Bα = ⟨b2⟩ ⊊ ⟨b1, b2⟩ = Aα and thus α is not in Q.

If the semigroup T (𝒜,ℬ) is regular, then we automatically obtain most of its
structure such as Green’s relations and the ideals from the study of End(𝒜). For
the remainder of this chapter, we will concentrate on the study of T (𝒜,ℬ) in the
cases when it is not regular, that is, we will assume throughout this chapter that
ℬ ̸= 𝒜 and that either dimB ≥ 2 or we have dimB = 1 with ⟨∅⟩ ≠ ∅.

We would like to avoid having to distinguish these two cases in the proofs, so we
give a useful tool in the following lemma. Recall from Section I.4 that we denote
by e the minimal rank of a subalgebra of 𝒜, which also corresponds to the minimal
rank of maps in T (𝒜,ℬ).

Lemma II.3.4. There exist two distinct elements b1 and b2 in B such that b1 /∈ ⟨b2⟩.
Let α ∈ T (𝒜,ℬ). If rk(α) > e, then there exist {a1, a2} ⊆ A such that a1 /∈ ⟨a2⟩

and a1α /∈ ⟨a2α⟩.

Proof. All the algebras we are considering have either dimB ≥ 2, or dimB = 1 and
⟨∅⟩ ̸= ∅. Thus the same argument as in the proof of the Corollary II.3.3 works, and
we find two elements b1, b2 ∈ B such that b1 /∈ ⟨b2⟩.
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Now let α ∈ T (𝒜,ℬ) be such that rk(α) > e. If rk(α) ≥ 2, then α has a
pre-image basis of size at least two, that is, there exist a1, a2 ∈ A such that {a1, a2}
is part of a pre-image basis of α. But then, by definition of pre-image basis, we
have that a1 /∈ ⟨a2⟩ and a1α /∈ ⟨a2α⟩. If rk(α) = 1, this means that e = 0, and thus
⟨∅⟩ ≠ ∅. Then, by taking {a1} to be a pre-image basis of α and a2 ∈ ⟨∅⟩, we get that
a1 /∈ ⟨∅⟩ = ⟨b2⟩ and a1α /∈ ⟨∅⟩ = ⟨b2α⟩.

In view of Lemma II.3.4, we can treat in a similar way algebras of a given rank
that contain constants with algebras of a rank one higher that do not have them.

Remark II.3.5. A few notes on the structure of Q worth mentioning are the following:
• Q is always non-empty: let B = ⟨{bi}⟩ and A = ⟨{bi} ⊔ {aj}⟩, then the map

α =
bi aj
bi b1

 is an idempotent and is clearly in Q.

• Q is not a left ideal: let b1, b2 ∈ B such that b1 /∈ ⟨b2⟩ and define the algebras
C = ⟨b1, b2⟩, B = C ⊔ ⟨{yj}⟩, and A = B ⊔ ⟨{xi}⟩ together with the following
maps:

α =
b1 b2 yj xi

b2 b2 b2 b1

 and β =
b1 b2 yj xi

b1 b2 b1 b1

 .
Then it follows that α /∈ Q and β ∈ Q are such that αβ = α /∈ Q.

• Any map in Q has a preimage basis in B: for α ∈ Q we have imα = Aα = Bα,
so there exist {bi} ⊆ B such that imα = ⟨{biα}⟩, and then {bi} is a preimage
basis for α. Consequently, the elements a1 and a2 in Lemma II.3.4 can be
assumed to be in B directly. From now on, these two facts will be used without
explicit mention.

Since regular maps will be of the utmost importance in the description of Green’s
relations in T (𝒜,ℬ), some lemmas are given here for later use. The first one gives
us a necessary and sufficient condition on when the product of two maps lies in Q.

Lemma II.3.6. For α, β ∈ T (𝒜,ℬ) we have that αβ ∈ Q if and only if for all
x ∈ A, there exists an element y ∈ B such that (xα, yα) ∈ ker β ∩ (B ×B).

Proof. Suppose first that αβ ∈ Q. From the remarks above, there exists a preimage
basis of αβ in B, say {bi}. Therefore, for any x ∈ A, we have that xαβ ∈ ⟨{biαβ}⟩
and thus there exists a term t such that xαβ = t(biαβ) = t(bi)αβ. Since t(bi) ∈ B

and
(
xα, t(bi)α

)
∈ ker β ∩ (B ×B), the first direction is proved.
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For the converse, we have that Aαβ = {xα | x ∈ A} β. However, each element
of the set {xα | x ∈ A} lies in B and is ker β-related to some element yα in Bα by
assumption. Thus Aαβ = {yα | y ∈ B} β = Bαβ which gives us that αβ ∈ Q.

The next lemma shows that we can always create a map α′ in Q from a non-
regular map α with the same image, and that the converse is also true given that
the rank of α is not minimal.

Lemma II.3.7. For any map α ∈ Qc, there exists a map α′ ∈ Q such that
imα′ = imα. Similarly, for any map β ∈ Q such that rk(β) > e, there exists
β′ ∈ Qc such that im β′ = im β.

Proof. Let us assume first that α ∈ Qc. Then Bα = ⟨{biα}⟩ (with I possibly empty)
and we extend this to a basis {biα} ⊔ {ajα} of imα ≠ Bα, so that J ̸= ∅. Since
dimB ≥ |I| + |J |, we can write B = ⟨{ci} ⊔ {xj} ⊔ {yk}⟩ where the set K is possibly
empty. Finally letting A = B ⊔ ⟨{zs}⟩ and defining α′ as the following:

α′ =
 ci xj yk zs

biα ajα ykα zsα

 ,
we have that

Aα′ ⊆ imα = ⟨{biα} ⊔ {ajα}⟩ = ⟨{ci} ⊔ {xj}⟩α′ ⊆ Bα′,

and thus α′ ∈ Q with imα′ = imα.
For the second part of the lemma, assume that β ∈ Q is such that rk(β) > e.

Then, im β = Bβ and there exist two elements b1, b2 ∈ B such that b1β /∈ ⟨b2β⟩
together with a set {xj} ⊆ B such that Aβ = Bβ = ⟨b1β, b2β⟩ ⊔ ⟨{xjβ}⟩. Write
B = ⟨b1, b2⟩ ⊔ ⟨{xj}⟩ ⊔ ⟨{yk}⟩, A = B ⊔ ⟨{ai}⟩ and define

β′ =
{b1, b2} xj yk ai

b2β xjβ b2β b1β

 .
Then Aβ′ = ⟨b1β, b2β⟩ ⊔ ⟨{xjβ}⟩ and Bβ′ = ⟨b2β⟩ ⊔ ⟨{xjβ}⟩ = (B \ {b1})β. Hence
b1β /∈ Bβ′ which gives us that Aβ′ ≠ Bβ′. Therefore β′ /∈ Q, and we also have that
im β′ = im β as required.

When we consider a non-regular map α, even though the equation Aα = Bα

is not satisfied, we can nonetheless have that Aα ∼= Bα, which happens precisely
when Aα and Bα have the same rank as given in Lemma I.4.34. As an example,
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consider A = ⟨{xi}⟩, B = ⟨{xi} \ {x1}⟩ where I = N, and define α ∈ T (𝒜,ℬ) by
xkα = xk+1. Then clearly x2 ∈ Aα \ Bα, so that α /∈ Q, but we nevertheless have
that rk(α) = dimB = ℵ0 = dim(Bα). This peculiar behaviour of non-regular maps
can however only happen if α has infinite rank. This is made clear in the following
lemma.

Lemma II.3.8. Let α ∈ T (𝒜,ℬ) be such that Aα ∼= Bα. Then either α ∈ Q, or
rk(α) ≥ ℵ0. Consequently, rk(α) = dim(Bα) implies α ∈ Q only if rk(α) is finite.

Proof. If Aα ∼= Bα, then rank (Aα) = rank (Bα) = κ. Since Bα ⊆ Aα, if κ is finite
then we must have Bα = Aα and thus α ∈ Q.

The contrapositive statement immediately gives us the following:

Corollary II.3.9. If α /∈ Q has finite rank, then

rk(α|B) = dim(Bα) < dim(Aα) = rk(α).

Another important property of regular maps is that they are the only ones that
have left identities, which will be a useful consideration in the coming study of the
semigroup T (𝒜,ℬ). This is formally given by the following lemma.

Lemma II.3.10. Let α ∈ T (𝒜,ℬ). Then the following are equivalent:
1) α is regular;

2) α = ηα for some idempotent η ∈ T (𝒜,ℬ) with rk(η) = rk(α); and

3) α = γα for some γ ∈ T (𝒜,ℬ).

Proof. 1 ⇒ 2: Since α is regular, then α = αβα for some β ∈ T (𝒜,ℬ) and taking
η = αβ gives the desired result.
2 ⇒ 3: Putting γ = η gives the result immediately.
3 ⇒ 1: If α = γα, then Aα = (Aγ)α ⊆ Bα and thus α ∈ Q.

Remark II.3.11. Given a regular map α ∈ T (𝒜,ℬ), one can easily construct an
idempotent left identity for α. Indeed, let {biα}, {bi} ⊔ {xj} and {bi} ⊔ {xj} ⊔ {ak}
be bases for imα, B and A respectively. With this notation, we can write α as

α =
 bi xj ak

biα uj
(
biα

)
vk
(
biα

) ,
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for some terms uj and vk. Define η ∈ T (𝒜,ℬ) by

η =
bi xj ak

bi uj
(
bi
)
vk
(
bi
) .

Then, we have that η is an idempotent such that ηα = α and im η = ⟨{bi}⟩ so that
rk(η) = |I| = rk(α). Notice that we have constructed η in such a way that we also
have that kerα = ker η.

II.4 GREEN’S RELATIONS

In order to better understand the structure of T (𝒜,ℬ), as for any semigroup, we
start by looking at Green’s relations. There are three relevant semigroups in question
here: End(𝒜), T (𝒜,ℬ) and Q. To avoid confusion, where the relation is on End(𝒜)
or Q, we use a subscript (we consider T (𝒜,ℬ) as our base case and so do not
use a subscript here). For example, ℛA, ℛ and ℛQ denote Green’s relation ℛ on
End(𝒜), T (𝒜,ℬ) and Q respectively. Recall from Proposition I.5.6 that Green’s
relations are given on End(𝒜) by: αℛA β if and only if kerα = ker β, αℒA β if and
only if imα = im β, and α𝒟A β if and only if rk(α) = rk(β). Since Q is a regular
subsemigroup of End(𝒜), we directly have the following:

Lemma II.4.1. In Q, we have that ℛQ = ℛA ∩(Q×Q), ℒQ = ℒA ∩(Q×Q) and
thus also 𝒟Q = 𝒟A ∩(Q×Q).

The description of Green’s relations in the semigroup T (𝒜,ℬ) is however slightly
different. This will be the purpose of the remainder of this section. We thus extend
the results of Sullivan, Sanwong and Sommanee [47, 50], using similar techniques to
theirs.

We start by showing that ℛ = ℛA ∩(T (𝒜,ℬ) × T (𝒜,ℬ)).

Proposition II.4.2. Let α, β ∈ T (𝒜,ℬ). Then α = βµ for some µ ∈ T (𝒜,ℬ) if
and only if ker β ⊆ kerα.

Consequently, αℛ β in T (𝒜,ℬ) if and only if kerα = ker β.

Proof. Clearly if α = βµ then ker β ⊆ kerα. Now suppose that ker β ⊆ kerα, and
let Aβ = ⟨{aiβ}⟩. We also let A = ⟨{aiβ} ⊔ {xj}⟩ and define γ ∈ T (𝒜,ℬ) by:

γ =
aiβ xj

aiα xjβ

 .
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By definition of {aiβ}, for any z ∈ A, there exists a term t such that zβ = t(aiβ) =
t(ai)β which shows that (z, t(ai)) ∈ ker β ⊆ kerα, and thus

zβγ = t
(
aiβ

)
γ = t

(
(aiβ)γ

)
= t (aiα) = t(ai)α = zα.

Therefore we have that α = βγ.
It follows that kerα = ker β if and only if α = βµ and β = αµ′ for some

µ, µ′ ∈ T (𝒜,ℬ)1 if and only if αℛ β.

Remark II.4.3. Notice that regular maps can only be ℛ-related to other regular
maps since ℛ ⊆ 𝒟 and in any semigroup either all elements in a 𝒟-class are regular,
or none of them are. Thus, if α, β ∈ T (𝒜,ℬ) are such that kerα = ker β, then
either α, β ∈ Q, or α, β ∈ Qc.

The relation ℒ, however, does not behave exactly as in End(𝒜) and is more
restrictive on the non-regular part of T (𝒜,ℬ).

Proposition II.4.4. If α ∈ T (𝒜,ℬ) and β ∈ Q, then α = λβ for some λ ∈ T (𝒜,ℬ)
if and only if imα ⊆ im β.

Consequently, αℒβ in T (𝒜,ℬ) if and only if one of the following happen:
• α = β; or

• α, β ∈ Q and imα = im β.

Proof. Let α ∈ T (𝒜,ℬ) and β ∈ Q. Clearly if α = λβ, then imα ⊆ im β.
Conversely, let us assume that imα ⊆ im β and write Aα = ⟨{aiα}⟩. Since β ∈ Q,
we have that imα ⊆ Bβ and thus {aiα} is an independent set in Bβ. This means
that we can rewrite each element of this set as some fiβ where fi ∈ B, that is,
we have a set {fi} ⊆ B such that aiα = fiβ for all i ∈ I and the set {fiβ} is
independent. We now take {fj} ⊆ B such that Aβ = Bβ = ⟨{fiβ} ⊔ {fjβ}⟩ so that
{fi} ⊔ {fj} ⊆ B is independent, and we let {xk} and {yℓ} be subsets of A such that
A = ⟨{ai} ⊔ {xk}⟩ and A = ⟨{fi} ⊔ {fj} ⊔ {yℓ}⟩. With this notation, we can write
the maps α and β as follows:

α =
 ai xk

aiα tk(aiα)

 and β =
 fi fj yℓ

fiβ fjβ yℓβ

 .
where each tk is a term of our algebra. If we define a map λ ∈ T (𝒜,ℬ) by

λ =
ai xk

fi tk(fi)

 ,
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we get that aiλβ = fiβ = aiα and xkλβ = tk(fi)β = tk(fiβ) = tk(aiα) = xkα. Thus
α = λβ, which concludes the first statement of the proposition.

Now, let us assume that αℒβ in T (𝒜,ℬ). Then, there exist λ, λ′ ∈ T (𝒜,ℬ)1

such that α = λβ and β = λ′α. If λ = 1 or λ′ = 1 then we have that α = β.
Otherwise, we have that

α = λλ′α and β = λ′λβ,

from which we get that α and β are regular elements using Lemma II.3.10. From the
first part of the proposition we also have that imα ⊆ im β and im β ⊆ imα, hence
the equality. The converse follows directly from the description of ℒQ given above
whenever α ̸= β.

From ℛ and ℒ we immediately get the characterisation of the ℋ relation as:

Corollary II.4.5. Let α, β ∈ T (𝒜,ℬ). Then αℋ β if and only if one of the
following happen:

• α = β; or

• α, β ∈ Q with kerα = ker β and imα = im β.

We know that in End(𝒜) the relations 𝒟A and 𝒥A coincide. However, this
is not the case in T (𝒜,ℬ) and these relations are described in the following two
propositions.

Proposition II.4.6. If α, β ∈ T (𝒜,ℬ), then α𝒟 β in T (𝒜,ℬ) if and only if one
of the following happen:

• kerα = ker β; or

• α, β ∈ Q with rk(α) = rk(β).

Proof. Assume that α𝒟 β. Then there exists γ ∈ T (𝒜,ℬ) such that αℛ γℒβ.
By Propositions II.4.2 and II.4.4 we have that kerα = ker γ, and either γ = β or
γ and β are both regular with im γ = im β. In the case where γ = β we obtain
that kerα = ker γ = ker β, as required. Assume now that we are in the case where
γ, β ∈ Q and im γ = im β. Then, by Remark II.4.3, α is also in Q since αℛ γ, and
we also get that

rk(β) = rk(γ) = dim(A/ ker γ) = dim(A/ kerα) = rk(α).
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Conversely, if kerα = ker β, then αℛ β and thus α𝒟 β. Otherwise, assume
that rk(α) = rk(β) and α, β ∈ Q. Therefore, by Lemmas I.4.34 and II.2.5 we have
that imα ∼= im β and then there exists γ ∈ T (𝒜,ℬ) such that im γ = im β, and
ker γ = kerα. Furthermore, since α ∈ Q, we get that γ ∈ Q by Remark II.4.3, which
finishes showing that αℛ γℒβ for some γ ∈ T (𝒜,ℬ), and therefore α𝒟 β.

Proposition II.4.7. Let α, β ∈ T (𝒜,ℬ). Then α = λβµ for some λ ∈ T (𝒜,ℬ)
and µ ∈ T (𝒜,ℬ)1 if and only if rk(α) ≤ dim(Bβ). Consequently, α𝒥 β in T (𝒜,ℬ)
if and only if one of the following happens:

• kerα = ker β, or

• rk(α) = dim(Bα) = dim(Bβ) = rk(β).

Proof. Let us assume first that α = λβµ for some λ ∈ T (𝒜,ℬ) and µ ∈ T (𝒜,ℬ)1.
Then Aα = (Aλ)βµ ⊆ (Bβ)µ, from which we get that

rk(α) = dim(Aα) ≤ dim ((Bβ)µ) ≤ dim(Bβ).

Conversely, suppose that rk(α) ≤ dim(Bβ). If rk(α) = 0, then α is a left zero of
T (𝒜,ℬ) and thus α = αβ, giving us the result with λ = α and µ = 1. Otherwise,
suppose that rk(α) ≥ 1 and write Aα = ⟨{xiα}⟩. Since rk(α) ≤ dim(Bβ), there
exists an independent set {bi} ⊆ B such that Aβ = ⟨{biβ} ⊔ {ykβ}⟩. Thus we can
write A = ⟨{xi}⊔{x′

j}⟩ = ⟨{bi}⊔{yk}⊔{wℓ}⟩ and the maps α and β may be defined
by

α =
 xi x′

j

xiα uj(xiα)

 and β =
 bi yk wℓ

biβ ykβ vℓ(biβ, ykβ)

 ,
for some terms uj and vℓ. Extend {biβ} into a basis of A via {zm} and define λ and
µ in T (𝒜,ℬ) by the following:

λ =
xi x′

j

bi uj(bi)

 and µ =
biβ zm

xiα x1α

 .
Then it can be easily seen that xiλβµ = xiα and x′

jλβµ = uj(xiα) = x′
jα, which

shows that λβµ = α.
In order to prove the second part of the proposition, let us first assume that

α𝒥 β, that is, there exist λ, µ, λ′, µ′ ∈ T (𝒜,ℬ)1 such that α = λβµ and β = λ′αµ′.
If λ = λ′ = 1, then we have that αℛ β and thus Proposition II.4.2 gives us that
kerα = ker β. If we have that only one of λ and λ′ is 1, we show that we can find
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γ, γ′ ∈ T (𝒜,ℬ) and δ, δ′ ∈ T (𝒜,ℬ)1 such that α = γβδ and β = γ′αδ′. Indeed,
assuming without loss of generality that λ = 1 ̸= λ′, we get that

α = βµ = λ′αµ′µ = λ′β(µµ′µ)

and the equations above are satisfied by taking γ = γ′ = λ′, δ = µµ′µ and δ′ = µ′.
By the previous part of the proposition we therefore have that rk(α) ≤ dim(Bβ)
and rk(β) ≤ dim(Bα). From this, we get that:

dim(Aα) = rk(α) ≤ dim(Bβ) ≤ dim(Aβ) = rk(β) ≤ dim(Bα) ≤ dim(Aα),

thus forcing the required equalities.
Conversely, assume that kerα = ker β. Then αℛ β by Proposition II.4.2 and thus

α𝒥 β since ℛ ⊆ 𝒥. On the other hand, if rk(α) = dim(Bβ) = dim(Bα) = rk(β),
then we use the first part of the proof in order to obtain the desired result.

Remark II.4.8. In the proof of Proposition II.4.7 given above, notice that the maps
λ and µ are constructed in such a way that µ ∈ Q, and whenever {xi} ⊆ B we also
have λ ∈ Q.

From Lemma II.3.8, we know that the condition rk(α) = dim(Bα) is equivalent
to α ∈ Q only if α has finite rank, which means that 𝒟 = 𝒥 whenever ℬ is
finite dimensional. On the other hand, if ℬ is infinite dimensional, then there
exist non-regular maps of infinite rank that are 𝒥-related to regular maps of the
same rank. Indeed, assume that A = ⟨{xi}⟩ with I = N, B = ⟨{xi≥2}⟩ and define

α =
(

{x1, x2} xi≥3
x2 xi

)
and β =

(
xi
xi+1

)
. Then we have that α ∈ Q, β /∈ Q but

rk(α) = dim(Bα) = rk(β) = dim(Bβ) = ℵ0, which means that α𝒥 β. However, α is
not 𝒟-related to β by Proposition II.4.6, which shows that 𝒟 ⊊ 𝒥 in that case.

Nevertheless, on the regular subsemigroup Q the relations 𝒟 and 𝒥 coincide, as
is given by the following:

Lemma II.4.9. Let α, β ∈ Q. Then α = λβµ for some λ, µ ∈ Q if and only
if rk(α) ≤ rk(β). Consequently, α𝒥Q β if and only if rk(α) = rk(β), and thus
𝒥Q = 𝒟Q.

Proof. Clearly if α = λβµ then rk(α) ≤ rk(βµ) ≤ rk(β) by Lemma I.5.4. Conversely,
assume that rk(α) ≤ rk(β). Since both α and β lie in Q, we have that Aα = Bα and
rk(β) = dim(Aβ) = dim(Bβ). Thus we let Aα = ⟨{xiα}⟩ and Aβ = ⟨{biβ} ⊔ {ykβ}⟩
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where {xi} and {bi} ⊔ {yk} are preimage bases of α and β respectively, which are
both taken to be in B. We also write A = ⟨{xi} ⊔

{
x′
j

}
⟩ = ⟨{biβ} ⊔ {zm}⟩ and define

λ, µ ∈ T (𝒜,ℬ) by:

λ =
xi x′

j

bi uj(bi)

 and µ =
biβ zm

xiα x1α


where the terms uj are such that x′

jα = uj(xiα). Clearly λ and µ are in Q

since they have a preimage basis in B, and we also have xiλβµ = xiα and
x′
jλβµ = uj(xiα) = x′

jα, so that α = λβµ.
We know that 𝒟Q ⊆ 𝒥Q, so it suffices to prove the converse. Suppose that

α𝒥Q β. Then rk(α) = rk(β) by the first part, and by Proposition II.4.6 we know
that α and β are 𝒟-related in T (𝒜,ℬ), that is, there exists γ ∈ T (𝒜,ℬ) with
imα = im γ and ker γ = ker β. By Remark II.4.3 we then have γ ∈ Q since β is
regular, and thus α𝒟Q β, which finishes showing 𝒟Q = 𝒥Q.

II.5 IDEALS

In the same way that Section II.4 generalised the approach to Green’s relations
exhibited in the cases of vector spaces and sets, this section is generalising the
description of the ideals of T (𝒜,ℬ) using the same ideas developed by Sullivan
and Mendes-Gonçalves [35, 50]. Recall from Corollary I.5.7 that the ideals of the
endomorphism monoid of an independence algebra are precisely the sets of the
form {α ∈ End(𝒜) | rk(α) < k} for each k ≤ (dimA)+. However, in the context of
T (𝒜,ℬ), the ideals are not solely determined by ranks. Nevertheless, the ideals of
the subsemigroup Q are in one-to-one correspondence with the cardinals not greater
than (dimB)+.

Recall that e denotes the smallest rank of a non-empty subalgebra of 𝒜, or
equivalently, the smallest rank of a map in T (𝒜,ℬ).

Proposition II.5.1. The ideals of Q are precisely the sets

Qr = {α ∈ Q | rk(α) < r}

where e < r ≤ (dimB)+.
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Proof. Let us assume that I is an ideal of Q and denote by r the cardinal defined by

r = min
{
e < κ ≤ (dimB)+ | rk(β) < κ for all β ∈ I

}
.

We claim that I = Qr. By definition of r, we clearly have that I ⊆ Qr.
For the reverse inclusion, consider a map α ∈ Qr. If rk(β) < rk(α) for all β ∈ I,

this forces rk(α) ≥ r by minimality of r, contradicting the fact that α ∈ Qr. Thus,
there exists some β ∈ I with rk(α) ≤ rk(β). By Lemma II.4.9, it follows that there
exist λ, µ ∈ Q such that α = λβµ. This gives us that α ∈ I since I is an ideal and
thus Qr ⊆ I. Therefore I = Qr, completing the proof.

Following the usual definition in End(𝒜), we define the sets Tk for any k > e by

Tk = {α ∈ T (𝒜,ℬ) | rk(α) < k} .

These are easily seen to be ideals of T (𝒜,ℬ) using Lemma I.5.4. It is obvious that
for all k ≥ (dimB)+ we have that Tk = T(dimB)+ = T (𝒜,ℬ). Moreover, we have a
minimal ideal, as given by:

Lemma II.5.2. The ideal Te+ is the minimal ideal of T (𝒜,ℬ).

Proof. Clearly any element α of Te+ is regular using the converse of Corollary II.3.9
together with the fact that e ≤ dim(Bα) ≤ dim(Aα) = e.

Now let I be an ideal of T (𝒜,ℬ), β ∈ I and α ∈ Te+ . Then βα ∈ I ∩ Te+ , so
that we can assume that rk(β) = e in the first place. Then for all δ ∈ Te+ , we have
that rk(β) = rk(δ). Thus β𝒥Q δ by Lemma II.4.9, so that δ ∈ I since I is an ideal.
Hence Te+ ⊆ I, which shows that Te+ is the minimal ideal of T (𝒜,ℬ).

Following the footsteps of [35, 50], we define for any non-empty subset S of
T (𝒜,ℬ) the cardinal r(S) and the subset K(S) ⊆ T (𝒜,ℬ) as follows:

r(S) = min{κ ≤ (dimB)+ | dim(Bα) < κ, ∀α ∈ S},

and K(S) = {β ∈ T (𝒜,ℬ) | kerα ⊆ ker β, for some α ∈ S}.

Notice that S ⊆ K(S) and by Proposition II.4.2, we can also express K(S) as

K(S) = {β ∈ T (𝒜,ℬ) | β = αµ, for some α ∈ S and µ ∈ T (𝒜,ℬ)} .

From this, it is clear that if β ∈ K(S) and λ ∈ T (𝒜,ℬ), then we have that
βλ ∈ K(S) and thus K(S) is a right ideal, namely, K(S) = S T (𝒜,ℬ).
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We now want to show that any ideal of T (𝒜,ℬ) is of the form Tr(S) ∪K(S) or
Tr(S)+ ∪K(S) for some non-empty subset S ⊆ T (𝒜,ℬ), where we can see that

Tr(S) ∪K(S) = {β ∈ T (𝒜,ℬ) | rk(β) < r(S), or kerα ⊆ ker β for some α ∈ S} .

Since the union of two right ideals is again a right ideal, it follows that Tr(S) ∪K(S)
and Tr(S)+ ∪K(S) are right ideals of T (𝒜,ℬ). We first show that all the ideals of
the form Tk can be written as of one of these two forms.

Lemma II.5.3. For any cardinal e < k ≤ (dimB)+, we have that Tk = Tr(S) ∪K(S)
with S = Tk.

Proof. Let S = Tk. Then for each m < k, there exists a subalgebra 𝒞 ⊆ ℬ of rank
m and by Lemma II.2.6, we have an idempotent ηm ∈ T (𝒜,ℬ) with im ηm = C,
so that rk(η) = m. Thus ηm ∈ Tk, which shows that r(S) > m. Since this is true
for each m < k, we get that r(S) = k. Additionally, if β ∈ K(S), then β = αµ for
some α ∈ Tk and µ ∈ T (𝒜,ℬ). Since Tk is an ideal, we get that β ∈ Tk and thus
K(S) ⊆ Tk. Therefore Tk = Tr(S) ∪K(S) as claimed.

Before we can show that all ideals are of the form Tr(S) ∪K(S) or Tr(S)+ ∪K(S)
for non-empty S ⊆ T (𝒜,ℬ), we first need to show that such sets are indeed ideals.

Lemma II.5.4. For each non-empty subset S of T (𝒜,ℬ), the sets Tr(S) ∪ K(S)
and Tr(S)+ ∪K(S) are ideals of T (𝒜,ℬ).

Proof. Let ∅ ≠ S ⊆ T (𝒜,ℬ). As mentioned earlier, we have that Tr(S) is an ideal
and Tr(S) ∪ K(S) is a right ideal. Now let β ∈ K(S); then there exists α ∈ S and
µ ∈ T (𝒜,ℬ) such that β = αµ. For λ ∈ T (𝒜,ℬ), we then get

rk(λβ) = dim(Aλβ) ≤ dim(Bβ) = dim(Bαµ) ≤ dim(Bα) < r(S),

and therefore λβ ∈ Tr(S). Hence Tr(S) ∪K(S) and Tr(S)+ ∪K(S) are ideals.

In order to show the reverse statement, we need two small lemmas beforehand
which will become handy when choosing an adequate set S for each ideal of T (𝒜,ℬ).

Lemma II.5.5. If α ∈ Q and e ≤ s < rk(α), then there exists a map λ ∈ T (𝒜,ℬ)
such that λα /∈ Q and dim(Bλα) = s.
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Proof. Since α ∈ Q, then Aα = Bα = ⟨{biα}⟩ for some {bi} ⊆ B, and by letting
A = ⟨{bi} ⊔ {xj}⟩ the map α can be written as

α =
 bi xj

biα uj
(
biα

) ,
for some terms uj. Now take {b′

k} ⊔ {b1} ⊆ {bi} such that |K| = s (which is
possible by the assumption on the value of s), and take some z ∈ A \B such that
A = ⟨{b′

k} ⊔ {z} ⊔ {yℓ}⟩. Define λ ∈ T (𝒜,ℬ) by

λ =
b′

k z yℓ

b′
k b1 c

 ,
where c can be taken in ⟨∅⟩ whenever this is non-empty, and otherwise we can take
c to be any element in {b′

k} ≠ ∅ since s ≥ e = 1 in that case. Then we have

Bλα = ⟨{b′
kα}⟩ ≠ ⟨{b′

kα} ⊔ {b1α}⟩ = Aλα,

which gives that λα /∈ Q. Moreover, dim(Bλα) = |K| = s as required.

Lemma II.5.6. Let I ≠ Te+ be an ideal of T (𝒜,ℬ). Then there exists a map γ ∈ I

such that γ /∈ Q.

Proof. Let I ̸= Te+ be an ideal of T (𝒜,ℬ). Since Te+ ⊆ I by Lemma II.5.2, there
exists α ∈ I\Te+ . Then rk(α) > e and by Lemma II.3.4, there exist z1, z2 ∈ imα ⊆ B

such that z1 /∈ ⟨z2⟩. If we can find two elements satisfying this property such that
one of z1 and z2 does not lie in Bα, then we have that Aα ̸= Bα and thus α /∈ Q

and we can take γ = α.
On the other hand, assume that any two elements z1 and z2 satisfying the property

above lie in Bα. Let imα = ⟨{biα}⟩. If there exists a ∈ {bi} such that a ∈ A \ B,
then we have that aα /∈ ⟨{biα | bi ̸= a}⟩ ̸= ∅, which contradicts the assumption on
z1 and z2. Thus {bi} ⊆ B, which means that Aα ⊆ Bα and α ∈ Q. Since rk(α) > e,
invoking Lemma II.5.5 with s = e gives us the existence of a map λ ∈ T (𝒜,ℬ) such
that λα /∈ Q. Moreover, we also have that λα ∈ I because I is an ideal. Therefore
the map γ := λα satisfies the requirements of the lemma.

We can now finally give the characterisation of the ideals in T (𝒜,ℬ).

Theorem II.5.7. The ideals of T (𝒜,ℬ) are precisely the sets Tr(S) ∪ K(S) and
Tr(S)+ ∪K(S) where S is a non-empty subset of T (𝒜,ℬ).
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In particular, if I is an ideal of T (𝒜,ℬ) and S = I \Q, then
• I = Tr(S) ∪K(S) if rk(γ) < r(S) for all γ ∈ I ∩Q; or

• I = Tr(S)+ ∪K(S) otherwise.

Proof. From Lemma II.5.4, any set of the form Tr(S) ∪K(S) or Tr(S)+ ∪K(S) with
∅ ≠ S ⊆ T (𝒜,ℬ) is an ideal. Suppose now that I is an ideal of T (𝒜,ℬ). We show
that there is a non-empty set S such that I = Tr(S) ∪K(S) or I = Tr(S)+ ∪K(S).

If I is the minimal ideal of T (𝒜,ℬ), that is, if I = Te+ , then we set S = Te+ .
By Lemma II.5.3, we obtain that I = Tr(S) ∪K(S) as required.

From now on, let us assume that I ̸= Te+ . Then S = I \ Q is non-empty by
Lemma II.5.6, and by setting r = r(S), we show that I is equal to either Tr ∪K(S)
or Tr+ ∪K(S).

First, we have that Tr ∪K(S) ⊆ I. Indeed, if β ∈ K(S), then β = αµ for some
α ∈ S ⊆ I and µ ∈ T (𝒜,ℬ), and thus β ∈ I. On the other hand, let β ∈ Tr.
If rk(β) > dim(Bα) for all α ∈ I, then, in particular, rk(β) > dim(Bα) for all
α ∈ S, which contradicts the minimality of r since rk(β) < r. Therefore, there
exists α ∈ I such that rk(β) ≤ dim(Bα). By Proposition II.4.7, this means that
β = λαµ for some λ ∈ T (𝒜,ℬ), µ ∈ T (𝒜,ℬ)1 which shows that β ∈ I. Therefore
Tr ∪K(S) ⊆ I.

It is also clear that I \ Q = S ⊆ K(S) and that for any γ ∈ I ∩ Q such that
dim(Bγ) < r, we have that r > dim(Bγ) = rk(γ), so that γ ∈ Tr. We now need to
distinguish between the case where I = Tr ∪K(S) and I = Tr+ ∪K(S) by looking
at the possible values of dim(Bγ) for γ ∈ I ∩Q.

On one hand, if dim(Bγ) < r for all γ ∈ I∩Q then we have shown that I∩Q ⊆ Tr

and thus I = Tr ∪K(S) by combining all previous inclusions.
On the other hand, assume that there exists at least one β ∈ I ∩ Q such that

dim(Bβ) ≥ r and set κ = rk(β) = dim(Bβ). If κ > r, then using Lemma II.5.5
with s = r, we get that there exists λ ∈ T (𝒜,ℬ) such that dim(Bλβ) = r and
λβ /∈ Q. But then λβ ∈ I \ Q = S and this contradicts the definition of r = r(S).
Therefore we must have that κ = r from which we have that β ∈ Tr+ . This gives
us that I ∩Q ⊆ Tr+ and therefore I ⊆ Tr+ ∪K(S). In order to get an equality in
this last equation, we only need to show that Tr+ ⊆ I since we already know that
Tr ∪ K(S) ⊆ I. For this, consider γ ∈ Tr+ . Since in the current case there exists
a map β ∈ I with dim(Bβ) = r, we have that rk(γ) ≤ r = dim(Bβ). Then by
Proposition II.4.7, γ = λβµ for some λ ∈ T (𝒜,ℬ), µ ∈ T (𝒜,ℬ)1 which shows that
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γ ∈ I and gives us that Tr+ ⊆ I. Therefore, when there exists a map γ ∈ I ∩Q with
rk(γ) ≥ r, we have that I = Tr+ ∪K(S).

Remark II.5.8. Notice that for k > e+ and two distinct sets S and S ′, one can
have Tr(S) ∪ K(S) = Tr(S′) ∪ K(S ′). Similarly, for an ideal I, there might exist
sets S and S ′ such that I = Tr(S) ∪ K(S) and I = Tr(S′)+ ∪ K(S ′). Indeed, if we
take I = Tk, then we know that I = Tr(S) ∪ K(S) for S = Tk by Lemma II.5.3,
but we can also obtain I using Theorem II.5.7 with the set S ′ = I \ Q. More
precisely, if k is finite, then by Corollary II.3.9, we have that rk(α|B) < rk(α) < r

for all α ∈ S ′, so that r(S ′) ≤ k − 1. Now, Tk contains idempotents of rank k − 1
corresponding to each subalgebra of ℬ of rank k − 1. Thus we fall into the second
case of Theorem II.5.7 and we get that Tk = I = Tr(S′)+ ∪K(S ′). On the other hand,
if k is infinite, then we directly have that r(S ′) = k and that all elements of I are
such that dim(Bγ) ≤ rk(γ) < k. Thus the first case of Theorem II.5.7 gives us that
Tk = I = Tr(S′) ∪K(S ′) in this case.

We can now give examples of the construction of two ideals that are not compar-
able under inclusion, as long as we are not in the case where the algebra 𝒜 is a set
with 3 elements {x1, x2, x3} and its subalgebra ℬ has dimension exactly 2, that is,
B = {x1, x2}. In that specific case, T (𝒜,ℬ) is composed of 8 maps given by

α1 =
x1 x2 x3

x1 x1 x1

 , α2 =
x1 x2 x3

x2 x2 x2

 , γ1 =
x1 x2 x3

x1 x1 x2

 ,
γ2 =

x1 x2 x3

x2 x2 x1

 , δ1,k =
x1 x2 x3

x1 x2 xk

 , and δ2,k =
x1 x2 x3

x2 x1 xk

 ,
for k ∈ {1, 2}. It is easy to see that there are only three ideals, namely the sets
T2 = {α1, α2}, T2 ∪ {α ∈ Qc | rk(α) = 2} = {α1, α2, γ1, γ2} and T (𝒜,ℬ) itself, and
that these ideals form a chain.

Example II.5.9. Let us assume that there exist independent elements b1, b2 ∈ B, that
𝒜 does not have any constants and that B has codimension at least 2 in A. Let
B = ⟨{b1, b2}⊔{dj}⟩ and A = ⟨{b1, b2}⊔{dj}⊔{x1, x2}⊔{yk}⟩. Define the following
maps in T (𝒜,ℬ):

α =
x1 {bi, dj, x2, yk}
b1 b2

 and β =
x2 {bi, dj, x1, yk}
b1 b2

 .
From this we have that rk(α) = rk(β) = 2 with dim(Bα) = dim(Bβ) = 1 and
(x1, b1) ∈ ker β \ kerα while (x2, b1) ∈ kerα \ ker β, which shows that kerα and
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ker β are incomparable. Since r({α}) = r({β}) = 2, we let Iα = T2 ∪ K({α}) and
Iβ = T2 ∪ K({β}), which are both ideals from the previous theorem. Now it is
easy to see that α ∈ Iα \ Iβ and β ∈ Iβ \ Iα, which shows that these two ideals are
incomparable. Notice that if b2 is a constant in the above, the maps α and β are
still well-defined elements of T (𝒜,ℬ) and the conclusion still hold.

Similarly, if B = ⟨{b1, b2, b3} ⊔ {dj}⟩ and A = ⟨{b1, b2, b3} ⊔ {dj} ⊔ {x1} ⊔ {yk}⟩,
then we modify the maps above as follows:

α =
x1 b1 {b2, b3, dj, yk}
b1 b2 b3

 and β =
x1 b2 {b1, b3, dj, yk}
b1 b2 b3

 .
Then we have that rk(α) = rk(β) = 3 but dim(Bα) = dim(Bβ) = 2, while we
also get that (b2, b3) ∈ kerα \ ker β and (b1, b3) ∈ ker β \ kerα. Hence kerα and
ker β are incomparable and we have that r({α}) = r({β}) = 3. Then the ideals
Iα = T3 ∪ K({α}) and Iβ = T3 ∪ K({β}) are incomparable since α ∈ Iα \ Iβ and
β ∈ Iβ \ Iα, as required. Once again, setting b3 to be a constant with the same maps
still give the same result.



III

Extended Green’s relations on semigroups
of endomorphisms with restricted range

It was shown earlier in Corollary II.3.3 that the semigroup of endomorphisms with
restricted range is not regular in general, so it makes sense to look into its extended
Green’s relations. We thus restrict ourselves to the cases where this semigroup is not
regular. Hence, throughout this chapter, 𝒜 will denote an independence algebra, and
ℬ ⊊ 𝒜 has either dimension at least two, or has dimension one and a non-empty set
of constants. By Lemma II.3.4, this means in particular that there exist b1, b2 ∈ B

such that b1 /∈ ⟨b2⟩, and we will use this fact without further mention. As before, we
will also denote by Q the set of regular elements, and we write E = E(T (𝒜,ℬ)) for
the set of idempotents of T (𝒜,ℬ).

In this chapter we will describe all extended Green’s relations defined in Section I.3
on the semigroup T (𝒜,ℬ), starting with the relations ℒ∗, ℛ∗, ℒ̃ and ℛ̃ in
Section III.1. From this, we get that T (𝒜,ℬ) is a right abundant semigroup,
but is not left Fountain, and that the relation ℛ̃ is not a left congruence in general.
Moreover, the relations ℒ∗ and ℛ∗ do not commute in T (𝒜,ℬ), making the
description of their join much harder to compute. However, by looking at their
composition ℒ∗ ◦ℛ∗ in Section III.2, we fully characterise both 𝒟∗ = ℒ∗ ∨ℛ∗ and
𝒟 = ℒ̃∨ ℛ̃ in Section III.3 and show that 𝒥∗ = 𝒟∗ and 𝒥 = 𝒟.

Note. The results present in this chapter constitute the second part of the article
published in Semigroup Forum [24]. However, the long proofs have been reworked to
provide greater clarity and make them easier to follow.
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III.1 THE RELATIONS ℒ∗, ℒ̃, ℛ∗ AND ℛ̃

As a direct consequence of Lemma I.3.13, we have that the relations ℒQ, ℒ∗
Q, and

ℒ̃Q are equal (and similarly ℛQ = ℛ∗
Q = ℛ̃Q), but this is not true for T (𝒜,ℬ).

Indeed, the following propositions will show that on T (𝒜,ℬ) the extended Green’s
relations ℒ∗, ℛ∗, ℒ̃ and ℛ̃ differ from the relations ℒ and ℛ given in Propositions
II.4.4 and II.4.2.

We have seen in Lemma II.3.10 that in T (𝒜,ℬ), a map admits an idempotent
as a left identity if and only if it is regular. We give here an alternative equivalence
for a map to have an idempotent as a right identity.

Lemma III.1.1. Let α ∈ T (𝒜,ℬ) and η ∈ E. Then αη = α if and only if
imα ⊆ im η.

Proof. Let α ∈ T (𝒜,ℬ) and η ∈ E. If αη = α, then it is clear that imα ⊆ im η.
Conversely, assume that imα ⊆ im η. Since η is an idempotent, it follows that
η|im η= idim η by Lemma I.4.24. Hence, η|imα= idimα which shows that αη = α.

We can now give the description of ℒ∗ and ℒ̃, which happen to be the same for
T (𝒜,ℬ), as follows:

Proposition III.1.2. Let α, β ∈ T (𝒜,ℬ). Then α ℒ̃β if and only if imα = im β.
Consequently, ℒ∗ = ℒ̃ in T (𝒜,ℬ).

Proof. Assume first that α ℒ̃β. By Lemma II.2.6, there exist two idempotents
η, θ ∈ T (𝒜,ℬ) such that im η = imα, im θ = im β, so that αη = α and βθ = β.
Since α ℒ̃β, it follows that αθ = α and βη = β. Hence, by Lemma III.1.1 we have
that imα ⊆ im θ = im β and im β ⊆ im η = imα. Therefore imα = im β.

Conversely, suppose that imα = im β and let η be an idempotent such that
αη = α. Then, using Lemma III.1.1, we have that imα ⊆ im η so that im β ⊆ im η.
Therefore βη = β, and exchanging the role of α and β in this argument gives us that
for any idempotent θ, having βθ = β implies αθ = α. Thus α and β are ℒ̃-related.

To show that ℒ∗ = ℒ̃, notice that any two maps ℒ-related in End(𝒜) will be
ℒ∗-related in T (𝒜,ℬ) by Lemma I.3.3. Using Proposition I.5.6, we get the following
inclusions:

{(α, β) | imα = im β} ⊆ ℒ∗ ⊆ ℒ̃= {(α, β) | imα = im β},

which forces the equalities, and so ℒ∗ = ℒ̃.
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Whereas the description of ℒ∗ and ℒ̃ follows the description of ℒQ, the same
cannot be said for ℛ∗ and ℛ̃. Their explicit descriptions are given by Propositions
III.1.3 and III.1.4.

Proposition III.1.3. Let α, β ∈ T (𝒜,ℬ). Then αℛ∗ β if and only if one of the
following occurs:

1) kerα = ker β and α, β ∈ Q; or

2) kerα ∩ (B ×B) = ker β ∩ (B ×B) and α, β /∈ Q.

Proof. Let α ∈ Q and β ∈ T (𝒜,ℬ) and assume that αℛ∗ β. From Lemma II.3.10,
we know that there exists γ ∈ T (𝒜,ℬ) such that α = γα. Since αℛ∗ β we also
get that β = γβ, so that γ is a left-identity for β. Using Lemma II.3.10 again, this
forces β ∈ Q. This means in particular that regular maps can only be ℛ∗-related to
regular maps. Then, using Proposition II.4.2 together with the fact that ℛQ = ℛ∗

Q,
we get that two regular elements α and β are ℛ∗-related if and only if kerα = ker β.

We now consider the case where both α and β are non-regular elements. Notice
first that for any map α ∈ T (𝒜,ℬ), if γα = δα with γ ̸= δ = 1, we obtain that
Aα = Aγα ⊆ Bα and then α ∈ Q. For this reason, in what follows, either γ = δ = 1
or neither γ nor δ is equal to 1.

Let α, β ∈ Qc and assume that αℛ∗ β, that is, γα = δα if and only if γβ = δβ

for γ, δ ∈ T (𝒜,ℬ)1. In order to show that kerα ∩ (B × B) ⊆ ker β ∩ (B × B),
we construct for each pair of elements in the the kernel of α two specific maps
γ, δ ∈ T (𝒜,ℬ) satisfying the relation γα = δα. To this end, let B = ⟨{yk}⟩ and
A = ⟨{yk} ⊔ {u} ⊔ {xj}⟩. Then for any pair (b1, b2) ∈ kerα ∩ (B ×B) with b1 ̸= b2,
we define γ, δ ∈ T (𝒜,ℬ) by:

γ =
yk u xj

yk b1 y1

 and δ =
yk u xj

yk b2 y1

 .
It is clear that γα = δα, and since αℛ∗ β, it follows that γβ = δβ. Therefore
b1β = uγβ = uδβ = b2β and thus (b1, b2) ∈ ker β∩(B×B). Using the same argument
interchanging the roles of α and β, we deduce that kerα∩ (B×B) = ker β∩ (B×B).

Conversely, assume that kerα ∩ (B × B) = ker β ∩ (B × B) and that γα = δα

for some γ, δ ∈ T (𝒜,ℬ). Then for any a ∈ A we have aγα = aδα from which
(aγ, aδ) ∈ kerα. But since aγ, aδ ∈ B, it follows that (aγ, aδ) ∈ ker β. Therefore
aγβ = aδβ, and since this is true for any a ∈ A we get that γβ = δβ. By symmetry
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of the argument, we see that γα = δα if and only if γβ = δβ for any γ, δ ∈ T (𝒜,ℬ).
Since this equivalence also holds when γ = δ = 1 and using the note made earlier in
the proof, we conclude that αℛ∗ β as required.

Proposition III.1.4. Let α, β ∈ T (𝒜,ℬ). Then α ℛ̃ β if and only if one of the
following happens:

1) kerα = ker β and α, β ∈ Q; or

2) α, β ∈ Qc.

Proof. From Lemma II.3.10 we know that α = ηα for some η ∈ E if and only if
α is regular. It follows that regular maps can only be ℛ̃-related to regular maps.
Using this, the fact that ℛQ = ℛ̃Q, and Proposition II.4.2, the proposition follows
easily.

From the description of our extended Green’s relations, we can see that T (𝒜,ℬ)
is not abundant nor Fountain since no idempotent lies in the ℛ∗- or ℛ̃-class of
an element in Qc. However, using Lemma II.2.6, we can see that each ℒ∗-class of
T (𝒜,ℬ) contains an idempotent and thus T (𝒜,ℬ) is a right-abundant semigroup.

As noticed in Section I.3.1 the relations ℒ∗ and ℛ∗ are respectively right and
left congruences, and thus ℒ̃ is also a right congruence. However, ℛ̃ fails to be a
left congruence in T (𝒜,ℬ) as soon as dimB ≥ 3, as given by the following lemma.

Lemma III.1.5. If dimB ≥ 3, then there exist α, β, γ ∈ T (𝒜,ℬ) such α ℛ̃ β, but
γα�

�̃ℛγβ.
Consequently, ℛ̃ is not a congruence relation on T (𝒜,ℬ) if dimB ≥ 3.

Proof. Suppose that dimB ≥ 3 and write B = ⟨{ym}⊔{bi}⟩ and A = B⊔⟨{x}⊔{aj}⟩
where |M | = 3 and the sets {aj} and {bi} are possibly empty. Consider the following
maps:

α =
y1 {y2, y3, bi, aj} x

y3 y3 y1

 and β =
y1 {y2, y3, bi, aj} x

y2 y3 y1

 .
Since neither α nor β is regular, it follows that α ℛ̃ β. But we also have that

α2 =
{x, ym, aj, bi}

y3

 and αβ =
x {ym, aj, bi}
y2 y3

 ,
which shows that α2 ∈ Q while αβ /∈ Q and thus they cannot be ℛ̃-related.
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It is possible to determine exactly the conditions on the subalgebra ℬ under
which ℛ̃ becomes a left congruence, which we do in Lemma III.1.7. However, before
that, we give the following lemma hinting that one needs to look outside of ℛ∗-classes
to find examples where the congruence property fails.

Lemma III.1.6. Let α, β ∈ T (𝒜,ℬ) be such that kerα∩ (B×B) = ker β∩ (B×B).
Then ker γα = ker γβ and γα ℛ̃ γβ for all γ ∈ T (𝒜,ℬ).

Proof. Consider α, β ∈ T (𝒜,ℬ) such that kerα ∩ (B ×B) = ker β ∩ (B ×B). Let
γ ∈ T (𝒜,ℬ) and x, y ∈ A. Then:

(x, y) ∈ ker γα ⇐⇒ (xγ, yγ) ∈ kerα
⇐⇒ (xγ, yγ) ∈ ker β (since xγ and yγ are in B)
⇐⇒ (x, y) ∈ ker γβ,

so that ker γα = ker γβ. Additionally, Lemma II.3.6 tells us that γα ∈ Q if and only
if γβ ∈ Q. Thus either both of γα and γβ lie in Q and have the same kernel, or
neither of them is in Q. In both cases Proposition III.1.4 gives that γα and γβ are
ℛ̃-related, as required.

We can now give the exact characterisation of the subalgebras B that will permit
ℛ̃ to be a left congruence.

Lemma III.1.7. The equivalence ℛ̃ is a left congruence if and only if one of the
following occurs:

1) dimB = 2 and one-dimensional subalgebras are singletons; or

2) dimB = 1 and the constant subalgebra is a singleton.

Proof. First notice that since ℛ̃Q = ℛQ, it follows that ℛ̃ is a left congruence on
Q×Q. Thus ℛ̃ can only fail to be a left congruence if we use non-regular elements.
This will happen if we can find maps α, β ∈ Qc (which are then ℛ̃-related by
Proposition III.1.4) and a map γ ∈ T (𝒜,ℬ) such that γα and γβ are not ℛ̃-related.
This, in turn, will be the case either if only one of γα and γβ lie in Q, or if both
products are regular but have a different kernel.

With this in mind, let us assume that dimB = 2 and that one-dimensional
subalgebras are singletons and let α, β /∈ Q. Then Bα ⊊ Aα ⊆ B and similarly
for β so that rk(α|B) = rk(β|B) = 1. Also, since one-dimensional subalgebras are
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singletons, this forces Bα = {c} and Bβ = {c′} for some c, c′ ∈ B. This means in
particular that kerα ∩ (B × B) = ker β ∩ (B × B) = B × B. By Lemma III.1.6 it
follows that for any map γ ∈ T (𝒜,ℬ), we have that γα ℛ̃ γβ, and thus ℛ̃ is a left
congruence for such an algebra.

Similarly, if dimB = 1 and the constant subalgebra only consists of a single
element, say 0, then it is clear that for any map α /∈ Q, we have that Bα = {0}.
Therefore, the argument used above can be applied in a similar manner to give that
ℛ̃ is a left congruence in this case.

In order to show that outside of these cases ℛ̃ fails to be a left congruence,
we exhibit counterexamples. The first one was given in Lemma III.1.5 whenever
dimB ≥ 3, so we can focus on the cases where dimB ≤ 2.

So assume that dimB ≤ 2 and write B = ⟨b1, b2⟩, A = B⊔⟨{aj}⟩ where b1 /∈ ⟨b2⟩
and there exists a term g ∈ T 𝒜

1 with g(b2) ̸= b2. This means that either {b1, b2}
is an independent set, and thus we are in the case where B has dimension 2 and
subalgebras are not singletons (since ⟨{b2}⟩ contains at least two elements); or b2 is
a constant, and we are in the case where B has dimension 1 but contains at least
two constants (namely, b2 and g(b2)). We now define the following maps:

α =
aj b1 b2

b1 b2 b2

 , β =
aj b1 b2

b1 g(b2) b2

 , and γ =
aj b1 b2

b1 b1 b2

 .
Notice that since b2α = b2β = b2γ = b2, this maps are well-defined endomorphisms
even if b2 is a constant. Then, we have the following:

• α, β /∈ Q and thus α ℛ̃ β;

• γα =
aj b1 b2

b2 b2 b2

 and thus γα ∈ Q;

• γβ =
 aj b1 b2

g(b2) g(b2) b2

 and thus γβ ∈ Q;

• (b1, b2) ∈ ker γα, but (b1, b2) /∈ ker γβ.
Therefore we have that γα and γβ are not ℛ̃-related, whereas α and β are which
shows that ℛ̃ is not a left congruence in these two cases. This concludes the proof
since all cases have now been covered.

Before moving on to working with compositions of the relations ℒ∗ and ℛ∗, we
give a technical lemma that will allow us to compare kernels of maps by looking at
their definition on a basis.
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Lemma III.1.8. Let B = ⟨{bk} ⊔ {bi}⟩ and A = B ⊔ ⟨{aj}⟩. Suppose that the maps
γ, δ ∈ T (𝒜,ℬ) can be expressed as follows:

γ =
bk bi aj

fk ti
(
fk
)
gj

 and δ =
bk bi aj

xk ti(xk) yj

 ,
for some terms ti, where the sets {fk} and {xk} are respective bases of im (Bγ) and
im (Bδ). Then we have that ker γ ∩ (B ×B) = ker δ ∩ (B ×B).
Consequently, if γ, δ ∈ Qc we also obtain that γℛ∗ δ.

Proof. Let γ, δ ∈ T (𝒜,ℬ) be given as above and let (a, b) ∈ ker γ ∩ (B ×B). Then
there exist terms u and v such that a = u

(
bk, bi

)
and b = v

(
bk, bi

)
, which gives us

that
u
(
fk, ti

(
fk
))

= aγ = bγ = v
(
fk, ti

(
fk
))
.

Now we extend {fk} to a basis of A through {dm}, and we define η ∈ T (𝒜,ℬ) by

η =
fk dm

xk x1

 .
From this we get the following:

aδ = u
(
bk, bi

)
δ = u

(
xk, ti(xk)

)
= u

(
fkη, ti

(
fkη

))
= u

(
fk, ti

(
fk
))
η

= aγη = bγη

= v
(
fk, ti

(
fk
))
η = v

(
xk, ti(xk)

)
= bδ,

which means that (a, b) ∈ ker δ ∩ (B ×B). Hence ker γ ∩ (B ×B) ⊆ ker δ ∩ (B ×B).

The reverse inclusion works similarly by using the map θ =
xk em

fk f1

 ∈ T (𝒜,ℬ).

Therefore we have that ker γ ∩ (B × B) = ker δ ∩ (B × B). Moreover, if γ, δ ∈ Qc

then Proposition III.1.3 allows us to conclude that γℛ∗ δ.

III.2 WORKING ON THE COMPOSITION ℒ∗◦ℛ∗

As mentioned in Section I.3, the relations ℒ∗ and ℛ∗ do not commute in general,
as can be seen in the following example.
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Example III.2.1. Let A = ⟨{x1, x2, x3, x4, x5}⟩ and B = ⟨{x3, x4, x5}⟩. Define
α, β, γ ∈ T (𝒜,ℬ) by the following:

α =
x1 x2 x3 x4 x5

x3 x3 x3 x4 x5

 , β =
x1 x2 x3 x4 x5

x3 x3 x5 x5 x5

 ,
and γ =

x1 x2 x3 x4 x5

x3 x4 x5 x5 x5

 .
Then we clearly have that α ∈ Q, β /∈ Q, γ /∈ Q and these maps satisfy the relations
imα = im γ and ker β ∩ (B × B) = ker γ ∩ (B × B). From Propositions III.1.2
and III.1.3 we therefore have that αℒ∗◦ℛ∗ β through γ.

Now, in order to have αℛ∗◦ℒ∗ β, we need to find δ ∈ T (𝒜,ℬ) such that
im δ = im β = ⟨{x3, x5}⟩ and kerα = ker δ (since α ∈ Q). However, for any such δ

we would need
im δ ∼= A/ ker δ = A/ kerα ∼= imα,

giving that dim(im δ) = 3 which is impossible. Therefore, no such δ ∈ T (𝒜,ℬ) can
exist and ℒ∗ and ℛ∗ do not commute in T (𝒜,ℬ).

When replacing in the example above the relation ℛ∗ by ℛ̃, the same arguments
hold since γ, β /∈ Q implies that γ ℛ̃ β. Therefore, similarly to ℒ∗ and ℛ∗, we can
see that the relations ℒ̃ = ℒ∗ and ℛ̃ do not commute in T (𝒜,ℬ), exhibiting a
different behaviour from the usual Green’s relations.

Nevertheless, in the case of T (𝒜,ℬ) it is possible to give a precise characterisation
for 𝒟∗. We do this in Theorem III.3.1. Somewhat surprisingly, it depends on the
corank of the subalgebra ℬ inside 𝒜. In order to achieve this, we will look closely
into a single composition of the relations ℒ∗ and ℛ∗ to give an exact description in
Proposition III.2.6. We will then look at consequences of this result when considering
only maps of finite rank in Section III.2.2, or the opposite, when focusing on maps
having infinite rank in Section III.2.3.

III.2.1 A step towards 𝒟∗

Since we know that two maps are 𝒟-related in End(𝒜) if and only if they have the
same rank, one could ask if this is a sufficient condition to be 𝒟∗ related in T (𝒜,ℬ).
That is indeed the case as given by the following lemma.

Lemma III.2.2. Let α, β ∈ T (𝒜,ℬ) be such that rk(α) = rk(β). Then αℒ∗◦ℛ∗ β

and thus α𝒟∗ β.
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Proof. For any α, β ∈ T (𝒜,ℬ) with rk(α) = rk(β), Lemmas I.4.34 and II.2.5 give
us that there exists µ ∈ T (𝒜,ℬ) with imα = imµ and ker β = kerµ (so that also
ker β∩ (B×B) = kerµ∩ (B×B)). Thus αℒ∗ µ by Proposition III.1.2. Additionally,
since two maps with the same kernel are either both regular or both non-regular by
Remark II.4.3, using the appropriate case in Proposition III.1.3 gives that µℛ∗ β.
Therefore we have αℒ∗◦ℛ∗ β and α𝒟∗ β.

The full characterisation of 𝒟∗ requires us to also concentrate on the composition
ℒ∗◦ℛ∗. The next two lemmas give us sufficient conditions for two maps to be
ℒ∗◦ℛ∗-related.

Lemma III.2.3. Let α ∈ T (𝒜,ℬ). If a non-regular map β ∈ T (𝒜,ℬ) is such that
rk(β|B) ≥ ℵ0 and Bβ ∼= imα, then αℒ∗◦ℛ∗ β.

Proof. Assume that β /∈ Q is such that rk(β|B) ≥ ℵ0 and Bβ ∼= imα. We then
write Bβ = ⟨{bkβ}⟩, B = ⟨{bk} ⊔ {bi}⟩ and A = B ⊔ ⟨{aj}⟩. By the assumption
on the image of α, we also can write Aα = ⟨{xkα}⟩ for some {xk} ⊆ A. Since
|K| = rk(β|B) ≥ ℵ0, there exists a bijection ϕ between K and K ′ = K \ {1} and for
each k ∈ K, we set zk = xkϕα. We now define a map γ in T (𝒜,ℬ) by:

γ =
bk bi aj

zk ti(zk) x1α

 ,
where the terms ti are such that biβ = ti(bkβ). Then, we have that imα = ⟨{xkα}⟩ =
im γ ̸= ⟨{zk}⟩ = im (γ|B) and thus αℒ∗ γ with γ /∈ Q. Also, looking at the

expression for γ and noting that β =
 bk bi aj

bkβ ti
(
bkβ

)
ajβ

, we have that γℛ∗ β by

Lemma III.1.8. Therefore αℒ∗◦ℛ∗ β as expected.

Remark III.2.4. For any map γ ∈ T (𝒜,ℬ), we clearly have that rk(γ|B) ≤ rk(γ).
Moreover, by writing Bγ = ⟨{bkγ}⟩ and im γ = ⟨{bkγ} ⊔ {ajγ}⟩, we have that
|J | ≤ codimA B, and therefore rk(γ) ≤ rk(γ|B) + codimA B.

Lemma III.2.5. Let α ∈ T (𝒜,ℬ). If a non-regular map β ∈ T (𝒜,ℬ) satisfies the
inequality

rk(β|B) < rk(α) ≤ rk(β|B) + codimA B,

then αℒ∗◦ℛ∗ β.
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Proof. Let α and β be as in the statement. Using the same notation as in the
previous lemma, we write Bβ = ⟨{bkβ}⟩, B = ⟨{bk}⊔{bi}⟩ and A = B⊔⟨{aj}⟩. Since
rk(α) > rk(β|B), there exists a set L ̸= ∅ such that we also have Aα = ⟨{xkα}⊔{yℓα}⟩
for some {xk} , {yℓ} ⊆ A. By noticing that codimA B = |J |, we can now rewrite the
condition rk(β|B) < rk(α) ≤ rk(β|B) + codimA B in terms of the underlying sets as

|K| < |K ⊔ L| ≤ |K ⊔ J |.

Clearly, if dim(Bβ) = |K| is finite, then we obtain from this equation that |L| ≤ |J |.
Otherwise, |K| is infinite and we have that |K| < |K ⊔ L| = max {|K|, |L|}, so that
|L| > |K|. So |L| = |K ⊔L| ≤ |K ⊔ J | = |J |. Thus in both the finite and the infinite
dimensional cases, we have that |L| ≤ |J | and we can extract a subset J ′ ⊆ J such
that there exists a bijection ϕ : J ′ → L. From this, we define elements {zj} ⊆ B by
zj = yjϕα if j ∈ J ′ and zj = y1α (which necessarily exists) otherwise, which implies
that ⟨zj⟩ = ⟨{yℓα}⟩. Now we define a map γ ∈ T (𝒜,ℬ) as follows:

γ =
 bk bi aj

xkα ti(xkα) zj

 ,
where the terms ti are such that biβ = ti

(
bkβ

)
. Then we have that

im γ = ⟨{xkα} ⊔ {yℓα}⟩ = imα,

and thus αℒ∗ γ by Proposition III.1.2. We can also see that y1α ∈ im γ \ Bγ so
that γ /∈ Q, while γℛ∗ β by Lemma III.1.8. Therefore αℒ∗◦ℛ∗ β, which concludes
the proof.

We can now give the exact description of the relation ℒ∗◦ℛ∗.

Proposition III.2.6. Let α ∈ T (𝒜,ℬ). Then αℒ∗◦ℛ∗ β for some β ∈ T (𝒜,ℬ)
if and only if one of the following happens:

1) β ∈ Q and imα ∼= im β;

2) β /∈ Q and Bβ ∼= imα with rk(β|B) ≥ ℵ0;

3) β /∈ Q and rk(β|B) < rk(α) ≤ rk(β|B) + codimA B.

Exchanging the roles of α and β, we have the dual characterisation for when
αℛ∗◦ℒ∗ β.
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Proof. Let α ∈ T (𝒜,ℬ) and consider the three given conditions. The cases when
β /∈ Q are directly given by Lemmas III.2.3 and III.2.5, whereas when β ∈ Q and
imα ∼= im β we use Lemma III.2.2 to also obtain that αℒ∗◦ℛ∗ β.

To show the converse, assume that β ∈ T (𝒜,ℬ) is such that αℒ∗◦ℛ∗ β. Then
there exists γ ∈ T (𝒜,ℬ) such that αℒ∗ γ and γℛ∗ β. Therefore imα = im γ by
Proposition III.1.2, and Proposition III.1.3 tells us that either β, γ ∈ Q are such that
ker γ = ker β, or β, γ /∈ Q and ker γ ∩ (B × B) = ker β ∩ (B × B). If β ∈ Q (and
hence also γ ∈ Q), then we have that

imα = im γ ∼= A/ ker γ = A/ ker β ∼= im β,

which gives us the first case.
We now assume that β, γ /∈ Q. Thus

im β|B∼= B/ (ker β ∩ (B ×B)) = B/ (ker γ ∩ (B ×B)) ∼= im γ|B,

so that rk(β|B) = rk(γ|B). If rk(γ) = rk(γ|B), then rk(γ) ≥ ℵ0 by Lemma II.3.8
and from rk(β|B) = rk(γ) = rk(α) we get that Bβ ∼= imα which corresponds to the
second case. Otherwise, rk(γ|B) < rk(γ) and then, setting Z to be a basis extension
of B in A, we have that

rk(β|B) = rk(γ|B) < rk(α) = rk(γ) = dim(Aγ) ≤ dim(Bγ) + dim(Zγ)
≤ rk(γ|B) + dimZ = rk(β|B) + codimA B,

giving us the remaining case.

Remark III.2.7. Notice that if β ∈ Qc is such that rk(β|B) ≥ max {ℵ0, codimA B},
then the third case in Proposition III.2.6 cannot happen. For, in this situation, we
obtain that rk(β|B) + codimA B = rk(β|B). Using the inequalities of Remark III.2.4,
this also means that rk(β) = rk(β|B).

As a direct corollary from this proposition we get that two maps cannot be
ℒ∗◦ℛ∗-related if their ranks are more than codimA B apart. This also shows how
important the codimension of ℬ is in order to characterise 𝒟∗.

Corollary III.2.8. Let α, β ∈ T (𝒜,ℬ). If αℒ∗◦ℛ∗ β, then

rk(α) ≤ rk(β) + codimA B and rk(β) ≤ rk(α) + codimA B.

Consequently, if α𝒟∗ β, then for some natural number n, we have that

rk(α) ≤ rk(β) + n · codimA B and rk(β) ≤ rk(α) + n · codimA B.
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Proof. Let α, β ∈ T (𝒜,ℬ) be such that αℒ∗◦ℛ∗ β, and consider the different cases
of Proposition III.2.6:

1) if β ∈ Q and imα ∼= im β, then rk(α) = rk(β);

2) if β /∈ Q and Bβ ∼= imα, then we get rk(α) = rk(β|B) ≤ rk(β) and also
rk(β) ≤ rk(β|B) + codimA B = rk(α) + codimA B;

3) otherwise, β /∈ Q and we have that rk(β|B) < rk(α) ≤ rk(β|B) + codimA B.
Then we get that rk(β) ≤ rk(β|B) + codimA B ≤ rk(α) + codimA B and also
rk(α) ≤ rk(β) + codimA B.

In all cases we can see that the two inequalities rk(α) ≤ rk(β) + codimA B and
rk(β) ≤ rk(α) + codimA B always hold as expected.

For the second part of the proposition, we now assume that α𝒟∗ β. Then there
exists a finite sequence γ0, γ1, . . . , γ2n in T (𝒜,ℬ) such that

α = γ0 ℒ∗ γ1 ℛ∗ γ2 ℒ∗ . . .ℒ∗ γ2n−1 ℛ∗ γ2n = β.

Thus αℒ∗◦ℛ∗ γ2 and γ2iℒ∗◦ℛ∗ γ2i+2 for all 1 ≤ i < n. Therefore we obtain
the left inequalities of the previous part for each of these γ2i, that is, we have
rk(α) ≤ rk(γ2) + codimA B and rk(γ2i) ≤ rk(γ2i+2) + codimA B for all 1 ≤ i < n.
Combining them all together, we get that

rk(α) ≤ rk(γ2n) + n · codimA B = rk(β) + n · codimA B.

Similarly, rk(β) ≤ rk(α) + n · codimA B by using the same argument on the right
inequalities, which concludes the proof.

III.2.2 Equivalence classes in finite ranks

In this section, we restrict ourselves only to maps of finite rank. First of all, we
can show that maps with minimal rank e can only be related to another map with
minimal rank.

Lemma III.2.9. Let α ∈ T (𝒜,ℬ) be such that rk(α) = e. Then αℒ∗◦ℛ∗ β for
β ∈ T (𝒜,ℬ) if and only if rk(β) = e. Consequently, α𝒟∗ β if and only if β ∈ Te+.

Proof. For both statements, one direction is given by Lemma III.2.2, so we are only
left to show that having minimal rank is a necessary condition to be related to a
map of rank e.
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Let β ∈ T (𝒜,ℬ) be such that αℒ∗◦ℛ∗ β. Then there exists γ ∈ T (𝒜,ℬ) such
that αℒ∗ γ and γℛ∗ β. By Proposition III.1.2, we have that imα = im γ and
thus rk(γ) = e and γ ∈ Q. From this, Proposition III.1.3 gives us that β ∈ Q and
ker γ = ker β which implies that im γ ∼= im β so that rk(β) = e as required.

Similarly, if α𝒟∗ β, then there exist γ1, . . . , γn such that

αℒ∗◦ℛ∗ γ1 ℒ∗◦ℛ∗ γ2 · · · γn−1 ℒ∗◦ℛ∗ γn = β,

and by induction on the argument above, we obtain that rk(β) = e. Therefore, a
map in Te+ can only be 𝒟∗-related to another one with same rank e.

If ℬ is a maximal proper subalgebra of 𝒜, then the set of maps that can be
reached through a series of composition of ℒ∗ and ℛ∗ starting from a map α with
finite rank is restricted to those having the same rank as α. This is given formally
by the following:

Lemma III.2.10. Assume that codimA B = 1 and let α ∈ T (𝒜,ℬ) be a map of
finite rank. Then αℒ∗◦ℛ∗ β for some β ∈ T (𝒜,ℬ) if and only if rk(α) = rk(β).
Consequently, α𝒟∗ β for β ∈ T (𝒜,ℬ) if and only if rk(α) = rk(β).

Proof. Since the sufficient condition was given by Lemma III.2.2, we only need to
show one direction. So we let β ∈ T (𝒜,ℬ) be such that αℒ∗◦ℛ∗ β.

We first suppose that β ∈ Q. Then by Proposition III.2.6, αℒ∗◦ℛ∗ β if and only
if imα ∼= im β which is equivalent to rk(α) = rk(β).

Now suppose that β /∈ Q. Since α has finite rank, only case 3) of Proposi-
tion III.2.6 can occur. Hence we have that

rk(β|B) < rk(α) ≤ rk(β|B) + codimA B = rk(β|B) + 1.

This forces rk(β|B) to be finite and using the contrapositive of Lemma II.3.8 we get
that

rk(β|B) = dim(Bβ) < rk(β) = dim(Aβ)
≤ dim(Bβ) + codimA B

= rk(β|B) + 1,

which in turn forces rk(β) = rk(β|B) + 1. This also forces rk(α) = rk(β|B) + 1, and
thus rk(α) = rk(β), as required.

As a direct consequence, if α𝒟∗ β for some β ∈ T (𝒜,ℬ), then α (ℒ∗◦ℛ∗)n β
for some n ∈ N, and by induction on n, we get that rk(α) = rk(β), which concludes
the proof.
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If we now look at a subalgebra that is not a maximal proper subalgebra then, by
consecutive compositions of ℒ∗ and ℛ∗, we are able to go up and down the finite
ranks as long as we keep clear of Te+ . This process is given formally by the following
lemma.

Lemma III.2.11. Assume that codimA B ≥ 2 and let α ∈ Q be a map of finite rank
strictly greater than e.

If rk(α) ≥ e+ 2 then there exist δ1 /∈ Q and γ1 ∈ Q such that rk(δ1) = rk(γ1) =
rk(α) − 1 and αℒ∗◦ℛ∗ δ1 ℒ∗ γ1.

If rk(α) < dimB, then there exist δ2 /∈ Q and γ2 ∈ Q such that rk(δ2) = rk(α),
rk(γ2) = rk(α) + 1 and αℒ∗ δ2 ℛ∗◦ℒ∗ γ2.

Consequently, for all β ∈ T (𝒜,ℬ) such that e < rk(β) < ℵ0, there exists n ∈ N
such that α (ℒ∗◦ℛ∗)n β.

Proof. Suppose that codimA B ≥ 2 and consider α ∈ Q such that e < rk(α) < ℵ0.
Since α is regular, we let Aα = Bα = ⟨{biα}⟩, B = ⟨{bi}⊔{ck}⟩ and A = B⊔⟨{xj}⟩
with |J | ≥ 2. Then we have that

α =
 bi ck xj

biα uk(biα) vj(biα)


for some terms uk and vj.

For the first part, since |I| = rk(α) ≥ e+ 2, define δ1 and γ1 as follows:

δ1 =
bi≥3 {b1, b2} ck xj

biα d d b2α

 and γ1 =
bi≥2 b1 ck xj

biα b2α b2α b2α

 ,
where the set {bi≥3} is possibly empty and the element d ∈ B is taken as a constant
if e = 0, and d = b3α otherwise (which necessarily exists since |I| = rk(α) ≥ 3 in
that case). Thus δ1 /∈ Q, γ1 ∈ Q and we have that im δ1 = ⟨{biα} \ {b1α}⟩ = im γ1,
so that δ1 ℒ∗ γ1 and rk(δ1) = rk(γ1) = |I| − 1. Also rk(δ1|B) = |I| − 2 < |I| = rk(α)
and rk(δ1|B) + codimA B ≥ |I| − 2 + 2 = rk(α), which shows that αℒ∗◦ℛ∗ δ1 by
Proposition III.2.6, finishing the first part of the proof.

Now assume that e < rk(α) < dimB, then there exists an element z ∈ B such
that z /∈ imα. Using the same notation as above with this time |I| = rk(α) ≥ 1,
define δ2 and γ2 by

δ2 =
bi≥2 b1 ck xj

biα d d b1α

 and γ2 =
 bi ck xj

biα z xjα

 ,
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where the set {bi≥2} is again possibly empty and the element d ∈ B is defined in
a similar way as before, that is, d is chosen as any constant if e = 0 and is set to
b2α (which then exists) otherwise. Then clearly δ2 /∈ Q and imα = im δ2 so αℒ∗ δ2.
Also {xjα} ⊆ ⟨{biα}⟩ so γ2 ∈ Q. Finally, since codimA B ≥ 2, we have that

rk(δ2|B) = |I| − 1 < rk(γ2) = |I| + 1 ≤ rk(δ2|B) + codimA B.

Hence γ2 ℒ∗◦ℛ∗ δ2 by Proposition III.2.6, finishing the proof of the second part of
the lemma.

Now consider β ∈ T (𝒜,ℬ) such that e < rk(β) < ℵ0. If β /∈ Q, then by
Lemma II.3.7, there exists β′ ∈ Q such that im β′ = im β and thus, β′ ℒ∗ βℛ∗ β,
so we can assume that β ∈ Q in the first place. Similarly, we can assume that
rk(α) ≥ rk(β) since otherwise we can exchange the role of α and β. If rk(α) = rk(β),
then αℒ∗◦ℛ∗ β by Lemma III.2.2, so we can assume that rk(α) > rk(β). Set
m = rk(α) − rk(β) and construct γ1, . . . , γm ∈ Q by the process described in the
first part of the lemma with the following properties:

• rk(γ1) = rk(α) − 1 and α (ℒ∗◦ℛ∗)2 γ1;

• rk(γm) = rk(β); and

• rk(γr+1) = rk(γr) − 1 and γr (ℒ∗◦ℛ∗)2 γr+1 for all 1 ≤ r ≤ m− 1.
Then we have that α (ℒ∗◦ℛ∗)2m γm and γmℒ∗◦ℛ∗ β. Therefore, in all cases, we
have that α (ℒ∗◦ℛ∗)n β for some integer n.

III.2.3 Dealing with infinite ranks

While the previous section was concerned by maps of finite rank, on the other hand,
this one is focused on maps of infinite rank, whenever this is possible. For it to make
sense, we are assuming that the dimension of 𝒜 and ℬ are both infinite. We first
show that if the subalgebra ℬ has a codimension smaller than its dimension, then
a map with rank larger that the codimension of B cannot be ℒ∗◦ℛ∗-related with
maps of a different rank.

Lemma III.2.12. Assume that codimA B < κ ≤ dimB for some infinite cardinal κ
and let α ∈ T (𝒜,ℬ) be such that rk(α) = κ. Let β ∈ T (𝒜,ℬ). Then αℒ∗◦ℛ∗ β if
and only if rk(β) = rk(α).

Proof. One direction is already given by Lemma III.2.2. We therefore assume that
αℒ∗◦ℛ∗ β and we go through the cases of Proposition III.2.6. If imα ∼= im β,
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then we directly have that rk(α) = rk(β). On the other hand, if imα ∼= Bβ then
rk(β|B) = κ. But then κ = rk(β|B) ≤ rk(β) ≤ rk(β|B) + codimA B = κ, and
therefore rk(β) = κ = rk(α). Notice that the third case of the proposition cannot
occur since we would have that κ = rk(α) ≤ rk(β|B) + codimA B which forces
rk(β|B) = κ and thus the condition rk(β|B) < rk(α) is not satisfied.

In another way, if the dimension and codimension of ℬ are both infinite cardinals,
then from a map with rank at least ℵ0 we can reach maps with larger infinite rank
through the relation ℒ∗◦ℛ∗, as long as we do not go further than the codimension
of B. This idea is given more formally in the following lemma.

Lemma III.2.13. Assume that dimB and codimA B are both infinite cardinals, and
set M = min{dimB, codimA B}. Let α ∈ Q be such that ℵ0 ≤ rk(α) < M . Then
for all ν with rk(α) < ν ≤ M there exists β ∈ T (𝒜,ℬ) such that rk(β) = ν and
αℒ∗◦ℛ∗ β.

Proof. Let α ∈ Q. Then we can write Aα = Bα = ⟨{bkα}⟩, B = ⟨{bk} ⊔ {ci}⟩ and
A = B ⊔ ⟨{aj}⟩. By assumption on the rank of α, we have that |K ⊔ I| = dimB >

rk(α) = |K| ≥ ℵ0, and thus it follows that |I| = dimB > ℵ0. Now, let ν be such
that rk(α) < ν ≤ M = min{|I|, |J |}. Then there exist sets S ⊆ J and S ′ ⊆ I such
that |S| = |S ′| = ν, and we let ϕ : S → S ′ be a bijection between them. For all
j ∈ J we now set elements zj ∈ B by zj = cjϕ if j ∈ S and zj = c1 otherwise, and
we define the map β ∈ T (𝒜,ℬ) as:

β =
 bk ci aj

bkα b1α zj

 .
Clearly we have that β /∈ Q and rk(β) = |K ⊔ S| = |K| + ν = rk(α) + ν = ν. Also
Bβ = ⟨{bkα}⟩ = imα and from the second case of Proposition III.2.6 we have that
αℒ∗◦ℛ∗ β, which concludes the proof.

Finally, we can show that if the codimension of ℬ is infinite, then it is possible
to bridge the gap between any map of finite rank with a map of infinite rank smaller
than the codimension of ℬ with only a few iterations of the composition ℒ∗◦ℛ∗.

Lemma III.2.14. Assume that codimA B = κ for some infinite cardinal κ and let
α, β ∈ T (𝒜,ℬ) be such that the following inequalities hold:

e < rk(α) < ℵ0 ≤ rk(β) ≤ κ.

Then α (ℒ∗◦ℛ∗)4 β and thus α𝒟∗ β.
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Proof. Given α, β ∈ T (𝒜,ℬ) as in the statement, we create maps γ1 and γ2 in
T (𝒜,ℬ) such that αℒ∗◦ℛ∗ γ1 ℒ∗◦ℛ∗ γ2 ℒ∗◦ℛ∗ β.

For this, we write Aα = ⟨{xkα}⟩, B = ⟨{yk} ⊔ {bi}⟩ and A = B ⊔ ⟨{aj}⟩.
Since e < rk(α) = |K| < ℵ0 we set L = K \ {1}, so that |L| = |K| − 1 and
{yk} = {y1} ⊔ {yℓ}. By assumption, we have that

|K ⊔ I| = dimB ≥ rk(β) ≥ ℵ0,

so that |I| ≥ ℵ0, and |J | = codimA B = κ. Therefore, there exist two subsets S ⊆ J

and S ′ ⊆ I such that |S| = |S ′| = ℵ0 and we have a bijection ϕ : S → S ′ between
these sets. For all j ∈ J , we now set elements zj ∈ B by zj = bjϕ if j ∈ S and zj = b1

otherwise. Under this setup, we define γ1 ∈ T (𝒜,ℬ) as:

γ1 =
y1 yℓ bi aj

c yℓ c zj

 ,
where c ∈ ⟨{yℓ}⟩ (which necessarily exists). Then we have that rk(γ1) = ℵ0 and
Bγ1 = ⟨{yℓ}⟩ ⊊ ⟨{yℓ} ⊔ {zj}⟩ = Aγ1, so that γ1 /∈ Q. Moreover,

rk(γ1|B) = |L| < |K| = rk(α) < ℵ0 ≤ κ = rk(γ1|B) + codimA B,

and thus αℒ∗◦ℛ∗ γ1 by the third case of Proposition III.2.6. Now, either we
have that ℵ0 = rk(γ1) = rk(β) and we directly get that γ1 ℒ∗◦ℛ∗ β by Lemma
III.2.2, or we have that ℵ0 = rk(γ1) < rk(β). If the latter occurs, then we also
have that rk(β) ≤ min {dimB, codimA B} ≤ κ by the initial assumptions. Since
γ1 /∈ Q, by Lemma II.3.7, there exists γ2 ∈ Q with im γ1 = γ2. Thus γ1 ℒ∗◦ℛ∗ γ2

by Proposition III.1.2, and we also have that ℵ0 = rk(γ2) = rk(γ1) < κ. We can
now invoke Lemma III.2.13 using γ2 and ν = rk(β) to get a map γ3 ∈ T (𝒜,ℬ)
such that rk(γ3) = rk(β) and γ2 ℒ∗◦ℛ∗ γ3, which means that γ2(ℒ∗◦ℛ∗)2β by
Lemma III.2.2. Therefore, in both situations, we have that α(ℒ∗◦ℛ∗)4β and thus
α𝒟∗ β, as required.

III.3 THE HIGHER EXTENDED GREEN’S RELATIONS

We now have all the tools needed to prove the characterisation of all of the remaining
extended Green’s relation. We start by giving the theorem we have been working
towards over the last section: the description of the relation 𝒟∗.
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Theorem III.3.1. Let α, β ∈ T (𝒜,ℬ). Then α𝒟∗ β if and only if one of the
following happens:

(i) codimA B = 1 and rk(α) = rk(β);

(ii) 2 ≤ codimA B < ℵ0 and either e < rk(α), rk(β) < ℵ0 or rk(α) = rk(β);

(iii) codimA B = κ for some infinite cardinal κ, and either e < rk(α), rk(β) ≤ κ or
rk(α) = rk(β).

Proof. Let α, β ∈ T (𝒜,ℬ) be such that α𝒟∗ β. In order to show that the conditions
of the theorem are necessary, we focus on the different situations. Since we know
from Lemma III.2.9 that Te+ is a 𝒟∗-class, this gives us the appropriate part of each
condition, and we can assume from now on that all maps have rank larger than e.

Similarly, assume that codimA B = 1. Then, if rk(α) is finite, Lemma III.2.10
directly gives us that rk(β) = rk(α). On the other hand, if rk(α) ≥ ℵ0, then by
Lemma III.2.12, any map δ ∈ T (𝒜,ℬ) satisfying αℒ∗◦ℛ∗ δ, will be such that
rk(α) = rk(δ). Since we have that α (ℒ∗◦ℛ∗)n β for some n ∈ N, we obtain by
induction that rk(α) = rk(β), and case (i) is therefore proved.

We now assume that codimA B ≥ 2 and we let κ be an infinite cardinal. From
Corollary III.2.8, we know that for some n ∈ N

rk(α) ≤ rk(β) + n · codimA B and rk(β) ≤ rk(α) + n · codimA B. (⋆)

If both rk(α) and codimA B are finite, then we have that rk(β) ≤ rk(α) +
n · codimA B < ℵ0, which shows that in this case we have e < rk(α), rk(β) < ℵ0 as
presented in case (ii).

In a similar manner, suppose that codimA B = κ for some infinite cardinal κ and
rk(α) ≤ κ. Then we obtain that rk(β) ≤ rk(α) + n · codimA B = codimA B. This
gives us that e < rk(α), rk(β) ≤ κ, which corresponds to the first part of case (iii).

Lastly, if rk(α) ≥ ℵ0 and rk(α) > codimA B, then using the left inequality of
(⋆), we get that rk(α) ≤ rk(β) + n · codimA B = max {rk(β), n · codimA B} which
forces rk(β) ≥ ℵ0 and then rk(α) ≥ rk(β). Using the right inequality of (⋆), we
also obtain rk(β) ≤ rk(α) + n · codimA B = rk(α), and thus rk(β) = rk(α). This
argument shows in particular that if 2 ≤ codimA B < ℵ0 and rk(α) ≥ ℵ0, or that
codimA B = κ and rk(α) > κ, then rk(β) = rk(α) which corresponds respectively to
the second part of cases (ii) and (iii).
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Since all the possible values for codimA B and rk(α) are covered in the different
arguments above, we have therefore proved that the conditions (i)-(iii) given in the
theorem are necessary conditions to obtain α𝒟∗ β.

Conversely, we now assume that one of conditions (i), (ii) or (iii) hold and we
verify that this is sufficient to get α𝒟∗ β. In other words, for any α, β ∈ T (𝒜,ℬ),
we want to show that α(ℒ∗◦ℛ∗)nβ for some natural number n whenever one of
these conditions is satisfied.

Notice that if β /∈ Q, then there exists β′ ∈ Q such that im β′ = im β by Lemma
II.3.7. This means that β′ ℒ∗ β by Proposition III.1.2 and thus β′ ℒ∗◦ℛ∗ β. If we
get that α(ℒ∗◦ℛ∗)mβ′ for some m ∈ N, we then get α(ℒ∗◦ℛ∗)m+1β. Therefore we
can assume from now on that β ∈ Q.

We already know from Lemma III.2.2 that if rk(α) = rk(β), then α𝒟∗ β, which
shows that the appropriate part of cases (i), (ii) and (iii) are sufficient conditions to
get that the two maps are 𝒟∗-related. The only possibilities left to verify are those
where the ranks of α and β are different and lie in the intervals given in conditions
(ii) and (iii).

Assume that 2 ≤ codimA B and that e < rk(α), rk(β) < ℵ0, that is, either
condition (ii) holds, or we have condition (iii) with two maps of finite rank. Then,
by invoking the third part of Lemma III.2.11, there exists a n ∈ N such that
α(ℒ∗◦ℛ∗)nβ and therefore α𝒟∗ β.

From now on, we assume that condition (iii) holds with codimA B = κ and
e < rk(α), rk(β) ≤ κ for some infinite cardinal κ. Without loss of generality, we
also assume that rk(α) < rk(β). If both ranks are infinite, then we can use Lemma
III.2.13 with ν = rk(β) (since dimB ≥ rk(β) > rk(α) ≥ ℵ0 in that case) to get a
map γ ∈ T (𝒜,ℬ) such that αℒ∗◦ℛ∗ γ and rk(γ) = rk(β). But then α(ℒ∗◦ℛ∗)2β

using Lemma III.2.2 and thus α𝒟∗ β.
Otherwise, we are in the situation where rk(α) < ℵ0 ≤ rk(β) and we can conclude

that α𝒟∗ β using Lemma III.2.14, which finishes the proof of the characterisation
of 𝒟∗.

From the characterisation of 𝒟∗ in Theorem III.3.1 it is easy to see that if B is
finite dimensional and codimA B ≥ 2, then 𝒟∗ is made of only 2 classes, namely Te+

and T c
e+ . In fact, the same goes for the 𝒥∗ classes since these are equal, as given by

the following proposition.
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Proposition III.3.2. In T (𝒜,ℬ), we have that 𝒟∗ = 𝒥∗.

Proof. Since we know that 𝒟∗ ⊆ 𝒥∗, it remains to show the converse. To this end,
we are going to determine the 𝒥∗-classes of certain cases by describing the principal
∗-ideals generated by specific elements. Combining these cases with the description
of the 𝒟∗-classes given in Theorem III.3.1 will finish the proof.

As a general setup, we consider α, β ∈ T (𝒜,ℬ) with β ∈ J∗(α). Then, by
Lemma I.3.15, there exist γ0, . . . , γn ∈ T (𝒜,ℬ) and {λi} , {µi} ⊆ T (𝒜,ℬ)1 such
that:

γ0 = α, γn = β and (γi, λiγi−1µi) ∈ 𝒟∗ for all 1 ≤ i ≤ n.

Assume first that codimA B = 1. Then, by Theorem III.3.1, we get that
rk(γ1) = rk(λ1αµ1) ≤ rk(α) and by induction, we obtain rk(γi) ≤ rk(α) for all
1 ≤ i ≤ n, from which conclude that rk(β) ≤ rk(α). Reversing the roles of α and β

we have that if α ∈ J∗(β), then rk(α) ≤ rk(β). Therefore if α𝒥∗ β, then β ∈ J∗(α)
and α ∈ J∗(β), which forces rk(α) = rk(β).

From now on, we assume that codimA B ≥ 2. In the case where rk(α) = e, then
we also have that rk(λ1αµ1) = e. Since γ1 𝒟∗ λ1αµ1, this forces rk(γ1) = rk(λ1αµ1)
by condition (ii) of Theorem III.3.1, and thus rk(γ1) = e. By induction on the γi’s,
we get that rk(β) = e = rk(α). Therefore J∗(α) = Te+ , from which we have that if
α𝒥∗ β with rk(α) = e, then rk(β) = rk(α).

From now on, we assume rk(α) > e. Consider the case when codimA B = κ for
some infinite cardinal κ, and suppose that rk(β) > codimA B. Then, from the fact
that β = γn𝒟∗ λnγn−1µn, we necessarily have that rk(β) = rk(λnγn−1µn) from (iii)
of Theorem III.3.1 and therefore rk(γn−1) ≥ rk(β) > codimA B. By reverse induction
on i from n − 1 to 1, we get that rk(γi−1) ≥ rk(γi) > codimA B for all i and thus
rk(α) ≥ rk(β) > codimA B. This shows that β ∈ J∗(α) with rk(β) > codimA B only
if rk(α) > codimA B and rk(α) ≥ rk(β). Together with the reverse statement, we
conclude that if rk(α) > codimA B ≥ ℵ0, then α𝒥∗ β implies rk(α) = rk(β).

Using a similar argument when codimA B < ℵ0, we also have that if β ∈ J∗(α)
with rk(β) ≥ ℵ0, then we get rk(α) ≥ rk(β). Therefore, this case gives us that if
rk(α) ≥ ℵ0 > codimA B and α𝒥∗ β, then rk(α) = rk(β).

In all of the above cases, we can see that if two maps α and β are 𝒥∗-related,
then they have the same rank and thus they are 𝒟∗-related by Lemma III.2.2. The
remaining cases to consider are when we either have that 2 ≤ codimA B < ℵ0 and
e < rk(α), rk(β) < ℵ0, or we have that codimA B = κ and e < rk(α), rk(β) ≤ κ.
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However, any two maps α and β which are 𝒥∗-related and satisfy these conditions
will be 𝒟∗-related by the first part of conditions (ii) and (iii) in Theorem III.3.1.
Thus the 𝒥∗-classes of T (𝒜,ℬ) coincide with the 𝒟∗-classes, which completes the
proof that 𝒥∗ = 𝒟∗.

Remark III.3.3. Another way to determine J∗(α) for an element α ∈ T (𝒜,ℬ) with
finite rank would have been to use the description of the ideals of T (𝒜,ℬ) given in
Section II.5 before saturating them by ℒ∗ and ℛ∗. If we let I = Tr(S) ∪ K(S) be
an ideal generated by S = {α}, we can see that in order for it to be saturated by
ℒ∗, we always need to have K(S) ⊆ Tr(S). On the other hand, as long as r(S) > e+

and codimA B > 1, saturating by ℛ∗ allows us to reach maps with a rank up to
the limit cardinal that is the maximum between the codimension of B and ℵ0. Two
maps would then be 𝒥∗-related if the associated limit cardinal is the same. Similar
arguments can be used to give all the possible descriptions of ∗-ideals by using the
general description of ideals in T (𝒜,ℬ).

To finish off the study of these extended Green’s relations in T (𝒜,ℬ), we show
that the relations 𝒟 and 𝒥 only have two equivalence classes, since the corank of ℬ
has no impact in that situation.

Proposition III.3.4. In T (𝒜,ℬ), the only 𝒟 and 𝒥 classes are Te+ and T c
e+.

Proof. Let α, β ∈ T (𝒜,ℬ) be such that rk(α) = rk(β) = e. Then α𝒟∗ β by Lemma
III.2.2, and thus α𝒟 β since 𝒟∗ ⊆ 𝒟. On the other hand, assume that the rank of
both α and β is strictly greater than e. If α ∈ Q then, by Lemma II.3.7, there exists
α′ ∈ Qc such that imα = imα′, while if α ∈ Qc in the first place, we simply set
α′ = α. In both cases, we have that α ℒ̃α′ and similarly, β ℒ̃β′ for some β′ ∈ Qc.
Then, by Proposition III.1.4, we get that α′ ℛ̃ β′, and so α ℒ̃◦ ℛ̃ ◦ ℒ̃β. Therefore
α𝒟 β for any α, β ∈ T c

e+ .
For the converse, notice first that if γ ∈ T (𝒜,ℬ) is such that rk(γ) = e, then for

any δ ∈ T (𝒜,ℬ) we have that rk(δ) = e whenever γ ℛ̃ δ or γ ℒ̃δ. Indeed, if γ ℛ̃ δ

then, by Proposition III.1.4 together with the fact that γ ∈ Q, we get that δ ∈ Q

and ker δ = ker γ. Consequently, im δ ∼= im γ and so rk(δ) = rk(γ) = e. Similarly, if
γ ℒ̃δ, then Proposition III.1.2 gives us that im δ = im γ and thus rk(δ) = rk(γ) = e,
proving the claim. Now consider α, β ∈ T (𝒜,ℬ) such that α𝒟 β. Then there exists
a finite sequence of compositions of ℒ̃ and ℛ̃ relating α to β. If rk(α) = e, then finite
induction gives us that all maps in that sequence have rank e, and thus rk(β) = e.
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Similarly, if rk(α) ̸= e, then by symmetry of the arguments, we necessarily get that
rk(β) ̸= e, which concludes the proof of the characterisation of 𝒟.

Since 𝒟 ⊆ 𝒥, in order to determine the 𝒥-classes in T (𝒜,ℬ), it suffices to
show whether an element of Te+ can be 𝒥-related to an element of T c

e+ . So let
α, β ∈ T (𝒜,ℬ) with α𝒥 β and α ∈ Te+ . Then by Lemma I.3.15, there exist
γ0, . . . , γn ∈ T (𝒜,ℬ) and λ1, . . . , λn, µ1, . . . , µn ∈ T (𝒜,ℬ)1 such that γ0 = α,
γn = β and (γi, λiγi−1µi) ∈ 𝒟 for all 1 ≤ i ≤ n. But then, rk(λ1γ0µ1) = rk(α) = e

since e is the minimal rank. Moreover, since γ1 𝒟 λ1γ0µ1, we get by the first part of
this proof that rk(γ1) = rk(λ1γ0µ1) = e. By induction, rk(γi) = e for all 1 ≤ i ≤ n,
so that rk(β) = e. Therefore, α can only be related to maps in Te+ , which shows
that 𝒟 has two equivalence classes and that 𝒥 = 𝒟.



IV

The structure of End(Tn)

The full transformation semigroup Tn on a finite set {1, . . . , n} is an important
object in algebra. It is therefore natural to study its endomorphism monoid End(Tn).
Even though the elements of End(Tn) were described by Schein and Teclezghi [48],
surprisingly, the algebraic structure of End(Tn) has not been further explored. The
main focus of our work will be on the general behaviour of End(Tn) which emerges
for n ≥ 5. The cases n ≤ 4 exhibit several degenerate or exceptional behaviours: for
instance, it is immediate that End(T1) = Aut(T1) is the trivial group, and we will
see that End(T4) is unique in that it contains endomorphisms which only exist in
End(Tn) if n = 4.

In this chapter, we will follow a similar approach to that used to study the
semigroup T (𝒜,ℬ) in Chapters II and III. We will start in Section IV.1 by describing
the elements of the semigroup End(Tn) we will study, using the results from [48]. In
Section IV.2 we will study more closely the singular endomorphisms of Tn, that is,
the endomorphisms which are not automorphisms, leading us to the exhibition in
Section IV.3 of a partition of End(Tn) into sets containing maps which present a
similar behaviour. In order to allow general arguments to be used, in Sections IV.4
to IV.7 we restrict ourselves to the study of End(Tn) for n ≥ 5. We first describe
some properties of the idempotents and determine the regular elements of End(Tn)
in Section IV.4. We then give a description of Green’s relations in Section IV.5
and use this to determine the ideal structure of End(Tn) in Section IV.6. Since the
monoid End(Tn) is not regular for n ≥ 5, we consider its extended Green’s relations
in Section IV.7. To complete the picture, in Section IV.8, we analyse the structure
of End(Tn) for n ≤ 4.

100
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Note. The work in this chapter comes from a collaboration with Prof. Victoria
Gould and Dr. Marianne Johnson, which has been submitted for publication [23].
The present chapter includes some additional results and expand proofs for the case
n = 4 that were only sketched in the paper.

IV.1 INTRODUCTION

IV.1.1 Notation and conventions

Throughout this chapter, we write Sn ⊆ Tn to denote the symmetric group and
An ⊆ Sn the alternating group, that is, the subgroup of Sn of all even permutations.
By a slight abuse of notation, we suppress the dependence on n and write simply id
to denote the identity element of Tn. For an element g ∈ Sn, and s ∈ Tn, we denote
by sg the product g−1sg. For 1 ≤ i ̸= j ≤ n we also write (i j) for the transposition
swapping i and j in Sn, and ci for the constant map with image i in Tn.

For n ̸= 4, the alternating group is the only non-trivial proper normal subgroup
of Sn, whilst for n = 4 there is one additional normal subgroup, namely, the Klein
subgroup K = {id, (1 2)(3 4), (1 3)(2 4), (1 4)(2 3)}. By direct calculation, we have the
following result concerning the cosets of K.

Lemma IV.1.1. For any s ∈ S4 there is a unique element of Ks which fixes 4.
More explicitly, if we denote this element by ps, we have that

ps =



id if s ∈ K,

(1 2) if s ∈ {(1 2), (3 4), (1 3 2 4), (1 4 2 3)} ,

(1 3) if s ∈ {(1 3), (2 4), (1 3 2 4), (1 4 3 2)} ,

(2 3) if s ∈ {(2 3), (1 4), (1 2 4 3), (1 3 4 2)} ,

(1 2 3) if s ∈ {(1 2 3), (1 4 2), (1 3 4), (2 4 3)} , and

(1 3 2) if s ∈ {(1 3 2), (1 2 4), (1 4 3), (2 3 4)} .

In particular, {ps : s ∈ S4} = {h ∈ S4 : 4h = 4} and ps = s if and only if 4s = 4.

To facilitate readability, we will consider that the semigroup Tn will be our
“bottom level” so that, following our convention, its elements will be written using
Roman letters (elements of {1, . . . , n} will be constrained to letters i to l). We
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will also use the short-hand notation En = End(Tn) and Gn = Aut(Tn) for the
endomorphism monoid and automorphism group of Tn respectively. The identity
element of En (and hence also of Gn) is the trivial automorphism, which will be
denoted by ε (again, suppressing the dependence on n where convenient).

IV.1.2 Description of the endomorphisms

We are interested in the semigroup endomorphisms of Tn, that is, the maps on Tn
which preserve the multiplication, but not necessarily the identity. Their character-
isation is due to Schein and Teclezghi [48] which we recall below.

Theorem IV.1.2 ([48]). Let g ∈ Sn and t, e ∈ Tn and define maps ψg, ϕt,e : Tn → Tn
for any s ∈ Tn by:

sψg = sg and sϕt,e =


t if s ∈ Sn \ An,

t2 if s ∈ An,

e if s ∈ Tn \ Sn.

Then the automorphisms and endomorphisms of Tn are described as follows.
1) Gn = {ψg : g ∈ Sn}.

2) For n ̸= 4,

En = Gn ∪ {ϕt,e : t, e ∈ Tn, t3 = t, te = et = e2 = e}.

3) For n = 4

E4 = G4 ∪ {ϕt,e : t, e ∈ T4, t
3 = t, te = et = e2 = e} ∪ {σg : g ∈ S4},

where sσ = ps if s ∈ S4, sσ = c4 if s ∈ T4 \ S4 and for all s ∈ T4 and all g ∈ S4

sσg = (sσ)g.

Notice that with the above notation, we have that σ = σid and ψid = ε. For
α ∈ En we write imα to denote the image of α, and define the rank of α, denoted by
rk(α), to be the cardinality of imα. Then, it is easy to see that the image of each
automorphism ψg is the whole of Tn, and hence has rank |Tn| = nn. On the other
end, the image of each endomorphism of the form ϕt,e is the set {t, t2, e}, which can
have up to three distinct elements, so that its rank is 1, 2 or 3. If n = 4, we can
also see that im σg = {pgs : s ∈ S4} ∪ {c4g}, which is isomorphic to S3 ∪ {c4} and thus
each endomorphism of the form σg has rank exactly 7.
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Definition IV.1.3. An endomorphism α ∈ En is singular if rk(α) < nn, that is, if
α is not an automorphism.

The set of all singular endomorphisms is denoted by En \ Gn.

In fact the group of automorphisms of Tn is isomorphic to Sn as given by:

Lemma IV.1.4. Let g, h ∈ Sn. Then ψg = ψh if and only if g = h. Consequently,
Aut(Tn) = Gn = {ψg : g ∈ Sn} is isomorphic to Sn = Aut({1, . . . , n}).

Proof. Let ψg, ψh ∈ Gn and suppose that ψg = ψh. Then for any 1 ≤ i ≤ n we have
ciψg = g−1cig = cig = cig, and similarly ciψh = cih. This gives us ig = ih for all
1 ≤ i ≤ n and thus g = h.

Additionally, it is clear from their definition that for all ψg, ψh ∈ En we have that
ψgψh = ψgh ∈ En. Hence, the map Sn → Gn sending g to ψg is an isomorphism.

Remark IV.1.5. When working with the symmetric group Sn, it is often expected to
encounter exceptions when n = 4 or n = 6. We have already seen in Theorem IV.1.2
that there are some additional endomorphisms which only exist in En if n = 4.
However, for n = 6, Lemma IV.1.4 shows that we need not worry about the outer
automorphisms of S6 when considering T6.

IV.1.3 Properties of the endomorphism σ

We finish this introductory section by giving some properties of the map σ in the
case when n = 4.

Lemma IV.1.6. For s, t, g ∈ S4, we have psσg = pgs, pst = pspt and ps−1 = p−1
s .

Proof. That psσ = ps follows from Lemma IV.1.1. Thus psσg = (psσ)g = pgs for all
g ∈ S4. Also, since σ is an endomorphism, we have that pst = (st)σ = sσtσ = pspt,
and then, psps−1 = pid = id, which shows that ps−1 = p−1

s .

These facts will now be used without further comment. We can also see that the
maps σg keeps the special subgroups of Tn separated, as given by:

Lemma IV.1.7. Let t ∈ T4 and g ∈ S4. Then tσg ∈ S4 \ A4 [resp. tσ ∈ A4,
tσ ∈ T4 \ S4] if and only if t ∈ S4 \ A4 [resp. t ∈ A4, t ∈ T4 \ S4].
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Proof. If t ∈ T4 \ S4, then tσg = c4g, hence tσg ∈ T4 \ S4. Conversely, for all s ∈ S4,
we have sσ = ps ∈ S4 and thus sσg ∈ S4, so that tσg ∈ T4 \ S4 only if t ∈ T4 \ S4.

Now, let t ∈ S4. It follows from the description of pt in Lemma IV.1.1 that
pt ∈ A4 if and only if t ∈ A4. Since conjugating by an element g of S4 does not
change the cycle structure, we get that tσ ∈ A4 if and only if tσg ∈ A4, which
concludes the proof.

IV.2 SINGULAR ENDOMORPHISMS

In this section, we focus on the set of singular endomorphisms En \ Gn, that is, on
endomorphisms of rank 1, 2, 3 or 7.

IV.2.1 Endomorphisms of rank at most 3

In order to encapsulate the conditions of the elements t and e in Tn so that ϕt,e is an
endomorphism, we let

Un =
{
t ∈ Tn | t3 = t with te = et = e2 = e for some e ∈ Tn

}
.

We say that (t, e) form a permissible pair, if ϕt,e ∈ En, and we denote by Pn the
set of all permissible pairs, that is,

Pn =
{
(t, e) | t ∈ Un, te = et = e2 = e

}
.

Before considering the endomorphisms in En further, we give some important
properties of the sets Un and Pn.

Lemma IV.2.1. The set Un consists of all elements t = t3 satisfying kt = k for at
least one 1 ≤ k ≤ n. Moreover, for t ∈ Un the number of permissible pairs with first
component equal to t is

|J |∑
r=1

(
|J |
r

)
r|I|+|J |−r

where J = {k : kt = k} and I is maximal such that t restricts to a fixed point free
permutation on I ∪ It.

Proof. Let t ∈ Un. By definition we have t3 = t. Note that if there exists e ∈ Tn
such that et = e, then then for all k ∈ {1, . . . , n} we must have ket = ke, giving that
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all elements in the image of e are fixed by t. Conversely, suppose that t3 = t and
kt = k. Then it is easy to see that ckt = tck = ck = c2

k, and hence t ∈ Un.
Note that if t ∈ Tn satisfies t3 = t then for all k ∈ {1, . . . , n} there exist ik, jk such

that kt = jk, kt2 = jkt = ik and kt3 = ikt = jkt
2 = kt. If jk = k then also ik = k. It

follows that J = {k : ik = jk = k}, K = {k : k ̸= jk = ik}, L = {k : k = ik ̸= jk}
and M = {k : k ̸= jk, k ̸= ik and jk ≠ ik}, partition the domain {1, . . . , n} of t. It is
clear from these definitions that t restricts to the identity on J , Kt ⊆ J and Mt ⊆ L.
Moreover, L is maximal such that t restricts to a fixed-point free permutation of
order 2 on L.

The general picture to have in mind is as follows. For each transformation t ∈ Tn
satisfying t3 = t, we may partition the domain of t as:

{1, . . . , n} = J ∪K ∪ L ∪M, where
J = {j : jt = jt2 = j} j

K = {k : kt = kt2 ̸= k} k kt

L = {l : lt ̸= lt2 = l} l = lt2 lt

M = {m : m ̸= mt ̸= mt2 ̸= m} m mt mt2

Noting that l ∈ L if and only if lt ∈ L, it is clear that L may be further partitioned
into two sets of equal size, I = {is} and It = {ist}. Thus we may write each t such
that t3 = t in the form:

t =
j k is ist m

j kt ist is mt

, with kt ∈ J and mt ∈ I ∪ It,

where here j, k and m denote arbitrary elements of the sets J , K and M respectively.
We claim that the elements e satisfying e = e2 = te = et are precisely those of the
form:

e =
 j k is ist m

jf ktf isf isf mtf ′

,
where f is any function f : J ∪ I → R fixing a non-empty subset R ⊆ J pointwise,
and f ′ : I ∪ It → R is defined by irtf ′ = irf

′ = irf .

For example, given the transformation t = t3 =
1 2 3 4 5

1 3 2 1 2

, this description

yields that e =
1 2 3 4 5

1 1 1 1 1

 is the unique idempotent satisfying te = et = e.
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Indeed, if t fixes exactly one element then we have no choice but to take R = J , and
since this is a singleton set this leaves no choice for the function f .

Now to prove the claim. If t ∈ Un, then by the first paragraph of the proof we
may assume that |J | > 0. It is then straightforward to describe the elements e which
satisfy et = te = e = e2. The condition that e is idempotent implies that e fixes each
element of its image. Further, if R is a subset of {1, . . . , n}, then there is a bijection
between functions f : {1, . . . , n} \R → R and idempotents with image equal to R.
Note that (as observed above) the condition et = e implies that the image of e is
contained in J . Let R be a non-empty subset of J . We aim to show that every
function f : (J \R) ∪ I → R extends uniquely to the whole of {1, . . . , n} to give an
idempotent e ∈ Tn with image R satisfying the constraints et = te = e.

We have observed that every idempotent must fix its image. Thus, if e is to be an
idempotent with image R extending f , we have no choice on how e must act on J ∪ I.
Now the condition te = e forces ke = kte for all k ∈ {1, . . . , n} = J ∪K ∪ I ∪ It∪M .
If k ∈ K then kt ∈ J and ke = kte = (kt)f . If k ∈ It, then kt ∈ I and the
condition e = te forces ke = kte = (kt)f . If k ∈ M then kt ∈ I ∪ It and hence
either kt ∈ I and ke = kte = (kt)f , or kt ∈ It. In the latter case, certainly kt2 ∈ I,
so that kt = kt3 = ikt for ik = kt2 ∈ I, and then ke = kte = ikf . Since the sets
J ∪K ∪ I ∪ It ∪M partition the domain of t, this shows that there is exactly one
way to extend f to an idempotent e ∈ Tn with image R satisfying et = te = e.

For a fixed t, the number of idempotents such that (t, e) ∈ Pn is therefore found
by summing the total number of functions f : (J \ R) ∪ I → R as R ranges over
non-empty subsets of J . That is, for t ∈ Un with partition as given above we have
that the number of idempotents e satisfying (t, e) ∈ Pn is ∑|J |

r=1

(
|J |
r

)
r|I|+|J |−r.

We now gather together some routine but useful facts concerning the set Pn.

Lemma IV.2.2. Let k ∈ N, t, e ∈ Tn and g ∈ Sn.
1) If t is idempotent, then t ∈ Un and (t, t) ∈ Pn.

2) If (t, e) ∈ Pn with t2 = e, then t = e.

3) We have t ∈ Sn ∩ Un if and only if t2 = id. Consequently, t ∈ Sn ∩ Un is a
product of an odd number [resp. even number] no more than (n − 1)/2 of
disjoint transpositions if t ∈ Sn \ An [resp. if t ∈ An].

4) We have (tg)k = tg if and only if tk = t. Additionally, tg = id if and only if
t = id.
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5) If (t, e) ∈ Pn, then (tg, eg) ∈ Pn.

6) If (t, e) ∈ Pn and e = id, then t = id.

7) If (t, e) ∈ Pn, then t2 is idempotent and (t2, e) ∈ Pn.

8) If (t, e) ∈ P4 and g ∈ S4, then (tσg, eσg) ∈ P4.

Proof. 1) Let t ∈ Tn be an idempotent. Then clearly t3 = t = t2, and hence
(t, t) ∈ Pn.

2) Let (t, e) ∈ Pn be such that t2 = e. Then we immediately obtain that t = t3 =
tt2 = te = e.

3) If t ∈ Sn, from t3 = t we get that t2 = tt−1 = id, while t /∈ Sn directly implies
that t2 ̸= id. The second part follows from the fact that a permutation of order
2 is a product of disjoint transpositions, and that t ∈ Un must fix at least one
element of {1, . . . , n} by Lemma IV.2.1.

4) If tk = t, then we have that (tg)k = (g−1tg)k = g−1tkg = g−1tg = tg. Conversely,
if (tg)k = tg, then we have g−1tkg = g−1tg which immediately gives us that tk = t.
Finally, g−1tg = tg = id if and only if t = g id g−1 = id as required.

5) Let (t, e) ∈ Pn and g ∈ Sn. Since t3 = t, by the previous argument, we get that
(tg)3 = tg. Also, tgeg = g−1teg = g−1eg = eg and similarly egtg = eg = (eg)2,
which shows that (tg, eg) ∈ Pn.

6) Let (t, e) ∈ Pn so that te = e. Then, if e = id we get that t = t id = id, as
required.

7) Let (t, e) ∈ Pn. Then from t3 = t we directly obtain that (t2)2 = t3t = t2 and
thus t2 is an idempotent and lies in Un by point 1). Since te = et = e, we have
that t2e = t(te) = te = e, and similarly et2 = e. Hence t2e = et2 = e = e2, which
shows that (t2, e) ∈ Pn.

8) Let (t, e) ∈ P4 and g ∈ S4. We first show that (tσ, eσ) ∈ P4 and then apply 5)
to obtain the full result. Notice that if t, e ∈ Tn \ Sn, then tσ = eσ = c4, while
if t = e = id, then tσ = eσ = id, which by part 1) shows in both cases that
(tσ, eσ) ∈ P4. Otherwise, t ∈ S4 and e ≠ id, and then tσ = pt and eσ = c4.
Since σ is an endomorphism, we get that (tσ)3 = t3σ = tσ. Moreover, as pt ∈ S4

fixes 4 by definition, it follows that ptc4 = c4pt = c4 = c2
4 and we thus have

(tσ, eσ) = (pt, c4) ∈ P4.
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We now give some characteristics of the endomorphisms of Tn with rank at most
three that will play an important part in the discussions to come. Elements of the
proofs of the following two results given explicitly can be found scattered throughout
the proof of Theorem IV.1.2 in [48]. They are only included here for convenience,
and to prepare the reader for similar arguments to come.

Corollary IV.2.3. 1) An endomorphism α ∈ En has rank 1 if and only if α = ϕe,e

for some e2 = e ∈ Tn. There is a one-to-one correspondence between the
endomorphisms of rank 1 and the one-element subsemigroups of Tn.

2) An endomorphism α ∈ En has rank 2 if and only if α = ϕt,e for some (t, e) ∈ Pn

with t2 = t ̸= e. There is a one-to-one correspondence between the endomorph-
isms of rank 2 and the two-element semilattices {t, e} ⊆ Tn with e < t.

3) An endomorphism α ∈ En has rank 3 if and only if α = ϕt,e for some (t, e) ∈ Pn

with t ̸= t2 ≠ e. There is a one-to one correspondence between the endo-
morphisms of rank 3 and the three-element subsemigroups of Tn consisting
of a two-element subgroup {t, t2} having identity element t2, together with an
adjoined zero e.

4) The map ϕt,id ∈ En if and only if t = id.

5) If ϕu,f ∈ En for some u, f ∈ Tn, then ϕu2,f , ϕf,f and ϕu2,u2 are also in En.

Proof. Let α ∈ En be an element of rank at most three. Thus α = ϕt,e for some
(t, e) ∈ Pn and it follows from the definition of ϕt,e that imϕt,e = {t, t2, e}.

For part 1) it is clear that α has rank 1 if and only if t = t2 = e. In this case,
since e is idempotent it is clear that the image of ϕe,e is the trivial semigroup {e}.
Conversely, for each idempotent e there is a unique endomorphism ϕe,e of rank 1
with image {e}.

For part 2), we note that it follows from Lemma IV.2.2 part 2) that ϕt,e having
rank 2 is equivalent to the condition that t = t2 ̸= e (indeed, this tells us that it is
not possible to simultaneously have t ̸= t2 and t2 = e, and since e is idempotent it is
also not possible to simultaneously have t = e and t2 ̸= t). In this case, the image
of ϕt,e is {e, t} and the relations e = e2 = te = et and t = t2 yield that this is a
two element semilattice with e < t. Conversely, for each pair of distinct comparable
idempotents t, e with t > e there is a unique endomorphism ϕt,e of rank 2 with image
{t, e}.



IV.2. Singular endomorphisms 109

For part 3), it is clear that ϕt,e has rank 3 if and only if t ̸= t2 ̸= e. In this case
ϕt,e has image {e, t, t2} and using the fact that t2 is idempotent and (t2, e) ∈ Pn

by Lemma IV.2.2 part 7), we obtain that {t, t2, e} is a subsemigroup of Tn, where
the idempotent t2 acts identically on the left and right of t, and the idempotent e
acts as a left and right zero on all three elements. Conversely, for each two-element
subgroup {t, t2} where t2 is idempotent, and each idempotent e such that {t, t2, e}
is a group with a zero e adjoined, we have a unique endomorphism ϕt,e of rank 3
with image {t, t2, e}. This proves parts 1)–3).

To see that 4) holds note that for the map ϕt,id to be in En, we require (t, id) ∈ Pn,
which forces t = id by 6) of Lemma IV.2.2, and then ϕt,id = ϕid,id.

Finally, for part 5), we know that ϕu,f ∈ En if and only if (u, f) ∈ Pn. But then,
using parts 7) and 1) of Lemma IV.2.2 we have that u2 and f are idempotents, and
we therefore have that u2, f ∈ Un as well as (u2, f) ∈ Pn. Hence ϕu2,f , ϕf,f and ϕu2,u2

satisfy all conditions to be endomorphisms.

The next result is surprising in that singular elements of En of rank no greater
than 3 (so, all singular elements in the case n ≥ 5) are entirely determined by their
images. This has significant consequences later when we consider Green’s relations.

Lemma IV.2.4. Let ϕt,e, ϕu,f ∈ En. Then ϕt,e = ϕu,f if and only if imϕt,e = imϕu,f

if and only if t = u and e = f .

Proof. Suppose that imϕt,e = imϕu,f and consider the description of the images
corresponding to the possible ranks of these maps as given in Corollary IV.2.3.
Clearly if ϕt,e and ϕu,f have rank 1, then t = e = u = f . Suppose that they have rank
2 so that imϕt,e = {t, e} and imϕu,f = {u, f} where t, e, u and f are all idempotents.
Then, since their images are two element semilattices with e < t and f < u, we get
that e = f and t = u. Finally, if ϕt,e and ϕu,f have rank 3, then {t, t2, e} = {u, u2, f}
where t and u are the only non idempotent elements, and e and f are the zeros,
respectively, which together forces t = u and e = f . In all cases, we have shown that
if imϕt,e = imϕu,f then t = u and e = f , and therefore ϕt,e = ϕu,f . All the other
equivalences follows directly from this.

We also describe below the explicit multiplication of elements in En for n ̸= 4 as
this will be a cornerstone of many later proofs.



110 Chapter IV. The structure of End(Tn)

Corollary IV.2.5. Let g, h ∈ Sn and (t, e), (u, f) ∈ Pn. Then we have the following
compositions in En:

1) ψgψh = ψgh;

2) ψgϕt,e = ϕt,e;

3) ϕt,eψg = ϕtg ,eg ; and

4) ϕt,eϕu,f =



ϕu,f if t ∈ Sn \ An and e ̸= id,

ϕu2,f if t ∈ An and e ̸= id,

ϕf,f if t ∈ Tn \ Sn and e ̸= id,

ϕu2,u2 if t = e = id.

Proof. All of the products are straightforward computations using the definition in
Theorem IV.1.2; we only detail that for 4). It is nonetheless worth noting that the
map on the right-hand side of product 3) is well-defined and indeed belongs to En by
point 5) of Lemma IV.2.2.

So consider (t, e), (u, f) ∈ Pn so that ϕt,e, ϕu,f ∈ En, and let s ∈ Tn. Then:

sϕt,eϕu,f =


tϕu,f if s ∈ Sn \ An,

t2ϕu,f if s ∈ An,

eϕu,f if s ∈ Tn \ Sn.

Recall from Lemma IV.2.2 part 6) that if e = id then we must also have t = id.
Clearly, if t = e = id, then we have that tϕu,f = t2ϕu,f = eϕu,f = idϕu,f = u2

so that ϕt,eϕu,f = ϕu2,u2 in this case. Thus in all remaining cases we may assume
that e ̸= id and hence e ∈ Tn \ Sn. If t ∈ Tn \ Sn, then t2, e ∈ Tn \ Sn so that
tϕu,f = t2ϕu,f = eϕu,f = f . Therefore we get that ϕt,eϕu,f = ϕf,f whenever t ∈ Tn\Sn.
If t ∈ Sn, then t2 = id by Lemma IV.2.2 part 3), so that t2ϕu,f = idϕu,f = u2. In the
case where t ∈ An, we get that

sϕt,eϕu,f =


tϕu,f = u2 if s ∈ Sn \ An,

idϕu,f = u2 if s ∈ An,

eϕu,f = f if s ∈ Tn \ Sn,

which shows that ϕt,eϕu,f = ϕu2,f . Otherwise, t ∈ Sn \ An and we obtain

sϕt,eϕu,f =


tϕu,f = u if s ∈ Sn \ An,

idϕu,f = u2 if s ∈ An,

eϕu,f = f if s ∈ Tn \ Sn,
so that ϕt,eϕu,f = ϕu,f in that case.
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Notice that for n ≠ 4 the previous result encapsulates the multiplication table of
En. In the next section we record the remaining products in the case n = 4.

IV.2.2 Endomorphisms of rank 7 in End(T4)

Let D(4) = {σg : g ∈ S4} denote the set of all endomorphisms of rank 7 in E4. We
complete the multiplication table presented in Corollary IV.2.5 to account for these
additional elements in E4.

Lemma IV.2.6. The sets D(4) and E4 \D(4) are subsemigroups of E4. Moreover,
we have the following compositions in E4:

1) σgσh = σpgh;

2) σgψh = σgh;

3) ψhσ
g = σphg;

4) σgϕt,e = ϕt,e; and

5) ϕt,eσ
g = ϕtσg ,eσg .

Proof. That E4 \ D(4) is a subsemigroup follows from Corollary IV.2.5. To see
that D(4) is a subsemigroup, consider σg, σh ∈ D(4). Using the fact that σ is an
endomorphism, for all s ∈ T4 we have:

sσgσh =

(g−1psg)σh if s ∈ S4,

c4gσ
h if s ∈ T4 \ S4,

=

h
−1(pg−1pspg)h if s ∈ S4,

c4h if s ∈ T4 \ S4,

= sσpgh,

where we use the fact that both ps and pg fix 4 and hence psσ = ps and c4h = c4pgh.
This shows that 1) holds, and hence that D(4) is a subsemigroup.

For all s ∈ T4, it is clear that sσgψh = h−1sσgh = sσgh, and so 2) holds. Similarly,
using the fact that σ is an endomorphism, we get

sψhσ
g = (h−1sh)σg = g−1p−1

h sσphg = sσphg,

as given in 3).
Using Lemma IV.1.7 we have that for all s ∈ T4 and σg, ϕt,e ∈ E4

sσgϕt,e =


t if sσg ∈ S4 \ A4,

t2 if sσg ∈ A4,

e if sσg ∈ T4 \ S4,

=


t if s ∈ S4 \ A4,

t2 if s ∈ A4,

e if s ∈ T4 \ S4,
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so that σgϕt,e = ϕt,e and 4) holds.
Finally, for all s ∈ T4 we have

sϕt,eσ
g =


tσg if s ∈ S4 \ A4,

t2σg if s ∈ A4,

eσg if s ∈ T4 \ S4.

Notice that since σg is an endomorphism, we have that t2σg = (tσg)2. The result of
5) then follows from the fact that (tσg, eσg) ∈ P4 by 8) of Lemma IV.2.2.

IV.3 A DECOMPOSITION VIA RANK AND TYPE

The monoid En can be partitioned in a convenient way by considering the following
subsets of En \ Gn:

E3(n) = {ϕt,e ∈ En : t ∈ Sn \ An, e ̸= id},

A(n) = {ϕt,e ∈ En : t ∈ An, t ̸= id ̸= e} ,

B(n) =
{
ϕt,e ∈ En : t ∈ Tn \ Sn, t ̸= t2 ̸= e ̸= id

}
,

E2(n) = {ϕid,e ∈ En : e ̸= id},

C(n) =
{
ϕt,e ∈ En : t ∈ Tn \ Sn, t = t2 ̸= e ̸= id

}
and

E1(n) = {ϕe,e ∈ En}.

For n = 4 we also define E7(4) = {σg : g ∈ K} ⊊ D(4) = {σg : g ∈ S4}. To reduce
notation, when it is clear from context we will suppress the dependence on n and
write simply E3, A,B,E2, C, E1, E7 and D. These subsets group together maps that
share similar properties, such as the idempotents of a given rank:

Lemma IV.3.1. For k = 1, 2, 3, 7 the set Ek consists of all the idempotents of rank
k in En. The set of idempotents of En is therefore

E(En) =

{ε} ∪ E7 ∪ E3 ∪ E2 ∪ E1 if n = 4,

{ε} ∪ E3 ∪ E2 ∪ E1 otherwise.

Proof. Clearly, the only idempotent element of Gn is ε. It follows from the multiplic-
ation in Corollary IV.2.5 that α = ϕt,e ∈ En is idempotent if and only if either (i) t is
odd and e ̸= id (in which case α ∈ E3), or (ii) t = t2 ̸= e and t ∈ Sn (in which case
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t = id and α ∈ E2) or (iii) t = e from the last two cases of 4) in Corollary IV.2.5
(in which case α ∈ E1). For n = 4 it follows from Lemma IV.2.6 that σg ∈ D is
idempotent if and only if pg = id or, in other words, if and only if g ∈ K.

The remaining sets A,B,C (together with D \ E7 in the case n = 4) account for
all the non-idempotent singular maps; the reasoning behind this grouping shall be
made apparent shortly.

Lemma IV.3.2. The endomorphism monoid En can be written as:

En =

Gn ∪D ∪ (E3 ∪B) ∪ (E2 ∪ C) ∪ (E1 \{ϕid,id} ∪ {ϕid,id}) if n = 4,

Gn ∪ (E3 ∪ A ∪B) ∪ (E2 ∪ C) ∪ (E1 \{ϕid,id} ∪ {ϕid,id}) otherwise,

where subsets containing endomorphisms of the same rank are bracketed together.
For n ≥ 2 this union is disjoint and the set En \ Gn is an ideal of En.

Proof. That En is the union of the given sets follows from Theorem IV.1.2 and
Corollary IV.2.3, noting that the constraints of the given sets cover all eventualities
and that the set A is empty in the case of n = 4 (since if t ∈ A4 \ {id}, then
t has no fixed points, and thus t /∈ Un by Lemma IV.2.1). The fact that the
bracketed expressions are the sets of endomorphisms of the same rank also follows
from Corollary IV.2.3. Each automorphism of En has rank nn and hence the union
is disjoint for n ≥ 2.

As we have seen in Corollary IV.2.5, there is an important distinction in the
multiplicative behaviour of elements ϕt,e depending on where the element t ∈ Tn lies
and whether e = id. Since this will be of great importance to determine Green’s
relations and the ideal structure of En, we define the type of an endomorphism θ

relative to the type of the underlying transformations associated with θ.

Definition IV.3.3. We say that θ ∈ En is of:
• group type if θ ∈ Gn;

• exceptional type if n = 4 and θ ∈ D;

• odd type if θ ∈ E3;

• even type if θ ∈ A ∪ E2;

• non-permutation type if θ ∈ B ∪ C ∪ (E1 \{ϕid,id});

• trivial type if θ = ϕid,id.
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Notice that the partition of En given by Lemma IV.3.2 is therefore a partition into
subsets of elements having the same rank and type.

The notion of type is a good one since this characteristic of a map is stable under
multiplication by automorphisms.

Lemma IV.3.4. 1) For any ϕt,e ∈ En and ψg ∈ Gn we have that

ϕt,e, ψgϕt,e = ϕt,e and ϕt,eψg = ϕtg ,eg

have the same type.

2) For any σh ∈ D and any ψg ∈ G4 we have that

σh, ψgσ
h = σpgh and σhψg = σhg

have the same (exceptional) type.

3) Let n ̸= 4 and γ ∈ En. For any ϕt,e ∈ X where X is one of A, B or C, we
have ϕt,eγ ∈ X if and only if γ ∈ Gn.

Proof. The proof of parts 1) and 2) follow immediately from Corollary IV.2.5 and
Lemma IV.2.6, together with the observation that conjugation in En preserves the
parity of elements in Sn and the rank of all elements.

To show that 3) holds, it only remains to show the converse. Let ϕt,e be in A, so
that it is of even type and rank 3. By Corollary IV.2.5 we have that for any ϕu,f ∈ En,
the product ϕt,eϕu,f = ϕu2,f has rank at most 2, so cannot lie in A. Similarly, if
ϕt,e is in B or C, so that it has non-permutation type and is of rank 3 or 2, then
ϕt,eϕu,f = ϕf,f has rank 1, so cannot lie in B or C.

Definition IV.3.5. For α ∈ En we define the orbit of α to be αGn. It is easy to see
that all elements of a given orbit have the same rank and (by Lemma IV.3.4) the
same type.

In view of the decomposition given in Lemma IV.3.2, we note that each of the sets
Gn, E3, A,B,E2, C, E1 (and D in the case n = 4) is a union of orbits. For ϕt,e ∈ X

where X is one of A, B or C, it will sometimes be convenient to write Xt,e to denote
the orbit of ϕt,e, in order to easily recall the rank and type of elements in this orbit
without specific mention of the corresponding properties of t and e.

For all n ≥ 5, being of the same type is equivalent to acting in the same way by
multiplication on the left on the singular part of En.
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Lemma IV.3.6. Let n ≥ 5 and let α, β ∈ En \ Gn. Then α and β are of the same
type if and only if αγ = βγ for all γ ∈ En \ Gn.

Proof. Since α, β, γ ∈ En \ Gn, only 4) in Corollary IV.2.5 is relevant. It follows
immediately from the description of this multiplication that if α and β are of the
same type, then αγ = βγ for all γ ∈ En \ Gn.

Conversely, suppose α, β ∈ En \ Gn are such that αγ = βγ for all γ ∈ En \ Gn. If
γ = ϕu,f ∈ En where u = (2 3) ̸= id = u2 ̸= f = c1 ̸= u, then the maps ϕu,f , ϕu2,f ,
ϕf,f and ϕu2,u2 are all distinct. From this, it is clear that if α and β have different
types, then we fall into into a different case for the multiplication and therefore
αγ ̸= βγ, which gives us the equivalence.

Remark IV.3.7. The authors of [48] gave explicit formulae to count the number of
endomorphisms of each rank. Since Gn and Sn are isomorphic we have |Gn| = n!.
Meanwhile, it is clear that for any e = e2 ∈ En we have that (e, e) ∈ Pn and if e ̸= id
then also (id, e) ∈ Pn. Consequently, |E1(n)| = |E2(n)| + 1 = |{e ∈ Tn : e2 = e}|. We
shall not attempt to give formulae for the cardinality of the remaining sets in our
partition of En, but it is useful to note that for n ≥ 5 each set in this partition is
non-empty. We conclude this section by recording examples to demonstrate this
below; some of these examples will be utilised in later proofs.

Example IV.3.8. Let n ≥ 5 and let t, u, p, q, e, f ∈ Tn be defined as follows:

t =
1 2 3 4 i≥5

1 3 2 1 i

 , p =
1 2 3 4 i≥5

2 1 4 3 i

 , e =
1 2 3 4 i≥5

5 5 5 5 i

 ,

u =
1 2 3 4 i≥5

1 1 1 4 4

 , q =
1 2 3 4 i≥5

1 3 2 4 i

 , f =
1 2 3 4 i≥5

1 1 1 1 1

 .
It is easy to verify that p, q ∈ Sn, p ∈ An, q ∈ Sn \ An and t, u, e, f ∈ Tn \ Sn are
such that:

• e2 = e ̸= id ̸= f = f 2;

• p2 = id = q2, pe = e = ep and qf = f = fq so that (p, e), (q, f) ∈ Pn;

• t3 = t and te = e = et so that (t, e) ∈ Pn.

• u2 = u and uf = f = fu so that (u, f) ∈ Pn.
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It then follows that the maps ϕp,e, ϕq,f , ϕt,e, ϕid,f and ϕu,f are endomorphisms of Tn.
Moreover, it is clear from definition that ϕq,f ∈ E3(n), ϕp,e ∈ A(n), ϕt,e ∈ B(n),
ϕid,f ∈ E2(n), ϕu,f ∈ C(n), and ϕf,f ∈ E1 \ {ϕid,id}.

Remark IV.3.9. We will make use of the preceding results repeatedly in the following
sections where we describe the regular elements, Green’s relations, ideal structure
and extended Green’s relations for En. In order to state our results in their most
general form, it will be convenient to assume that n ≥ 5; this, of course, bypasses the
case when n = 4, where the structure of E4 is more complicated due to the additional
maps of rank 7, as well as some degenerate behaviour for n ≤ 3 (where there are in
some sense too few maps for the general behaviour to emerge). We will return to
these special cases in Section IV.8.

IV.4 IDEMPOTENTS AND REGULARITY

Throughout this section we assume that n ≥ 5. In particular, this means that the
set En \ Gn of singular endomorphisms is equal to the set of endomorphisms of rank
at most three:

En \ Gn = {ϕt,e : (t, e) ∈ Pn} =
{
ϕt,e | t, e ∈ Tn with t3 = t and te = et = e2 = e

}
.

IV.4.1 The left action of the endomorphism monoid on the singular
part

For (t, e) ∈ Pn the maps ϕt2,e, ϕe,e and ϕt2,t2 are all closely related to the map
ϕt,e. Indeed their images are all contained in that of ϕt,e and by Corollary IV.2.5
they are all in Enϕt,e. Lemma IV.3.6 allows us to define a notation facilitating this
identification.

Definition IV.4.1. Let α ∈ En \ Gn. Then we define α+, α− and α0 as:
• α+ = γα for any γ ∈ En \ Gn of even type;

• α− = γα for any γ ∈ En \ Gn of non-permutation type; and

• α0 = ϕid,idα (that is, γα for γ ∈ En \ Gn of trivial type).
Additionally, for X ⊆ En \ Gn and † ∈ {+,−, 0}, we define X† to be the set{
α† : α ∈ X

}
.
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Remark IV.4.2. Under this definition, we can now see that if α ∈ En \ Gn, then
γα ∈ {α, α+, α−, α0} for any γ ∈ En and thus Enα = {α, α+, α−, α0}. Additionally,
if we write α as ϕt,e, then we have that

γα =



α = ϕt,e if γ has group type or odd type,

α+ = ϕt2,e if γ has even type,

α− = ϕe,e if γ has non-permutation type,

α0 = ϕt2,t2 if γ has trivial type.

We now show how each of the sets involved in the decomposition of En behave
under the operations mapping α to α+, α− or α0.

Lemma IV.4.3. Let α ∈ En \ Gn. Then

1) 1 = rk(α0) = rk(α−) ≤ rk(α+) ≤ rk(α) ≤ 3;

2) α+ = α if and only if rk(α) ≤ 2 if and only if α ∈ E2 ∪ C ∪ E1;

3) α− = α if and only if α0 = α if and only if rk(α) = 1 if and only if α ∈ E1;

4) E+
3 ∪ A+ ⊆ E2 = E+

2 , B+ ⊆ C = C+, and E+
1 = E1;

5) E−
3 ∪ A− ∪B− ∪ C− ⊆ E1 \ {ϕid,id} = E−

2 , and E−
1 = E1;

6) B0 ∪ C0 ⊆ E1 \ {ϕid,id} = (E1 \ {ϕid,id})0, and
A0 = E0

3 = E0
2 = {ϕid,id} = {ϕid,id}0.

Consequently, we have (En \Gn)+ = E2 ∪C∪E1 and (En \Gn)− = (En \Gn)0 = E1.

Proof. Let α = ϕt,e ∈ En for some (t, e) ∈ Pn. Throughout this proof, we use the
description of α+, α− and α0 given in Remark IV.4.2.

Part 1) follows immediately from Remark IV.4.2. For part 2), suppose first that
α = α+, which means that ϕt,e = ϕt2,e, so that t = t2 and rk(α) ≤ 2. If t ∈ Sn, this
forces t = id, and thus α = ϕid,e ∈ E2. Otherwise, t ∈ Tn \ Sn and either t ≠ e, which
means that α ∈ C, or t = e and then α = ϕe,e ∈ E1. Conversely, if α ∈ E2 ∪ C ∪ E1,
then t = t2 from which we have that α has rank at most 2 and α+ = ϕt2,e = ϕt,e = α.

For part 3), if α = α−, then we have that ϕt,e = ϕe,e which forces t = e, while if
α = α0, we require ϕt,e = ϕt2,t2 which implies that t = t2 = e. In both cases, this
gives us that α ∈ E1, that is, has rank 1. Conversely, if α ∈ E1, then t = t2 = e and
α− = ϕe,e = α while α0 = ϕt2,t2 = ϕe,e = α.
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For part 4), notice that we have already seen that E+
2 = E2, C+ = C and

E+
1 = E1. If α = ϕt,e ∈ E3 ∪ A so that t ∈ Sn, then α+ = ϕt2,e = ϕid,e ∈ E2. On the

other hand, if α = ϕt,e ∈ B, we have that t2 ̸= e and then α+ = ϕt2,e ∈ C.
Similarly, for part 5) if α = ϕt,e ∈ E3 ∪ A ∪ B ∪ E2 ∪ C then e ̸= id and so

α− = ϕe,e ∈ E1 \ {ϕid,id}, whilst for each idempotent e ̸= id we have that ϕ−
id,e = ϕe,e

and so E−
2 = E1 \ {ϕid,id}. The remaining equality is given by part 3). Likewise, for

part 6) if α = ϕt,e ∈ B∪C∪E1 \{ϕid,id} then t2 ̸= id and so α0 = ϕt2,t2 ∈ E1 \{ϕid,id},
whilst for α = ϕt,e ∈ E3 ∪ A ∪ E2 ∪ {ϕid,id} we have t2 = id and so α0 = ϕid,id.

The inclusions given in the previous lemma, as well as the representation of the
action of the maps α 7→ αx for x ∈ {+,−, 0} can be seen in Figure IV.1 alongside
the depiction of the 𝒥-order of the monoid En. The latter will be given explicitly in
Proposition IV.6.1.

As a direct consequence of the previous lemma, we can describe the composition
of the operations mapping α ∈ En \ Gn to α+, α− or α0.

Lemma IV.4.4. Let α ∈ En \ Gn. Then for any x, y ∈ {+,−, 0} we have (αx)y = αy

if x = + and (αx)y = αx otherwise.

Proof. For any α ∈ En \ Gn, we have that α−, α0 ∈ E1. It follows from Lemma IV.4.3
that if x ∈ {−, 0}, then we get that (αx)y = αx for all y ∈ {+,−, 0}. On the
other hand, since α+ ∈ E2 ∪ C ∪ E1 we get that (α+)+ = α+. If we now assume
that α = ϕt,e, then using Remark IV.4.2 we have that (α+)− = ϕ−

t2,e = ϕe,e = α−

and (α+)0 = ϕ0
t2,e = ϕt2,t2 = α0. Hence, we have proved that (αx)y = αy for all

y ∈ {+,−, 0} whenever x = +.

IV.4.2 Idempotents

The set of idempotents of En, which we denote by E = E(En), has very nice properties
as given by:

Lemma IV.4.5. In En we have the following:
1) If α ∈ En and β ∈ En \ Gn is idempotent, then αβ ∈ E.

2) If α, β ∈ E are idempotents, then αβ ∈ E.

3) Let α = ϕt,e ∈ En \ Gn and g ∈ Sn. Then, α ∈ Ei for some 1 ≤ i ≤ 3 if and only
if ϕt,eψg = ϕtg ,eg ∈ Ei.
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4) Let α, β ∈ E. Then β is a left identity for α, that is, βα = α, if and only if one
of the following hold:

• α = ε = β;

• α ∈ E3 and β ∈ {ε} ∪ E3;

• α ∈ E2 and β ∈ {ε} ∪ E3 ∪ E2;

• α ∈ E1 and β ∈ E.

On the other hand, β is a right identity for α, that is, αβ = α, if and only if
one of the following hold:

• α = ε = β;

• α ∈ E3 and β ∈ {ε, α};

• α = ϕid,e ∈ E2 and β ∈ {ε, ϕid,e} ∪ {ϕu,e : u ∈ Sn is odd and (u, e) ∈ Pn};

• α = ϕe,e ∈ E1 \ {ϕid,id} and
β ∈ {ε, ϕid,e, ϕe,e} ∪ {ϕu,e : u ∈ Sn is odd and (u, e) ∈ Pn}; or

• α = ϕid,id ∈ E1 and β ∈ {ε, ϕid,id} ∪ E3 ∪ E2.

Proof. 1) Let α ∈ En and β ∈ En \ Gn. If α ∈ Gn, then αβ = β which shows
that αβ ∈ E whenever β ∈ E. On the other hand, if α ∈ En \ Gn, then
αβ ∈ {β, β+, β−, β0}. Thus, it suffices to show that if β is idempotent, then so
are each of β+, β− and β0. By Lemma IV.4.3, we have that β−, β0 ∈ E1, while
β+ ∈ E2 if β ∈ E3 and β+ = β if β ∈ E2 ∪ E1.

2) If either α = ε or β = ε, then the result is trivial. Otherwise, α, β ∈ En \ Gn and
the result follows from part 1).

3) Let α = ϕt,e ∈ E and ψg ∈ Gn. Since ϕt,e and ϕtg ,eg are of the same type by
Lemma IV.3.4, it follows that if α ∈ E3 then αψg ∈ E3. If α = ϕid,e ∈ E2, then
idg = id so that ϕtg ,eg = ϕid,eg ∈ E2, while α = ϕe,e ∈ E1 forces ϕtg ,eg = ϕeg ,eg ∈ E1.
The converse is clear from the fact that ϕt,e = ϕtg ,egψg−1 .

4) Suppose that α, β ∈ E, so that α, β ∈ {ε} ∪ E3 ∪ E2 ∪ E1. Notice that in all
cases, we can have β = ε and it is the only possibility whenever α = ε. Thus we
can assume that β = ϕu,f ∈ E3 ∪ E2 ∪ E1 and we consider the products αβ and
βα using the expressions given in Remark IV.4.2 and the uniqueness of writing
exposed in Lemma IV.2.4.
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• Suppose that α = ϕt,e ∈ E3 (and hence is of odd type). If βα = α, then
this means that we need ϕu,fϕt,e = ϕt,e. Since t ̸= t2 ̸= e, it follows that ϕu,f
must be of odd type, which shows that β ∈ E3. On the other hand, for any
β ∈ E3 ∪ E2 ∪ E1, we have that αβ = β since α has odd type, and thus the
equation αβ = α forces β = α.

• Suppose that α = ϕid,e ∈ E2 (and hence is of even type). Since α = α+ but
e ̸= id, it follows that βα = α only if β is either of odd or even type, that is,
β ∈ E3 ∪ E2. Additionally, αβ = β+ and if we assume that αβ = α, then
we require ϕid,e = α = β+ = ϕu2,f . This means that u2 = id and f = e, so
that either β = α, or u ∈ Sn is such that (u, e) ∈ Pn.

• If α = ϕe,e ∈ E1, then α = α+ = α− = α0 by Lemma IV.4.3, and thus
βα = α for all β ∈ E.

• If α = ϕe,e ∈ E1 \ {ϕid,id} (and hence is of non-permutation type) then we
get that αβ = β− = ϕf,f . Thus if αβ = α, we get that f = e and (u, e) ∈ Pn.
This occurs whenever u = id, u = e or u ∈ Sn is odd with (u, e) ∈ Pn.

• If α = ϕid,id (and hence is of trivial type) then we have αβ = β0 = ϕu2,u2 .
Thus αβ = α forces u2 = id and thus β ∈ E3 ∪ E2 ∪ {ϕid,id}.

Finally, for each point above the converse directly follows from the description of the
multiplication in Remark IV.4.2 according to the type of the maps considered.

As a direct corollary, we give some properties of the set of idempotents of a given
rank.

Corollary IV.4.6. 1) Each element of E3 is a left identity of En \ Gn.

2) Each element of E1 is a right zero of En \ Gn.

3) The minimal ideal of En is E1.

4) The set of all singular idempotents E3 ∪ E2 ∪ E1 forms a left ideal of En.

5) The set of all idempotents E = {ε} ∪E3 ∪E2 ∪E1 is a band, and forms a chain
of right-zero semigroups.

Proof. The fact that elements of E3 are left identities for En \ Gn is immediate from
Corollary IV.2.5, as is the fact that elements of E1 are right zeroes for En \ Gn. Since
rk(αβ) ≤ min {rk(α), rk(β)} for all α, β ∈ En, and that elements of E1 have rank 1,
it follows that E1 is an ideal of En. Since E1 is a right-zero semigroup, it has no
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proper ideals and is therefore the minimal ideal of En. That E3 ∪ E2 ∪ E1 forms a
left ideal of En follows directly from part 1) of Lemma IV.4.5, while the fact that
E is a band is immediate from the fact that it is a subsemigroup by part 2) of the
same lemma and only consists of idempotents. Finally, it is easy to see from part 4)
of Lemma IV.4.5 that E3 and E2 are right-zero semigroups. Since ε is the identity of
the monoid En, it only remains to show that E2E3 ⊆ E2. However, this is immediate
from the fact that each ϕid,e ∈ E2 is of even type, and then, for all ϕu,f ∈ E3, we
have that ϕid,eϕu,f = ϕu2,f = ϕid,f ∈ E2.

Remark IV.4.7. Combining the results of Lemma IV.4.5 and Corollary IV.4.6, we
have shown that the idempotents of En form a left regular band, that is, a band that
satisfies the identity xyx = yx.

IV.4.3 Regular elements

We now have all the tools necessary to describe the regular elements of En. Recall
that we have a standing assumption that n ≥ 5.

Proposition IV.4.8. The set of all regular elements of En is Gn ∪ E(En). Further-
more, this is a proper subsemigroup of En. In particular, En is not regular.

Proof. Clearly if α ∈ En is an automorphism or an idempotent, then it is a regular
element. The fact that Gn ∪E(En) forms a (proper) subsemigroup is immediate from
Lemma IV.3.4 and Corollary IV.4.6.

Conversely, let α ∈ En \ Gn be a regular element of En so that αγα = α where
γ ∈ En. Suppose for contradiction that α is not idempotent (that is, α ∈ A∪B ∪C).
Then it follows from Corollary IV.2.5 part 2) that γ ∈ En \ Gn, as it would otherwise
contradict the fact that α2 ̸= α. Note that αγ must be an idempotent left identity
for α and hence of the same rank as α. If α ∈ A ∪B, then α has rank 3; but since
γ ∈ En \ Gn and α has even or non-permutation type, the rank of αγ is no greater
than 2, contradicting that αγ has the same rank as α. Similarly, if α ∈ C, then α

has rank 2; but since α has non-permutation type, the rank of αγ is 1. This shows
that the only regular elements of En \ Gn are the idempotents.

The fact that Gn ∪ E(En) is a subsemigroup of En follows from part 1) and 3) of
Lemma IV.4.5, and since A ∪B ∪ C ̸= ∅, this finishes to show that regular elements
form a proper subsemigroup of En, so that En is not regular.
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Remark IV.4.9. We will see in Section IV.8 that the only values of n ∈ N such that
En is regular are n = 1 and n = 2.

A consequence that the regular elements of En lie inside Gn ∪E is that Tn cannot
embed into En. In fact the converse is also true as given by the following.

Corollary IV.4.10. The semigroup Tn does not embed into End(Tn). Conversely,
End(Tn) does not embed into Tn either.

Proof. Suppose first that there exists an embedding θ from Tn into End(Tn). Since
all elements of Tn are regular, it follows that the image of θ lies in Gn ∪ E. Now
consider

t =
1 2 k≥3

2 3 3

 ∈ Tn,

so that t2 = c3 ̸= t. Since Gn ∼= Sn, we must have that tθ ∈ E3 ∪ E2 ∪ E1. But then
tθ = (tθ)2 = (t2)θ, a contradiction with the fact that θ is supposed to be injective.

For the converse, notice that for any morphism θ : End(Tn) → Tn, idempotents
of End(Tn) must map to idempotents of Tn. However, by Remark IV.3.7, we know
that |E1| = |E2| + 1 = |{e = e2 ∈ Tn}| ≥ 3 so that θ cannot be injective, and thus
cannot be an embedding.

IV.5 GREEN’S RELATIONS

Throughout this section we again assume that n ≥ 5 so that the set En \ Gn of
singular endomorphisms is equal to the set of all endomorphisms of the form ϕt,e

each having rank at most three. Here we turn our attention to Green’s relations
ℛ, ℒ, 𝒟, ℋ and 𝒥. It is well known that in a finite monoid, the ℛ-class and the
ℒ-class of the identity coincide, and are hence equal to the ℋ-class of the identity,
which is the group of invertible elements (see for example [49, Corollary 1.5]). In the
case of En is is easy to see this directly, using considerations of rank.

We first show that the ℒ-classes of En are singletons except for elements of Gn,
which from the above form a single ℒ-class.

Proposition IV.5.1. Let α, β ∈ En.
1) If α ∈ En\Gn then the principal left ideal generated by α is Enα = {α, α+, α−, α0}.

2) αℒβ if and only if imα = im β if and only if α = β or α, β ∈ Gn.
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Proof. 1) By Example IV.3.8 we know that En contains an element of each type,
and so Remark IV.4.2 applies here to give that the principal left ideal is indeed
Enα = {α, α+, α−, α0}.

2) Clearly if α = β, then αℒβ. On the other hand, if α, β ∈ Gn, then as
remarked above αℒβ.

Conversely, suppose that αℒβ, so that α = γβ and β = δα for some γ, δ ∈ En.
It follows that imα = im β. Clearly if this image is the whole of Tn, then α, β ∈ Gn.
Otherwise α, β ∈ En \ Gn, so that α = ϕt,e and β = ϕu,f for some (t, e), (u, f) ∈ Pn

which gives us that α = β by Lemma IV.2.4.

Remark IV.5.2. Recall that if X is one of A,B or C, then X is the union of orbits
Xt,e where (t, e) ∈ Pn is such that ϕt,e ∈ X. Moreover, it is easy to see that

(Xt,e)+ =
{
(ϕtg ,eg)+ : g ∈ Sn

}
=
{
ϕ(tg)2,eg : g ∈ Sn

}
= {ϕt2,eψg : g ∈ Sn} = ϕt2,eGn = ϕ+

t,eGn,

and we simply write this set as X+
t,e. Notice that Lemma IV.4.3 gives C+

t,e ⊆ C

whilst A+
t,e ̸⊆ A and B+

t,e ̸⊆ B.

Proposition IV.5.1 shows that ℒ that is surprisingly restrictive. However, the
ℛ-classes of En are much larger, as given by the following.

Proposition IV.5.3. Let α ∈ En. The principal right ideal of En generated by α is
equal to:

αEn =



En if α ∈ Gn,

En \ Gn if α ∈ E3,

At,e ∪ E2 ∪ C ∪ E1 if α = ϕt,e ∈ A,

E2 ∪ C ∪ E1 if α ∈ E2,

Bt,e ∪ E1 if α = ϕt,e ∈ B,

Ct,e ∪ E1 if α = ϕt,e ∈ C, or

E1 if α ∈ E1.

Consequently, Gn, E3, E2 and E1 each consist of a single ℛ-class, whilst each
remaining ℛ-class is the orbit of an element in A, B or C.

Proof. First note that if α ∈ Gn, then αEn = En while if α = ϕt,e ∈ En \ Gn, then by
Corollary IV.2.5 and Remark IV.4.2, we have that

αEn = {ϕtg ,eg : g ∈ Gn} ∪ {γx : γ ∈ En \ Gn} ,
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where γx is one of γ, γ+, γ−, or γ0, depending on the type of α. For example, if
α = ϕt,e ∈ B, then

αEn = ϕt,eGn ∪
{
γ− : γ ∈ En \ Gn

}
= Bt,e ∪

{
ϕf,f : f 2 = f ∈ Tn

}
= Bt,e ∪ E1.

Similar reasoning demonstrates that the principal right ideal generated by α is as
stated in each of the remaining cases.

Since αℛ β if and only if αEn = βEn, it follows directly that Gn, E3, E2 and E1

each consist of a single ℛ-class, and that α, β ∈ A∪B ∪C are ℛ-related if and only
if they lie in the same orbit of the form ϕt,eGn.

Corollary IV.5.4. In En, we have that ℋ = ℒ⊆ ℛ = 𝒟 = 𝒥.

Proof. From Propositions IV.5.1 and IV.5.3, one can directly see that ℒ⊆ ℛ, and
therefore ℋ = ℒ∩ℛ = ℒ while 𝒟 = ℒ◦ℛ = ℒ∨ℛ = ℛ. Additionally, since En
is finite, we have that 𝒟 = 𝒥 (see [28, Proposition II 1.4]).

IV.6 IDEAL STRUCTURE AND 𝒥-ORDER

We have already described the principal left and right ideals of En in Proposi-
tions IV.5.1 and IV.5.3. Corollary IV.5.4 determines the 𝒥-relation, and hence when
two principal ideals coincide. Nevertheless, it is worthwhile recording their form
explicitly.

Proposition IV.6.1. Let α ∈ En. Then the principal two-sided ideal generated by α
is

EnαEn =



En if α ∈ Gn,

En \ Gn if α ∈ E3,

At,e ∪ E2 ∪ C ∪ E1 if α = ϕt,e ∈ A,

E2 ∪ C ∪ E1 if α ∈ E2,

Bt,e ∪ Ct2,e ∪ E1 if α = ϕt,e ∈ B,

Ct,e ∪ E1 if α = ϕt,e ∈ C,

E1 if α ∈ E1.

Proof. We have already given a description of the principal right ideals αEn in
Proposition IV.5.3. It is clear that EnαEn = αEn for all α ∈ Gn. Suppose then that
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α ∈ En \ Gn. By Corollary IV.2.5 and Remark IV.4.2 the description of the principal
two-sided ideals EnαEn can therefore be found by taking the closure of the principal
right ideal αEn under the operations γ 7→ γ+, γ 7→ γ− and γ 7→ γ0. By Lemma IV.4.3
we note that each ideal αEn is closed under the latter two operations, and if α ̸∈ B

then it is closed under all three operations, giving EnαEn = αEn. For α = ϕtg ,eg ∈ Bt,e

we note that α+ = ϕ(tg)2,eg = ϕ(t2)g ,eg ∈ Ct2,e, giving that EnαEn = αEn ∪ Ct2,e as
required.

As an immediate consequence of the description of all the principal ideals of En,
we can describe the 𝒥-order of elements in En as follows:

Corollary IV.6.2. Let α, β ∈ En. Then β ≤𝒥 α if and only if one of the following
holds:

1) α ∈ Gn;

2) α ∈ E3 and β ∈ En \ Gn;

3) α = ϕt,e ∈ A, and β ∈ At,e ∪ E2 ∪ C ∪ E1;

4) α ∈ E2 and β ∈ E2 ∪ C ∪ E1;

5) α = ϕt,e ∈ B and β ∈ Bt,e ∪ Ct2,e ∪ E1;

6) α = ϕt,e ∈ C and β ∈ Ct,e ∪ E1; or

7) α, β ∈ E1.

Using this, we can now see the structure of the 𝒥-order of En as laid out in
Figure IV.1 below, where we have added how the maps α 7→ αx for x ∈ {+,−, 0}
act on the different components of En.

From the description of the principal ideals of En, we can also give an explicit
formulation for each ideal of En. In order to do so, we use the notation introduced
in Definition IV.3.5. Notice in particular that if Y is a union of orbits of elements of
B, that is, Y =

⋃
ϕt,e∈B′

ϕt,eGn =
⋃

ϕt,e∈B′
Bt,e for some B′ ⊆ B, then

Y + =
⋃

ϕt,e∈B′

{
(ϕtg ,eg)+ : g ∈ Sn

}
=

⋃
ϕt,e∈B′

{ϕt2,eψg : g ∈ Sn}

=
⋃

ϕt,e∈B′
ϕt2,eGn =

⋃
ϕt,e∈B′

Ct2,e.

Thus, Y + ⊆ C is again a union of orbits. Since each ideal is a union of principal
ideals, we can call upon Proposition IV.6.1 to describe the ideals of En, as follows.



126 Chapter IV. The structure of End(Tn)

Gn

E3

A t ∈ An,
t ̸= t2 ̸= e ̸= id

· · · · · ·

B t ∈ Tn \ Sn,
t ̸= t2 ̸= e ̸= id

· · · · · ·

C

t ∈ Tn \ Sn,
t2 ̸= e ̸= id

· · · · · ·

E2

E1ϕid,id ϕe,e: e
2 = e

ϕid,e: e ̸= id

ϕt,e: t ∈ Sn \ An, t ̸= t2 ̸= e ̸= id

At,e Bt,e

Ct2,e

ψg: g ∈ Sn

α+

α+

α+

α− α−
α0

α0

α+,−,0

Figure IV.1: The 𝒥-order of En for n ≥ 5. Each rectangle represents a 𝒥-class,
whilst the ovals represent the groupings of elements according to the sets A,B,C.
Black lines indicate the 𝒥-order, whilst directed lines indicate the action of the maps
α 7→ αx for x ∈ {+,−, 0}.

Corollary IV.6.3. Any ideal of En takes one of the following forms:

1) En (the only ideal containing automorphisms);

2) En \ Gn (the only proper ideal containing elements of odd type);

3) X ∪ Y ∪E2 ∪C ∪E1 (ideals containing elements of even type, but no elements
of odd type); or

4) Y ∪Y + ∪Z ∪E1 (ideals containing only elements of trivial or non-permutation
type),

where the sets X, Y and Z are (possibly empty) unions of orbits taken from sets
A,B and C respectively.
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Proof. Part 1) and 2) are clear from the description of the principal ideals of En in
Proposition IV.6.1.

For 3), suppose that J is an ideal of En containing an element of even type
ϕt,e ∈ A ∪ E2 but no elements of odd type. Then clearly, J ⊆ En \ (Gn ∪ E3) and by
Proposition IV.6.1, we have that At,e ∪ E2 ∪ C ∪ E1 ⊆ J . Moreover, if we let

X =
⋃

β∈J∩A
βGn =

⋃
ϕu,f ∈J∩A

Au,f and Y =
⋃

β∈J∩B
βGn =

⋃
ϕu,f ∈J∩B

Bu,f ,

we can see that X ∪ Y ⊆ J . Since X+, X−, X0, Y +, Y −, Y 0 ⊆ E2 ∪ C ∪ E1 by
Lemma IV.4.3 and X and Y are stable under multiplication by automorphisms of Gn,
it follows thatX∪Y ∪E2∪C∪E1 is an ideal of En, and therefore J = X∪Y ∪E2∪C∪E1.

Similarly, for 4), suppose that J is an ideal that contains only elements of trivial
or non-permutation type, that is, J ⊆ B ∪ C ∪ E1. Clearly, since E1 is the minimal
ideal of En, we have that E1 ⊆ J . Additionally, if J contains an element ϕt,e ∈ B,
then we have that Bt,e ∪ Ct2,e ∪ E1 ⊆ J . In particular, if we define Y = ⋃

β∈J∩B βGn
as before, we see that we need Y ∪ Y + ⊆ J . Since it is possible for J to contain
elements of C that are not in EnβEn for any β ∈ Y , we define Z as the union of all
of their orbits, that is,

Z =
⋃

ϕt2,e∈J∩C,
ϕt,e /∈J

ϕt2,eGn.

Then Z ⊆ J . Since Y −, Y 0, Z−, Z0 ⊆ E1 ⊆ J and Z+ = Z by Lemma IV.4.3, it
follows that Y ∪ Y + ∪ Z ∪E1 is closed under multiplication and therefore we obtain
that J = Y ∪ Y + ∪ Z ∪ E1.

IV.7 EXTENDED GREEN’S RELATIONS AND GENERALISED
REGULARITY PROPERTIES

We assume once more that n ≥ 5 so that, as shown in Proposition IV.4.8, the monoid
En is not regular. In order to better understand the structure of these endomorphism
monoids, we turn to the extended Green’s relations. Recall their definition from
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Section I.3:

αℛ∗ β ⇐⇒
(
γα = δα ⇔ γβ = δβ ∀γ, δ ∈ En

)
,

αℒ∗ β ⇐⇒
(
αγ = αδ ⇔ βγ = βδ ∀γ, δ ∈ En

)
,

α ℛ̃ β ⇐⇒
(
ηα = α ⇔ ηβ = β ∀η = η2 ∈ En

)
,

α ℒ̃β ⇐⇒
(
αη = α ⇔ βη = β ∀η = η2 ∈ En

)
,

ℋ∗ = ℒ∗ ∧ℛ∗ = ℒ∗ ∩ℛ∗, ℋ̃ = ℒ̃∧ ℛ̃ = ℒ̃∩ ℛ̃,

𝒟∗ = ℒ∗ ∨ℛ∗, 𝒟 = ℒ̃∨ ℛ̃,

α𝒥∗β ⇐⇒ J∗(α) = J∗(β), and
α𝒥 β ⇐⇒ J̃(α) = J̃(β),

where J∗(α) [resp. J̃(α)] is the smallest ideal containing α that is saturated by ℒ∗

and ℛ∗
[
resp. by ℒ̃ and ℛ̃

]
.

Before describing these relations on En, notice that Gn is an ℋ-class and therefore
Gn is contained in an ℋ∗-class and hence in an ℋ̃-class.

Lemma IV.7.1. The group Gn is an ℛ∗-class and an ℛ̃-class of En.

Proof. Since Gn lies in an ℛ∗-class, and that ℛ∗ ⊆ ℛ̃, it only remains to show that
if β /∈ Gn then β is not ℛ̃-related to ε. But this is clear since β = ϕt,eβ for any odd
ϕt,e, but certainly ε ̸= ϕt,eε.

For the description of the other ℛ∗-classes we can show, using the type of maps
in En \ Gn, that it is sufficient to consider idempotents acting on the left in order to
characterise the relation ℛ∗ for elements in En \ Gn.

Lemma IV.7.2. For any α, β ∈ En, αℛ∗ β is equivalent to

ηα = ζα ⇐⇒ ηβ = ζβ ∀η, ζ ∈ E(En).

Proof. Suppose first that αℛ∗ β. By definition, for all γ, δ ∈ En we have that
γα = δα if and only if γβ = δβ. In particular, this statement holds for all idempotents
γ, δ ∈ En.

Conversely, suppose that for all η, ζ ∈ E(En) we have ηα = ζα ⇐⇒ ηβ = ζβ.

Notice that for all ξ ∈ En \ Gn, we have that εξ = ϕt,eξ for all ϕt,e ∈ E3. We
immediately get from this that is α ∈ Gn then the above condition is satisfied only
if β ∈ Gn, which by the previous result gives that αℛ∗ β in this case. Suppose
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then that α, β ∈ En \ Gn, and let γ, δ ∈ En be such that γα = δα. Since there is an
idempotent of each type, it follows from Lemma IV.3.6 that ηα = ζα where η is an
idempotent of the same type as γ and ζ is an idempotent of the same type as δ, and
hence γβ = ηβ = ζβ = δβ. A dual argument shows that γβ = δβ implies γα = δα,
and hence αℛ∗ β.

Since ℛ∗ and ℛ̃ only depend on idempotents, we start by showing when a map
admits a left identity.

Lemma IV.7.3. Let α ∈ En. Then ηα = α for η ∈ En if and only if one of the
following holds:

1) α has rank nn and η = ε (equivalently, α ∈ Gn, and η = ε);

2) α has rank 3 and η has group or odd type (equivalently, α ∈ E3 ∪ A ∪B and
η ∈ Gn ∪ E3);

3) α has rank 2 and η has group, odd, or even type (equivalently, α ∈ E2 ∪C and
η ∈ Gn ∪ E3 ∪ A ∪ E2); or

4) α has rank 1 and η ∈ En (equivalently, α ∈ E1 and η ∈ En) .
In particular, if η is an idempotent then, ηα = α if and only if α ≤𝒥 η.

Proof. It is clear that ε is the only left identity for α ∈ Gn. Assume now that
α ∈ En \Gn. By consideration of rank, we can immediately determine the idempotent
left identities. The result follows from Corollary IV.6.2 and Lemma IV.7.2.

Furthermore, two idempotents η and ζ satisfying ηα = ζα for a given map α ∈ En
must lie above α in the 𝒥 order, or have the same type. This is formally given by
the following.

Lemma IV.7.4. Let α = ϕt,e ∈ En \ Gn. Then ηα = ζα for some η, ζ ∈ E(En) if
and only if one of the following happens:

• α ≤𝒥 η and α ≤𝒥 ζ; or

• η and ζ have the same type.

Proof. If η, ζ ∈ E(En) are such that α ≤𝒥 η and α ≤𝒥 ζ, then ηα = α and ζα = α

by Lemma IV.7.3, which shows that ηα = ζα. Similarly, if η and ζ have the same
type, then ηα = ζα by Lemma IV.3.6 and the fact that ε is the only idempotent of
group type.
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For the converse, suppose that that ηα = ζα. If α ≤𝒥 η, then ηα = α by
Lemma IV.7.3. Therefore ζα = ηα = α so that α ≤𝒥 ζ, which corresponds to the
first case. Thus, we can now assume that α ≰𝒥 η and α ≰𝒥 ζ. In particular, this
means that α /∈ E1 and so t ≠ e and that η, ζ ∈ E2 ∪ E1. Assume that η is of even
type and ζ is of trivial or non-permutation type, that is, η ∈ E2 and ζ ∈ E1. Then
ηα = ζα gives

ϕt2,e =

ϕt
2,t2 if ζ = ϕid,id,

ϕe,e otherwise,

which shows in either case that t2 = e, so that t = e by Lemma IV.2.2 part 2), a
contradiction. A similar contradiction arises when considering η of trivial type and
ζ of non-permutation type. Therefore η and ζ must have the same type.

We can now easily determine the ℛ∗ and ℛ̃ relations.

Proposition IV.7.5. Let α, β ∈ En. Then the following conditions are equivalent:

1) αℛ∗ β;

2) α ℛ̃ β;

3) α and β are ℛ-below the same idempotents;

4) α and β are 𝒥-below the same idempotents;

5) α and β have the same rank.

Consequently, ℛ̃ = ℛ∗ is a left congruence and the ℛ∗-classes of En are Gn,
E3 ∪ A ∪B, E2 ∪ C and E1.

Proof. If 1) holds, then so also does 2), since ℛ∗ ⊆ ℛ̃. In any semigroup S, if
ea = a for some e, a ∈ S, then clearly a ≤ℛ e. On the other hand, if a ≤ℛ f for
some idempotent f ∈ S, then from a = fb for b ∈ S1 we obtain fa = ffb = fb = a.
Applying this to En gives that 2) and 3) are equivalent. Examination of Lemma IV.7.3
now yields that 3), 4) and 5) are equivalent.

It remains to show that if α ℛ̃ β then αℛ∗ β. Suppose therefore that α ℛ̃ β and
ηα = ζα where η, ζ are idempotent. Using Lemma IV.7.4, either α ≤𝒥 η and α ≤𝒥 ζ

so that the same is true for β and ηβ = β = ζβ; or η and ζ have the same type, in
which case certainly ηβ = ζβ by Lemma IV.3.6. Lemma IV.7.2 finishes the proof
that αℛ∗ β, that is, 1) holds.
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That ℛ̃ is a left congruence then follows from the fact that in any semigroup
S the relation ℛ∗ is a left congruence. By point 5) the congruence classes are as
given.

We now turn our attention toward the relations ℒ∗ and ℒ̃. In what follows,
for each (t, e) ∈ Pn we write Fix(t, e) = {g ∈ Sn : tg = t and eg = e}. Notice in
particular that Fix(id, e) = Fix(e, e) for all e2 = e and Fix(id, id) = Gn. The next
lemma is immediate.

Lemma IV.7.6. For any ϕt,e ∈ En \ Gn and ψg ∈ Gn we have that ϕt,eψg = ϕt,e if
and only if g ∈ Fix(t, e).

We can also describe when a map admits a right identity.

Lemma IV.7.7. Let α ∈ En. Then αη = α for η ∈ En if and only if one of the
following holds:

1) α ∈ Gn and η = ε;

2) α = ϕt,e ∈ E3 and η ∈ {ψg : g ∈ Fix(t, e)} ∪ {α} ⊆ Gn ∪ {α};

3) α = ϕid,e ∈ E2 and
η ∈ {ψg : g ∈ Fix(e, e)}∪{ϕu,e : u2 = id and (u, e) ∈ Pn} ⊆ Gn∪E3 ∪A∪{α};

4) α = ϕe,e ∈ E1 \ {ϕid,id} and
η ∈ {ψg : g ∈ Fix(e, e)} ∪ {ϕu,e : (u, e) ∈ Pn} ⊆ (En \ E1) ∪ {α};

5) α = ϕid,id ∈ E1 and η ∈ Gn ∪ E3 ∪ A ∪ E2 ∪ {ϕid,id};

6) α = ϕt,e /∈ E(En) and η ∈ {ψg : g ∈ Fix(t, e)} ⊆ Gn.

Proof. Part 1) is immediate from the multiplication in Corollary IV.2.5.
Let us now assume that α = ϕt,e ∈ En \ Gn. The case where η ∈ Gn is given by

Lemma IV.7.6, so we therefore assume that η = ϕu,f ∈ En \ Gn and we look at the
product αη as in Remark IV.4.2.

• Since elements of E3 are left identities for En \Gn by Corollary IV.4.6, it follows
that if α ∈ E3, then αη = α if and only if η = α.

• If α = ϕid,e, then αη = ϕu2,f and thus αη = α if and only if η = ϕu,e for some
u2 = id.

• If α = ϕe,e ̸= ϕid,id, then αη = ϕf,f which gives us that αη = α if and only if
f = e, that is, η = ϕu,e for any u ∈ Un such that (u, e) ∈ Pn.
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• If α = ϕid,id, then αη = ϕu2,u2 and therefore αη = α if and only if u2 = id, that
is, if and only if η ∈ E3 ∪ A ∪ E2 ∪ {ϕid,id}.

By consideration of rank, it is clear that if α ∈ A∪B ∪C, then rk(αη) < rk(α), and
thus αη ̸= α for all η ∈ En \ Gn, as required.

As a direct consequence, we obtain the description of the relation ℒ̃.

Proposition IV.7.8. The ℒ̃-classes of En are En \ (E3 ∪ E2 ∪ E1) and all the
singletons {η} where η = η2 ̸= ε.

Proof. In order to show that α ℒ̃β for some α, β ∈ En, we need to show that they
have the same idempotents as right identities. It is clear by specialising Lemma IV.7.3
to the case where η is idempotent that Gn∪A∪B∪C form a single ℒ̃-class. Moreover,
from Lemma I.3.13, we know that idempotents are ℒ̃-related if and only if they are
ℒ-related, and hence by Proposition IV.5.1, if and only if they are equal. Since any
idempotent is a right identity for itself, the result follows.

Remark IV.7.9. Unlike the situation for ℛ∗ and ℛ̃, we find that ℒ∗ is a strictly
smaller relation than ℒ̃. Indeed, in general, the relation ℒ∗ on a semigroup S is
well-known to be a right congruence. However, it is easy to see that ℒ̃ is not a right
congruence. Indeed, taking α ∈ A, β ∈ B and ϕt,e ∈ E3 we find that α ℒ̃β whilst
αϕt,e = ϕid,id and βϕt,e = ϕe,e are distinct idempotents, and hence not ℒ̃-related.

We can now give the description of ℒ∗.

Proposition IV.7.10. Let α, β ∈ En. Then αℒ∗ β if and only if one of the following
occurs:

• α, β ∈ Gn;

• α, β ∈ E3 ∪ E2 ∪ E1 and α = β; or

• α, β ∈ A ∪ B ∪ C are such that α = ϕt,e, β = ϕu,f have the same type and
Fix(t, e) = Fix(u, f).

Proof. Since ℒ ⊆ ℒ∗ ⊆ ℒ̃, we have that all elements of Gn are ℒ∗-related, and
that idempotents of En distinct from ε form their own ℒ̃-class by Proposition IV.7.8
and thus they also form their own ℒ∗-class. Therefore, it only remains to show that
elements of Gn cannot be ℒ∗-related to non-regular elements (that is, elements of
A ∪ B ∪ C) and that two non-regular elements are ℒ∗-related if and only if they
have the same type and are fixed by the same automorphisms of Gn.
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To see first that no elements of Gn can be ℒ∗-related to elements of A ∪B ∪ C,
consider α ∈ Gn and β ∈ A ∪ B ∪ C, and let t = (1 2), e = c3 ∈ Tn. Since t2 = id
and (t, e) ∈ Pn we have ϕt,e, ϕid,e, ϕe,e ∈ En. Clearly αϕt,e, αϕid,e and αϕe,e are all
distinct. If β ∈ A, then we have that βϕt,e = ϕid,e = βϕid,e, while if β ∈ B ∪ C

we have βϕt,e = ϕe,e = βϕid,e. Therefore elements of Gn cannot be ℒ∗-related to
elements of A ∪B ∪ C.

From now on, we assume that α, β are non-regular (i.e. contained in A ∪B ∪C),
and that α = ϕv,k and β = ϕu,f for some (v, k), (u, f) ∈ Pn.

Suppose that αℒ∗ β and consider the maps ϕt,e, ϕid,e and ϕe,e in En as above.
To see that α and β must have the same type, notice that if α ∈ A and β ∈ B ∪ C,
then αϕt,e = ϕid,e ≠ ϕe,e = αϕe,e while βϕt,e = ϕe,e = βϕe,e which contradicts the fact
that αℒ∗ β. Thus either α, β ∈ A, or α, β ∈ B ∪ C which shows that ℒ∗-related
maps must be of the same type. Lemma IV.7.6 gives that Fix(v, k) = Fix(u, f).

Conversely, assume that α and β have the same type and that Fix(v, k) = Fix(u, f).
By Lemma IV.3.6 we have that αη = βη for all η ∈ En \ Gn. Suppose now that ψg, ψh
in Gn. If αψg = αψh, then αψgh−1 = α. It follows that gh−1 ∈ Fix(v, k) = Fix(u, f)
and so βψg = βψh. Finally, it is easy to see that if α ∈ A ∪ B ∪ C, γ ∈ Gn and
δ ∈ En \ Gn, then as the rank of αγ is the same as the rank of α, but the rank of αδ is
strictly less than the rank of α, we cannot have that αγ = αδ. Using the symmetry
in the arguments used above concludes the proof.

Using Propositions IV.7.5, IV.7.8 and IV.7.10, we immediately get the following.

Proposition IV.7.11. For n ≥ 5 the semigroup En is left abundant (and hence left
Fountain), right Fountain but not right abundant.

We can now describe the relations 𝒟∗ and 𝒥∗.

Proposition IV.7.12. The 𝒟∗-classes of En are Gn, E1 and En \ (Gn ∪ E1) and
further, 𝒟∗ = 𝒥∗.

Proof. By Propositions IV.7.5 and IV.7.10 we know that the elements of Gn form a
single ℛ∗-class and a single ℒ∗-class. Thus it follows that Gn is also a 𝒟∗-class.

Let α ∈ E1 and suppose that αℒ∗ ◦ℛ∗ δ for some δ ∈ En \ Gn. Then there exists
η ∈ En \ Gn such that αℒ∗ ηℛ∗ δ. By Proposition IV.7.10 we find that η = α ∈ E1,
and by Proposition IV.7.5 we see that δ ∈ E1. It follows from this argument together
with the fact that E1 is an ℛ∗-class that E1 is also a 𝒟∗-class.
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Suppose then that α ∈ En \ (Gn ∪E1) and α𝒟∗ δ. It follows from the above that
δ ∈ En \ (Gn ∪ E1). We aim to show that if α, δ ∈ En \ (Gn ∪ E1) then α𝒟∗ δ.

Notice that by our partition of En we have that

En \ (Gn ∪ E1) = (E3 ∪ A ∪B) ∪ (E2 ∪ C),

is the union of all elements of rank 3 and all elements of rank 2. Moreover, it follows
from Proposition IV.7.5 that if α, δ either both have rank 3 or both have rank 2,
then αℛ∗ δ, and hence α𝒟∗ δ. We show that there is an element β ∈ B of rank 3
and γ ∈ C of rank 2 such that βℒ∗ γ, which will complete the description of 𝒟∗.

We recall from Example IV.3.8 that for

t =
1 2 3 4 i≥5

1 3 2 1 i

 , u =
1 2 3 4 i≥5

1 1 1 4 4

 , f =
1 2 3 4 i≥5

1 1 1 1 1

 ,
we have β := ϕt,f ∈ B and γ := ϕu,f ∈ C, so that β and γ have the same type. We
show that Fix(t, f) = Fix(u, f), so that βℒ∗ γ by Proposition IV.7.10.

Since f = c1 we see that that Fix(t, f) = {g ∈ Sn : gt = tg and 1g = 1}.
If g ∈ Fix(t, f) we therefore have 1 = 1g = 4tg = 4gt and hence (since g is a
permutation and 1g = 1) 4g = 4. For all i ≥ 5 we have ig = itg = igt, that is, ig is
fixed by t from which it follows that ig ≥ 5 for all i ≥ 5. Finally we have 2g = 3gt
and 3g = 2gt. Thus

Fix(t, f) = {g, (2 3)g : g ∈ Sn, ig = i for 1 ≤ i ≤ 4}.

Similarly Fix(u, f) = {g ∈ Sn : gu = ug and 1g = 1}. If g ∈ Fix(u, f) we
therefore have 1 = 1g = 1gu = 2gu = 3gu and hence (since g is a permutation and
1g = 1) we must have {2g, 3g} = {2, 3}. Thus for all i ≥ 4 we have that ig ≥ 4.
Moreover, since u fixes 4g we must have 4g = 4 since 4 is the only value distinct
from 1 that is fixed by u. It is then easy to see that

Fix(u, f) = {g, (2 3)g : g ∈ Sn, ig = i for 1 ≤ i ≤ 4} = Fix(t, f).

We now look at the 𝒥∗ relation. Since 𝒟∗ ⊆ 𝒥∗ and that En, En \ Gn and E1 are
distinct ideals of En saturated by 𝒟∗, it follows that these ideals are associated with
distinct 𝒥∗-classes, and thus 𝒥∗ = 𝒟∗.

Finally, the 𝒟 and 𝒥-relations are only composed of two classes: the minimal
ideal E1 and its complement En \ E1.

Proposition IV.7.13. The 𝒟-classes of En are En \E1 and E1 and further, 𝒥 = 𝒟.
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Proof. Propositions IV.7.5 and IV.7.8 immediately give us that there are two
𝒟-classes, namely En \ E1 and E1. Since E1 is an ideal saturated by 𝒟, it is
a 𝒥-class and the result follows.

IV.8 THE STRUCTURE OF END(Tn) FOR n ≤ 4

In order to have clean statements with uniform proofs, in the previous sections we
focussed on the case where n ≥ 5. To complete the picture, in this section we describe
the structure of En in the cases where n ≤ 4. We note that the decomposition in
terms of rank and type given in Lemma IV.3.2 can also be used to describe the
structure of En in these small cases, however, some of the sets turn out to be empty.

Indeed, E1 = G1 = {ε} is a trivial group, and E2 decomposes as a disjoint union
E2 = G2 ∪ E2(2) ∪ E1(2) where G2 = {ε, ψ(1 2)} is the automorphism group, whilst
E2(2) = {ϕid,c1 , ϕid,c2} and E1(2) = {ϕid,id, ϕc1,c1 , ϕc2,c2} are the idempotents of rank
2 and 1 respectively. We note in particular that these two semigroups (consisting of
group elements and idempotents only) are regular.

For n = 3, the endomorphism monoid E3 decomposes as the disjoint union
E3 = G3 ∪ E3(3) ∪ E2(3) ∪ C(3) ∪ E1(3). The elements of C(3) are not regular (note
that the reasoning given in the proof of Proposition IV.4.8 also applies here), so that
E3 is not a regular semigroup.

For the case n = 4, recall that the endomorphism monoid E4 was described in
Lemma IV.3.2 as E4 = G4 ∪D(4) ∪ E3(4) ∪B(4) ∪ E2(4) ∪ C(4) ∪ E1(4) where each
set is non-empty and D(4) contains idempotents of rank 7, namely the elements in
the set E7(4) = {σg : g ∈ K}.

In spite of these differences, certain properties turn out to be common to all
endomorphism monoids En. Their proofs are often akin to those presented in
Sections IV.4–IV.7 and these results could be obtained by direct enumeration using
a computer program such as GAP, but we will give here a detailed account for the
case n = 4, which happens to be more complicated to handle.

IV.8.1 General considerations

In order to use the same techniques as in the case for n ≥ 5, we start by giving a
weakened version of Lemma IV.3.6.
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Lemma IV.8.1. Let α, β ∈ En \ Gn. If α and β are of the same type, then αγ = βγ

for all γ ∈ En \ Gn if n ̸= 4 and αγ = βγ for all γ ∈ E4 \ (G4 ∪D(4)) if n = 4.

Proof. If n ̸= 4, this follows directly from 4) of Corollary IV.2.5, while if n = 4, it
suffices to add the results in Lemma IV.2.6.

Using this lemma, Definition IV.4.1 is now valid for all n ≥ 2, where for n = 4,
we restrict ourselves to define α+, α− and α0 to elements of E4 \ (G4 ∪D(4)).

We now give a result containing all the properties that are common in En for all
values of n.

Proposition IV.8.2. Let n ∈ N. In the endomorphism monoid En, the following
statements hold:

1) the set of all idempotents is a band, and forms a rank-ordered chain of right
zero semigroups;

2) the set of idempotents of rank 1 is the minimal ideal of En;

3) ℋ = ℒ⊆ ℛ = 𝒟 = 𝒥;

4) ℛ∗ = ℛ̃ and the classes are the sets of elements with the same rank;

5) En is a left abundant semigroup.

Proof. These facts have already been explicitly proven for n ≥ 5 in the previous
sections, and it is straightforward to check that the details go through in just the
same way for all n ̸= 4. Indeed, for all n ≠ 4, statements 1) and 2) follow in exactly
the same way as in the proof of Corollary IV.4.6, whilst it is readily verified that the
characterisation of the ℒ and ℛ relations given in Section IV.5 (αℒβ if and only if
α = β or α, β ∈ Gn; and αℛ β if and only if α, β ∈ Ek for some k or α, β ∈ Gn or
αGn = βGn) also hold in these cases, from which statement 3) follows (since ℒ⊆ ℛ).
Part 4) and 5) are trivial in the case where n = 1 or n = 2 since these semigroups
are regular. The astute reader will also notice that the proofs of the results present
between Lemma IV.7.1 and Proposition IV.7.5 hold without modifications in the
case n = 3 since there is an idempotent of every type.

The case n = 4 is a little different, since there are extra endomorphisms to consider.
We use extensively the multiplication of elements described in Corollary IV.2.5 and
Lemma IV.2.6. It is clear from these results that E1(4) is the minimal ideal of
E4 by consideration of ranks and that E1(4) < E2(4) < E3(4) < {ε} is a chain of
right-zero semigroups. Since pg = id for all g ∈ K, it follows that σgσh = σh for all
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σg, σh ∈ E7(4), and thus E7(4) is also a right-zero semigroup. To complete the proof
of 1), it suffices to verify that E7(4)Ek(4) ⊆ Ek(4) and Ek(4)E7(4) ⊆ Ek(4) for all
k ≤ 3, which follows from Lemma IV.2.6 together with Lemma IV.1.7.

The fact that parts 3) and 4) hold when n = 4 will be shown in Corollary IV.8.11
and Lemma IV.8.12 below, since their proofs are more involved and require specific
attention.

Since E2 is a regular semigroup, we know that Green’s and extended Green’s
relations coincide on this semigroup, and thus Proposition IV.8.2 contains all the
information of the algebraic structure of E2 that have been studied in this chapter.
On the other hand, we mentioned that E3 is not regular, and so it makes sense to
consider the extended Green’s relations.

Proposition IV.8.3. In E3 the following statements hold:
1) ℒ∗ ⊆ ℛ∗ = 𝒟∗ = 𝒥∗ = ℛ̃ and the ℛ∗-classes are G3, E3(3), E2(3) ∪ C(3)

and E1(3) (i.e. elements of the same rank);

2) α ℒ̃β if and only if α = β or α, β ∈ G3 ∪ C(3);

3) αℒ∗ β if and only if α, β ∈ G3 or α2 = α = β = β2 or α = ϕt,e, β = ϕu,f both
lie in C(3) with Fix(t, e) = Fix(u, f);

4) the 𝒟-classes are G3 ∪ E2(3) ∪ C(3), E3(3) and E1(3);

5) the 𝒥-classes are E3 \ E1(3) and E1(3).

Proof. Since E3 contains an idempotent of each type as defined in Section IV.3,
almost all of the arguments given in Section IV.7 go through verbatim. The only
two notable differences concern the relations 𝒟∗ and 𝒟. Indeed for 𝒟∗ the proof
of Proposition IV.7.12 utilises an element of B(n) to deduce that certain elements
are 𝒟∗-related, but since B(3) = ∅, this argument is not valid for n = 3. The result
however follows directly from the observation that ℒ∗ ⊆ ℛ∗ so that 𝒟∗ = ℛ∗, while
the proof that 𝒟∗ = 𝒥∗ is just as before. In a similar manner in the case of 𝒟, the
proof of Proposition IV.7.13 relies on the fact that elements of A(n), B(n) and C(n)
are ℒ̃-related in order to show that elements of E2(n), E3(n) and Gn are 𝒟-related.
Since A(3) = B(3) = ∅ this argument does not hold for n = 3. However, it is easy to
see that elements of E3(3) form a single 𝒟-class, while elements of G3 and E2(3) are
ℒ̃◦ℛ̃-related. Thus the classes of 𝒟 are as given in the statement. Finally 𝒟 ⊆ 𝒥,
and since classes of 𝒥 are ideals saturated by ℒ̃ and ℛ̃, it follows that the only two
classes are E1(3) and E3 \ E1(3).
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We can generalise Corollary IV.4.10 to the smaller values of n as follows.

Proposition IV.8.4. Let n ∈ N. Then the following conditions are mutually
exclusive:

1) Tn is isomorphic to En, and then n = 1;

2) Tn embeds into En, but En does not embed into Tn, and then n = 2; and

3) there is no embedding between Tn and En, and then n ≥ 3.

Proof. Notice that the arguments used in Corollary IV.4.10 are in fact valid for all
values of n ≥ 3, since the element considered lie in T3 together with the fact that Tn
has at least 3 idempotents in this case.

Suppose now that Tn and En are isomorphic. Since Tn is regular and En is not
regular for n ≥ 3, we must have n ≤ 2. But |T2| = 4 < 7 = |E2|, so that the only
possible value is n = 1, where we know that T1 = E1 is the trivial group.

Finally, suppose that ϕ : Tn → En is an embedding but that there is no embedding
of En into Tn. Then the only possibility is that n = 2. In this case, such an embedding
exists, for example:

id 7→ ε, (1 2) 7→ ε(12), c1 7→ ϕc1,c1 and c2 7→ ϕc2,c2 .

IV.8.2 The case of E4

Throughout this section, we set n = 4.
Because of the presence of additional endomorphisms of rank 7, namely, the

elements of D(4), we cannot deduce the results for E4 directly from the results of the
previous sections in the same way we have done for E3. Nonetheless, the structure of
E4 is not too far away from the structure of En when n ≥ 5, and it is possible to use
the earlier proofs by following the strategy that we now give.

Recall first from Lemma IV.2.6 that D(4) and E4 \D(4) are subsemigroups of
E4, and write T (4) for E4 \D(4). In order to describe the algebraic structure of E4,
we want to show that the presence of the elements of D(4) does not influence the
algebraic structure of T (4), so that we can work with T (4) and D(4) separately in a
perfectly sound manner.

Remark IV.8.5. Recall that for any subsemigroup Q of a semigroup S, we have

ℒS ∩(Q×Q) ⊆ ℒQ and ℛS ∩(Q×Q) ⊆ ℛQ,
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and similarly,

ℒ∗
S ∩(Q×Q) ⊆ ℒ∗

Q, ℛ∗
S ∩(Q×Q) ⊆ ℛ∗

Q,

ℒ̃S ∩(Q×Q) ⊆ ℒ̃Q and ℛ̃S ∩(Q×Q) ⊆ ℛ̃Q .

To work with Green’s and extended Green’s relations, we will consider that any
relation written without a subscript will be relatively to the semigroup E4, but we
will add a subscript D or T when they are to be considered in the subsemigroups
D(4) and T (4) = E4 \ D(4) respectively, that is, we will write ℒ, ℒD and ℒT for
the ℒ-relation on E4, D(4) and T (4) respectively. We will show that, if 𝒳 is one of
ℒ, ℛ, ℒ∗, ℛ∗, ℒ̃ or ℛ̃, we have:

𝒳∩ (T (4) × T (4)) = 𝒳T and 𝒳∩ (D(4) ×D(4)) = 𝒳D,

so that 𝒳= 𝒳T ∪𝒳D. This way, it will suffice to describe 𝒳D to obtain a description
of the 𝒳-relation on E4, since the description of 𝒳T will be obtained from the work
done in Sections IV.5 and IV.7.

In order to facilitate readability, we will remove the dependence on 4 in the proofs
of this section for the sets T (4), D(4), E3(4), E2(4), B(4), C(4) and E1(4). We will
make heavy use of the results contained in Sections IV.1 and IV.2.2 which concern
properties of elements of D(4), in particular with respect to the elements ps and
the multiplication in E4. A direct consequence of Lemma IV.1.7 is that ασg has the
same type as α for all α = ϕt,e ∈ E4 \ (G4 ∪ D(4)), and moreover, if α = ϕt,e is of
non-permutation type, then ασg = ϕc4g ,c4g ∈ E1(4). The aim of this section is to
prove the results contained in the following proposition.

Proposition IV.8.6. In the endomorphism monoid E4 = End(T4), the following
statements hold:

• the regular elements of E4 are G4 ∪D(4) ∪ E(E4), so that E4 is not regular;

• αℒβ if and only if α = β or α, β ∈ G4 or α = σg, β = σh both lie in D(4)
with 4g = 4h;

• αℛ β if and only if α, β ∈ Ek(4) for some 1 ≤ k ≤ 3 or α, β ∈ G4 or
α, β ∈ D(4) or αG4 = βG4;

• ℋ = ℒ⊊ℛ = 𝒟 = 𝒥;

• ℛ∗ = ℛ̃ and the ℛ∗-classes are G4, D(4), E3(4) ∪B(4), E2 ∪C(4) and E1(4);
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• α ℒ̃β if and only if α = β or α, β ∈ G4 ∪B(4) ∪ C(4) or α = σg, β = σh both
lie in D(4) with 4g = 4h;

• αℒ∗ β if and only if α, β ∈ G4 or α = β or α = σg, β = σh both lie in D(4) with
4g = 4h or α = ϕt,e, β = ϕu,f both lie in B(4) ∪C(4) with Fix(t, e) = Fix(u, f);

• 𝒟∗ = 𝒥∗ and the 𝒟∗-classes are G4, D(4), E3(4) ∪ B(4) ∪ E2(4) ∪ C(4) and
E1(4);

• the 𝒟-classes are D(4), E1(4) and E4 \ (D(4) ∪ E1(4));

• the 𝒥-classes are E4 \ E1(4) and E1(4).

We start by showing that E4 is not regular.

Lemma IV.8.7. The regular elements of E4 are G4 ∪D(4) ∪ E(E4). Consequently,
D(4) is a regular subsemigroup and E4 is not regular.

Proof. Clearly, elements of G4 ∪ E(E4) are regular. Now let σg ∈ D, and let h = g−1

so that ph = p−1
g . Then we get

σgσhσg = σpghσg = σpgphg = σg,

which shows that all elements of D are regular.
To see that an element α ∈ B ∪ C is not regular, notice that ασgα = α2 ̸= α,

and using the arguments of the proof of Proposition IV.4.8, we also get that α does
not have an inverse in T . Hence B ∪ C consists of non-regular elements and E4 is
not a regular semigroup.

Remark IV.8.8. Since D(4) is a regular subsemigroup, it is well-known (see [2.4.2 in
28]) that ℒD = ℒ∩ (D(4) ×D(4)) and ℛD = ℛ ∩ (D(4) ×D(4)).

IV.8.2.1 Green’s relations

We now prove the description of Green’s relations in E4.

Lemma IV.8.9. Let α, β ∈ E4. Then:
1) the principal left ideal generated by α ∈ En \ G4 is:

a) E4α = {α, α+, α−, α0} if α ∈ E4 \ (G4 ∪D(4)), and

b) E4α =
{
σptg, ϕpg

t ,c4g
, ϕc4g ,c4g , ϕid,id : t ∈ S4

}
if α = σg ∈ D(4);

2) αℒβ if and only if α = β or α, β ∈ G4 or α = σg, β = σh both lie in D(4)
with 4g = 4h;
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3) ℒD = ℒ∩ (D(4) ×D(4)) and ℒT = ℒ∩ (T (4) ×T (4)), so that ℒ= ℒT ∪ℒD.

Proof. We already know that elements of D cannot be ℒ-related to elements of T
since ℒD = ℒ∩(D×D). Since σgϕt,e = ϕt,e for all σg ∈ D and ϕt,e ∈ E4 \(G4 ∪D), it
follows from Proposition IV.5.1 that if α ∈ E4 \ (G4 ∪D), then E4α = {α, α+, α−, α0},
while E4α = E4 is α ∈ G4, so that ℒT = ℒ∩ (T × T ).

On the other hand, the principal left ideal generated by σg ∈ D is

E4σ
g =

{
ψtσ

g, σtσg : t ∈ S4
}

∪ {ϕt,eσg : t ∈ S4 and e ̸= id} ∪

{ϕt,eσg : t, e ∈ T4 \ S4} ∪ {ϕid,idσ
g}

= {σptg : t ∈ S4} ∪
{
ϕpg

t ,c4g
: t ∈ S4

}
∪
{
ϕc4g ,c4g

}
∪ {ϕid,id} .

Moreover, since im σg = {tg : t ∈ S4, 4t = 4} ∪ {c4g}, it follows that if σgℒσh, then
we have im σg = im σh, which forces 4g = 4h. Conversely, let σg, σh ∈ D be
such that 4g = 4h. Then hg−1 fixes 4, which shows that (hg−1)σ = hg−1 and
σhg

−1
σg = σhg

−1g = σh, and similarly for gh−1 giving σgh
−1
σh = σg. Thus the

ℒ-classes are as given in the statement and ℒ= ℒT ∪ℒD.

Lemma IV.8.10. Let α ∈ E4. The principal right ideal of E4 generated by α is equal
to:

αE4 =



E4 if α ∈ G4,

E4 \ G4 if α ∈ D(4),

E4 \ (G4 ∪D(4)) if α ∈ E3(4),

E2(4) ∪ C(4) ∪ E1(4) if α ∈ E2(4),

Bt,e(4) ∪ E1(4) if α = ϕt,e ∈ B(4),

Ct,e(4) ∪ E1(4) if α = ϕt,e ∈ C(4), or

E1(4) if α ∈ E1(4).

Consequently, for α, β ∈ E4, we have αℛ β if and only if α, β ∈ Ek(4) for some
1 ≤ k ≤ 3 or α, β ∈ G4 or α, β ∈ D(4) or αG4 = βG4.

Furthermore, ℛD = ℛ ∩ (D(4) ×D(4)) and ℛT = ℛ ∩ (T (4) × T (4)).

Proof. We already know that D is a union of ℛ-classes and that its elements
are left identities for E4 \ (G4 ∪ D), so that σgE4 = E4 \ G4. Furthermore, for all
g, h ∈ S4 we have that p−1

g h, p−1
h g ∈ S4, which gives that σgσp−1

g h = σpgp
−1
g h = σh

and σhσp
−1
h
g = σphp

−1
h
g = σg. Hence D is an ℛ-class.
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By the remarks made at the beginning of this section, for all α ∈ Ek with
1 ≤ k ≤ 3, we have that αD ⊆ Ek. Also for α ∈ B ∪ C, we have αD ⊆ E1. Thus
αE4 = αT , and the result then follows from Proposition IV.5.3.

The proof of the following corollary is then immediate.

Corollary IV.8.11. In E4, we have ℋ = ℒ⊊ℛ = 𝒟 = 𝒥.

IV.8.2.2 Extended Green’s relations

We start by looking at the relations ℛ∗ and ℛ̃.

Lemma IV.8.12. In E4, ℛ∗ = ℛ̃ and the ℛ∗-classes are G4, D(4), E3(4) ∪B(4),
E2 ∪ C(4) and E1(4).

Consequently, αℛ∗ β if and only if α and β lie ℛ-below the same idempotents if
and only if α and β lie 𝒥-below the same idempotents if and only if rk(α) = rk(β).

Furthermore, we have ℛ∗
D = ℛ∗ ∩ (D(4) ×D(4)) and ℛ∗

T = ℛ∗ ∩ (T (4) × T (4)).

Proof. Notice first that elements of E7 are left identities for all elements of En \ G4

but they are not left identities for elements of G4. Similarly, elements of E3 are left
identities for E4 \ (G4 ∪D) but are not left identities for G4 ∪D. Thus, elements of
D cannot be ℛ̃-related to any element of T .

Moreover, D is regular, so that by Corollary I.3.14, we have that ℛD = ℛ∗
D = ℛ̃D

which shows D is an ℛ̃- and an ℛ∗-class.
It follows from this that T is a union of ℛ∗- and ℛ̃-classes. Using the same

arguments as in the proofs of Lemma IV.7.1 and Proposition IV.7.5, we get that the
ℛ∗

T - and ℛ̃T -classes are G4, E3 ∪B, E2 ∪C and E1. By the remark at the beginning
of this proof, it is clear that these are ℛ̃-classes in E4. We aim to show that the
presence of elements from D does not split these classes further for ℛ∗. In order to
do so, it suffices to show that if two elements of E3 ∪B or E2 ∪ C are ℛ∗

T -related,
then they must be ℛ∗-related.

So let ϕt,e, ϕu,f ∈ E4 be such that ϕt,eℛ∗
T ϕu,f . Since elements of D act as left iden-

tities on E4 \(G4 ∪D), it follows that if γϕt,e = δϕt,e for some γ, δ ∈ E4, either γ, δ ∈ D

and then trivially γϕu,f = δϕu,f , or γ, δ ∈ T and thus γϕu,f = δϕu,f by assumption,
or γ ∈ D and δ ∈ T in which case we have γϕt,e = ηϕt,e = δϕt,e. Now, using the
assumption that ϕt,e ℛ∗

T ϕu,f , we get ηϕu,f = δϕu,f , so that γϕu,f = ηϕu,f = δϕu,f .
Exchanging the role of ϕt,e and ϕu,f , we get that if ϕt,eℛ∗

T ϕu,f , then ϕt,eℛ∗ ϕu,f .
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Therefore, the ℛ∗-classes are as given, and the other equivalences follow directly
from Lemma IV.8.10 and Corollary IV.8.11.

The last part follows from the intermediary results present in the proof.

The relations ℒ̃ and ℒ∗ are also closely following the descriptions of ℒ̃T and
ℒ∗
T .

Lemma IV.8.13. In E4 we have the following:
1) α ℒ̃β if and only if α = β or α, β ∈ G4 ∪B(4) ∪ C(4) or α = σg, β = σh both

lie in D(4) with 4g = 4h;

2) ℒ̃D = ℒ̃∩ (D(4) ×D(4)) and ℒ̃T = ℒ̃∩ (T (4) × T (4));

3) αℒ∗ β if and only if α, β ∈ G4 or α = β or α = σg, β = σh both lie in D(4) with
4g = 4h or α = ϕt,e, β = ϕu,f both lie in B(4)∪C(4) with Fix(t, e) = Fix(u, f);

4) ℒ∗
D = ℒ∗ ∩ (D(4) ×D(4)) and ℒ∗

T = ℒ∗ ∩ (T (4) × T (4)).

Proof. Notice that since D is a regular semigroup, each element of D has an idem-
potent of E7 as a right identity. Moreover, elements of E7 cannot be right identities
for elements of G4, nor of B ∪ C (since ϕt,eσg ∈ E1 for all ϕt,e ∈ B ∪ C), while
every element of E3 ∪ E2 ∪ E1 is a right identity for itself but not for elements
of D. Therefore we obtain that elements of D cannot be ℒ̃-related (and hence
cannot be ℒ∗-related) to elements of T so that σg ℒ̃σh if and only if σg ℒ̃D σ

h. But
ℒ̃D = ℒ∗

D = ℒD by Corollary I.3.14 which gives the ℒ̃- and ℒ∗-classes of D by
Lemma IV.8.9.

It follows that T is a union of ℒ̃- and ℒ∗-classes. Using the remarks above and
Proposition IV.7.8, we get that G4 ∪B ∪ C is an ℒ̃-class since the only idempotent
acting as a right identity for elements of this set is ε, while idempotents of E3∪E2∪E1

form singleton ℒ̃-classes in T and thus also in E4.
Since idempotents form their own ℒ̃-classes, then they also form singletons

ℒ∗-classes. From Proposition IV.7.10, we also know that G4 is an ℒ∗
T -class, and

since it is already an ℒ-class and ℒ⊆ ℒ∗, we get that G4 is an ℒ∗-class. Finally,
B ∪ C splits into smaller ℒ∗

T -classes where two elements are ℒ∗
T -related if they are

fixed by the same automorphisms. Hence, in order to finish the description of the
ℒ∗-classes of E4, it suffices to show that two elements of B ∪C which are ℒ∗

T -related
will be ℒ∗-related.

Let α, β ∈ B ∪ C be such that αℒ∗
T β. Consider γ, δ ∈ E4 satisfying αγ = αδ. If

γ ∈ D, then αγ = ϕc4h,c4h
= βγ, and similarly if γ = ϕu,f ∈ E4, then αγ = ϕf,f = βγ.
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Thus if γ, δ ∈ En \ G4, then we get that βγ = αγ = αδ = βδ directly. Note that
we cannot have γ ∈ G4 and δ ∈ D since αψg ∈ B ∪ C while ασg =∈ E1. For the
remaining cases, we have γ, δ ∈ T , and by assumption of α and β being ℒ∗

T -related,
we get βγ = βδ. Interchanging the role of α and β, we obtain that αℒ∗ β, finishing
to show that ℒ∗

T = ℒ∗ ∩(T (4)×T (4)). Therefore the ℒ∗-classes of E4 are as given in
the statement while the other parts can be deduced from the steps of this proof.

An immediate consequence of Lemma IV.8.13 is the following.

Corollary IV.8.14. The semigroup E4 is right Fountain but not right abundant.

We can now easily deduce the description of 𝒟∗ and 𝒥∗.

Corollary IV.8.15. Let α, β ∈ E4. Then α𝒟∗ β if and only if α𝒟∗
T β or α𝒟∗

D β.
Moreover, the 𝒟∗-classes are G4, D(4), E3(4) ∪B(4) ∪ E2(4) ∪ C(4) and E1(4),

and 𝒥∗ = 𝒟∗.

Proof. Let α, β ∈ E4 and assume that α𝒟∗ β. Then there exist γ0, γ1, . . . , γ2k ∈ E4

such that
α = γ0 ℛ∗ γ1 ℒ∗ γ2 · · ·ℛ∗ γ2k−1 ℒ∗ γ2k = β.

By Lemma IV.8.12 we have that if α ∈ D then γ1 ∈ D, and then using Lemma IV.8.13,
this also forces γ2 ∈ D. By induction, we get that γi ∈ D for all 1 ≤ i ≤ n, so that
β ∈ D and α𝒟∗

D β. Similarly, if α ∈ T , then we get that each γi is in T and thus
β ∈ T and α𝒟∗

T β.
Since ℒ∗

D ⊆ ℛ∗
D and that D is an ℛ∗-class, it follows that it is a 𝒟∗-class. For

the other classes, we use the fact that the ℛ∗- and ℒ∗-classes of elements of T
are the ℛ∗

T - and ℒ∗
T -classes to deduce that the proof of Proposition IV.7.12 can be

followed entirely, with the only caveat that we need to slightly change the elements
used to show that there is an element of B that is ℒ∗-related to an element of C.
For this, it suffices to consider the restriction of the elements t, u and f to the set
{1, 2, 3, 4}, that is, to use the elements

t =
1 2 3 4

1 3 2 1

 , u =
1 2 3 4

1 1 1 4

 , and f =
1 2 3 4

1 1 1 1

 ,
since we then have that ϕt,f ∈ B and ϕu,f ∈ C are fixed by the same automorphisms
and are thus ℒ∗-related.
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Since we know that 𝒟∗ ⊆ 𝒥∗, it only remains to show that elements of distinct
𝒟∗-classes cannot be 𝒥∗-related. But this follows from the fact that E1, E4 \ (G4 ∪D),
E4 \ G4 and E4 are all distinct ideals of E4 saturated by 𝒟∗, and thus correspond to
the principal ∗-ideals of E4.

We finally give the description of 𝒟 and 𝒥 which differ in E4.

Lemma IV.8.16. In E4 we have that:
• the 𝒟-classes are D(4), E1(4) and E4 \ (D(4) ∪ E1(4)); and

• the 𝒥-classes are E4 \ E1(4) and E1(4).

Proof. By Lemmas IV.8.12 and IV.8.13, it is clear that E1 and D are both 𝒟-classes
of E4. Moreover, any element of E4 \ (D ∪ E1) is ℛ∗ ◦ℒ∗-related to ε, which shows
that this also constitutes a 𝒟-class.

Since 𝒟 ⊆ 𝒥 and E1 is an ideal saturated by 𝒟, it suffices to prove that elements
of D are 𝒥-related to elements of G4. If α ∈ D, then the principal ideal generated by
α is E4αE4 = E4 \ G4. Since elements of G4 are ℒ̃-related to elements of B, it follows
that this ideal is not ∼-saturated, so that J̃(α) = E4 = J̃(ε). Hence, α is 𝒥-related
to ε, which shows that E4 \ E1 is a single 𝒥-class.

IV.9 FURTHER CONSIDERATIONS

It is clear that this chapter only constitutes an opening in the discussion of endo-
morphism monoids of special algebras, and as such there are many possible extensions
for this work. We list here a few potential directions.

Presentations and orbits. Since En is a finite semigroup with a fairly nice
structure, we would like to give a finite presentation of this monoid. In [23], we give
some results on how to find a set of generators and a presentation. However, we
would like to be able to exactly describe the elements a minimal generating set must
contain. This boils down to understanding the orbits of elements of En, and how the
sets A(n), B(n) and C(n) are split relative to these. In particular, we know that all
elements inside a given orbit have the same rank, so that we can talk about orbits
of a given rank. It is clear that orbits of rank 3 cannot be generated from orbits of
higher rank, or other orbits of rank 3. However, in C(n), we can see that some orbits
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of rank 2 will be generated by orbits of rank 3, while others will not. Being able to
describe all orbits of rank 2 that cannot be generated by orbits of higher rank would
allow us to give a presentation of En with a possibly minimal number of generators.

Endomorphism monoids of other semigroups. In this chapter, we have
looked at the monoid En = End(Tn) as Tn is arguably the most natural semigroup of
finite transformations. Since the automorphisms and endomorphisms of PT n and
In have already been described by different authors (see [19, Chap. 7]), a similar
study could be made to describe the structure of the monoids End(PTn), End(In)
and End(Sn). What similarities and differences in the structure of the monoid would
these have when compared to End(Tn)?

Moving away from transformation semigroups, one could consider related semi-
groups, such as Brauer monoids and partition monoids (see, for example, [11]), where
here the endomorphisms have been determined [32].

We have assumed throughout that we were looking at the transformation semi-
group of a finite set. What would be the endomorphism monoid of the full trans-
formation monoid (and related semigroups) of an infinite set, such as N?

Iteration. We have mentioned that Tn and En are not mutually embeddable in
each other in general. One could pursue our iteration procedure by now considering
the monoid End(En) = End(End(Tn)). How would that monoid compare relatively
to Tn or En? Even more generally, what can be said about the sequence of monoids

Tn, End(Tn), End(End(Tn)), . . .?



V

The translational hull of the 0-minimal
ideal of the endomorphism monoid of an

independence algebra

This chapter is concerned with translational hulls and ideal extensions described in
Section I.2 of the preliminaries when studied in the context of the endomorphism
monoid of an independence algebra. Let 𝒜 be an independence algebra and M be
the smallest ideal of End(𝒜) containing maps of rank at least 1, and call this ideal
the (0-)minimal ideal of End(𝒜). The following question was asked by Prof. Stuart
Margolis:

Is the translational hull of the (0-)minimal ideal M isomorphic to the
endomorphism monoid End(𝒜)?

which can be reformulated as:
Is the monoid End(𝒜) the largest semigroup that contains its (0-)minimal
ideal M as a dense ideal?

Whenever End(𝒜) has no other ideals than itself, we trivially get a positive
answer from Corollary I.2.15 since End(𝒜) is a monoid, so we will only consider
independence algebras for which End(𝒜) has a proper ideal. Notice also that if the
set of constants of 𝒜 is non-empty, then it follows that the set

M = {δ ∈ End(𝒜) | im δ = ⟨∅⟩} = T1,

is the minimal ideal of End(𝒜) by Remark I.5.8. However, this ideal is also a left-zero
semigroup by Remark I.5.5, which means that its translational hull is isomorphic
to TT1 by Proposition I.2.23. In particular, this shows that Ω(M) in this case is

147
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not isomorphic to End(𝒜) and is fully determined. For this reason we will not look
at the minimal ideal of End(𝒜) if our algebra 𝒜 has constants. Thus, we restrict
ourselves to algebras that have a proper (0-)minimal ideal, that is, algebras of rank
at least 2.

From the results expressed in Section I.2, by Corollaries I.2.6 and I.2.42 we know
that for any ideal I ⊆ End(𝒜), the maps πP : Ω(I) → P(I), χP : End(𝒜) → P(I)
and χ : End(𝒜) → Ω(I) defined by

(λ, ρ)πP = ρ, ϕχP = ρϕ and ϕχ = (λϕ, ρϕ)

are all morphisms. This chapter aims to give necessary and sufficient conditions for
these morphisms to be isomorphisms in the case where I is the (0-)minimal ideal of
End(𝒜), that is, finding conditions so that the following commuting diagram only
consists of isomorphisms:

Ω(I)

P(I)

End(𝒜)

πP χP

χ

We study the maps πP and χP in Section V.1 and exhibit a necessary and sufficient
condition in Theorem V.1.18 under which Ω(I) and End(𝒜) are isomorphic through
the composition of πP and χ−1

P . By looking closely at examples of independence
algebras in Section V.2, we see that the conditions exhibited are not always easy to
verify, and can be too restrictive if we only care to obtain an isomorphism between
Ω(I) and End(𝒜).

Even though this approach is generalised in Section V.3 to a larger class of
universal algebras which are free on their basis, we search for conditions that are less
reliant on the special structure of our algebra. This will be used in Chapter VI in
order to find when the map χ is an isomorphism in the context of a general universal
algebra.

Remark. Our approach in this chapter is to focus on right translations, and a curious
reader could wonder why this choice was preferred compared to the one that would
involve left translations instead. A quick answer would be to say that it is more
convenient to only deal with right maps (being either translations or morphisms),
rather than having a combination of left and right maps in our expressions. However,
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there is also a more subtle reason why looking at right translations when dealing with
independence algebras is the most practical and efficient way to describe translational
hull, relying on the fact that such algebras are free on their basis, but this reason will
only become apparent through the developments carried in Chapters VI and VII.

V.1 TRANSLATIONAL HULLS IN END(𝒜)

Let 𝒜 be an arbitrary universal algebra. We start by adapting the common notion
of 0-minimal ideals defined for semigroups with a zero to the context at hand.

V.1.1 The (0-)minimal ideal

Definition V.1.1. If𝒜 has constants, we let O denote the ideal of End(𝒜) consisting
of maps whose image is the constant subalgebra ⟨∅⟩. We note that O is a left-zero
semigroup.

Let T be a (two-sided) ideal of the endomorphism monoid End(𝒜). Then T is
called minimal if it does not properly contain any ideal of End(𝒜).

Furthermore, T is called 0-minimal if:

i) T ̸= O, and

ii) O is the only ideal properly contained in T.

As a shorthand, we will talk about the (0-)minimal ideal of End(𝒜) to denote
its minimal ideal whenever the constant subalgebra ⟨∅⟩ of 𝒜 is empty, and to be its
0-minimal ideal otherwise.

We now define a set I of endomorphisms as follows:

I := {α ∈ End(𝒜) | imα lies inside a monogenic subalgebra}

= {α ∈ End(𝒜) | ∃rα ∈ A with imα ⊆ ⟨rα⟩} ⊆ End(𝒜),

which is an ideal as given by the following.

Lemma V.1.2. The set I is a two-sided ideal of End(𝒜).

Proof. Let α ∈ I and γ ∈ End(𝒜). Then we have that im (γα) ⊆ imα, which lies
in a monogenic subalgebra, so that γα ∈ I.
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Similarly, since imα lies inside a monogenic subalgebra, there exists an element
rα ∈ A such that imα ⊆ ⟨rα⟩. Thus

im (αγ) = Aαγ ⊆ ⟨rα⟩γ = ⟨rαγ⟩,

which gives us that αγ ∈ I. Therefore I is a two-sided ideal of End(𝒜).

In general, the fact that the image of a map α lies inside a monogenic subalgebra
ℬ does not imply that imα = ℬ whenever imα ≠ ⟨∅⟩. However, this is the case in
independence algebras as shown by:

Lemma V.1.3. If 𝒜 is an independence algebra, then for all α ∈ End(𝒜) we have
that imα ⊆ ⟨rα⟩ for some rα ∈ A if and only if imα = ⟨∅⟩ or imα = ⟨rα⟩.

Proof. Clearly, if imα = ⟨∅⟩ or imα = ⟨rα⟩ where rα ∈ A, then imα ⊆ ⟨rα⟩.
Conversely, suppose that imα ⊆ ⟨rα⟩ for some rα ∈ A. If rα ∈ ⟨∅⟩, we get that

⟨∅⟩ ⊆ imα ⊆ ⟨rα⟩ = ⟨∅⟩, hence imα = ⟨∅⟩. Otherwise, rα is an independent element.
If for all x ∈ imα, we have that x ∈ ⟨∅⟩, then imα = ⟨∅⟩. Otherwise there exists
an independent element x ∈ imα ⊆ ⟨rα⟩, so that x = t(rα) for some t ∈ T 𝒜 which
shows that t is not constant on A by Lemma I.4.21, and thus there exists u ∈ T 𝒜

such that u ◦ t = id by Lemma I.4.23. Then we get that

rα = u(t(rα)) = u(x) ∈ imα,

which shows that ⟨rα⟩ ⊆ imα, and therefore we have equality.

We now restrict ourselves to the framework of independence algebras. For the
remainder of Section V.1, we therefore assume that 𝒜 is an independence algebra of
rank at least 2. Moreover we let X = {xi} be a basis of 𝒜, where I is a (possibly
infinite) indexing set.

Corollary V.1.4. The set I is the (0-)minimal ideal of End(𝒜).

Proof. Since 𝒜 is an independence algebra, by Lemma V.1.3 we get that

I = {α ∈ End(𝒜) | imα = ⟨∅⟩ or imα = ⟨rα⟩ for some rα ∈ A \ ⟨∅⟩}

= {α ∈ End(𝒜) | rk(α) ≤ 1} .

Moreover, since the ideals of End(𝒜) are of the form Tκ for some cardinal κ by
Corollary I.5.7, and that they form a chain, it follows that I = T2 is (0-)minimal.
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Remark V.1.5. Even though we now have that I = T2, we prefer to look at this
ideal with respect to monogenic subalgebras since this will allow us to generalise
the results obtained in the rest of this section to algebras outside of the context of
independence algebra, an approach that we will take in Section V.3.

Since any endomorphism in End(𝒜) is uniquely determined by its description on
a basis of our algebra 𝒜, those that sends all basis elements to a single element of A
are of particular interest, and will be granted a specific notation.

Definition V.1.6. For each i ∈ I and r ∈ A, we define the maps αi, αr ∈ End(𝒜)
for all xk ∈ X by:

xkαi = xi and xkαr = r.

Under this definition, we immediately obtain the following facts:

Lemma V.1.7. For any i ∈ I and r ∈ A, we have that:
1) αi = αk if and only if i = k, and αi = αr if and only if r = xi;

2) imαi = ⟨xi⟩, rk(αi) = 1 and α2
i = αi since αi is the identity map on ⟨xi⟩;

3) imαr = ⟨r⟩ so that rk(αr) = 0 if r ∈ ⟨∅⟩ and rk(αr) = 1 otherwise;

4) αi, αr ∈ I;

5) for all γ ∈ End(𝒜), we have xiγ = xiαiγ.

We will now investigate the translational hull Ω(I) of this (0-)minimal ideal as well
as its semigroup of right translations P(I), and their relations to the endomorphism
monoid End(𝒜) through the maps πP and χP, in order to get an isomorphism χ by
composition.

V.1.2 Linked pairs

Consider a linked pair (λ, ρ) ∈ Ω(I). Then for any xi ∈ X and β ∈ I we have that:

xiλβ = xiαiλβ = xiαiρβ. (V.1.1)

Furthermore, if we take α ∈ I and denote for each i ∈ I the term tαi ∈ T 𝒜 defined
by xiα = tαi (xj), then we have:

xiαλβ = tαi (xj)λβ = tαi
(
xjλβ

)
= tαi

(
xjαjρβ

)
= tαi (xjαjρ)β.

We have therefore shown the following:
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Lemma V.1.8. Let (λ, ρ) ∈ Ω(I). Then the equation

(xiαρ)β = tαi (xjαjρ)β (V.1.2)

holds for all α, β ∈ I and all i ∈ I.

Notation V.1.9. For a map α ∈ End(𝒜), we denote by T α the set of terms which
correspond to the basis elements, that is,

T α = {tαi ∈ T 𝒜 | xiα = tαi (xj) for xi ∈ X}.

Conversely, if equation (V.1.2) hold for a right translation ρ, then it is possible
to create a left translation λ such that (λ, ρ) forms a linked pair.

Lemma V.1.10. Let ρ ∈ P(I). Then the map λ : I → End(𝒜) defined by

xiλγ = xi(αiρ)γ

for all xi ∈ X and all γ ∈ I is a left translation of I.
Furthermore, suppose that for all α, β ∈ I and xi ∈ X the equation

(xiαρ)β = tαi (xjαjρ)β (V.1.2)

holds, where each tαi ∈ T α is defined as above. Then (λ, ρ) ∈ Ω(I), so that πP is
surjective.

Proof. First of all, let γ ∈ I and a ∈ A. Then there exists a term u such that
a = u(xi). From this, we have that

aλγ = u(xi)λγ = u
(
xiλγ

)
= u

(
xi(αiρ)γ

)
= u(xiαiρ)γ ∈ Aγ,

and thus im λγ ⊆ im γ which lies in a monogenic subalgebra of A. Therefore λγ ∈ I.
Additionally, using the definition of λ and the associativity in End(𝒜), we have

that for any β, δ ∈ I

xiλ(βδ) = xi(αiρ)(βδ) = xi(αiρβ)δ = (xiλβ)δ,

which shows that λ(βδ) = (λβ)δ so that λ is a left translation of I.
Finally, if equation (V.1.2) holds, then for all α, β ∈ I we obtain

(xiαρ)β = tαi (xjαjρ)β = tαi
(
xjαjρβ

)
= tαi

(
xjλβ

)
= tαi (xj)λβ = xiαλβ,

which gives us that αρβ = αλβ, so that the pair (λ, ρ) is linked as required.
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V.1.3 Isomorphism of the projection map

We now look closely at the map πP, which is easily shown to be injective in the
context of independence algebras.

Lemma V.1.11. The projection πP : Ω(I) → P(I) is injective.

Proof. Let (λ, ρ), (λ′, ρ) ∈ Ω(I). Since λ and λ′ are linked to ρ, then for all β ∈ I,
equation (V.1.1) gives us that

xiλβ = xiαiλβ = xiαiρβ = xiαiλ
′β = xiλ

′β,

which shows that λβ = λ′β, and thus λ = λ′.

Remark V.1.12. In fact, we could have proved that πP is injective using Lemma I.2.17
by arguing that I is left reductive. Indeed, let β, δ ∈ I and suppose that αβ = αδ

for all α ∈ I. Then for all xi ∈ X, we get xiβ = xiαiβ = xiαiδ = xiδ, which shows
that β = δ, and thus I is left reductive.

The equation exhibited in Lemma V.1.10 is in fact exactly the condition corres-
ponding to πP being an isomorphism, as we show below.

Proposition V.1.13. The projection πP : Ω(I) → P(I) is an isomorphism if and
only if the independence algebra 𝒜 satisfies the equation

(xiαρ)β = tαi (xjαjρ)β (⋆)

for all α, β ∈ I and ρ ∈ P(I), with tαi ∈ T α.

Proof. The fact that the map πP is injective is given by Lemma V.1.11. Moreover, if
𝒜 satisfies equation (⋆), then πP is surjective by Lemma V.1.10, so that Ω(I) ∼= P(I).

Conversely, if πP is an isomorphism, then it is surjective, and for all ρ ∈ P(I),
there exists λ ∈ Λ(I) such that (λ, ρ) ∈ Ω(I). Using equation (V.1.1) together with
Lemma V.1.8 we obtain that condition (⋆) holds in 𝒜.

V.1.4 Isomorphism of induced right translation

We now focus our attention on the second isomorphism we are looking for, by
considering the map χP : End(𝒜) → P(I) which sends an endomorphism ϕ to the
right translation ρϕ defined by αρϕ = αϕ for all α ∈ I. Since I is an ideal of End(𝒜),
it follows from Corollary I.2.42 that χP is a well-defined homomorphism. Thus it
only remains to show that it is a bijection.
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Lemma V.1.14. The map χP is injective. In other words ρϕ = ρϕ′ implies ϕ = ϕ′.

Proof. Let ϕ, ϕ′ ∈ End(𝒜) and suppose that ϕχP = ϕ′χP = ρ. Then for all xi ∈ X,
we get that xiϕ = xiαiϕ = xiαiρ = xiαiϕ

′ = xiϕ
′, so that ϕ = ϕ′. Hence χP is

injective.

In order for the map χP to be surjective, we need each ρ ∈ P(I) to behave like a
homomorphism. In other words, we want the definition of ρ on any map α ∈ I to be
uniquely determined by the definition of ρ on the maps αi. This condition is given
in the following lemma:

Lemma V.1.15. The map χP is surjective if and only if the algebra 𝒜 satisfies the
equation

xiαρ = tαi (xjαjρ) (V.1.3)

for all map α ∈ I and ρ ∈ P(I), where tαi ∈ T α.

Proof. If χP is surjective, then we have that for any ρ ∈ P(I) there exists ϕ ∈ End(𝒜)
such that ϕχP = ρ. Thus, for any α ∈ I and its associated terms tαi ∈ T α we get
that

xiαρ = xiαϕ = tαi (xj)ϕ = tαi
(
xjϕ

)
= tαi

(
xjαjϕ

)
= tαi (xjαjρ),

that is, equation (V.1.3) holds for all α ∈ I and ρ ∈ P(I).
Conversely, assume that 𝒜 satisfies (V.1.3). For each ρ ∈ P(I), we define

ϕρ ∈ End(𝒜) by xiϕρ = xiαiρ. Then for α ∈ I, we have

xiαϕρ = tαi (xj)ϕρ = tαi
(
xjϕρ

)
= tαi (xjαjρ)

(V.1.3)== xiαρ,

which shows that αρ = αϕρ for all α ∈ I. Therefore ρ = ϕρχP and χP is surjective.

Using the previous lemmas, we can now show when our map χP is an isomorphism.

Proposition V.1.16. The map χP : End(𝒜) → P(I) is an isomorphism if and only
if the independence algebra 𝒜 satisfies equation (V.1.3) for all α ∈ I and ρ ∈ P(I).

Proof. Clearly, if χP is an isomorphism, then it is surjective, and we get by Lemma
V.1.15 that equation (V.1.3) is satisfied.

Conversely, we know that χP is an injective homomorphism by Lemma V.1.14.
Furthermore, if equation (V.1.3) holds, then it follows χP is also surjective by
Lemma V.1.15, which means that it is an isomorphism of End(𝒜) onto P(I).
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Remark V.1.17. It is easy to see that equation (V.1.3) implies equation (⋆), so that
by Propositions V.1.13 and V.1.16, we get that if χP is an isomorphism, then πP is
an isomorphism as well.

V.1.5 Isomorphism between the endomorphism monoid and the trans-
lational hull of its (0-)minimal ideal

In view of the previous sections, we can now answer the original question, by giving
a condition under which the endomorphism monoid of an independence algebra is
isomorphic to the translational hull of its (0-)minimal ideal.

Theorem V.1.18. Let 𝒜 be an independence algebra with basis X, and consider
the (0-)minimal ideal I of its endomorphism monoid End(𝒜), that is, the ideal
I := {α ∈ End(𝒜) | rk(α) ≤ 1}. Assume that 𝒜 satisfies the condition

xiαρ = tαi (xjαjρ) (⋆⋆)

for all α ∈ I and ρ ∈ P(I), where tαi ∈ T α. Then the translational hull of I is
isomorphic to the endomorphism monoid of 𝒜, that is, Ω(I) ∼= End(𝒜).

Conversely, if End(𝒜) is isomorphic to Ω(I) through the composition of iso-
morphisms χP and π−1

P , then the condition (⋆⋆) holds for all α ∈ I and ρ ∈ P(I).

Proof. Notice that condition (⋆⋆) was denoted by (V.1.3) in the previous results. The
theorem then follows directly from Remark V.1.17 together with Propositions V.1.13
and V.1.16.

Remark V.1.19. From the fact that any α ∈ I with imα ⊆ ⟨∅⟩ is a left-zero
endomorphism by Remark I.5.5, and that any right translation must fix left zero
elements by Lemma I.2.20, it follows that condition (⋆⋆) simply corresponds to the
definition of the terms tαi , and thus equations (⋆⋆) and (⋆) trivially hold for such
endomorphisms. Furthermore, we will see in Lemma V.3.8 that the two conditions
are equivalent if our ideal I satisfies some sort of separation property on the algebra
𝒜, namely that if a ̸= b ∈ A, then there exists γ ∈ I such that aγ ̸= bγ. The fact
that condition (⋆⋆) is strictly stronger is not obvious, but this will be shown in
Corollary V.2.10.
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V.2 APPLICATION TO SPECIFIC INDEPENDENCE ALGEBRAS

The equations (⋆) and (⋆⋆) hide the structure of the algebras considered by bypassing
the core of the computations, which makes it hard to see which algebras satisfy them.
In order to illustrate the utility of Theorem V.1.18 we show in this section how it
can be applied to different independence algebras, by showing which of the above
conditions hold.

Because of the classification given in Proposition I.5.10 and the fact that we are
only interested in independence algebras of rank at least 2, we will only give the
result for some independence algebras since the result for the others can either be
deduced from the corresponding E-equivalent algebras, or follows directly from the
remarks given in the introduction of this chapter. The most common examples of
independence algebras which are sets and vector spaces will be treated first, where we
will show that the isomorphism between Ω(I) and End(𝒜) hold, but in different ways.
In affine and quasi-field algebras however, the singular structure of one-dimensional
subalgebras that they share makes condition (⋆⋆) fail to hold even though both
types of algebras satisfy equation (⋆). Nonetheless, it is possible to give an exact
description of the translational hull of their minimal ideal.

V.2.1 Free group algebras

Let 𝒜 = FX,C(G) be a free group algebra of a group G with basis X and set of
constants C. From this, we get that

I = {α ∈ End(𝒜) | imα = C or imα = ⟨xk⟩ for some xk ∈ X}

= {α ∈ End(𝒜) | imα = C or imα = G · xk for some xk ∈ X} .

Notice that if α ∈ I is such that imα = C, then αβ = α for all β ∈ I and otherwise,
there exists k ∈ I such that α = ααk where imα = ⟨xk⟩.

With this observation, we obtain the following proposition:

Proposition V.2.1. For any free group algebra 𝒜 = FX,C(G), we have an iso-
morphism Ω(I) ∼= End(𝒜) via the maps πP and χP.

Proof. In order to prove the proposition, it suffices to show that condition (⋆⋆)
of Theorem V.1.18 holds. From Remark V.1.19, it is enough to show this when
imα = ⟨xk⟩ for some xk ∈ X. Hence, let α ∈ I be such that imα = ⟨xk⟩ with
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xk ∈ X. Then, for any xi ∈ X we have that xiα = gi(xk) for some gi ∈ G or
xiα = ci ∈ ⟨∅⟩. Thus xiα = tαi (xk) for some unary terms tαi ∈ T α, and we have for
any ρ ∈ P(I) that:

xi(αρ) = xi ((ααk)ρ) = xiα(αkρ) = tαi (xk)αkρ = tαi (xkαkρ),

which shows that the condition (⋆⋆) holds as required.

V.2.2 Linear algebras

Let 𝒜 be a linear algebra over a field k with basis X = {xi} and fixed subspace A0.
For each one-dimensional subalgebra ℬ of 𝒜, we pick an independent element r of
B such that its projection on A0 is 0, to be considered as the representative of ℬ and
we denote by R ⊇ X the set of all representatives of one-dimensional subalgebras of
𝒜. In particular, this means that each one-dimensional subalgebra has a canonical
basis, which corresponds to the singleton set containing its representative in R.
Using this notation, we have that:

I = {α ∈ End(𝒜) | imα = A0 or imα = ⟨r⟩ for some r ∈ R}

=
{
α ∈ End(𝒜) | imα = A0 or imα =

{
µr + a : µ ∈ k , r ∈ R, a ∈ A0

}}
.

In order to facilitate the computations, for each i ∈ I we define βi ∈ I by

xiβi = xi and xkβi = 0 for all xk ̸= xi,

where 0 is the zero of our vector space 𝒜. Additionally, for any r ∈ R there exists a
finite subset Jr ⊆ I such that r = ∑

Jr
νjxj where {νj}Jr

⊆ k ∗, and we define γr ∈ I

by

xiγr = 1
|Jr|

ν−1
i x1 if i ∈ Jr, and xiγr = x1 otherwise.

In particular, im γr = ⟨x1⟩ as well as rγr = x1 since

rγr =
∑
j∈Jr

νjxjγr = 1
|Jr|

∑
j∈Jr

νjν
−1
j x1 = |Jr|

|Jr|
x1 = x1,

and if r ∈ X, we have that γr = α1.

Lemma V.2.2. For any α ∈ I with imα ̸= A0, we have that α = αγrαr, where
r ∈ R is the representative of imα.
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Proof. Let α ∈ I with imα ≠ A0. Then there exists r ∈ R such that imα = ⟨r⟩.
Moreover, for all i ∈ I we have xiα = ai for some ai ∈ A0, or xiα = ζir for some
ζi ∈ k . If xiα = ai ∈ A0, then we directly have that xiαγrαr = aiγrαr = ai = xiα.
Otherwise, we get that

xiαγrαr = ζirγrαr = ζix1αr = ζir = xiα,

which shows that α = αγrαr as required.

Remark V.2.3. Let ρ ∈ P(I) and α ∈ I, then by Lemma V.2.2 we have that

αρ = (αγrαr)ρ = αγr(αrρ),

for some r ∈ R, which shows that the action of ρ on I is uniquely determined by
its action on the set {αr ∈ I | r ∈ R}. Thus, it is enough to study the action of the
right translations on this subset of I.

In order to obtain that Ω(I) ∼= End(𝒜) by using Theorem V.1.18, we would need
to show that condition (⋆⋆) holds for all α ∈ I. Notice first that if r = ∑

Jr
νjxj ∈ R,

then for all xi ∈ X we have that

xiαr = r =
∑
Jr

νjxj = tαr
i (xj).

Thus, for (⋆⋆) to hold for αr, we need

xiαrρ = tαr
i (xjαjρ) =

∑
Jr

νj(xjαjρ) (V.2.1)

for all ρ ∈ P(I). In fact, it suffices to verify this holds for all αr with r ∈ R, in order
to get that (⋆⋆) will hold for all α ∈ I, as given by the following:

Lemma V.2.4. Let r ∈ R, α ∈ I with imα = ⟨r⟩ and ρ ∈ P(I). If we have that
xiαrρ = tαr

i (xjαjρ) for all xi ∈ X where tαr
i ∈ T αr, then xiαρ = tαi (xjαjρ) for all

xi ∈ X where tαi ∈ T α.
Consequently, condition (⋆⋆) holds for all α ∈ I if and only if (V.2.1) holds for

all αr ∈ I and all ρ ∈ P(I), where r ∈ R.

Proof. Let α ∈ I with imα = ⟨r⟩ for some r ∈ R. Then, for each xi ∈ X, there
exist µi ∈ k and ai ∈ A0 such that

xiα = µir + ai =
∑
Jr

µiνjxj + ai =: tαi (xj).



V.2. Application to specific independence algebras 159

Moreover, using Lemma V.2.2, we get that α = αγrαr and thus αρ = αγr(αrρ). Let
ρ ∈ P(I) and suppose that xiαrρ = tαr

i (xjαjρ) for all xi ∈ X, where tαr
i ∈ T αr . In

particular, by equation (V.2.1) above, we get that x1αrρ = ∑
Jr
νj(xjαjρ). Therefore

xiαρ = xiαγr(αrρ) = (µir + ai)γr(αrρ)
= µi(rγr(αrρ)) + ai = µi(x1αrρ) + ai

= µi

∑
Jr

νj(xjαjρ)
+ ai =

∑
Jr

µiνj(xjαjρ) + ai

= tαi (xjαjρ),

as required, and the second part follows immediately from requiring this to hold for
all ρ ∈ P(I).

The approach to obtain the isomorphism Ω(I) ∼= P(I) ∼= End(𝒜) by showing
that equation (V.2.1) holds for all αr ∈ I and all ρ ∈ P(I) requires to know in the
first place which maps from I to I are right translations. At this stage, there is no
easy way of describing them directly without going through an extensive search of
all the possible maps ρ : I → I. This can possibly be achieved for small finite fields
and low-dimensional vector spaces on a computer by using some program like GAP,
but it quickly exceeds the capacities of any computer.

Nonetheless, it is possible to show that there is an isomorphism between the
translational hull Ω(I) and the endomorphism monoid End(𝒜) directly, without
requiring them to be isomorphic to the set of right translations P(I). In order to do
so, we first prove that equation V.2.1 is satisfied by all right translations which are
part of a linked pair.

Lemma V.2.5. Let (λ, ρ) ∈ Ω(I). Let i ∈ I, r ∈ R, γ ∈ I and xj ∈ X. Then we
have:

• xiλγ = xjαiργ;

• rλγ = xjαrργ; and

• xiαrρ = ∑
Jr
νjxjαjρ where r = ∑

Jr
νjxj, that is, condition (V.2.1) holds.

Proof. Let (λ, ρ) ∈ Ω(I). Then we have that

xiλγ = xjαiλγ = xjαiργ,

and if r ∈ R we also get:

rλγ = xjαrλγ = xjαrργ.
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Let p ∈ R ∪ {0} be such that im (αrρ) = ⟨p⟩, and denote by Kp ⊆ I the finite set
such that p = ∑

Kp
µkxk. Similarly, for each j ∈ Jr, there exists a finite set Kj ⊆ I

and an element qj ∈ R ∪ {0} such that im (αjρ) = ⟨qj⟩ and qj = ∑
Kj
µkxk.

Set K := ⋃
Jr
Kj ∪Kp ⊆ I. Then K is finite and ξ = ∑

K βk ∈ End(𝒜) is a right
identity for all maps in the set {αjρ, αrρ | j ∈ Jr}. Indeed, if we take j ∈ Jr, then
for all xi ∈ X we have that xiαjρ = ∑

ℓ∈Kj
µℓxℓ + ai for some µℓ ∈ k and ai ∈ A0,

and from this we get:

xiαjρξ =
( ∑
ℓ∈Kj

µℓxℓ + ai
)
ξ =

∑
ℓ∈Kj

µℓ

∑
k∈K

xℓβk

+ ai =
∑
ℓ∈Kj

µℓxℓ + ai = xiαjρ,

so that αjρξ = αjρ, and similarly αrρξ = αrρ. Notice in particular that since βk ∈ I

and αjρ is an endomorphism for all j ∈ Jr, it follows that

αjρ = αjρξ = αjρ

∑
k∈K

βk

 =
∑
k∈K

αjρβk =
∑
k∈K

αjλβk,

and similarly αrρ = ∑
k∈K αrλβk.

We can now show that (V.2.1) holds for all right translations ρ belonging to a
linked pair (λ, ρ). Indeed for any xi ∈ X we have:

xiαrρ =
∑
k∈K

xiαrλβk =
∑
k∈K

rλβk

=
∑
k∈K

∑
j∈Jr

νjxj

λβk =
∑
j∈Jr

∑
k∈K

νjxjλβk

=
∑
j∈Jr

∑
k∈K

νjxjαjλβk =
∑
j∈Jr

νjxj

∑
k∈K

αjλβk


=
∑
j∈Jr

νjxjαjρ,

as required.

Using the previous lemma we can create the isomorphism we wanted.

Proposition V.2.6. In any linear algebra 𝒜, End(𝒜) is isomorphic to Ω(I) through
the map χ : ϕ 7→ (λϕ, ρϕ), where λϕα = ϕα and αρϕ = αϕ for all α ∈ I.

Proof. Let χ : End(𝒜) → Ω(I) be defined as in the statement. Since I is an ideal of
End(𝒜), it follows from Corollary I.2.42 that χ is well-defined homomorphism.
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Let ϕ, ϕ′ ∈ End(𝒜) and suppose that ϕχ = ϕ′χ = (λ, ρ). Then for all i ∈ I, we
get that xiϕ = xiαiϕ = xiαiρ = xiαiϕ

′ = xiϕ
′, so that ϕ = ϕ′ and χ is injective.

Now consider (λ, ρ) ∈ Ω(I) and define ϕ ∈ End(𝒜) by xiϕ = xiαiρ for all i ∈ I.
Then ϕχ = (λ, ρ) if (λ, ρ) = (λϕ, ρϕ), that is, if for all α ∈ I we have λα = ϕα and
αρ = αϕ. Notice that if we have αρ = αϕ for all α ∈ I, then for all β ∈ I and i ∈ I,
we get

xiλβ = xiαiρβ = xiαiϕβ = xiϕβ,

so that λβ = ϕβ. Combining this with Remark V.2.3, it follows that if αrρ = αrϕ

for all r ∈ R then we get that αρ = αϕ for all α ∈ I and we obtain ϕχ = (λ, ρ). So,
let r = ∑

Jr
νjxj ∈ R. Then, using Lemma V.2.5 and the definition of ϕ, we have

that for all xi ∈ X

xiαrρ =
∑
j∈Jr

νjxjαjρ =
∑
j∈Jr

νjxjϕ =
∑
j∈Jr

νjxj

ϕ = rϕ = xiαrϕ.

Hence αrρ = αrϕ for all r ∈ R and thus ϕχ = (λ, ρ). Therefore χ is surjective, which
completes the proof that χ is an isomorphism from End(𝒜) onto Ω(I).

Open Problem V.2.7. Proposition V.2.6 gives the explicit isomorphism between Ω(I)
and End(𝒜) but does not provides an answer on whether these are isomorphic to
P(I). It is therefore natural to ask the following question:

Is there an equivalent condition to equation (⋆) that only depends on the
field k and the fixed subspace A0 in order to get that πP is surjective?

V.2.3 Algebras with singleton subalgebras

In this section we will treat both the quasifield algebras and the affine algebras since
their one-dimensional subalgebras are singletons. Thus we consider an independence
algebra 𝒜 whose monogenic subalgebras are all singletons, and with a basis X ̸= A

so that we are not in the situation of an algebra that is merely a set. This means in
particular that A has at least three distinct elements and that there exist at least
one element that does not lie in X. Then, the minimal ideal of End(𝒜) is

I = {α ∈ End(𝒜) | imα = {a} for some a ∈ A} ,

which consists of the constant maps γa defined as bγa = a for all b ∈ A. Thus I is a
right-zero semigroup and if xi ∈ X, then the map γxi

corresponds to the map αi of
Section V.1.
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Remark V.2.8. From Proposition I.2.23, we have that any map from ρ : I → I is
a right translation, linked to the only left translation, which is the identity map.
Thus Ω(I) is isomorphic to P(I). This can also be seen from the fact that (⋆) is
straightforward to verify on right-zero semigroups and is proven here in generality.

Lemma V.2.9. If an ideal I of an independence algebra 𝒜 is a right-zero semigroup,
then condition (⋆) is satisfied.

Proof. Let I be an ideal that is a right-zero semigroup, and X be a basis of 𝒜 as
usual. Take α ∈ I with T α defined as before. Then for all β ∈ I and xi ∈ X, we
have the following:

(xiαρ)β = (xiα2ρ)β = xiα(αρβ) since α2 = α

= xiαβ since I is a right-zero semigroup
= tαi (xj)β = tαi

(
xjβ

)
= tαi

(
xjαjρβ

)
since I is a right-zero semigroup

= tαi (xjαjρ) β,

which shows that equation (⋆) holds.

On the other end, condition (⋆⋆) does not hold for all right translations ρ in
these algebras, as given by the following counterexample.

Let x ̸= y ∈ X, and let a ∈ A \ {x, y} be such that a = t(x, y) for some term t.
Denote by γx, γy and γa the maps with image {x}, {y} and {a} respectively and let
ρ : I → I be a right translation such that

γxρ = γyρ = γa and γaρ = γx.

Now take any basis element z ∈ X and consider zγa = a = t(x, y). Then we obtain
that zγaρ = zγx = x and

t(xγxρ, yγyρ) = t(xγa, yγa) = t(a, a) = a,

where the last equality comes from the fact that all monogenic subalgebras are
singletons. This shows that zγaρ ̸= t(xγxρ, yγyρ), so that the equation (⋆⋆) does not
hold and Theorem V.1.18 cannot be applied here. This also shows the following
corollary:
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Corollary V.2.10. For an independence algebra, conditions (⋆) and (⋆⋆) are not
equivalent in general.

In the current case, it is however possible to explicitly compute the translational
hull of I, as given by the following lemma.

Lemma V.2.11. For any independence algebra 𝒜 that is not a set where each
monogenic subalgebra is a singleton, the translational hull Ω(I) is isomorphic to the
full transformation monoid TA.

Proof. Notice first that since I = {γa | a ∈ A} and γa ̸= γb if a ≠ b, it immediately
follows that I is in bijection with A. Since I is a right-zero semigroup, we get that
Ω(I) ∼= TI by Proposition I.2.23, and thus Ω(I) ∼= TA.

V.3 EXTENDING THE RESULTS

Since the initial question was asked in the setting of independence algebras, it was
natural to look for an answer inside this framework. Nonetheless, it directly prompts
the question of whether the above results are only valid on such algebras, or if
they are true for a more general class of algebras. As it happens, many of the
arguments used in Section V.1 only rely on the fact that our endomorphisms can
be uniquely defined from their action on a basis of our algebra, which gives an easy
way to extend this to algebras that are freely generated on a basis. This will be
the purpose of Section V.3.1. Another direction to extend the earlier results in the
context of an independence algebra is to look at other ideals rather than focusing on
the (0-)minimal one. In Section V.3.2.1 we show that we can get some information
about the translational hull of other ideals from the translational hull of the ideals
of lower ranks, and that most of these translational hulls are in fact isomorphic
to the endomorphism monoid. However, in order to state these results for other
classes of universal algebras where we cannot define properly the endomorphisms αi,
we need to look at our conditions under a different light, which will be the goal of
Section V.3.2.3.

V.3.1 Algebras free on a basis

Most of the results contained in Section V.1 hold in a setting broader than inde-
pendence algebras. Indeed, let 𝒜 be a free algebra over a set X = {xi} ⊆ A, that is,
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an algebra generated by X in such a way that any map from X to A extends to an
endomorphism of 𝒜, and define the set I as before by

I = {α ∈ End(𝒜) | imα lies inside a monogenic subalgebra} .

By Lemma V.1.2 we have that I is an ideal of End(𝒜). However, this ideal is no
longer necessarily (0-)minimal since there could exist ideals different from O strictly
contained in I (see Example V.3.3 below). This happens in particular whenever
having imα ⊆ ⟨r⟩ for some α ∈ End(𝒜) and r ∈ A does not imply imα = ⟨∅⟩
or imα = ⟨r⟩, or equivalently, when there exists t ∈ T 𝒜

1 such that r /∈ ⟨t(r)⟩ for
some r ∈ A, that is, when the set of non-constant unary terms in T 𝒜 is not a
group. Notice also that the notion of rank of a subalgebra is not well-defined, since
not all minimal generating sets have the same cardinality (for example {1} and
{2, 3} are both minimal generating sets for Z), and thus the notion of rank for an
endomorphism is not well-defined either.

Nonetheless, the maps αi and αr introduced in Definition V.1.6 as well as their
properties given in Lemma V.1.7 still hold (except for the mention of the rank of
αr), and I has some sort of minimality property, as given by:

Lemma V.3.1. The set I is the smallest ideal of End(𝒜) containing at least one
of the αi.

Proof. Since I is an ideal of End(𝒜) by Lemma V.1.2 and clearly contains all of the
αi, it suffices to show this is the smallest ideal that contains at least one of them.

Let T be an ideal of End(𝒜) containing one of the αi, which we denote by αk for
some k ∈ I. Then we have that αi = αkαi ∈ T for all i ∈ I since T is an ideal. In
particular, the ideal T is independent of the initial choice of αk. Similarly, we also
get that αr = αkαr ∈ T for all r ∈ A.

Thus, we now consider M as the smallest ideal of End(𝒜) containing all of the
αi and we let ξ ∈ I. Then im ξ ⊆ ⟨r⟩ for some element r ∈ A and for all xi ∈ X we
get that xiξ = ti(r) for some ti ∈ T 𝒜. Pick an element xk ∈ X and define β ∈ I by
xiβ = ti(xk) for all xi ∈ X. Then we have

xiβαr = ti(xk)αr = ti(xkαr) = ti(r) = xiξ

for all xi ∈ X, which shows that ξ = βαr. Using the fact that αr ∈ M by the
previous point and that M is an ideal of End(𝒜), it follows that ξ ∈ M. This shows
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that I ⊆ M and then, by minimality of M, it follows that I = M, so that I is the
smallest ideal of End(𝒜) containing at least one, and hence all, of the αi.

An astute reader can now verify that all the subsequent results contained in
Sections V.1.2 to V.1.5 hold without any modifications of the proofs if they are
stated within the setting of an algebra freely generated on a basis. This leads us to
the more general result:

Theorem V.3.2. Let 𝒜 be a universal algebra freely generated on a basis X, and
consider the ideal I = {α ∈ End(𝒜) | imα ⊆ ⟨r⟩ for some r ∈ A}. Assume that 𝒜
satisfies the condition

xiαρ = tαi (xjαjρ) (V.3.1)

for all α ∈ I and ρ ∈ P(I), where tαi ∈ T α. Then the translational hull of I is
isomorphic to the endomorphism monoid of 𝒜, that is, Ω(I) ∼= End(𝒜).

Conversely, if Ω(I), P(I) and End(𝒜) are all isomorphic to each other, then the
condition (V.3.1) holds for all α ∈ I and ρ ∈ P(I).

Example V.3.3. A good example of it would be to consider the free action of a monoid
M on a set X, denoted by FX(M), which provides a generalisation of the example
of free group algebras exposed earlier in Section V.2.1. More precisely, FX(M) is
the algebra composed of the set of all formal elements {mxi | m ∈ M and xi ∈ X}
together with the set of unary operations {fa | a ∈ M} defined as fa(mxi) = (am)xi
for all m ∈ M and xi ∈ X. It is clear from the description that all monogenic
subalgebras of FX(M) are of the form ⟨axk⟩ for some a ∈ M and xk ∈ X and that
these are not all generated by elements of the basis unless M is a group.

Now if we let I be defined as above and α ∈ I, then there exist mα ∈ M

and xk ∈ X such that imα = ⟨mαxk⟩. Moreover, for any xi ∈ X, we have that
xiα = fai

(mαxk) for some ai ∈ M and thus xiα = faimα(xk). This shows that if mα

is not left invertible in M , then the ideal generated by α will not contain the map αk,
and hence I is not a minimal ideal. However, we still have that the translational hull
of I is isomorphic to the whole endomorphism monoid. Indeed, for any ρ ∈ P(I), we
have that

xi(αρ) = xi ((ααk)ρ) = (xiα)αkρ
= fai

(mαxk)αkρ = faimα(xk)αkρ = faimα(xkαkρ).

Therefore, condition (⋆⋆) of Theorem V.1.18 holds, and thus Ω(I) ∼= End(FX(M)).
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V.3.2 Further considerations

In this section, we go back to the setting where 𝒜 is an arbitrary independence
algebra with a basis X = {xi}.

V.3.2.1 Additional results

Recall from Section I.5 that in End(𝒜), all maps of a given rank k form a single
𝒟-class denoted Dk and that the ideals of End(𝒜) have the form

Tκ = {α ∈ End(𝒜) | rk(α) < κ} =
⋃
µ<κ

Dµ,

for any given cardinal κ > 0.
In Section V.1 we only dealt with the (0-)minimal ideal I of End(𝒜). It is

natural to wonder if the translational hull of another ideal Tκ can be compared
to that of I. We know that if we consider End(𝒜) as an ideal in itself, then it is
isomorphic to its translational hull by Lemma I.2.15 since it is a monoid. Moreover,
we have shown in Section V.2 that in the context of independence algebras, either
Ω(I) ∼= End(𝒜) or Ω(I) ∼= TA. We aim to show that in fact, if the former happens,
we have Ω(Tκ) ∼= End(𝒜) for all κ ≥ 2.

We start by giving a useful lemma which shows that left and right translations
cannot map an endomorphism to one of higher rank.

Lemma V.3.4. Let T = Tκ be an ideal of End(𝒜). Then for any α ∈ T we have
that rk(αρ) ≤ rk(α) [resp. rk(λα) ≤ rk(α)] for all ρ ∈ P(T) [resp. for all λ ∈ Λ(T)].

Consequently, for all ρ ∈ P(T) and λ ∈ Λ(T) we have that Tkρ, λTk ⊆ Tk for all
cardinals k ≤ κ.

Proof. Let T = Tκ be an ideal of End(𝒜) and consider a map α ∈ Tk with k ≤ κ.
Since End(𝒜) is regular by Proposition I.5.1, it follows that α = αγα for some
γ ∈ End(𝒜). Since rk(γα) ≤ rk(α) < k, we get that γα ∈ T.

Now, let ρ ∈ P(T) and λ ∈ Λ(T). Then we have the following:

rk(αρ) = rk((αγα)ρ) = rk(αγ(αρ)) ≤ rk(α) < k, and
rk(λα) = rk(λ(αγα)) = rk((λα)γα) ≤ rk(α) < k,

which shows that αρ, λα ∈ Tk as required.

Now we can prove that the monoid of right translations of a larger ideal embeds
in the monoid of right translations of a smaller one.



V.3. Extending the results 167

Lemma V.3.5. For each 1 < k < dim𝒜 and k < ν ≤ (dim𝒜)+, the monoid P(Tν)
embeds into P(Tk) through the morphism θ : ρ 7→ ρ|Tk

.

Proof. Let 1 < k < dim𝒜, k < ν ≤ (dim𝒜)+ and let ρ ∈ P(Tν). Consider the map
ρ̃ = ρ|Tk

. By Lemma V.3.4 we know that for any α ∈ Tk we have αρ̃ ∈ Tk, so that
im ρ̃ ⊆ Tk. Moreover, for any α, β ∈ Tk, we have αβ ∈ Tk and thus

(αβ)ρ̃ = (αβ)ρ = α(βρ) = α(βρ̃),

which shows that ρ̃ ∈ P(Tk). Hence the map θ : P(Tν) → P(Tk) is well-defined. The
fact that this is also a morphism follows directly from the composition in P(Tν) and
Lemma V.3.4.

Now let ρ′ ∈ P(Tν) be such that ρ′θ = ρ̃ = ρθ. For α ∈ Tν , we let Y = {yj} be a
basis of ℬ = imα, which we extend via Z = {zs} to a basis of A. Since |Y | ≥ 1, we
define a map γ ∈ Tν by:

γ =
yj zs
yj y1

 .
Then clearly, we have that γ is idempotent and αγ = α since γ is the identity on
imα. Moreover, for all yj ∈ Y , the map γ is the identity on the one-dimensional
subalgebra ⟨yj⟩ = imαyj

, so that αyj
γ = αyj

∈ T2 ⊆ Tk. Thus we obtain that:

yjγρ = x1αyj
(γρ) = x1(αyj

γ)ρ
= x1αyj

ρ = x1αyj
ρ̃

= x1αyj
ρ′ = x1(αyj

γ)ρ′

= yjγρ
′.

Using the fact that γ2 = γ together with the previous equation, we see that

zsγρ = zsγ(γρ) = y1γρ

= y1γρ
′ = zsγ(γρ′)

= zsγρ
′

for all zs ∈ Z. This means in particular that γρ and γρ′ agree on the basis Y ⊔ Z of
A and thus γρ = γρ′. Finally,

αρ = (αγ)ρ = α(γρ) = α(γρ′) = (αγ)ρ′ = αρ′,

which shows that ρ = ρ′ since α ∈ Tν was chosen arbitrarily. Therefore θ is injective
and is an embedding.
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Corollary V.3.6. If End(𝒜) ∼= P(Tk) via ϕ 7→ ρϕ for some 1 < k ≤ dim𝒜, then
P(Tν) ∼= End(𝒜) for all k < ν ≤ (dim𝒜)+.

Proof. Notice first that for any ideal T of End(𝒜), by Corollary I.2.42, we know
that there is a well-defined morphism χP : End(𝒜) → P(T ) : ϕ 7→ ρϕ, where ρϕ is
defined by αρϕ = αϕ for all α ∈ T . Thus, in order to distinguish the morphism for
Tν from that for Tk, we will write the cardinal associated to each ideal in exponent
of the morphism and the right translation, that is, χνP will denote the map sending
ϕ ∈ End(𝒜) to ρνϕ ∈ P(Tν), while χkP will be for the map sending ϕ ∈ End(𝒜) to
ρkϕ ∈ P(Tk).

Now assume that End(𝒜) ∼= P(Tk) via χkP and let θ : P(Tν) → P(Tk) be defined
by ρνθ = ρν |

Tk

. Since for all α ∈ Tk, we have

αρνϕ|Tk

= αϕ = αρkϕ,

and that χkP is an isomorphism, it follows that (χkP)−1 is injective and thus ρνϕ|Tk

= ρkϕ

as ρkϕ(χkP)−1 = ϕ. Hence ρνϕθ = ρkϕ.
Define τ : P(Tν) → End(𝒜) by τ = θ(χkP)−1. Since both θ and (χkP)−1 are injective

morphisms by Lemma V.3.5 and assumption on the fact that χkP is an isomorphism,
it follows that τ is an injective morphism. Now, let ϕ ∈ End(𝒜) and consider
ρνϕ ∈ P(Tν) defined by αρνϕ = αϕ for all α ∈ Tν . Then we have

ρνϕ τ = ρνϕ θ(χkP)−1 = ρkϕ(χkP)−1 = ϕ,

which shows that τ is surjective, and therefore we have that τ is an isomorphism of
P(Tν) onto End(𝒜) whose inverse is χνP.

V.3.2.2 Equivalence of conditions (⋆) and (⋆⋆)

We have seen earlier in Corollary V.2.10 that condition (⋆) of Proposition V.1.13 is
not equivalent in general to condition (⋆⋆) of Theorem V.1.18. It is therefore natural
to ask when this is the case. Since the latter condition implies the former, we only
need to find requirements on our algebra so that the converse also holds. In other
words, given an independence algebra 𝒜 on a basis X with I the (0-)minimal ideal
of End(𝒜), and given any α ∈ I and ρ ∈ P(I), we want to get a condition under
which we have that

(xiαρ)β = tαi (xjαjρ)β ∀β ∈ I, (V.3.2)
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implies that
xiαρ = tαi (xjαjρ) (V.3.3)

where xi ∈ X and tαi ∈ T α.
In order to do so, we introduce the concept of separative ideals.

Definition V.3.7. For an algebra 𝒜, an ideal T of End(𝒜) is called separative for
A if any two distinct elements of A can be separated by an element of T, that is, if
for all a ̸= b ∈ A, there exists γ ∈ T such that aγ ̸= bγ.

We can now give an answer to the question above, as follows.

Lemma V.3.8. Let 𝒜 be an independence algebra and I the (0-)minimal ideal of
its endomorphism monoid End(𝒜). If I is separative for A, then conditions (V.3.3)
and (V.3.2) are equivalent.

Proof. Suppose that I is separative for A. One direction for the equivalence of the
conditions is clear, so we want to show that if equation (V.3.2) holds, then so does
(V.3.3). By contradiction, let us assume that (V.3.2) holds and that there exist
xi ∈ X, α ∈ I and ρ ∈ P(I) such that xiαρ ≠ tαi (xjαjρ). Now set a = xiαρ ∈ A

and b = tαi (xjαjρ) ∈ A. Thus a ̸= b and by assumption on I being separative for A,
there exists γ ∈ I such that aγ ̸= bγ. But this contradicts equation (V.3.2), which
shows that the two conditions are equivalent in this case.

V.3.2.3 Towards a more general approach

The arguments developed in Section V.1 required both Ω(I) and End(𝒜) to be
isomorphic to P(I). However, this requirement appears to be unnecessarily strong,
since we showed that in the linear algebra case Ω(I) ∼= End(𝒜), without showing
that they are isomorphic to P(I). Thus, we want to find other conditions that will
allow us to appropriately decide when is the translational hull of I isomorphic to
the endomorphism monoid End(𝒜).

The first thing to notice is that for any ideal T ⊆ End(𝒜), we have that the
maps πP : Ω(T) → P(T) and χP : End(𝒜) → P(T) are both injective morphisms by
Lemmas V.1.11 and V.1.14. In fact, the proofs for these results used the existence of
the special maps αi which exist as long as our algebra is free on a basis. Nevertheless,
this can be generalised by introducing a new notion as follows.
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Definition V.3.9. Let 𝒜 be an algebra, and T an ideal of End(𝒜). We say that 𝒜
is representable by T if A =

⋃
γ∈T

im γ.

In other words, if 𝒜 is representable by T, we have that any element of A lies in
the image of some γ ∈ T, that is, any element a ∈ A can be written as a = bγ for
some b ∈ A and γ ∈ T.

Lemma V.3.10. If 𝒜 is representable by T, then the maps πP : Ω(T) → P(T) and
χP : End(𝒜) → P(T) are injective.

Proof. Consider an element a ∈ A. Since 𝒜 is representable by T, we get that
a = bγ for some b ∈ A and γ ∈ T.

To see that πP is injective, let (λ, ρ), (λ′, ρ) ∈ Ω(T). Since λ and λ′ are both
linked to ρ, then for all β ∈ T we obtain that

aλβ = bγλβ = bγρβ = bγλ′β = aλ′β.

Since a ∈ A was chosen arbitrarily, this shows that λβ = λ′β for all β ∈ T, and thus
λ = λ′.

Similarly, suppose that ϕχP = ϕ′χP = ρ for some ϕ, ϕ′ ∈ End(𝒜). Then we get
that aϕ = bγϕ = bγρ = bγϕ′ = aϕ′, and therefore ϕ = ϕ′, finishing the proof that χP

is injective.

In light of Lemma V.3.10, we can have injectivity of the maps πP and χP using a
condition on an algebra relative to an ideal of its endomorphism monoid. Since this
can be expressed in the general context of universal algebras, it makes more sense to
consider conditions of that form rather than those presented in (⋆) and (⋆⋆).

Moreover, since the images of πP and χP both lie in P(T), it seems a better
approach to exhibit conditions under which they will coincide in P(T), without
requiring them to be equal to the full monoid P(T). This is the approach we will take
in Chapter VI in order to generalise the results developed throughout Section V.1.



VI

Translational hulls of ideals of the
endomorphism monoid of a universal

algebra

Following the ideas developed in Chapter V, we wish to study the translational hulls
of ideals of the endomorphism monoid of a universal algebra 𝒜 in order to find out
when this translational hull is isomorphic to the endomorphism monoid End(𝒜).
More precisely, given an ideal I of End(𝒜), we will consider two properties of I
relative to 𝒜, called REP and SEP, which are very similar to those introduced in
Section V.3.2.3, in the sense that REP is concerned with the property that elements
of A can be written using the image of endomorphisms in I while SEP is saying that
I can separate any two elements of A.

In Section VI.1 we will define these two properties and discuss their connection
with the notion of reductivity of I introduced in Section I.2. We will then show
in Section VI.2 that if 𝒜 and I are such that the conditions REP and SEP hold,
then the translational hull Ω(I) is isomorphic to the endomorphism monoid End(𝒜).
After that, Sections VI.3 and VI.4 will consider the cases where we only have one of
these two conditions, to see how much we can understand from having one but not
the other. Since there are still many gaps in the development of this theory, we close
each section with some open questions that we consider good directions of research.

Note. The content of this chapter is the result of an ongoing collaboration with
Prof. Victoria Gould, Dr. Marianne Johnson and Prof. Mark Kambites.
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VI.1 DEFINITIONS

Throughout this chapter, 𝒜 will denote a universal algebra and I will be an ideal of
End(𝒜).

Definition VI.1.1. We say that the pair (𝒜, I) satisfies:
• REP if A is generated by the images of the endomorphisms of I, that is, if
A =

〈⋃
α∈I imα

〉
,

• SEP if every pair of distinct elements of A can be distinguished by an en-
domorphism of I, that is, if for all a ̸= b ∈ A, there exists γ ∈ I such that
aγ ̸= bγ.

Remark VI.1.2. Notice that SEP corresponds to the definition of I being separative
for A as defined in Section V.3.2.3. On the other hand, condition REP is weaker
than requiring 𝒜 to be representable by I, since we do not require every element
of 𝒜 to lie in the image of an endomorphism of I. In the context of independence
algebras, it can however be shown that having REP or having representability is
equivalent. We will delay further comments and comparisons concerning the specific
case of independence algebras to the corresponding section in Chapter VII.

Remark VI.1.3. Notice that if I = End(𝒜), then id ∈ I, so that (𝒜, I) has both
REP and SEP. Also I is then a monoid and by Corollary I.2.15, we have that
Ω(I) ∼= I = End(𝒜). Thus we are truly interested in only proper ideals of End(𝒜).

We now show that the properties REP and SEP are closely related to the notions
of left and right reductivity.

Lemma VI.1.4. 1) If the pair (𝒜, I) satisfies REP, then I is left reductive.

2) If the pair (𝒜, I) satisfies SEP, then I is right reductive.

Proof. 1) Let α, β ∈ I and suppose that γα = γβ for all γ ∈ I. To show that I is left
reductive, we need to argue that α = β. Let a ∈ A. Since the pair (𝒜, I) satisfies
REP, there exist some t ∈ T 𝒜, {xi} ⊆ A and {δi} ⊆ I such that a = t

(
xiδi

)
. Then

we have

aα = t
(
xiδi

)
α = t

(
xiδiα

)
= t

(
xiδiβ

)
= t

(
xiδi

)
β

= aβ.
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Since a ∈ A was arbitrary, it follows that α = β as required.
2) Let α, β ∈ I and suppose that αγ = βγ for all γ ∈ I. Assume that α ̸= β.

Then there exists a ∈ A such that aα ̸= aβ. Since the pair (𝒜, I) has SEP, it follows
that there exists γ ∈ I such that aαγ ̸= aβγ, contradicting the fact that αγ = βγ.
Thus α = β and I is right reductive.

Throughout this chapter, we will use the following maps, introduced in Section I.2:
• πP : Ω(I) → P(I) is defined by (λ, ρ)πP = ρ and has image im πP = P̃(I);

• πΛ : Ω(I) → Λ(I) is defined by (λ, ρ)πΛ = λ and has image im πΛ = Λ̃(I);

• χP : End(𝒜) → P̃(I) defined by ϕχP = ρϕ, where αρϕ = αϕ for all α ∈ I;

• χΛ : End(𝒜) → Λ̃(I) defined by ϕχΛ = λϕ where λϕα = ϕα for all α ∈ I; and

• χ : End(𝒜) → Ω(I) defined by ϕχ = (λϕ, ρϕ).
The fact that these are all well-defined morphisms comes from Corollaries I.2.6
and I.2.42, since I is an ideal of End(𝒜). Moreover, it is clear that the image of
the identity endomorphism of End(𝒜) under χP is the trivial right translation 1P.
Similarly, idχΛ = 1Λ so that idχ = 1Ω and we have that χP, χΛ and χ are monoid
homomorphisms.

Definition VI.1.5. We say that Ω(I) is naturally isomorphic to P̃(I) [resp. to
Λ̃(I)] if πP [resp. πΛ] is an isomorphism.

We now get an immediate corollary.

Corollary VI.1.6. If (𝒜, I) satisfies REP, then Ω(I) is naturally isomorphic to
P̃(I). Dually, if (𝒜, I) satisfies SEP, then Ω(I) is naturally isomorphic to Λ̃(I).
Consequently, if the pair (𝒜, I) satisfies REP and SEP, then Ω(I) ∼= P̃(I) and
Ω(I) ∼= Λ̃(I) via natural isomorphisms πP and πΛ.

Proof. If the pair (𝒜, I) has REP, then I is left reductive by Lemma VI.1.4, and
by Lemma I.2.17, we obtain that πP is injective and Ω(I) ∼= P̃(I). Dually, if (𝒜, I)
has SEP, we get that I is right reductive and thus Ω(I) is naturally isomorphic to
Λ̃(I).

We now show that the properties REP and SEP respectively imply the injectivity
of χP and χΛ.

Lemma VI.1.7. If the pair (𝒜, I) satisfies REP, then χP is injective.
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Proof. Let ϕ, ψ ∈ End(𝒜) and suppose that ρϕ = ρψ. We want to show that aϕ = aψ

for all a ∈ A. Since (𝒜, I) has REP, for all a ∈ A we have that a = t
(
xiαi

)
for some

t ∈ T 𝒜, xi ∈ A and αi ∈ I. Thus,

aϕ = t
(
xiαi

)
ϕ = t

(
xiαiϕ

)
= t

(
xiαiρϕ

)
= t

(
xiαiρψ

)
= t

(
xiαiψ

)
= t

(
xiαi

)
ψ

= aψ,

so that ϕ = ψ and χP is injective.

Lemma VI.1.8. If the pair (𝒜, I) satisfies SEP, then χΛ is injective.

Proof. Let ϕ, ψ ∈ End(𝒜) and suppose that λϕ = λψ. If there exists a ∈ A such
that aϕ ̸= aψ, then by the fact that (𝒜, I) has SEP, we get that aϕγ ̸= aψγ for
some γ ∈ I, that is, aλϕγ ̸= aλψγ, contradicting the fact that λϕ = λψ. Thus ϕ = ψ

and χΛ is injective.

Remark VI.1.9. In fact, part 1) of Lemma VI.1.4 can be seen as a consequence of
Lemma VI.1.7. Indeed, suppose that (𝒜, I) has REP, so that χP is injective. Let
ϕ, ψ ∈ I be such that αϕ = αψ for all α ∈ I. Then αρϕ = αρψ for all α ∈ I, which
shows that ρϕ = ρψ and thus ϕ = ψ by injectivity of χP. Hence I is left reductive.

Dually, we can see that Lemma VI.1.8 effectively proves part 2) of Lemma VI.1.4.

We finish this section by defining some terminology that we shall use later.

Definition VI.1.10. We say that End(𝒜) is naturally isomorphic to P̃(I) [resp. to
Λ̃(I) if χP [resp. χΛ] is an isomorphism.

VI.2 TRANSLATIONAL HULLS UNDER REP AND SEP

In Section V.1.5, we gave a necessary and sufficient condition in the context of
independence algebras to obtain an isomorphism of the endomorphism monoid with
the right translations and the bitranslations of the (0-)minimal ideal. Since we
are now considering a larger class of universal algebras, and we are not restricting
ourselves to a specific ideal of the endomorphism monoid, obtaining necessary and
sufficient conditions in all generality will be be harder to achieve. However, we can
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show that REP and SEP are at least sufficient conditions to obtain the desired
isomorphisms.

Theorem VI.2.1. If (𝒜, I) satisfies REP and SEP, then

Ω(I) ∼= P̃(I) ∼= Λ̃(I) ∼= End(𝒜)

via natural isomorphisms. In particular, every bitranslation of I is realised by an
endomorphism of 𝒜.

Proof. Since (𝒜, I) satisfies REP and SEP, we get that Ω(I) ∼= P̃(I) ∼= Λ̃(I) by
Corollary VI.1.6. Moreover, χP : End(𝒜) → P̃(I) is injective by Lemma VI.1.7. We
show that χP is surjective, so that we will have an isomorphism from End(𝒜) to
Ω(I) via the composition χPπ

−1
P .

Let ρ ∈ P̃(I), so that there exists λ ∈ Λ(I) such that (λ, ρ) ∈ Ω(I). We aim to
show that there exists an endomorphism ϕ ∈ End(𝒜) such that ρ = ρϕ, and hence
ϕχP = ρ and χP will be surjective.

Since (𝒜, I) has REP, for all a ∈ A, we have a = t
(
xiαi

)
for some t ∈ T 𝒜,

{xi} ⊆ A and {αi} ⊆ I. We now define ϕ : A → A by

aϕ = t
(
xiαi

)
ϕ := t

(
xiαiρ

)
.

In order to show that ϕ is well-defined, we need to show that if t
(
xiαi

)
= s

(
yjβj

)
for some s ∈ T 𝒜, {yj} ⊆ A and {βj} ⊆ I, then we get t

(
xiαiρ

)
= s

(
yjβjρ

)
. So, let

γ ∈ I. Then we have that

t
(
xiαiρ

)
γ = t

(
xiαiργ

)
= t

(
xiαiλγ

)
= t

(
xiαi

)
λγ = s

(
yjβj

)
λγ

= s
(
yjβjλγ

)
= s

(
yjβjρ

)
γ.

Since this is valid for all γ ∈ I and that (𝒜, I) has SEP, we get t
(
xiαiρ

)
= s

(
yjβjρ

)
,

that is, t
(
xiαi

)
ϕ = s

(
yjβj

)
ϕ and therefore ϕ is well-defined.

We now need to show that ϕ is an endomorphism, that is, we need to show that
u(a1, . . . , an)ϕ = u(a1ϕ, . . . , anϕ) for all u ∈ T 𝒜

n and a1, . . . , an ∈ A. However, since
(𝒜, I) has REP, for each 1 ≤ i ≤ n, there exists ki ∈ N such that ai = ti

(
biki
βiki

)
,

where ti ∈ T 𝒜
ki

, bi1, . . . , biki
∈ A and βi1, . . . , βiki

∈ I. Then, by writing s ∈ T 𝒜 for the



176 Chapter VI. Translational hulls for universal algebras

term composition of u with all the ti (so that s has arity ∑n
i=1 ki), we get that:

u(a1, . . . , an)ϕ = u

(
t1
(
b1
k1β

1
k1

)
, . . . , tn

(
bnkn
βnkn

))
ϕ

= s

(
b1
k1β

1
k1 , . . . , b

n
kn
βnkn

)
ϕ writing as a single term,

= s

(
b1
k1β

1
k1ρ, . . . , b

n
kn
βnkn

ρ

)
by definition of ϕ,

= u

(
t1
(
b1
k1β

1
k1ρ
)
, . . . , tn

(
bnkn
βnkn

ρ
))

by definition of s,

= u

(
t1
(
b1
k1β

1
k1

)
ϕ, . . . , tn

(
bnkn
βnkn

)
ϕ

)
by definition of ϕ,

= u(a1ϕ, . . . , anϕ) by definition of the ai’s.

Thus ϕ ∈ End(𝒜). It only remains to show that γρϕ = γρ for all γ ∈ I. But we can
see that

u
(
ai
)
γρ = u

(
aiγρ

)
= u

(
aiγ

)
ϕ = u

(
ai
)
γϕ = u

(
ai
)
γρϕ.

Hence, ρϕ = ρ, so that χP is surjective, and we get that End(𝒜) ∼= P̃(I).

Even though we cannot prove whether or not REP and SEP are necessary
conditions to obtain the isomorphisms, we can nonetheless show that the ideal has
to satisfy the weaker condition of being reductive for the isomorphisms to happen.

Lemma VI.2.2. If End(𝒜) and P̃(I) are naturally isomorphic via χP, then I is
left reductive and then End(𝒜) ∼= Ω(I). Dually, if End(𝒜) and Λ̃(I) are naturally
isomorphic via χΛ, then I is right reductive and then End(𝒜) ∼= Ω(I).

Consequently, if Ω(I) ∼= Λ̃(I) ∼= P̃(I) ∼= End(𝒜) via natural isomorphisms, then
I is reductive.

Proof. Suppose that χP : End(𝒜) → P̃(I) is an isomorphism and let α, β ∈ I be
such that γα = γβ for all γ ∈ I. Since ρα, ρβ ∈ P0(I), we get that γρα = γρβ for
all γ ∈ I, and thus ρα = ρβ. However, χP is injective, which means that α = β and
therefore I is left reductive. Using Lemma I.2.17, we then get that πP is injective
and Ω(I) ∼= P̃(I), as required.

The proof that I is right reductive when χΛ is an isomorphism is dual, and the
last result follows immediately.
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Notice that in the proof of Theorem VI.2.1, we used multiple times the argument
that (𝒜, I) had REP but only used once the fact that it had SEP in order to show
that the map ϕ created from the right translation ρ is well-defined.

Question VI.2.3. Is it possible to weaken the assumption that (𝒜, I) has SEP in
Theorem VI.2.1?

In view of Lemma VI.2.2, if we want to have the four-fold isomorphisms between
P̃(I), Λ̃(I), Ω(I) and End(𝒜) we need to start with an ideal that is reductive.

Question VI.2.4. Considering a reductive ideal I, is there an assumption weaker than
REP and SEP that would allow us to get the same result as in Theorem VI.2.1?

VI.3 REP WITHOUT SEP

In this section, we will assume that our pair (𝒜, I) satisfies REP but not SEP. This
means that by Corollary VI.1.6 and Lemma VI.1.7 we have that πP is an isomorphism
and χP is injective, which means that we get

End(𝒜) ↪→ P̃(I) ∼= Ω(I).

This means in particular that every right translation of P̃(I) is linked to exactly one
left translation of I and comes from at most one endomorphism of 𝒜.

The main work of Theorem VI.2.1 was to construct this endomorphism of 𝒜 from
a right translation that is linked. Since we no longer have SEP, we want to show
that we can at least construct a well-defined endomorphism of a quotient algebra of
𝒜 by defining a congruence relation which will play the role of SEP in the proof to
show that the map constructed is well-defined.

Definition VI.3.1. Let ∼ be the relation on 𝒜 defined by a ∼ b for a, b ∈ A if and
only if aα = bα for all α ∈ I. The ∼-class of an element a ∈ A will be denoted [a].

Remark VI.3.2. It follows immediately from the definition that ∼ is an equivalence
relation. Moreover, this relation is equality exactly when (𝒜, I) has SEP.

Lemma VI.3.3. The relation ∼ is a congruence on 𝒜.

Proof. Let {ai} , {bi} ⊆ A and suppose that ai ∼ bi for all i. Then for all α ∈ I and
all terms t ∈ T 𝒜 we have that t

(
ai
)
α = t

(
aiα

)
= t

(
biα

)
= t

(
bi
)
α, as required.
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We now turn our attention towards the algebra 𝒜/∼.

Lemma VI.3.4. The ideal I acts on the right of 𝒜/∼ by endomorphisms of 𝒜/∼
via [a]α = [aα] for all a ∈ A and all α ∈ I, that is, the equation t

(
[ai]

)
α = t

(
[ai]α

)
holds for all {ai} ⊆ A, t ∈ T 𝒜 and α ∈ I.

Proof. Let a, b ∈ A be such that [a] = [b]. Then by definition of ∼ we have that
aα = bα for all α ∈ I, so that [aα] = [bα]. Hence [a]α is well-defined.

Moreover, for all α, β ∈ I and a ∈ A, we have that

[a](αβ) = [aαβ] = [aα]β = ([a]α)β,

which shows that I acts by semigroup transformations on 𝒜/∼.
Now, let {ai} ∈ A, t ∈ T 𝒜 and α ∈ I. Since ∼ is a congruence on 𝒜, we have

that t
(
[ai]

)
=
[
t(ai)

]
, from which we get that

t
(
[ai]

)
α =

[
t(ai)

]
α =

[
t(ai)α

]
=
[
t(aiα)

]
= t

(
[aiα]

)
= t

(
[ai]α

)
,

where we used the definition of the action and the fact that α ∈ End(𝒜).

We now construct endomorphisms of 𝒜/∼ from right translations which are
linked.

Lemma VI.3.5. Suppose that (𝒜, I) satisfies REP. Then every ρ ∈ P̃(I) induces
a map ϕ : 𝒜/∼ → 𝒜/∼ defined by [a]ϕ =

[
t(xiαiρ)

]
where a = t(xiαi), such that for

all α ∈ I and m ∈ 𝒜/∼ we have:
• ϕ is a well-defined morphism;

• mαρ = mαϕ; and

• mλα = mϕα;
where λ ∈ Λ̃(I) is the unique left translation linked to ρ.

Proof. Let ρ ∈ P̃(I). Then there exists a unique λ ∈ Λ(I) such that (λ, ρ) ∈ Ω(I).
Also, from the fact that (𝒜, I) satisfies REP, every [a] ∈ 𝒜/∼ can be expressed
as [a] =

[
t(xiαi)

]
for some t ∈ T 𝒜, {xi} ⊆ A and {αi} ⊆ I. We now define

ϕ : 𝒜/∼ → 𝒜/∼ by
[a]ϕ =

[
t(xiαi)

]
ϕ :=

[
t(xiαiρ)

]
.

Notice in particular that under this definition, for all α ∈ I we have that

[aαρ] =
[
t(xiαi)αρ

]
=
[
t
(
xiαi(αρ)

)]
=
[
t
(
xi(αiα)ρ

)]
=
[
t(xiαiα)

]
ϕ = [aα]ϕ.
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To show that ϕ is well-defined, suppose that t
(
xiαi

)
∼ s

(
yjβj

)
for some s ∈ T 𝒜,

{yj} ⊆ A and {βj} ⊆ I. Then for all γ ∈ I we get that

t
(
xiαiρ

)
γ = t

(
xiαiργ

)
= t

(
xiαiλγ

)
= t

(
xiαi

)
λγ = s

(
yjβj

)
λγ

= s
(
yjβjλγ

)
= s

(
yjβjρ

)
γ,

which shows that t
(
xiαiρ

)
∼ s

(
yjβjρ

)
, that is,

[
t
(
xiαi

)]
ϕ =

[
s
(
yjβj

)]
ϕ, so that ϕ

is well-defined.
Moreover, for all [a] ∈ 𝒜/∼ and α ∈ I, we have [a]αρ = [aαρ] = [aα]ϕ = [a]αϕ,

while

[a]λα =
[
t(xiαi)

]
λα =

[
t
(
xiαiλα

)]
=
[
t(xiαiρα)

]
=
[
t(xiαiρ)

]
α

=
[
t(xiαi)

]
ϕα = [a]ϕα.

Therefore, for all m ∈ 𝒜/∼, we have mαρ = mαϕ and mλα = mϕα.
It only remains to show that ϕ is a morphism. So consider the expression

u([a1], . . . , [an]) where u ∈ T 𝒜 and [a1], . . . , [an] ∈ 𝒜/∼. Using REP, for each
1 ≤ i ≤ n we write ai = ti

(
biki
βiki

)
for some ki ∈ N, ti ∈ T 𝒜

ki
,
{
biki

}
⊆ A and{

βiki

}
⊆ I. Then, we get

u
(
[a1], . . . , [an]

)
ϕ =

[
u(a1, . . . , an)

]
ϕ since ∼ is a congruence,

=
[
u

(
t1
(
b1
k1β

1
k1

)
, . . . , tn

(
bnkn
βnkn

))]
ϕ by definition of ai,

=
[
s

(
b1
k1β

1
k1 , . . . , b

n
kn
βnkn

)]
ϕ writing as a single term,

=
[
s

(
b1
k1β

1
k1ρ, . . . , b

n
kn
βnkn

ρ

)]
by definition of ϕ,

=
[
u

(
t1
(
b1
k1β

1
k1ρ
)
, . . . , tn

(
bnkn
βnkn

ρ
))]

by definition of s,

= u

([
t1
(
b1
k1β

1
k1ρ
)]
, . . . ,

[
tn
(
bnkn
βnkn

ρ
)])

since ∼ is a congruence,

= u

([
t1
(
b1
k1β

1
k1

)]
ϕ, . . . ,

[
tn
(
bnkn
βnkn

)]
ϕ

)
by definition of ϕ,

= u
(
[a1]ϕ, . . . , [an]ϕ

)
by definition of ai.

Thus ϕ is indeed an endomorphism of 𝒜/∼ and all the results are proved.
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Remark VI.3.6. Notice that if ∼ is equality, that is, if (𝒜, I) has SEP, then this
proof reproduces exactly the arguments of the proof of Theorem VI.2.1.

Moreover, we can show that the map ϕ of Lemma VI.3.5 is uniquely tied to the
left translation of the linked pair considered.

Lemma VI.3.7. Suppose that (𝒜, I) satisfies REP. Define θ : P̃(I) → End
(
𝒜/∼

)
by ρθ = ϕ, where ϕ is as given in Lemma VI.3.5. Then θ is a morphism such that
ρθ = ρ′θ if and only if ρ and ρ′ are linked to the same left translation λ ∈ Λ̃(I).

Proof. Since (𝒜, I) has REP, then each [a] ∈ 𝒜/∼ can be written as [a] = [t(xiαi)]
for some t ∈ T 𝒜, {xi} ⊆ A and {αi} ⊆ I. Then we let θ : P̃(I) → End(𝒜/∼) be
such that ρθ = ϕ, where ϕ is defined by [a]ϕ = [t(xiαiρ)] for [a] ∈ 𝒜/∼. The fact
that θ is well-defined follows from Lemma VI.3.5.

Moreover, if ρθ = ϕ and ρ′θ = ϕ′, then by definition of ϕ and ϕ′, we have that[
t(xiαi)

]
ϕϕ′ =

[
t(xiαiρ)

]
ϕ′ =

[
t
(
xi(αiρ)ρ′

)]
=
[
t
(
xiαi(ρρ′)

)]
,

which shows that ρθρ′θ = (ρρ′)θ and thus θ is a homomorphism.
Finally, let λ, λ′ ∈ Λ̃(I) be the unique left translations linked to ρ and ρ′

respectively, and suppose that ϕ = ϕ′. Then for all s ∈ T 𝒜, {yj} ⊆ A and {βj} ⊆ I,
we have that [

s
(
yjβjρ

)]
=
[
s
(
yjβj

)]
ϕ =

[
s
(
yjβj

)]
ϕ′ =

[
s
(
yjβjρ′

)]
,

which means that s(yjβjρ)γ = s(yjβjρ′)γ for all γ ∈ I. Thus, for a = t(xiαi) ∈ A

and β ∈ I, we get

aλβ = t
(
xiαiλβ

)
= t

(
xiαiρ

)
β = t

(
xiαiρ′

)
β = t

(
xiαiλ′β

)
= aλ′β.

Since this is valid for all a ∈ A and β ∈ I, it follows that λ = λ′.
For the converse, suppose that (λ, ρ), (λ, ρ′) ∈ Ω(I) and let ϕ = ρθ and ϕ′ = ρ′θ.

Let [a] ∈ 𝒜/∼ with a = t(xiαi) for some t ∈ T 𝒜, {xi} ⊆ A and {αi} ⊆ I by using
the assumption that (𝒜, I) has REP. Then for all β ∈ I, we get:

t
(
xiαiρ

)
β = t

(
xiαiρβ

)
= t

(
xiαiλβ

)
= t

(
xiαiρ′β

)
= t

(
xiαiρ′

)
β,

from which we get that t(xiαiρ) ∼ t
(
xiαiρ′

)
, and thus

[a]ϕ =
[
t(xiαi)

]
ϕ =

[
t(xiαiρ)

]
=
[
t
(
xiαiρ′

)]
=
[
t(xiαi)

]
ϕ′ = [a]ϕ′.

Since this is valid for all [a] ∈ 𝒜/∼, it follows that ϕ = ϕ′.

We have seen that I acts on 𝒜/∼, but there is no reason to suppose that it acts
faithfully. So we consider a relation ≈ on I defined as follows.
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Definition VI.3.8. Let ≈ be the congruence on I induced by the action of I on
𝒜/∼, that is, for α, β ∈ I we have α ≈ β if and only if aα ∼ aβ for all a ∈ A. The
≈-class of an element α ∈ I will be denoted [[α]].

We easily get another characterisation of ≈ in terms of multiplication by elements
of I, as given by:

Lemma VI.3.9. Let α, β ∈ I. Then α ≈ β if and only if αγ = βγ for all γ ∈ I.

Proof. This is immediate since

α ≈ β ⇐⇒ aα ∼ aβ for all a ∈ A,

⇐⇒ aαγ = aβγ for all a ∈ A and γ ∈ I,

⇐⇒ αγ = βγ for all γ ∈ I.

Under this new relation, we can now show that we have a faithful action on 𝒜/∼.

Lemma VI.3.10. The semigroup I/≈ acts faithfully on the right of 𝒜/∼ by endo-
morphisms of 𝒜/∼ via [a][[α]] = [aα] for all a ∈ A and α ∈ I.

Proof. Let a, b ∈ A and α, β ∈ I be such that [a] = [b] and [[α]] = [[β]]. Then by
definition of ∼ we get that aα = bα and aβ = bβ, so that

[aα] = [bα] = [bβ] = [aβ],

where the middle equality follows from α ≈ β. This gives us that the action is
well-defined. Moreover, if [a][[α]] = [a][[β]] for all a ∈ A, then we get that [aα] = [aβ],
that is, aα ∼ aβ, which shows that α ≈ β and thus [[α]] = [[β]], so that the action is
faithful.

Finally, let {[ai]} ∈ 𝒜/∼, t ∈ T 𝒜 and [[α]] ∈ I/≈. Since ∼ is a congruence on 𝒜,
we have that t

(
[ai]

)
=
[
t(ai)

]
, from which we get that

t
(
[ai]

)
[[α]] =

[
t(ai)

]
[[α]] =

[
t(ai)α

]
=
[
t(aiα)

]
= t

(
[aiα]

)
= t

(
[ai][[α]]

)
,

and thus I/≈ acts on 𝒜/∼ by morphisms.

In view of Lemma VI.3.10, since I/≈ acts faithfully on 𝒜/∼ by morphisms, we can
view I/≈ as embedded in End

(
𝒜/∼

)
. However, I/≈ is not necessarily a right or a left

ideal of End
(
𝒜/∼

)
. Thus, by Lemma I.2.41, we have that only the endomorphisms

of 𝒜/∼ lying in the idealiser of I/≈ will induce a bi-translation of I/≈.
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Nevertheless, if we consider the definition of the property REP extended to
subsemigroups, we can see that we have a new pair satisfying this condition, as given
by the following lemma.

Lemma VI.3.11. The pair
(
𝒜/∼, I/≈

)
satisfies REP.

Proof. Let [a] ∈ 𝒜/∼. Since (𝒜, I) has REP, then a = t(xiαi) for some t ∈ T 𝒜,
{xi} ⊆ A and {αi} ⊆ I. Thus, we have that

[a] = [t(xiαi)] = t
(
[xiαi]

)
= t

(
[xi][[αi]]

)
.

Since [xi] ∈ 𝒜/∼ and [[αi]] ∈ I/≈, it follows that 𝒜/∼ is generated by ⋃[[α]]∈I/≈ im [[α]],
and thus

(
𝒜/∼, I/≈

)
has the property REP.

On the other hand, we may not have that
(
𝒜/∼, I/≈

)
has SEP in general, but

this might happen under some conditions on I.
For example, suppose that I = I2. Then for all [a] ̸= [b] ∈ 𝒜/∼, there exists

α ∈ I such that aα ≠ bα. Since α ∈ I = I2, there exist β, δ ∈ I such that α = βδ.
Then aβδ = aα ̸= bα = bβδ, and thus [aβ] ̸= [bβ], that is, [a][[β]] ̸= [b][[β]]. Thus
every pair of distinct elements in 𝒜/∼ can be separated by an element of I/≈, which
means that

(
𝒜/∼, I/≈

)
has SEP.

Question VI.3.12. Is it possible to adapt ∼ and ≈ such that I/≈ is an ideal of
End

(
𝒜/∼

)
and the pair

(
𝒜/∼, I/≈

)
has both REP and SEP?

Recall that the initial aim was to compute the translational hull of I.

Question VI.3.13. What is the relationship between Ω(I) and Ω
(
I/≈

)
? Since we

have lost information by taking the quotient using the relation ≈, is there a canonical
way to reconstruct Ω(I) from Ω

(
I/≈

)
and 𝒜/∼?

VI.4 SEP WITHOUT REP

In this section, we will assume that our pair (𝒜, I) satisfies SEP but not REP.
Then

〈⋃
α∈I imα

〉
is a proper subalgebra of 𝒜, which we denote by ℬ. Since

(𝒜, I) satisfies SEP, we have by Corollary VI.1.6 and Lemma VI.1.8 that πΛ is an
isomorphism and χΛ is injective, so that

End(𝒜) ↪→ Λ̃(I) ∼= Ω(I).
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This means in particular that every left translation of Λ̃(I) is linked to exactly one
right translation of I and comes from at most one endomorphism of 𝒜. We would
like to show that every λ ∈ Λ̃(I) comes from an endomorphism of 𝒜. However, we
get the following weaker statement.

Lemma VI.4.1. Suppose that (𝒜, I) satisfies SEP, and let ℬ be the subalgebra of
𝒜 generated by ⋃α∈I imα. Then every λ ∈ Λ̃(I) induces a map ψ : B → B such
that for all α ∈ I we have:

• ψ is a well-defined homomorphism;

• ψ(α|
B

) = (λα)|
B

;

• αψ = αρ;
where ρ ∈ P(I) is the unique right translation linked to λ.

Proof. Let λ ∈ Λ̃(I). Then there exists a unique ρ ∈ P(I) such that (λ, ρ) ∈ Ω(I).
By definition of ℬ, for all b ∈ B, there exist t ∈ T ℬ, {yj} ⊆ A and {βj} ⊆ I such
that b = t

(
yjβj

)
. We now define ψ : B → B by:

bψ = t
(
yjβj

)
ψ := t

(
yjβjρ

)
.

Notice that since βjρ ∈ I, we get that yjβjρ ∈ B, and using the fact that ℬ is a
subalgebra, we obtain t

(
yjβjρ

)
∈ B so that imψ ⊆ B.

To show that ψ is well-defined, suppose that t
(
yjβj

)
= s

(
zkδk

)
for some s ∈ T ℬ,

{zk} ⊆ A and {δk} ⊆ I. Then for all γ ∈ I we get that

t
(
yjβjρ

)
γ = t

(
yjβjργ

)
= t

(
yjβjλγ

)
= t

(
yjβj

)
λγ = s

(
zkδk

)
λγ

= s
(
zkδkλγ

)
= s

(
zkδkρ

)
γ

Since (𝒜, I) has SEP, it follows that t
(
yjβjρ

)
= s

(
zkδkρ

)
, which means that

t
(
yjβj

)
ψ = s

(
zkδk

)
ψ and thus ψ is well-defined on B.

Moreover, for α ∈ I, we have

bψα = t
(
yjβj

)
ψα = t

(
yjβjρ

)
α = t

(
yjβjρα

)
= t

(
yjβjλα

)
= t

(
yjβj

)
λα = bλα

so that ψ(α|
B
) = (λα)|

B
. Also, for α, γ ∈ I and a ∈ A, by using the fact that

aα ∈ B, we get that
aαψγ = aαλγ = aαργ.
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Thus αψγ = αργ, and since (𝒜, I) has SEP, we obtain that αψ = αρ.
It only remains to show that ψ is a homomorphism of B. Let u ∈ T ℬ and

{bi} ⊆ B. Then u
(
bi
)

∈ B and for all γ ∈ I we have:

u
(
bi
)
ψγ = u

(
bi
)
λγ = u

(
biλγ

)
= u

(
biψγ

)
= u

(
biψ

)
γ,

which shows that u
(
bi
)
ψ = u

(
biψ

)
by SEP. Therefore ψ ∈ End(ℬ) as required.

Remark VI.4.2. In fact, the above result tells us that every ρ ∈ P̃(I) arises from a
morphism ψ : B → B. And then, if ρ is linked to the left translations λ and λ′, we
obtain that the restriction of λα and λ′α to the subalgebra ℬ must agree for all
α ∈ I. However, this does not necessarily mean that if ψ could be extended to an
endomorphism ψ of End(𝒜), we would have that ψα = λα for all α ∈ I.

We now look into the converse of Lemma VI.4.1, by considering under which
conditions do we have that an endomorphism ψ of ℬ gives rise to a linked pair (λ, ρ)
of Ω(I) such that ψα = (λα)|B and αψ = αρ for all α ∈ I. Notice first that if we
denote by T (𝒜,ℬ) the subsemigroup of End(𝒜) consisting of all endomorphisms
whose image lie in ℬ, as we did in Chapter II, that is, the semigroup

T (𝒜,ℬ) = {α ∈ End(𝒜) | imα ⊆ ℬ} ,

then it is easy to see that I ⊆ T (𝒜,ℬ) and that I is an ideal of T (𝒜,ℬ). Since for
any α ∈ I and ψ : B → B, the composition of maps αψ is well-defined, we then get
that αψ ∈ T (𝒜,ℬ). However, because ψ /∈ End(𝒜), there is no reason to assume
that αψ actually lies in I.

Definition VI.4.3. We say that a morphism ψ : B → B is I-closed if αψ ∈ I for
all α ∈ I.

Remark VI.4.4. Given a left translation λ ∈ Λ̃(I), we say that the map ψ described
in Lemma VI.4.1 is the morphism on B induced by λ. Moreover, notice that ψ is
then I-closed, since for all α ∈ I, we have that αψ = αρ ∈ I, where ρ is the unique
right translation linked with λ.

Lemma VI.4.5. Let ψ : B → B be an I-closed morphism. Then the map ρψ : I → I

defined by αρψ = αψ is a right translation of I. Moreover, distinct I-closed morph-
isms determine distinct right translations.
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Proof. Since ψ is I-closed, we have that αψ ∈ I for all α ∈ I, so that im ρψ ⊆ I.
Moreover, for any γ, δ ∈ I, using the associativity of function composition, we have
that

(γδ)ρψ = (γδ)ψ = γ(δψ) = γ(δρψ)

and thus ρψ ∈ P(I).
Now let ψ, ϕ ∈ End(ℬ) be I-closed with ρψ = ρϕ. By definition of ℬ, let b ∈ B

be such that b = t
(
xiαi

)
for some t ∈ T ℬ, {xi} ⊆ A and {αi} ⊆ I. Using the fact

that xiαi ∈ B, we have that

bψ = t
(
xiαi

)
ψ = t

(
xiαiψ

)
= t

(
xiαiρψ

)
= t

(
xiαiρϕ

)
= t

(
xiαiϕ

)
= t

(
xiαi

)
ϕ = bϕ,

and since this holds for all b ∈ B, we get that ψ = ϕ as required.

Combining the two previous results, we obtain the following corollary.

Corollary VI.4.6. There exists a subsemigroup C ⊆ End(ℬ) consisting of I-closed
morphisms, such that C is isomorphic to P̃(I).

Proof. Using Lemma VI.4.1 and Remark VI.4.4, if we define the set C by

C =
{
ψ : B → B | ψ is induced by λ, for some λ ∈ Λ̃(I)

}
,

we get that all elements of C are I-closed morphisms.
Moreover, suppose that λ ∈ Λ̃(I), and let ψ ∈ C be its induced endomorphism of

ℬ. By Lemma VI.4.5, we have that ρψ is a right translation. Moreover, if we let
ρ ∈ P̃(I) be the unique right translation linked to λ, then we get that αρψ = αψ = αρ

for all α ∈ I by definition of ρψ, so that ρψ = ρ ∈ P̃(I). In particular, this shows
that C is a subsemigroup of End(ℬ).

Thus, let ξ : C → P̃(I) be the map which sends ψ to ρψ. The fact that this is
surjective and well-defined follows from the arguments above, while injectivity comes
from Lemma VI.4.5.

Finally, if ψ, ϕ ∈ C, then for all α ∈ I, we get that

αρψϕ = αψϕ = (αψ)ρϕ = αρψρϕ,

where the second equality comes from the fact that αψ ∈ I since ψ is I-closed. Thus
ξ is an isomorphism from C onto P̃(I).

The construction above immediately raises the following question.
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Question VI.4.7. Is it possible to give a characterisation for the elements of the
semigroup C of Corollary VI.4.6?

We know that every left translation is linked to at most one right translation. On
the contrary, a right translation could be linked to multiple left translations. Since
Lemma VI.4.5 and Corollary VI.4.6 are concerned with right translations that are
linked, we can ask the following.

Question VI.4.8. Given a right translation ρ ∈ P̃(I), can we describe all left transla-
tions λ ∈ Λ̃(I) such that (λ, ρ) ∈ Ω(I)?



VII

Computing translational hulls

We have seen in Chapter VI that given an algebra 𝒜 and I an ideal of its en-
domorphism monoid End(𝒜), if the pair (𝒜, I) satisfies REP and SEP, then we
obtain an isomorphism between the translational hull Ω(I) and End(𝒜). In this
chapter, we will give applications of this result for certain algebras, and present some
limits to this approach when either or both conditions are not met, and where the
translational hulls are hard to compute.

We will start by looking at free algebras in Section VII.1 before considering the
special case of independence algebras in Section VII.2, where we will compare the
results obtained through this approach with those given in Chapter V. Finally, in
Section VII.3, we will focus on the endomorphism monoid End(Tn) described in
Chapter IV. Even though we are able to describe all left and right translations on
each ideal of End(Tn), we will show that bi-translations are very hard to understand
and to compute, since they are not necessarily coming from transformations of the
underlying algebra Tn.

Note. Work present on this chapter follows from collaborations with Prof. Victoria
Gould, Dr. Marianne Johnson and Prof. Mark Kambites.

VII.1 FREE ALGEBRAS

Throughout this section, we assume that 𝒜 is a free algebra over X = {xi} ⊆ A.
Hence, we can write any a ∈ A as a = t(xi) for some t ∈ T 𝒜, and we will make use
of this fact without further mention. Recall that e denote the smallest cardinality of

187
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a generating set for a subalgebra of 𝒜, and that κ+ denotes the successor cardinal
of κ.

Lemma VII.1.1. For each e < µ ≤ |X|+, the set

Iµ := {α ∈ End(𝒜) | imα ⊆ ⟨Y ⟩ for some Y ⊆ A with |Y | < µ}

is an ideal of End(𝒜).

Proof. If α ∈ Iµ with imα ⊆ ⟨Y ⟩, and β ∈ End(𝒜), then we have that im (βα) ⊆
imα ⊆ ⟨Y ⟩ and im (αβ) ⊆ ⟨Y ⟩β = ⟨Y β⟩. Since |Y | < µ we also have that |Y β| < µ

and thus αβ, βα ∈ Iµ, so that Iµ is an ideal of End(𝒜).

We now consider the properties REP and SEP. Clearly, if µ = |X|+, we get that
Iµ = End(𝒜), so that both conditions hold for the pair (𝒜, Iµ). In fact, it is easy
to show that we will always have REP if µ > 1.

Lemma VII.1.2. The pair (𝒜, Iµ) has REP unless µ = 1 and ∅ ≠ ⟨∅⟩ ≠ A.

Proof. Let us assume first that µ ≥ 2, and define for each a ∈ A a map αa ∈ End(𝒜)
by xiαa = a for all xi ∈ X. Then imαa ⊆ ⟨a⟩, which shows that αa ∈ Iµ, and we
immediately get that A = ⋃

a∈A imαa ⊆ ⟨⋃α∈Iµ
imα⟩, so that (𝒜, Iµ) has REP.

The only possibility left is when µ = 1 which can only happens when ⟨∅⟩ ≠ ∅.
Then either ⟨∅⟩ = A, in which case the argument above works and (𝒜, I1) has REP,
or ⟨∅⟩ ≠ A, which means that there exists some a ∈ A such that a /∈ ⟨∅⟩, so that
a /∈

〈⋃
α∈I1 imα

〉
, and we do not have REP in this case.

On the other hand, when considering SEP, we have that if µ = 2 and |imα| = 1
for all α ∈ Iµ, then no two elements of A can be separated by an element of Iµ, so
that (𝒜, Iµ) does not satisfy SEP in that case. In fact, the property SEP is almost
always equivalent to the fact that the ideal considered is right reductive, as given by
the following.

Lemma VII.1.3. Suppose that µ > 1. Then (𝒜, Iµ) has SEP if and only if Iµ is
right reductive.

Proof. One direction is directly given by Lemma VI.1.4. So assume that Iµ is right
reductive. Let a ̸= b ∈ A, and consider the maps α, β ∈ End(𝒜) defined by xiα = a

and xiβ = b for all xi ∈ X. Then imα ⊆ ⟨a⟩ and im β ⊆ ⟨b⟩, which shows that
α, β ∈ Iµ since µ ≥ 2. Let us assume that aγ = bγ for all γ ∈ Iµ. Then we get that
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xiαγ = xiβγ for all xi ∈ X, and thus αγ = βγ for all γ ∈ Iµ as A = ⟨X⟩. Since Iµ

is right reductive, it follows that α = β, that is, a = xiα = xiβ = b, a contradiction.
Therefore for all a ̸= b ∈ A, there exists γ ∈ Iµ such that aγ ̸= bγ, that is, (𝒜, Iµ)
has SEP.

When we do have that (𝒜, Iµ) has SEP, we can of course use Theorem VI.2.1
to get that Ω(Iµ) ∼= 𝒜. Finding out when SEP is satisfied relies a lot on the actual
structure of the algebra considered, as is shown by the following example.

Example VII.1.4. We give two different free algebras where we consider I2, and show
that SEP will be satisfied in one case but not in the other.

1) Let 𝒜 be a free group action algebra of a non-trivial group G over a set X
(as defined in Section I.5.2). Then α ∈ I2 if and only if imα = ⟨x⟩ = Gx for some
x ∈ X. Now let a ̸= b ∈ A be such that a = g(xj) and b = h(xk) for some g, h ∈ G

and xj, xk ∈ X. If xj = xk, it follows that h ̸= g, and we can define α ∈ I2 by
xiα = xj for all xi ∈ X, from which we get that aα = g(xj) ̸= h(xj) = bα. Otherwise,
xj ̸= xk, and since G is not trivial, there exists f ∈ G such that hf ̸= g. Then
define α ∈ I2 by xkα = f(xj) and xiα = xj for all xk ̸= xi ∈ X. It follows that
aα = g(xj) ̸= hf(xj) = bα. In both cases, we get that there exists α ∈ I2 such that
aα ̸= bα, so that (𝒜, I2) has SEP.

2) Let 𝒜 be the free monoid on two elements, that is, A = {a, b}∗. Then for each
α ∈ I2, there exists a word u ∈ A such that imα ⊆

{
uk : k ≥ 0

}
. Then, if aα = um

and bα = un for some m,n ∈ N0, it follows that α is completely determined by u,
m and n. Thus for each word u ∈ A, and each pair of non-negative integers m and
n, we write u(m,n) to denote the unique element of I2 mapping a to um and b to un.
Now for x ∈ {a, b}, denote by |u|x the number of occurrences of letter x in u, and
let v ̸= w ∈ A be such that |v|a = |w|a and |v|b = |w|b. Then it is easy to see that
for all u(m,n) ∈ I2, we have

vu(m,n) = u(m|v|a+n|v|b) = u(m|w|a+n|w|b) = wu(m,n),

so that (𝒜, I2) does not satisfy SEP.

Since we have REP but not SEP, we could follow the process in Section VI.3
to quotient 𝒜 and Iµ. However, it is possible to describe the translational hull of
Iµ precisely in free algebras as coming from maps ϕ : A → A which behave well
with respect to the endomorphisms in Iµ. We start by some definitions, where we
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write ∼µ for the congruence relation on 𝒜 induced by elements of Iµ as given in
Definition VI.3.1, that is, a ∼µ b if and only if aγ = bγ for all γ ∈ Iµ.

Definition VII.1.5. Let ϕ : A → A. Then the map ϕ is a
• right µ-morphism of A if for all Y ⊆ A with |Y | < µ we have that ϕ|⟨Y ⟩ : ⟨Y ⟩ → A

is a morphism;

• left µ-morphism of A if t
(
xiϕ

)
∼µ t

(
xi
)
ϕ for all t ∈ T 𝒜; or

• µ-morphism of A if ϕ is a right µ-morphism and a left µ-morphism.

Remark VII.1.6. Notice that if ∼µ is equality, that is, if (𝒜, Iµ) has SEP, then a left
µ-morphism is precisely a morphism.

Using these definitions, we can now describe the right and left translations of Iµ
in terms of maps on A.

Lemma VII.1.7. A map ϕ : A → A is a right µ-morphism if and only if the map
ρϕ : Iµ → Iµ given by αρϕ = αϕ is a right translation of Iµ.

Proof. Let ϕ : A → A be a right µ-morphism and α ∈ Iµ. Then imα ⊆ ⟨Y ⟩ = B

for some Y ⊆ A with |Y | < µ. By definition, we also have that ϕ|B is a morphism.
Moreover, im (αϕ) ⊆ im (ϕ|B) = ⟨Y ϕ⟩ with |Y ϕ| ≤ |Y | < µ. Therefore αϕ ∈ Iµ for
all α ∈ Iµ. It follows from this observation that the map ρϕ : Iµ → Iµ given by
αρϕ = αϕ is well-defined. Using the associativity of composition of maps, for all
γ, δ ∈ Iµ we also have that (γδ)ρϕ = γδϕ = γ(δρϕ), which shows that ρϕ is indeed a
right translation of Iµ.

Conversely, suppose that ϕ : A → A is such that ρϕ ∈ P(Iµ). Let {yj} = Y ⊆ A

be such that |Y | < µ. Then |Y | ≤ |X| and for each yj ∈ Y , we pick some xj ∈ X

to define α ∈ End(𝒜) by xjα = yj and xkα = c for some c ∈ ⟨Y ⟩ if xk /∈ {xj}.
Therefore imα ⊆ ⟨Y ⟩, which shows that α ∈ Iµ. Now, for all t ∈ T 𝒜 we have that

t(yj)ϕ = t(xjα)ϕ = t(xj)αϕ = t(xj)αρϕ = t
(
xjαρϕ

)
= t

(
xjαϕ

)
= t

(
yjϕ

)
,

where we used the fact that αρϕ ∈ Iµ. Hence, the map ϕ restricts to a morphism on
⟨Y ⟩. Since Y ⊆ A was arbitrary under the property that |Y | < µ, it follows that ϕ
is a right µ-morphism.

Lemma VII.1.8. A map ϕ : A → A is a left µ-morphism if and only if the map
λϕ : Iµ → Iµ given by λα = ϕα is a left translation of Iµ.
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Proof. Let ϕ : A → A be a left µ-morphism and α ∈ Iµ. Then for all t ∈ T 𝒜, we get

t
(
xiϕα

)
= t

(
xiϕ

)
α = t

(
xi
)
ϕα,

where the last equality comes from the fact that t(xiϕ) ∼µ t(xi)ϕ by definition.
Hence, ϕα is a morphism of A. Moreover, im (ϕα) ⊆ imα ⊆ ⟨Y ⟩ with |Y | < µ,
so that ϕα ∈ Iµ. This shows that the map λϕ : Iµ → Iµ is well-defined. Now, by
associativity of composition of maps, we have that λϕ(γδ) = ϕγδ = (λϕγ)δ for all
γ, δ ∈ Iµ. Therefore λϕ is a left translation of Iµ.

Conversely, let ϕ : A → A be such that λϕ ∈ Λ(Iµ). Then for all α ∈ Iµ and
t ∈ T 𝒜, we have that ϕα = λϕα ∈ Iµ and then

t
(
xiϕ

)
α = t

(
xiϕα

)
= t

(
xiλϕα

)
= t

(
xi
)
λϕα = t

(
xi
)
ϕα,

which shows that t
(
xiϕ

)
∼µ t

(
xi
)
ϕ. Therefore ϕ is a left µ-morphism.

We can now give an exact description of the translational hull of Iµ.

Theorem VII.1.9. For µ ≥ 2, the translational hull of Iµ is given by

Ω(Iµ) = {(λϕ, ρϕ) : ϕ is a µ-morphism of A} .

Proof. If ϕ : A → A is a µ-morphism, then it is a right and a left µ-morphism, so
that by Lemmas VII.1.7 and VII.1.8, we obtain the translations ρϕ ∈ P(Iµ) and
λϕ ∈ Λ(Iµ). Moreover, for all γ, δ ∈ Iµ, we have that

γλϕδ = γϕδ = γρϕδ,

and thus (λϕ, ρϕ) ∈ Ω(Iµ).
Conversely, we want to show that if (λ, ρ) ∈ Ω(Iµ), then there exists a µ-morphism

ϕ of A such that ρ = ρϕ and λ = λϕ. We start with some notation. Since 𝒜 is a free
algebra over X = {xi}, for α ∈ End(𝒜) such that xiα = ai with {ai} ⊆ A, we write
α = (ai)X

as a shorthand. In particular, (a)
X

denotes the morphism that maps all
generators in X to the same element a ∈ A.

Let ρ ∈ P̃(Iµ). We first show that for all a ∈ A, there exists b ∈ A such that
(a)

X
ρ = (b)

X
. By definition, since (a)

X
ρ ∈ Iµ, there exists {bi} ⊆ A such that

(a)
X
ρ = (bi)X

. Then for all y ∈ X, we have that (y)
X

(a)
X

= (a)
X

, and thus

(y)
X

(bi)X
= (y)

X
((a)

X
ρ) = ((y)

X
(a)

X
)ρ = (a)

X
ρ = (bi)X

.
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In particular, for all bk ∈ {bi}, we get

bk = xk(bi)X
= x1(xk)X

(bi)X
= x1(bi)X

= b1,

which shows that (a)
X
ρ = (b)

X
for some b ∈ A.

We can now define ϕ : A → A by aϕ = b where b ∈ A is such that (a)
X
ρ = (b)

X
or,

equivalently, aϕ = y((a)
X
ρ) for any y ∈ X. In particular, given {ai} , {bi} ⊆ A such

that (ai)X
, (bi)X

∈ Iµ and (ai)X
ρ = (bi)X

, we obtain that for all y ∈ X and ak ∈ {ai}:

akϕ = y(akϕ)
X

= y
(
(ak)X

ρ
)

= y
(
(xk)X

(ai)X

)
ρ

= y(xk)X

(
(ai)X

ρ
)

= y(xk)X
(bi)X

= y(bk)X

= bk,

and thus (ai)X
ρ = (aiϕ)

X
. We shall now see that ϕ is the desired µ-morphism. Since

ρ ∈ P̃(Iµ), there exists λ ∈ Λ̃(Iµ) such that (λ, ρ) is a linked pair. We now show
that ρ = ρϕ and λ = λϕ.
• ρ = ρϕ: Let (ai)X

∈ Iµ. Then for all xj ∈ X, we have:

xj(ai)X
ρ = xj(aiϕ)

X
= ajϕ = xj(ai)X

ϕ,

which shows that (ai)X
ρ = (ai)X

ϕ, and therefore ρ = ρϕ.
• λ = λϕ: For any a ∈ A, we have that (a)

X
∈ Iµ. Then, for any β ∈ Iµ and y ∈ X,

we get:
aϕβ = y(a)

X
ϕβ = y(a)

X
ρβ = y(a)

X
λβ = aλβ,

which shows that ϕβ = λβ, and thus λ = λϕ.
Since ρϕ and λϕ are respectively a right and a left translation, it follows by

Lemmas VII.1.7 and VII.1.8 that ϕ is a right µ-morphism as well as a left µ-morphism,
hence a µ-morphism. Therefore Ω(I) ⊆ {(λϕ, ρϕ) : ϕ is a µ-morphism of A}, which
finishes the proof.

As an immediate consequence, we get the following corollary.

Corollary VII.1.10. For µ ≥ 2, Ω(I) ∼= End(𝒜) if and only if all µ-morphisms of
A are endomorphisms.

Proof. Since (𝒜, Iµ) has REP by Lemma VII.1.2, it follows that χP : End(𝒜) →
Ω(Iµ) sending ϕ to (λϕ, ρϕ) is an injective morphism by Lemma VI.1.7. Hence, using
Theorem VII.1.9, we get that χP is an isomorphism if and only if it is surjective, if
and only if all µ-morphisms of A are endomorphisms.
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Remark VII.1.11. Notice that if µ = 1, then Iµ is a left-zero semigroup, and by
Proposition I.2.23, we get that Ω(Iµ) ∼= T op

Iµ
.

Example VII.1.12. Coming back to 2) in Example VII.1.4, it can be shown that
ϕ : A → A is a right 2-morphism if and only if for all words u ∈ A and k ∈ N0,
we have (uk)ϕ = (uϕ)k, and the right translation associated to it is defined by
u(m,n)ρϕ = (uϕ)(m,n). On the other hand ϕ : A → A is a left 2-morphism if and only
if for all u ∈ A we have|uϕ|a = |u|a|aϕ|a + |u|b|bϕ|a and

|uϕ|b = |u|a|aϕ|b + |u|b|bϕ|b,

that is, ϕ is linearly increasing the number of letters a and b in the word, but does not
recognise the order in which they appear. Because elements of I2 acts on the same
way on words with the same letters, it follows that the left translation associated
to a left 2-morphism ϕ is defined by λϕu(m,n) = u(m|aϕ|a+n|aϕ|b,m|bϕ|a+n|bϕ|b). Thus we
have bi-translations that do not come from endomorphisms since the 2-morphisms
of A do not “see” the word they act upon, but only the number of letters it contains.
For example, if ϕ : A → A is the map reversing a word, then ϕ is a 2-morphism, but
it is not an endomorphism.

VII.2 INDEPENDENCE ALGEBRAS

Throughout this section, let 𝒜 be an independence algebra. We know by Corol-
lary I.5.7 that any ideal of End(𝒜) is of the form Tµ = {α ∈ End(𝒜) | rk(α) < µ},
which in this case corresponds exactly to the ideals Iµ defined above. We have
already treated the case of the (0-)minimal ideal of End(𝒜) in Chapter V, but
we can now consider any ideals of End(𝒜) by using the properties REP and SEP.
Since an independence algebra is free on its basis, it follows that all the results of
Section VII.1 above hold, and thus by Lemma VII.1.2, we have that (𝒜, Iµ) has
REP, for all µ ≥ 2.

Remark VII.2.1. Note that for independence algebras, the definition of REP is
equivalent to that of representability given in Section V.3.2. Indeed, suppose that
X = {xi} ⊆ A is a basis of A, and that (𝒜, Iµ) has REP. Let a ∈ A and define
αa ∈ End(𝒜) by xiαa = a for all xi ∈ X. Clearly, if µ > 1, then αa ∈ Iµ, so that

A =
⋃
a∈A

imαa =
⋃
γ∈Iµ

im γ,
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and 𝒜 is representable by Iµ.
Now, suppose that µ = 1. If a /∈ ⟨∅⟩, then a /∈

〈⋃
γ∈Iµ

im γ
〉

since im γ ⊆ ⟨∅⟩ for
all γ ∈ I1, which contradicts the fact that (𝒜, Iµ) has REP. Thus we must have that
a ∈ ⟨∅⟩ for all a ∈ A in this case, and therefore αa ∈ Iµ so that 𝒜 is representable
by Iµ.

Moreover, in an independence algebra, it is easy to see that (𝒜, Iµ) has SEP for
all µ > 1, unless 1-dimensional subalgebras are singletons, as given by the following:

Lemma VII.2.2. Let µ > 1. Then (𝒜, Iµ) has SEP if and only if one of the
following happens:

1) µ > 2; or

2) every 1-dimensional subalgebra of 𝒜 contains at least two elements.

Proof. Suppose that (𝒜, Iµ) has SEP and µ = 2. Let a ̸= b ∈ A. Then there exists
γ ∈ Iµ, such that aγ ̸= bγ. Since µ = 2, it follows that im γ is a one-dimensional
subalgebra which contains at least two elements. Since all one-dimensional subalgeb-
ras are isomorphic, it follows from Remark I.4.35 that they must all contain at least
two elements, as required.

We now want to show that if either of conditions 1) or 2) hold, then we must have
that (𝒜, Iµ) satisfies SEP. Let a ≠ b ∈ 𝒜 and write B = ⟨a, b⟩ and A = B ⊔ ⟨{xi}⟩.
If a, b ∈ ⟨∅⟩, then aγ = a ̸= b = bγ for all γ ∈ Iµ, so assume from now on that
a /∈ ⟨∅⟩, so that either b = t(a) for some t ∈ T 𝒜

1 , or {a, b} is independent.

If b = t(a), we define γ =
(
a xi
a a

)
, so that rk(γ) = 1 < µ, and thus γ ∈ Iµ.

Moreover, bγ = t(a)γ = t(aγ) = t(a) = b ̸= a = aγ.

Suppose now that {a, b} is independent. If µ > 2, we let γ =
(
a b xi
a b a

)
, so that

rk(γ) = 2 and then γ ∈ Iµ with aγ = a ̸= b = bγ. If µ = 2 and 1-dimensional
subalgebras are not singleton, it follows that there exists s ∈ T 𝒜

1 such that a ≠ s(a).

Then, if we define γ =
(
a b xi
a s(a) a

)
, we get that rk(γ) = 1 so that γ ∈ Iµ and we

also have aγ = a ̸= s(a) = bγ.
Hence, in all cases, there exists a map γ ∈ Iµ such that aγ ̸= bγ, which shows

that (𝒜, Iµ) has SEP under either condition.

The case when ⟨∅⟩ ≠ ∅ and µ = 1 is very different and is given by:
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Lemma VII.2.3. Let µ = 1 and C = ⟨∅⟩. Then (𝒜, Iµ) has SEP if and only if
|C| ≥ 2 and for all non-constant unary terms t ̸= id there exists c ∈ C with c ̸= t(c).

Proof. Notice first that since µ = 1, it follows that im γ = C for all γ ∈ Iµ.
If (𝒜, Iµ) has SEP, then for a ≠ b ∈ A, there exists γ ∈ Iµ such that aγ ≠ bγ.

Thus |C| ≥ 2. Moreover, if t ∈ T 𝒜 is a non-constant unary term such that t ̸= id,
then for all independent elements a ∈ A, we have that t(a) ̸= a. Then, by SEP,
there exists γ ∈ Iµ such that aγ ̸= t(a)γ = t(aγ), that is, there exists c ∈ C such
that c ̸= t(c).

Conversely, suppose that |C| ≥ 2 and that for each non-constant unary term
t ∈ T 𝒜

1 \ {id}, we have an element ct ∈ C such that ct ̸= t(ct). Let a ̸= b ∈ A. If
a, b ∈ C, then clearly aγ ≠ bγ for all γ ∈ Iµ, so suppose that a /∈ C, so that a is
independent and we can write B = ⟨a, b⟩ and A = B ⊔ ⟨{xi}⟩. We then have one of
the following situations:

• b ∈ C, so that b ̸= d for some d ∈ C and we define γ =
(
a xi
d d

)
;

• b = t(a) for some non-constant t ∈ T 𝒜
1 , and we let γ =

(
a xi
ct ct

)
; or

• {a, b} is independent, and we define γ =
(
a b xi
c d d

)
for some c ̸= d ∈ C.

In all cases, we get that γ ∈ Iµ with aγ ̸= bγ and thus (𝒜, Iµ) has SEP.

We can now give equivalent conditions for when the translational hull of Iµ is
naturally isomorphic to P̃(Iµ), Λ̃(Iµ) and End(𝒜).

Corollary VII.2.4. Let µ > 1. Then the following are equivalent:
1) (𝒜, Iµ) has SEP;

2) Ω(Iµ) ∼= P̃(Iµ) ∼= Λ̃(Iµ) ∼= End(𝒜);

3) Iµ is a reductive ideal;

4) µ > 2, or µ = 2 and every 1-dimensional subalgebra contains at least two
elements.

Proof. Recall that (𝒜, Iµ) always has REP when µ > 1 by Lemma VII.1.2.
Under this observation, we have that 1) ⇒ 2) by Theorem VI.2.1 and 2) ⇒ 3)

by Lemma VI.2.2. The fact that 3) ⇒ 1) comes directly from Lemma VII.1.3 since
a reductive ideal is right reductive. Finally, the equivalence of 1) and 4) is exactly
Lemma VII.2.2.
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Remark VII.2.5. When µ = 1 the situation is slightly more complicated and we do
not have equivalence between statements 1) and 3) of Corollary VII.2.4. Since Iµ

is a left-zero semigroup, it is right reductive, but (𝒜, Iµ) has SEP only under the
conditions given in Lemma VII.2.3.

Similarly, if C = ⟨∅⟩ ≠ A, then (𝒜, Iµ) does not have REP by Lemma VII.1.2
but Iµ is left reductive if and only if ⟨∅⟩ is a singleton. Indeed, Iµ is a left-zero
semigroup and thus γα = γβ = γ for all α, β, γ ∈ Iµ. Hence, we either have that
Iµ is not left reductive, or α = β for all α, β ∈ Iµ, that is, Iµ is a singleton. In the
latter case, since C ̸= A, there exists an independent element a ∈ A, and thus for all
c ∈ C, there exists a map γ ∈ Iµ which sends a to c. The fact that Iµ is a singleton
forces C to be a singleton, as required.

To finish this section, we recall that in Chapter V we were interested in the
situation when Ω(I) ∼= P(I) ∼= End(𝒜). The result of Corollary VII.2.4 is slightly
different. It is clear that if Ω(I) ∼= P(I), then P(I) = P̃(I). However, even though
from each right translation ρ ∈ P(I), we can define a left translation λ : I → I by
xiλβ = xiαiρβ for all xi ∈ X, Lemma V.1.10 tells us that these will form a linked
pair only if equation V.1.2 holds.

Therefore, working with REP and SEP presents the advantage that we can
treat all ideals directly in a more general abstraction whereas the approach with
equations (⋆) and (⋆⋆) in Section V.1 is only made for the ideal of rank 1 but gives
us the additional information that all right translations are part of a linked pair.

VII.3 THE FULL TRANSFORMATION MONOID Tn

The algebras we have considered so far are types of free algebras, which means
that REP has always been satisfied. In order to better understand the intricacies
and limits of the approach with REP and SEP, we consider here an example of an
algebra that is far from being a free algebra. For this reason, in this section we
will look at the translational hull of ideals of End(Tn) for some n ∈ N, using the
descriptions provided in Chapter IV. In order to avoid pathological cases, let us
assume throughout this section that n ≥ 5. We quickly recall here the structure and
the ideals of End(Tn).

From Lemma IV.3.2, the monoid En = End(Tn) can be decomposed as

En = Gn ∪ E3 ∪
(
A ∪ E2

)
∪
(
B ∪ C ∪ E1\{ϕid,id}

)
∪ {ϕid,id} ,
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where subsets containing endomorphisms of the same type are bracketed together.
Moreover, by Corollary IV.6.3, the ideals of En are of the following form:

1) En (the only ideal containing automorphisms);

2) En \ Gn (the only proper ideal containing elements of odd type);

3) X ∪ Y ∪E2 ∪C ∪E1 (ideals containing elements of even type, but no elements
of odd type); and

4) Y ∪Y + ∪Z ∪E1 (ideals containing only elements of trivial or non-permutation
type);

where the sets X, Y , and Z are (possibly empty) union of orbits taken from the
sets A, B and C respectively. Last, we remind the reader of the notation given in
Remark IV.4.2: if α = ϕt,e ∈ En \ Gn and γ ∈ En, then we have that

γα =



α = ϕt,e if γ has group type or odd type (i.e. γ ∈ Gn ∪ E3),

α+ = ϕt2,e if γ has even type (i.e. γ ∈ A ∪ E2),

α− = ϕe,e if γ has non-permutation type (i.e. γ ∈ B ∪ C ∪ E1\{ϕid,id}),

α0 = ϕt2,t2 if γ has trivial type (i.e. γ = ϕid,id).

From now on, let I be an ideal of En. It is easy to show that the only ideal such
that (En, I) has REP and SEP is En itself, as given by the following.

Lemma VII.3.1. The pair (En, I) satisfies REP if and only if I = En or I = En \Gn,
while (En, I) satisfies SEP if and only if I = En.

Proof. Let e = e2 ∈ Tn. Then we have that ϕid,e ∈ En \ Gn is such that eϕid,e = e.
Moreover, for all u = (i j) ∈ Sn there exists 1 ≤ k ≤ n with i ̸= k ̸= j, and then if
we let f = ck ∈ Tn, the map with constant image k, we get that fu = uf = f = f 2,
so that ϕu,f ∈ En \ Gn and uϕu,f = u. Since every element of Tn can be generated
using idempotents and transpositions, it follows that if I = En or I = En \ Gn, then
(En, I) has REP.

Conversely, notice that the image of elements in En \ (Gn ∪ E3) only contains
elements of Tn \ Sn or of An. Since transpositions cannot be generated using even
permutations and singular transformations, it follows that for any ideal I ⊊ En \ Gn,
we get that (1 2) /∈

〈⋃
ϕt,e∈I imϕt,e

〉
. Therefore (En, I) does not have REP if I ̸= En

and I ̸= En \ Gn.
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We already know that (En, I) has SEP if I = En since En is a monoid. Conversely,
if I ̸= En and s1, s2 ∈ Sn \ An then s1ϕt,e = s2ϕt,e for all ϕt,e ∈ En \ Gn, which shows
that (En, I) does not have SEP in this case.

It follows from Lemma VII.3.1 that Theorem VI.2.1 cannot be applied if I ̸= En.
We now look at the conditions under which I is left or right reductive.

Lemma VII.3.2. Suppose that I ̸= En. Then I is not right reductive, and I is left
reductive if and only if I = En \ Gn or I ⊆ E2 ∪ C ∪ E1.

Proof. Recall that since I ̸= En, all endomorphisms of I are of the form ϕt,e for some
(t, e) ∈ Pn.

In particular, by Lemma IV.3.6, we get that if ϕt,e, ϕu,f ∈ I have the same type,
then ϕt,eα = ϕu,fα for all α ∈ I, and thus I cannot be right reductive.

Now suppose that I = En \ Gn. Let ϕt,e, ϕu,f ∈ I be such that αϕt,e = αϕu,f

for all α ∈ I. In particular, this applies to all α ∈ E3, and since elements of
E3 are left identities for elements of En \ Gn by Corollary IV.4.6, it follows that
ϕt,e = αϕt,e = αϕu,f = ϕu,f , and therefore I is left reductive.

Suppose now that I ≠ En \ Gn, that is, I does not contain elements of group or
odd type, and let ϕt,e, ϕu,f ∈ I. Notice first that if ϕ−

t,e = ϕ−
u,f and ϕ0

t,e = ϕ0
u,f , then

we get that ϕe,e = ϕf,f and ϕt2,t2 = ϕu2,u2 , so that e = f and t2 = u2 by Lemma IV.2.4
and thus ϕ+

t,e = ϕt2,e = ϕu2,f = ϕ+
u,f . Since E1 ⊆ I, it follows that αϕt,e = αϕu,f

for all α ∈ I if and only if ϕ−
t,e = ϕ−

u,f and ϕ0
t,e = ϕ0

u,f . Therefore I is left reductive
if and only if ϕt2,e = ϕu2,f implies ϕt,e = ϕu,f , that is, if and only if there exist no
ϕt,e ̸= ϕu,e ∈ I such that t2 = u2.

As a consequence, if there exists ϕt,e ∈ I ∩ (A ∪ B), then ϕt2,e ∈ I by the
description of the ideals. Since t2 is idempotent, it follows that ϕ−

t,e = ϕe,e = ϕ−
t2,e

and ϕ0
t,e = ϕt2,t2 = ϕ0

t2,e, so that I is not left reductive. On the other hand, if
I ⊆ E2 ∪ C ∪E1, then any ϕt,e ∈ I is such that t2 = t, which means that ϕ−

t,e = ϕ−
u,f

and ϕ0
t,e = ϕ0

u,f if and only if e = f and t = t2 = u2 = u, which shows that ϕt,e = ϕu,f ,
and therefore I is left reductive.

Corollary VII.3.3. In En, have that Ω(I) ∼= P̃(I) ∼= Λ̃(I) ∼= End(𝒜) if and only if
I = En.

Proof. If I = En, then (En, I) has REP and SEP, and thus Ω(I) ∼= P̃(I) ∼= Λ̃(I) ∼=
End(𝒜) by Theorem VI.2.1.
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Conversely, if I is an ideal such that Ω(I) ∼= P̃(I) ∼= Λ̃(I) ∼= End(𝒜), then by
Lemma VI.2.2, we get that I is right and left reductive. Since no proper ideal is right
reductive by Lemma VII.3.2 and that a monoid is always reductive by Remark I.2.13,
we get that I = En.

Since the case of En is special and has now been treated, for the remainder of
this chapter we will assume that I is a proper ideal of En.

Another ideal for which we can directly describe its translational hull is the min-
imal ideal E1. Indeed, E1 is a right-zero semigroup by Corollary IV.4.6, which means
that Ω(E1) ∼= TE1 by Proposition I.2.23. Since elements of E1 are in one-to-one corres-
pondence with the idempotents of Tn, it follows that Ω(E1) ∼= {α : E(Tn) → E(Tn)}.

In order to look at the translational hulls of other ideals of En, we need first to
focus on the left and right translations.

VII.3.1 Left translations

We start by giving some properties of left translations on all proper ideals of En.

Lemma VII.3.4. Let λ ∈ Λ(I) and α, β ∈ I ⊆ En \ Gn.
1) If α and β are of the same type, then (λα)γ = (λβ)γ for all γ ∈ I.

2) If α is idempotent, then λα is idempotent.

3) If α has a left identity in I, then λα ∈ {α, α+, α−, α0}.

4) If α is idempotent, then the restriction of λ to EnαEn ⊆ I is one of the following
maps:

γ 7→ γ, γ 7→ γ+, γ 7→ γ−, or γ 7→ γ0.

Proof. 1) If α and β have the same type, it follows by Lemma IV.3.6 that αγ = βγ

for all γ ∈ I ⊆ En \ Gn, which shows that (λα)γ = λ(αγ) = λ(βγ) = (λβ)γ.
2) If α2 = α, we get that λα = (λα)α. Since λα ∈ En \ Gn and α is idempotent,

it follows from part 1) of Lemma IV.4.5 that (λα)α is idempotent, that is, λα is
idempotent.

3) This follows directly from the fact that if α = βα for some β ∈ I, then
λα = (λβ)α ∈ {α, α+, α−, α0} since α ∈ En \ Gn.

4) Suppose that α is idempotent and β ∈ EnαEn ⊆ I. Since idempotents act
as left identities on all elements 𝒥-below themselves by Lemma IV.7.3, it follows
that αβ = β. Hence, by part 3), we get that λβ is one of β, β+, β− or β0 which
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only depends on the type of λα. Since this holds for all β ∈ EnαEn, it follows that λ
restricts to one of the maps given on EnαEn.

We can now describe the left translations of all proper ideals, starting with the
ideal En \ Gn.

Corollary VII.3.5. If I contains an element of odd type, then I = En \ Gn and
Λ(I) =

{
λid, λ+, λ−, λ0

}
which are defined for all α ∈ I by:

λidα = α, λ+α = α+, λ−α = α− and λ0α = α0.

Proof. Let α = ϕt,e ∈ I be an element of odd type, so that I = En \ Gn by
the description of the ideals given at the beginning of this section. Moreover, by
Proposition IV.6.1, we have that EnαEn = En \ Gn and since elements of E3 are left
identities for all elements of En \ Gn by Corollary IV.4.6, it follows by part 4) of
Lemma VII.3.4 that the maps λid, λ+, λ− and λ0 defined above are the only possible
left translations of I. Finally these four maps are all distinct because α, α+ = ϕid,e,
α− = ϕe,e and α0 = ϕid,id are all distinct elements of I.

The next ideals we consider are those that do not contain elements of odd type,
but have elements of even type.

Lemma VII.3.6. Suppose that I contains an element of even type, but does not
contain any element of odd type, and let T := E2 ∪ C ∪ E1 ⊆ I. Then, the left
translations of I are precisely the maps λ : I → I such that the following conditions
are satisfied for some y ∈ {+,−, 0}:

i) for all α ∈ T, we have that λα = αy;

ii) for all α ∈ I ∩ A, we have that (λα)β = βy for all β ∈ I; and

iii) for all α ∈ I ∩B, we have that λα has non-permutation type.

Proof. Notice first that by using the description of the ideals given at the beginning
of this section, we have that if I contains an element of even type, but no element
of odd type, then I = X ∪ Y ∪ E2 ∪ C ∪ E1 for some X ⊆ A and Y ⊆ B. Hence,
conditions i)–iii) cover all possible elements of I.

Let η ∈ E2 and suppose that λ ∈ Λ(I). Then EnηEn = T and by part 4) of
Lemma VII.3.4, it follows that the restriction of λ to T is a map sending γ to one
of γ, γ+, γ− or γ0. Since γ = γ+ for all γ ∈ T by Lemma IV.4.3, it follows that λ
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restricts to γ 7→ γy on T for some y ∈ {+,−, 0}, and we get condition i). Moreover,
for all α, β ∈ I, we have that αβ ∈ T, and thus

(λα)β = λ(αβ) = (αβ)y = (βx)y,

for some x ∈ {+,−, 0} depending on the type of α. In particular, if α ∈ I ∩ A, we
have that αβ = β+, and then by Lemma IV.4.4, we get that (β+)y = βy. Hence,
(λα)β = βy, which is condition ii). On the other hand, if we consider α ∈ I ∩B, we
have that αβ = β− and by Lemma IV.4.4 we get that (λα)β = (β−)y = β−, which
shows that λα has non-permutation type and condition iii) holds.

Conversely, suppose that λ : I → I satisfies conditions i)–iii) with y ∈ {+,−, 0}.
Then for all α, β ∈ I we have that αβ ∈ T so that λ(αβ) = (αβ)y. We now consider
all cases for elements in I, and use Lemma IV.4.4 appropriately:
• if α ∈ E2 ⊆ T, then (αβ)y = (β+)y = βy and since α+, α− and α0 are respectively

of even, non-permutation and trivial type, it follows by i) that for all β ∈ I, we
have (λα)β = αyβ = βy;

• if α ∈ C ∪ E1 \{ϕid,id} ⊆ T, then (αβ)y = (β−)y = β−. Moreover, αy has non-
permutation type for all y ∈ {+,−, 0} and we get by i) that (λα)β = αyβ = β−;

• if α = ϕid,id ⊆ T, then (αβ)y = (β0)y = β0. Furthermore, αy = α = ϕid,id and by
condition i) we obtain (λα)β = αyβ = αβ = β0;

• if α ∈ I ∩ A, then (αβ)y = (β+)y = βy, and by ii) we also have that (λα)β = βy;

• if α ∈ I ∩ B, then (αβ)y = (β−)y = β−, and by iii), we have that λα has
non-permutation type, so that (λα)β = β−.

In all cases, we see that λ(αβ) = (αβ)y = (λα)β, and therefore λ ∈ Λ(I).

Finally, for ideals which do not contain any element of even type, we get the
following:

Lemma VII.3.7. Suppose that I only contains elements of trivial or non-permutation
type. Then

1) either I = E1, and then the only left translation of I is 1Λ;

2) otherwise I ∩ C ≠ ∅, and then the left translations of I are precisely the maps
λ : I → I such that λα = α for all α ∈ E1 and λα ̸= ϕid,id if α ̸= ϕid,id.

Proof. Notice first that the only element of trivial type is ϕid,id ∈ E1, and thus all
other elements of I have non-permutation type.



202 Chapter VII. Computing translational hulls

If I = E1, then I is a right-zero semigroup by Corollary IV.4.6 and thus we have
that Λ(I) = {1Λ} by Proposition I.2.23.

Suppose then that I ∩ C ̸= ∅. If λ ∈ Λ(I), then by Lemma I.2.20 we have that
λα = α for all α ∈ E1 since all elements of E1 are right zeros. By assumption, there
exists ϕt,e ∈ I ∩ C. Now, if γ ∈ I \ E1 is such that λγ = ϕid,id, we get that

ϕe,e = λϕe,e = λ(γϕt,e) = (λγ)ϕt,e = ϕid,idϕt,e = ϕt2,t2 ,

which forces e = t2 = t, a contradiction. Hence, we have that λγ ̸= ϕid,id for all
γ /∈ E1, and for γ ∈ E1, λγ = ϕid,id is equivalent to γ = ϕid,id, that is λα ≠ ϕid,id if
α ̸= ϕid,id.

Conversely, suppose that λ : I → I is such that λα = α for all α ∈ E1 and
λα ̸= ϕid,id for all α ̸= ϕid,id. Then, for all α, β ∈ I, we have that αβ ∈ E1 and thus

λ(αβ) = αβ =

β
− if α ̸= ϕid,id

β0 if α = ϕid,id,
whilst (λα)β =

β
− if λα ̸= ϕid,id

β0 if λα = ϕid,id.

However, since λα ̸= ϕid,id for all α ̸= ϕid,id, and λϕid,id = ϕid,id, it follows that
λ(αβ) = (λα)β for all α, β ∈ I, that is, λ ∈ Λ(I).

Remark VII.3.8. We can see from Corollary VII.3.5 that all left translations of the
ideal En \ Gn come from a multiplication by a map on the left. However, this is not
the case for the other proper ideals of En. For example, suppose that ϕt,e ∈ I with
t = (1 2)(3 4) and e = c5 and let u = t(1 3) = (1 4)(2 3). Then ϕu,e ∈ ϕt,eGn ⊆ I and if
we define λ : I → I by λϕt,e = ϕu,e and λα = α for all α ̸= ϕt,e, we get that λ ∈ Λ(I)
by Lemma VII.3.6 (with y = +). However, this cannot come from a multiplication
by a map on the left since ϕu,e /∈ Enϕt,e = {ϕt,e, ϕid,e, ϕe,e, ϕid,id}. A similar example
when there are no even elements can be created by sending an element of B ∪ C to
one of its conjugate and fixing all the others. Such a map will be a left translation
by Lemma VII.3.7 but is not coming from a multiplication on the left.

VII.3.2 Right translations

The description of the right translations is slightly more complicated. Throughout
this section we will write F for the set of idempotents of Tn to distinguish it from
the sets Ei which contain idempotents of En. It is well-known that there is a partial
order on the idempotents of Tn which is defined as e ≤ f if and only if e = ef = fe
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for e, f ∈ F . In particular, it follows that for any e, f ∈ F , we have that e ≤ f if
and only if ϕf,e ∈ En.

Recall first that E1 ⊆ I for all ideals I ⊆ En, and thus ϕe,e ∈ I for all e ∈ F .
Moreover, if ρ ∈ P(I) and e ∈ F , then we have that ϕe,e ∈ E1 ⊆ I and

ϕe,eρ = (ϕe,eϕe,e)ρ = ϕe,e(ϕe,eρ) ∈ E1.

Thus there exists a unique f ∈ F such that ϕe,eρ = ϕf,f . This shows in particular
that ρ|

E1
: E1 → E1 induces a map d : F → F sending e to the unique element f

such that ϕe,eρ = ϕf,f . To simplify notation, we will write this as de = f , so that
ϕe,eρ = ϕde,de .

We now gives some properties that any right translation on a proper ideal of En
must satisfy.

Lemma VII.3.9. Let ρ be a right translation of I ⊆ En \ Gn. Then we have that:
1) de = tϕe,eρ for all ϕe,e ∈ I and t ∈ Tn;

2) for all ϕt,e ∈ I, there exists rt,e ∈ Tn with r2
t,e = dt2 such that ϕt,eρ = ϕrt,e,de;

3) for all ϕf,e ∈ I with f 2 = f , we have r2
f,e = df and de ≤ df ;

4) if I contains an element of even type, then rf,e = df for all idempotents e ≤ f .

Proof. 1) For e ∈ F and t ∈ Tn, we have tϕe,eρ = tϕde,de = de.
2) Let ϕt,e ∈ I and h = h2 ̸= id and suppose that ϕt,eρ = ϕu,f . Then we have

ϕde,de = ϕe,eρ = (ϕh,hϕt,e)ρ = ϕh,h(ϕt,eρ) = ϕh,hϕu,f = ϕf,f

so that f = de, whilst

ϕdt2 ,dt2 = ϕt2,t2ρ = (ϕid,idϕt,e)ρ = ϕid,id(ϕt,eρ) = ϕid,idϕu,f = ϕu2,u2 ,

which gives that u2 = dt2 . Hence, we can pick rt,e = u ∈ Tn to obtain that
ϕt,eρ = ϕrt,e,de is such that r2

t,e = dt2 .
3) If we set t = f = f 2 in the previous part, we get that ϕf,eρ = ϕu,de with

u = rf,e and u2 = df2 = df . Moreover, since I is an ideal and ϕu,de ∈ I, it follows that
ϕid,eϕu,de = ϕu2,de

∈ I. Then we get that u2de = deu
2 = de, that is, dfde = dedf = de,

which shows that de ≤ df .
4) If I contains an element of even type, then we know that E2 ∪ C ∪ E1 ⊆ I.

Hence, two idempotents e, f ∈ F are such that e ≤ f if and only if ϕf,e ∈ E2 ∪C∪E1.
Then we have that

ϕr
f,e
,de = ϕf,eρ = (ϕid,eϕf,e)ρ = ϕid,e(ϕf,eρ) = ϕid,eϕr

f,e
,de = ϕr2

f,e
,de
,
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which shows that rf,e = r2
f,e = df as required.

This allows us to give the description of all the right translations on ideals that
do not contain elements of even type.

Lemma VII.3.10. Suppose that I only contains elements of trivial and non-
permutation type. Then the right translations of I are precisely the maps ρ defined
by ϕt,eρ = ϕrt,e,de, where:

i) d : F → F with de ≤ df whenever ϕf,e ∈ I;

ii) if ϕt,e ∈ I, then ϕrt,e,de ∈ I;

iii) re,e = de for all idempotents e;

iv) r2
t,e = dt2.

Proof. Suppose first that ρ ∈ P(I). Then using Lemma VII.3.9 we get i) and iv)
directly, while ii) comes from the fact that if ϕt,e ∈ I, then ϕt,eρ ∈ I and condition
iii) is obtained by noticing that de = idϕe,eρ = idϕre,e,de = re,e using the definition of
d and part 2).

Conversely, let us assume that ρ : I → I is defined by ϕt,eρ = ϕrt,e,de for all ϕt,e ∈ I

and that it satisfies conditions i)–iv). Condition ii) ensures us that ρ is well-defined.
In order for ρ to be a right translation, we need to show that (αϕt,e)ρ = α(ϕt,eρ) for
all α, ϕt,e ∈ I. Since both sides of the equality only depend on the type of α, and
that I only contains elements of trivial type and non-permutation type, we look into
the two possible cases.

• If α = ϕid,id, that is, α has trivial type, then we have that

(αϕt,e)ρ = ϕt2,t2ρ = ϕrt2,t2 ,dt2 = ϕdt2 ,dt2 ,

where the last equality comes from iii) using the fact that t2 is idempotent.
Also,

α(ϕt,eρ) = αϕrt,e,de = ϕr2
t,e,r

2
t,e
,

and using iv), we get that α(ϕt,eρ) = ϕdt2 ,dt2 = (αϕt,e)ρ.

• If α has non-permutation type, then α = ϕu,f with f ̸= id, and then we have

(αϕt,e)ρ = ϕe,eρ = ϕre,e,de = ϕde,de = αϕrt,e,de = α(ϕt,eρ),

where the middle equality uses iii) since e is idempotent.
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Hence in all cases, we have that (αϕt,e)ρ = α(ϕt,eρ) for all α, ϕt,e ∈ I, so that ρ is a
right translation of I.

The description of the right translations for ideals that contain endomorphisms
of even type is almost identical, with an added restriction on idempotents of F .

Lemma VII.3.11. Suppose that I contains an element of even type. Then the right
translations of I are precisely the maps ρ : ϕt,e 7→ ϕrt,e,de where:

i) d : F → F is an order preserving map;

ii) if ϕt,e ∈ I, then ϕrt,e,de ∈ I;

iii) if f 2 = f , then rf,e = df for all idempotents e ≤ f ;

iv) r2
t,e = dt2.

Proof. Notice first that since I contains an element of even type, then we have that
E2 ∪ C ∪ E1 ⊆ I, which means that for all idempotents e, f ∈ F such that e ≤ f ,
we get ϕf,e ∈ I.

Then it is clear that if ρ ∈ P(I), we get by Lemma VII.3.9 that ρ must satisfy
the stated conditions.

Conversely, suppose that ρ : I → I is defined by ϕt,eρ = ϕrt,e,de for all ϕt,e ∈ I and
that r and d satisfy conditions i)–iv). In particular, ρ is well-defined by condition
ii). Let ϕt,e ∈ I and consider the type of α ∈ I.

• If α ∈ I has odd type, then α is a left identity for all elements of I so that
(αϕt,e)ρ = ϕt,eρ = α(ϕt,eρ).

• If α ∈ I has even type then we have that

(αϕt,e)ρ = ϕt2,eρ = ϕrt2,e,de = ϕdt2 ,de ,

where the last equality comes from iii) together with the fact that t2 is
idempotent. On the other hand,

α(ϕt,eρ) = αϕrt,e,de = ϕr2
t,e,de

= ϕdt2 ,de

by using iv), so that (αϕt,e)ρ = α(ϕt,eρ).

• If α ∈ I has trivial or non-permutation type, then (αϕt,e)ρ = α(ϕt,eρ) by using
the same arguments made in the proof of Lemma VII.3.10 above, since iii)
implies that rf,f = df for all idempotents f ∈ F and all other conditions are
similar.
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Thus, in all cases, we get that (αϕt,e)ρ = α(ϕt,eρ), which shows that ρ is a right
translation of I.

Remark VII.3.12. From Lemmas VII.3.10 and VII.3.11, we get a description of the
right translations for all proper ideals of En, and we can see that right translations
do not necessarily come from multiplication by an element of En on the right since
the conditions on d and r are too loose to enforce this. In particular, we can send
elements of B of the form ϕt,e to the element ϕt2,e ∈ C, but since B(En \ Gn) ∩C = ∅
such a right translation cannot come from a multiplication by an element on the
right. For a more involved example, see Remark VII.3.15 below.

VII.3.3 Translational hulls

In view of the results above, the right and left translations of arbitrary ideals of
En can be pretty wild, and we will therefore not attempt to characterise all the
linked pairs. In fact, the condition for a left and a right translation to be linked does
not even ensure that they come from functions on the algebra Tn, as given by the
following.

Lemma VII.3.13. If there exist elements ϕu,f ̸= ϕu,h ∈ I ∩ (A ∪B), then Ω(I) is
not realised by transformations of Tn.

Proof. Notice first that since ϕu,f ∈ A ∪B, it follows that ϕu2,f ≠ ϕu,f but ϕu2,f has
the same type as ϕu,f .

We now define ρ : I → I by ϕu,fρ = ϕu2,f and ϕt,eρ = ϕt,e for all ϕt,e ∈ I \ {ϕu,f}.
By direct computation, or by taking d to be the identity map (which is then order
preserving), and letting ru,f = u2 and rt,e = t for all ϕt,e ̸= ϕu,f , we get that ρ satisfies
all conditions of Lemmas VII.3.10 and VII.3.11, so that ρ ∈ P(I).

Moreover, for all α, β ∈ I we have that αρβ = αβ if α ≠ ϕu,f and otherwise
ϕu,fρβ = ϕu2,fβ = ϕu,fβ, where the last equality comes from Lemma IV.3.6 since
ϕu2,f and ϕu,f have the same type. This shows in particular that ρ is linked to the
left translation 1Λ.

Now, let s ∈ Tn be an odd permutation. Then we get that sϕu,fρ = sϕu2,f = u2.
On the other hand, we have that ϕu,h ̸= ϕu,f so that sϕu,hρ = sϕu,h = u. Suppose
now that there exists θ : Tn → Tn such that ϕt,eρ = ϕt,e ◦ θ for all ϕt,e ∈ I. Then we
get that u2 = sϕu,fρ = sϕu,f ◦θ = uθ and simultaneously u = sϕu,hρ = sϕu,h ◦θ = uθ,
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which is not possible since u ̸= u2. Hence (1Λ, ρ) ∈ Ω(I) is not realised by a
transformation of Tn.

As shown by Lemma VII.3.13, we have that even right translations linked to the
identity left translation are hard to tame and to understand since there could be so
many of them.

We close this chapter by showing that not every right or left translation can be
part of a linked pair, and that some restrictions will occur.

Lemma VII.3.14. Suppose that I = En \ Gn and let (λ, ρ) ∈ Ω(I). Then for each
ϕt,e ∈ I, the type of ϕt,eρ is fully determined by the left translation λ.

Proof. By Corollary VII.3.5, we know that λ is one of λid, λ+, λ− or λ0, which is
equivalent to having that λγ = αγ for some specific α of a given type.

Since (λ, ρ) ∈ Ω(I), we have that for all ϕt,e, ϕu,f ∈ I

ϕrt,e,deϕu,f = ϕt,eρϕu,f = ϕt,eλϕu,f = ϕt,eαϕu,f .

We now look at the possible types for α.
Clearly, if α has odd type, then ϕt,eαϕu,f = ϕt,eϕu,f , and thus by Lemma IV.3.6,

we get that ϕrt,e,de must have the same type as ϕt,e for all ϕt,e ∈ I.
If α has even type, then we get ϕt,eαϕu,f = ϕt,eϕu2,f , and the type of ϕrt,e,de is

determined as follows:
• if ϕt,e ∈ E3 ∪ A ∪ E2, then ϕt,eϕu2,f = ϕu2,f , and thus we must have rt,e ∈ An;

• if ϕt,e ∈ B ∪ C ∪ E1\{ϕid,id}, then ϕt,eϕu2,f = ϕf,f , so that rt,e ∈ Tn \ Sn; and

• if ϕt,e = ϕid,id, then ϕt,eϕu2,f = ϕu2,u2 which forces rt,e = de = id.
Now if α has non-permutation type, then we get that ϕt,eαϕu,f = ϕt,eϕf,f = ϕf,f

since elements of E1 are right zeros, and therefore rt,e ∈ Tn \ Sn for all ϕt,e ∈ I.
Similarly, if α is of trivial type, then ϕt,eαϕu,f = ϕt,eϕu2,u2 = ϕu2,u2 , and thus
rt,e = de = id, that is, ϕt,eρ = ϕid,id for all ϕt,e ∈ I.

This shows that for each possible left translation λ on En \ Gn, the type of the
map ϕt,eρ for ϕt,e ∈ I and ρ a right translation linked with λ is fully determined by
λ.

Remark VII.3.15. By looking at the proof of Lemma VII.3.14, we can notice that
a right translation of En \ Gn that is linked must send the endomorphisms of non-
permutation type to a subset of En \ Gn which only contains one of the types. To see
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that some right translations are not linked, we create a right translation ρ that does
not satisfy this condition.

Consider h =
(

1 i≥2
2 i

)
∈ F . Then we have that vh = hv = h if and only if v = h

or v = id for v ∈ Tn, that is, ϕv,h ∈ En if and only if v = h or v = id. Now define d
and r as follows:

de =

id if e = h,

e otherwise,
and rt,e =

id if t2 = h,

t otherwise.
(VII.3.1)

Then one can verify that all the conditions from Lemma VII.3.11 are satisfied, so
that the map ρ : ϕt,e 7→ ϕrt,e,de is a right translation. Explicitly, we have

ϕt,eρ =


ϕid,e if t2 = h ̸= e,

ϕid,id if h = e (i.e if ϕt,e = ϕid,h or ϕt,e = ϕh,h),

ϕt,e otherwise,

from which it is easy to see that all elements of E1 \ {ϕid,id, ϕh,h} are sent to elements
of non-permutation type, while ϕh,h is sent to the element of trivial type, and elements
of the form ϕt,e ∈ B with t2 = h are sent to elements of even type. Hence, ρ cannot
be linked to any of the four left translations of En \ Gn.

Lemma VII.3.16. Suppose that I = C ∪E1 and let (λ, ρ) ∈ Ω(I). Then one of the
following occurs:

1) λϕu,f = ϕu,u and rt,e = rid,id = id;

2) λϕu,f = ϕf,f and rt,e ̸= id ̸= rid,id; or

3) λϕu,f = ϕu,f and rid,id = id ̸= rt,e,
for all ϕu,f ∈ C and ϕt,e ∈ I.

Consequently, the only left translations that are linked come from the multiplication
by an endomorphism on the left, while right translations which are linked have
additional restrictions on the maps d and r they induce.

Proof. Let ϕu,f ∈ C, so that u2 = u ≠ f = f 2, and let λϕu,f = ϕp,q. Then since
(λ, ρ) is a linked pair, we have that for all ϕt,e ∈ I

ϕrt,e,deϕu,f = ϕt,eρϕu,f = ϕt,eλϕu,f = ϕt,eϕp,q.
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It follows in particular that p, q ∈ {u, f} and we cannot have p = f and q = u since
uf = fu = f . The different cases will now follow from a study of the two possible
types for ϕrt,e,de :
1) Suppose that rt,e = id for some ϕt,e ∈ I \ ϕid,id. Then we get that de = id and
ϕu2,u2 = ϕq,q. Thus q = u2 = u, which forces p = u and therefore λϕu,f = ϕu,u for
all ϕu,f ∈ C. Moreover, for all ϕv,h ∈ I, we then get ϕr

v,h
,dh
ϕu,f = ϕv,hϕu,u = ϕu,u,

which shows that we also get rv,h = dh = id.
2) Suppose that rid,id ̸= id. Then ϕf,f = ϕrid,id,didϕu,f = ϕid,idϕp,q = ϕp2,p2 = ϕp,p,
which shows that p = f and thus q = f . Hence λϕu,f = ϕf,f for all ϕu,f ∈ C, and we
also get that ϕrt,e,deϕu,f = ϕf,f , which means that rt,e ̸= id for all ϕt,e ∈ I.
3) Lastly, suppose that rid,id = id but rt,e ≠ id for some ϕt,e ∈ I \ {ϕid,id}. On
one hand, we get that ϕu,u = ϕrid,id,didϕu,f = ϕp,p, while on the other hand we
have ϕf,f = ϕrt,e,deϕu,f = ϕq,q, giving that ϕp,q = ϕu,f . Thus λ = 1Λ, and for all
ϕv,h ∈ I \ {ϕid,id} we have that ϕr

v,h
,dh
ϕu,f = ϕv,hϕu,f = ϕf,f , which means that

rv,h ̸= id.
From the description of the cases above, it is then clear that λ comes from the

multiplication by an element of En of trivial type for case 1), of non-permutation type
for case 2) and of group, odd or even type for case 3). Similarly, a right translation
ρ will not be linked if the conditions on the value of rid,id coming from the cases
above are not satisfied, which shows that many right translations will not be linked
(since there are barely any restrictions on this element given in the conditions of
Lemma VII.3.10).
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ℵ0: smallest infinite cardinal, 8
e: smallest cardinality of a generating set

for a subalgebra, 8
κ+: successor cardinal of κ, 8
λx: left translation induced by an

element x, 26
ρx: right translation induced by an

element x, 26
πΛ: map (λ, ρ) 7→ λ, 10
πP: map (λ, ρ) 7→ ρ, 10
χΛ: map x 7→ λx, 28
χP: map x 7→ ρx, 28
χ: map x 7→ (λx, ρx), 28

𝒜, ℬ, . . . : universal algebras, 8

En: endomorphism monoid of Tn, 102
E(S): set of idempotents, 7

An: alternating group, 101
K: Klein 4 subgroup, 101
Sn: symmetric group, 101
Gn: automorphism group of Tn, 102

ℓS(Tג ): left idealiser of T in S, 27
rS(Tג ): right idealiser of T in S, 27
S(Tג ): idealiser of T in S, 27

J∗(a): principal ∗-ideal generated by a,
32

J̃(a): principal ∼-ideal generated by a,
32

Λ(S): monoid of left translations, 10
Λ̃(S): set of linked left translations, 10
Λ0(S): set of inner left translations, 12
P(S): monoid of right translations, 10
P̃(S): set of linked right translations, 10
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P0(S): set of inner right translations, 12
Ω(S): translational hull, 10
Σ(S): set of inner bi-translations, 12

Q: regular elements of T (𝒜,ℬ), 61

T (𝒜,ℬ): semigroup of endomorphisms
with restricted range, 56

Tµ: ideal of End(𝒜), 51

T 𝒜: set of all terms of 𝒜, 8
T α: set of terms defining α on a basis,

152

T 𝒜
k : set of all k-ary terms of 𝒜, 8

TX , PTX , IX : monoids of full, partial
and bijective partial
transformations, 7

T op
X , PT op

X , I op
X : when

composed of left maps, 7

𝒳s: 𝒳-class of an element s, 31
𝒳S : relation 𝒳 on the semigroup S, 7
𝒳∗: extended ∗-relation of 𝒳, 30, 33
𝒳: extended ∼-relation of 𝒳, 30, 33

GENERAL INDEX

algebra
affine , 54
E-equivalent algebras, 53
free group , 53
independence , 44
linear , 54
quasifield , 53

representable by I, 170

basis, 41
extension, 42

preimage , 49

closed, 38
corank, 43

dependent, see independent

endomorphisms
(left, right, -) µ-endomorphism, 190

with restricted range, 56
I-closed , 184
singular , 103

exchange property, 39
extension

dense , 28
ideal , 28

free basis property, 44

Green’s relations, 7
extended , 30, 33

ideal
extension, see extension
saturated by 𝒳, 31

densely embedded , 28
(0-)minimal, 149
principal (∗-, ∼-) , 32
separative , 169

idealiser (right, left, two-sided), 27
independent

set or element, 38
maximal independent set, 38

linked pair, see bi-translation
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orbit, 114

rank, 43, 44
reductive, see semigroup
REP, property, 172

saturated, see ideal
saturation of an ideal, 32
semigroup

(left, right, -) abundant , 37

(left, right, -) Fountain , 37
(weakly, left, right, -) reductive

, 14
SEP, property, 172
span, 38

translation
(right, left, bi-) , 10
inner (right, left, bi-) , 12

translational hull, 10
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