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Abstract

Ice-nucleating particles play an important role in the climate system by influencing cloud radiative
properties, cloud lifetime and precipitation. Understanding the sources and concentration of INPs
in the atmosphere is therefore of crucial importance to accurately model clouds in the atmosphere.
This is particularly pronounced in the mid to high latitudes where mixed-phase clouds, which are
highly sensitive to the presence of INPs, are common and play a key role in modulating the effects
of climate change through cloud-climate feedbacks. However, the sources and characteristics
of INPs in the high latitudes, and their spatial and temporal variation in the atmosphere, are
still not well known. This thesis applies a range of new and existing techniques to advance our
understanding of the sources and concentrations of INPs, and their impact on cloud microphysical
properties. In Chapter 2, I use in-situ aerosol sampling and laboratory analysis to characterise the
ice-nucleating ability of glacial dust emitted from the Copper River, Alaska. The results show that
this dust nucleates ice at temperatures relevant for mixed-phase clouds and is considerably more
active than low-latitude desert dust due to the presence of a biogenic component that enhances
the ice-nucleating activity. I then use particle dispersion modelling to show that dust can reach
regions of the atmosphere where it could trigger cloud glaciation in concentrations where it
would dominate over low-latitude INP sources. In Chapter 3, I test and apply a method to retrieve
ice crystal number concentration from remote sensing observations to data from Summit Station,
Greenland, leading to the first observations of ice crystal number concentration in clouds over the
Greenland ice sheet. I combine this data with an existing dataset of INP concentrations to identify
ice-formation mechanisms in these clouds and show that there is a secondary ice production
process active between -10 and -18◦C. Finally, in Chapter 4, I use aircraft sampling and laboratory
analysis to determine INP concentrations in the northeast Atlantic. I combine this with back
trajectory analysis to determine the potential sources of sampled INPs and show that the sources
of INPs can vary over small spatial scales and that INP concentrations in clouds can be enhanced
by contact with land.
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Introduction

1

1.1 Clouds in the climate system

Clouds play a key role in the climate system by influencing the distribution of energy and moisture
in the atmosphere. They regulate the planet’s energy balance by reflecting incoming shortwave
radiation back to space and trapping outgoing longwave radiation (Hartmann, 1993; Arking,
1991). Clouds are also an essential component of the hydrological cycle, delivering fresh water
from Earth’s atmosphere to the surface through precipitation (Pruppacher and Klett, 2010).
Understanding the complex interactions between clouds, radiation, and the hydrological cycle
is crucial for accurately modelling both short-term weather patterns and long-term climate
changes.

On a global scale, clouds have a net cooling effect; the cooling due to the shortwave cloud
radiative effect is greater than warming due to the longwave cloud radiative effect (Boucher et al.,
2013). However, there are regional differences in cloud-radiative forcing driven by variations
in cloud type and location. The radiative effect of clouds depends on their physical and optical
properties, which are strongly controlled by cloud phase. Low-level liquid clouds are optically
thick and reflect incoming solar radiation and hence tend to have a cooling effect whereas
high-altitude ice clouds trap outgoing longwave radiation and have a warming effect (Chen et al.,
2000). The underlying Earth’s surface also influences the radiative effect of clouds. For example,
low-level clouds over oceans will have a significantly higher albedo than the surface below, and
there will be a cooling effect when clouds are present (Klein and Hartmann, 1993). In contrast,
in the polar regions where the surface already has a high albedo due to ice and snow and there is
little incoming solar radiation for much of the year, the longwave effect dominates and clouds
have a net warming effect (Curry et al., 1996; Shupe et al., 2004; Lawson and Gettelman, 2014;
Izeboud et al., 2020).

The radiative effect of mixed-phase clouds, which contain both ice and liquid, is particularly
complicated because the cloud development, lifetime and radiative properties are affected by the
ratio of ice to liquid water (Sun and Shine, 1994). Liquid water has a higher albedo than ice and
hence clouds with more liquid will reflect more incoming shortwave radiation and have a greater
cooling effect than clouds with more ice, as illustrated in Fig. 1.1. This variability in the radiative
effect of mixed-phase clouds is important in our changing climate. As temperatures rise and
isotherms shift upwards, the amount of liquid water relative to ice in clouds will increase (Murray
et al., 2021). These clouds with more liquid water will reflect more shortwave radiation than
clouds with more ice. The replacement of ice with liquid water can also result in longer-lived
clouds because liquid droplets tend to precipitate slower than ice crystals (Tan and Storelvmo,
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2019). For clouds over dark surfaces (e.g. oceans), this has a cooling effect and results in a
negative climate feedback known as cloud-phase feedback (Ceppi et al., 2017; Murray et al.,
2021). However, in polar regions, a higher liquid cloud fraction may have a warming effect
due to an increased longwave radiative effect (Tan and Storelvmo, 2019). The strength of the
cloud-phase feedback depends on the amount of ice in clouds now and in a changing climate,
hence it is becoming increasingly apparent that improving our understanding of ice formation
in mixed-phase clouds is vital to reduce uncertainties in climate projections (Tan et al., 2016;
Storelvmo et al., 2015; Ceppi et al., 2017; Murray et al., 2021), particularly in the high-latitudes.
However, ice-related processes are often poorly represented in global climate models (GCMs)
due to the complexities of ice formation, which is influenced by physical processes occurring
at different scales, and uncertainties associated with the interactions between ice and liquid
water (Klein et al., 2009; Morrison et al., 2012; Sotiropoulou et al., 2016; Baumgardner et al.,
2017b).

Fig. 1.1.: Schematic of the shortwave radiative effect of clouds with more ice crystals (left) or more water
droplets (right). Yellow arrows represent shortwave radiation.

1.2 Aerosol-cloud interactions

Aerosols are tiny liquid or solid particles suspended in the atmosphere. These particles can be
directly emitted (primary aerosol) or formed in the atmosphere by nucleation from the gas phase
(secondary aerosol). Despite their diminutive size (0.001-10 µm), aerosols exert a significant
influence on the global energy balance. They can have a direct effect by scattering and absorbing
radiation in the atmosphere and an indirect effect through their interaction with clouds (Boucher
et al., 2013). Specifically, aerosols can alter cloud properties by acting as cloud condensation
nuclei (CCN) or ice-nucleating particles (INPs).

Homogeneous nucleation of a liquid droplet from the vapour phase would require supersatu-
rations exceeding those typically found in the troposphere (Lohmann et al., 2016), hence CCN
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are essential in the formation of clouds and the number of CCN available for droplets to form
onto (NCCN) is of first-order importance for cloud droplet number concentration. This plays
an important role in defining the radiative properties of clouds; higher NCCN will lead to more,
smaller droplets being formed which increases the albedo of the cloud, resulting in more short-
wave radiation being reflected (Twomey Effect; Twomey (1977)). Droplet size can also affect
cloud lifetime. On the one hand, smaller droplets reduce the collision-coalescence efficiency
meaning it takes longer for droplets to grow large enough to precipitate and the lifetime of the
cloud increases (Albrecht, 1989). Conversely, smaller droplets evaporate faster which reduces
liquid water path through evaporation–entrainment feedbacks and results in an increase in cloud
lifetime (Jiang et al., 2006; Small et al., 2009; Gryspeerdt et al., 2019). Ice in clouds often forms
through the liquid-phase (De Boer et al., 2011) so modification of the droplet size distribution by
CCN can also affect the number and size of ice crystals that form, with a resulting impact on the
occurrence and amount of ice-phase precipitation (Cheng et al., 2010; Lance et al., 2011).

Once liquid droplets have formed, they can exist in a supercooled state down to temperatures
as low as approximately -38◦C (Vali, 1996), below this temperature homogeneous nucleation
can occur. Between 0 and ∼-38◦C heterogeneous nucleation can occur in the presence of INPs,
a subset of atmospheric aerosols that reduce the energy barrier of ice formation by providing a
surface for ice to form on to (Pruppacher and Klett, 2010; Kanji et al., 2017). The formation of
ice crystals by nucleation from water vapour or supercooled liquid water is known as primary
ice production (PIP). Much like CCN, the number concentration of INPs (N INP) has important
implications for cloud properties. N INP affects the phase partitioning of the cloud by controlling
how much liquid can transition to ice which modulates the radiative effect of the cloud, as
outlined above. The influence of INPs is particularly pronounced in mixed-phase clouds where the
formation of ice crystals results in a reduction of the liquid water content through the Wegener-
Bergeron-Findeisen (WBF) process (Storelvmo and Tan, 2015). Ice has a lower saturation vapour
pressure than liquid water droplets,and when the environment is supersaturated with respect to
ice but sub-saturated with respect to water, ice grows rapidly by vapour deposition whereas the
supercooled liquid cloud droplets evaporate. This is a key process in the formation of precipitation
in cold clouds (Lau and Wu, 2003; Lohmann and Feichter, 2005; Storelvmo and Tan, 2015).

In high latitude regions, low-level mixed-phase clouds are common (Shupe and Intrieri, 2004;
Lawson and Gettelman, 2014; Cossich et al., 2021; Listowski et al., 2019), forming both over the
snow and ice-covered poles and in the marine boundary layer as cold polar air is advected over
relatively warm oceans. These clouds are highly sensitive to the presence of INPs. Under some
conditions, Arctic low-level mixed-phase clouds can persist for many days (Shupe et al., 2005;
Morrison et al., 2012) but even a relatively moderate increase in N INP can trigger the complete
glaciation of a cloud through the WBF process whereby the growth of ice at the expense of liquid
water results in the dissipation of the cloud as all the liquid evaporates and the ice crystals grow
large enough to precipitate (Jiang et al., 2000; Inoue et al., 2006). Similarly, the supercooled
liquid water content of high-latitude marine boundary layer clouds can be significantly altered by
INPs (Komurcu et al., 2014; Vergara-Temprado et al., 2018). It is clear that understanding the
role of INPs is vital to accurately model high-latitude mixed-phase clouds and their role in the
climate system.
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1.3 Ice nucleation

Nucleation refers to the formation of a new phase from a metastable parent state. In the case
of ice nucleation, this can occur by homogeneous nucleation where nucleation of ice occurs in
supercooled liquid droplets below ∼-38◦C (Vali, 1996; Herbert et al., 2015) or by heterogeneous
nucleation involving INPs. Heterogeneous ice nucleation can occur from either the liquid or
vapour phase. Fig. 1.2 illustrates possible ice formation pathways in the atmosphere, including
four main modes of heterogeneous ice nucleation (Vali et al., 2015):

• Immersion freezing occurs when an INP is already immersed in a cloud droplet that forms
at warmer temperatures via activation of CCN. Freezing is initiated once the droplet cools
to the characteristic freezing temperature of the INP present.

• Condensation freezing occurs at temperatures below 0◦C but close to water saturation,
under these conditions water can condense on the surface of an INP and then freeze. This
is different to the immersion mode since freezing occurs within embryos of water that have
formed on the surface of an INP but before CCN activation occurs.

• Contact freezing occurs when an INP collides with a liquid droplet that is supercooled to
below the characteristic freezing temperature of the INP. Contact freezing can also occur
‘inside out’ where an INP touches the air-water interface from within the droplet (Durant
and Shaw, 2005).

• Deposition nucleation occurs when ice nucleates from the vapour phase directly on to an
INP. This is the only mechanism that occurs in the absence of liquid water and requires the
environment to be supersaturated with respect to ice.

Whilst these definitions are relatively well established in the literature, studies have challenged
the occurrence of deposition nucleation and have instead proposed that ice formation attributed
to deposition nucleation occurs due to pore condensation and freezing (PCF) (Marcolli, 2014;
Wagner et al., 2016; David et al., 2019). In addition, whether condensation freezing is truly
different to deposition and immersion freezing modes is still under debate (Vali et al., 2015).
Observations of mixed-phase clouds show that the presence of liquid droplets is a pre-requisite of
the formation of ice (Ansmann et al., 2008; De Boer et al., 2011; Field et al., 2012; Westbrook and
Illingworth, 2013) and hence deposition nucleation and condensation freezing are likely to be of
second-order importance in mixed-phase clouds. In laboratory experiments, contact freezing has
been shown to be more efficient than immersion freezing (Ladino Moreno et al., 2013; Hoffmann
et al., 2013) however in the atmosphere contact freezing is limited by the collision efficiency
of droplets and INPs which is unknown (Ladino Moreno et al., 2013; Niehaus et al., 2014). In
the atmosphere, where INP concentrations are low and factors such as thermophoresis (forces
on particles as a result of temperature gradients) come into play, the probability of collisions
between INPs and droplets may be lower than in the laboratory (Ladino Moreno et al., 2013;
Phillips et al., 2007). Hence, immersion freezing is widely thought to dominate primary ice
production in mixed-phase clouds (Murray et al., 2012; De Boer et al., 2011; Westbrook and
Illingworth, 2013).
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Fig. 1.2.: Schematic of primary ice production pathways. Pale blue droplets are >0◦C, dark blue droplets
are <0◦C, brown particles represent INPs, red and white molecules represent water vapour.

1.3.1 Classical nucleation theory

Classical nucleation theory (CNT) is the most common mathematical framework to describe the
formation of a new phase from a metastable parent state and has been applied in a wide range of
fields since the early 20th century (Volmer and Weber, 1926), including the nucleation of ice from
supercooled water or supersaturated water vapour. CNT assumes that nucleation is a stochastic
(time-dependent) process that occurs as a result of random fluctuations in the system. CNT can
be used to describe both homogenous and heterogeneous nucleation.

1.3.1.1 Homogenous classical nucleation theory

The nucleation process starts when small clusters of ice form spontaneously in the system. In
order for these clusters to grow there is an energy barrier that must be overcome. The Gibbs
free energy (∆G) of forming a cluster considers the free energy of the new phase and that of the
surrounding matrix by combining the energy associated with forming an interface, ∆Gs, and the
energy associated with forming bonds in the bulk volume, ∆Gv:

∆G = ∆Gv + ∆Gs (1.1)

which can also be written as:
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∆G = −4πr3

3ν
kT ln S + 4πr2γ (1.2)

where ν is the molecular volume of the condensed phase (ice in this case), k is the Boltzmann
constant, T is temperature, S is saturation ratio and γ is the interfacial energy, or the energy
required to form a new surface at the interface between liquid water and ice.

There is an energy cost associated with forming a liquid-ice interface hence ∆Gs is always positive.
On the other hand, ∆Gv is negative due to the energy gain of cluster formation in a supercooled
environment. As the radius of the cluster increases these opposing quantities compete, at smaller
sizes ∆Gs dominates and the addition of molecules to the cluster is endothermic (requires energy)
therefore crystal growth does not occur. However, at a certain critical radius, rc, ∆G reaches a
maximum. Above this radius growth is exothermic (releases energy) and hence crystal growth
can occur (Fig. 1.3). At the critical radius d∆G/dr = 0 and so by setting the derivative of
Equation 1.2 equal to 0, rc can be written as:

rc = 2γν

kT ln S
(1.3)

and substituted in to Equation 1.2 to find the critical energy barrier of nucleation, ∆G∗:

∆G∗ = 16πγ3ν2

3(kT ln S)2 (1.4)

Fig. 1.3.: Schematic of the change in Gibbs free energy (∆G) for homogeneous nucleation of an ice crystal
from supercooled liquid water showing the volume term (∆Gv), the surface term (∆Gs), the critical energy
barrier of nucleation (∆G∗) and the critical radius (rc).
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The probability of nucleation can be described by the nucleation rate, J , which describes the
number of nucleation events per unit volume per unit time and can be related to the critical
Gibbs free energy:

J = A exp
(

−∆G∗

kT

)
(1.5)

where A is the pre-exponential factor.

1.3.1.2 Heterogeneous classical nucleation theory

In the presence of a suitable surface, such as an ice-nucleating particle, the energy barrier of
nucleation can be reduced and heterogeneous nucleation occurs. In this case, ∆G∗ is reduced by
a factor between 0 and 1, leading to the critical Gibbs free energy of heterogeneous nucleation,
∆G∗

het:

∆G∗
het = φ∆G∗ (1.6)

where φ reflects the reduction in the critical energy barrier as a result of the surface and relates
to the contact angle, θ, of a spherical ice nucleus on a surface:

φ = (2 + cos θ)(1 − cos θ)2

4 (1.7)

As the contact angle decreases, φ tends to 0 and ∆G∗
het also decreases, hence the smaller the

contact angle the greater the reduction in the energy barrier of nucleation, as illustrated in Fig.
1.4.

Fig. 1.4.: Schematic of the effect of contact angle on the change in Gibbs free energy (∆G) for heterogeneous
nucleation of ice from supercooled liquid water.
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Equation 1.8 can be adapted to calculate the heterogeneous nucleation rate, Jhet:

Jhet = Ahet exp
(

−∆G∗φ

kT

)
(1.8)

1.3.2 Singular description of heterogeneous nucleation

Whilst there has been some experimental evidence to support the stochastic nature of ice-
nucleation (Murray et al., 2011; Niedermeier et al., 2011; Pinti et al., 2012; Welti et al., 2012),
in immersion freezing the time dependence can be considered of secondary importance to en-
vironmental factors such as the type of INP and temperature (Vali, 1971, 2014). Ignoring the
time dependence leads to a deterministic, rather than stochastic, description of heterogeneous
nucleation that considers the individual characteristics of an INP rather than the average be-
haviour of a large number of INPs. Each INP will trigger nucleation under unique environmental
conditions, and a characteristic freezing temperature can be used to specify the effectiveness of a
particular particle at nucleating ice (Vali et al., 2015). The freezing behaviour of different INPs
can be described quantitatively starting from an experimentally determined value of the fraction
of frozen droplets at a given temperature, fice(T ):

fice(T ) = nice(T )
Ntot

(1.9)

where nice is the number of frozen droplets at temperature T and Ntot is the total number of
droplets. This can then be used to calculate the active site density, K(T ), that is the number of
active sites per unit volume of sample, V , that have caused nucleation at a given temperature, T ,
as per Vali (1971):

K(T ) = − ln [1 − fice(T )]
V

(1.10)

Normalising K(T ) to the surface area of sampled aerosol, A, leads to the active site density per
surface area of sample, ns(T ):

ns(T ) = K(T )
A

(1.11)

Since ns(T ) is normalised it is independent of the amount of aerosol sampled and can be used to
quantitatively compare the activity of different materials.
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1.4 What are INPs?

Primary aerosols are emitted into the atmosphere from natural sources such as sea spray, mineral
dust, volcanoes and the biosphere. There are also anthropogenic sources of aerosols, including
biomass burning and combustion of fossil fuels. However, not all aerosols can act as INPs and the
concentration of INPs in the atmosphere is orders of magnitude smaller than the concentration of
aerosols and CCN (Murray et al., 2021). The efficacy with which an aerosol particle may nucleate
ice depends on its solubility, size, lattice structure, hydrophobicity and the presence of active
sites (Pruppacher and Klett, 2010; Murray et al., 2012; Kanji et al., 2017). For insoluble particles,
surface topography also plays an important role in defining the activity of the material because
individual active sites can nucleate ice at characteristic temperatures (Vali, 2014; Holden et al.,
2019). Determining the properties that make a ‘good’ INP is an ongoing area of research (Kanji
et al., 2017) but several aerosol types are well-established as important INPs. These include
mineral dust (DeMott et al., 2003; Chou et al., 2011; Atkinson et al., 2013; Harrison et al.,
2022a; Tobo et al., 2019), volcanic ash (Isono et al., 1959; Durant et al., 2008; Maters et al.,
2019), primary biogenic aerosols (Christner et al., 2008; Hoose et al., 2010; Després et al., 2012;
O’Sullivan et al., 2015, 2018), fertile soil dusts (Hill et al., 2016; O’Sullivan et al., 2014; Roesch
et al., 2021) and biogenic material from sea spray (Wilson et al., 2015; DeMott et al., 2016).
The link between anthropogenic emissions and INPs remains under debate and depends on the
aerosol in question. Some anthropogenic pollutants such as emissions from biomass burning
(Prenni et al., 2012; McCluskey et al., 2014) and anthropogenically influenced organic aerosol
(Tian et al., 2022) have been shown to act as INPs however, in other studies, a link between
pollution and INPs has not been observed (Bi et al., 2019) and recent findings suggest that black
carbon from combustion does not act as an INP under mixed-phase conditions (Mahrt et al.,
2018; Adams et al., 2020; Kanji et al., 2020).

1.4.1 High-latitude sources of INPs

Despite our growing understanding of globally important sources of INPs, there is substantial
temporal and spatial variability in INP concentrations in the atmosphere (Murray et al., 2012).
This is driven by proximity to aerosol sources and environmental conditions (e.g. temperature).
INP concentrations are also affected by atmospheric processes such as dilution of air during
transport and removal of aerosol by deposition (Welti et al., 2020). The higher latitudes are
remote from many major low-latitude aerosol sources meaning the concentration of low-latitude
aerosols, such as dust from deserts in Africa and Asia, is reduced (Vergara-Temprado et al.,
2017) and local aerosol sources may be more important (Groot Zwaaftink et al., 2016; Shi et al.,
2022) for aerosol-cloud interactions. The remoteness of these environments means that making
observations is challenging and there is limited data regarding INP concentrations in both the
northern and southern high-latitudes. As a result, our knowledge of the sources, distribution and
seasonal cycles of INPs in these regions is limited.

Many previous studies have made relatively short-term observations that have not been able to
capture temporal variability in INP concentrations. However, in recent years, the first long-term
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observations of INPs in the Arctic and in Patagonia have been made. Wex et al. (2019) collected
a year-long dataset of INP concentrations from ground-based sampling at four Arctic sites. They
found a clear seasonal cycle of N INP with the highest concentrations between late spring and
autumn, and the lowest between autumn and early spring. A similar seasonal cycle was observed
by Sze et al. (2023) from two years of measurements at Villum Research Station in northern
Greenland. The annual cycle of INPs was also investigated during the year-long Multidisciplinary
drifting Observatory for the Study of Arctic Climate (MOSAiC) project and the maximum INP
concentrations were once again observed in summer and the minimum in winter (Creamean
et al., 2022). They also report a difference in seasonality between INPs active above -15◦C
(warm-temperature INPs) and below -15◦C (cold-temperature INPs) that they attribute to two
different sources; cold-temperature INPs were from long-range transport of dust from continental
sources whereas warm-temperature INPs were most likely to be proteinaceous material from local
marine sources. The same seasonal cycle in INP concentrations was not observed in long-term
observations made in Patagonia (Gong et al., 2022), suggesting different controls on emissions
and transport of aerosol in the northern and southern hemispheres, however further observations
in the southern hemisphere (particularly Antarctica) are needed.

Aerosol transport to the Arctic has a strong seasonal cycle (Stohl, 2006; Bozem et al., 2019). In
summer, there is a significant temperature difference between cold Arctic air masses and warmer
mid and low-latitude air masses. The cold air over the Arctic, known as the polar dome, acts as
a barrier that prevents the transport of air at the surface from lower latitudes and isolates the
Arctic from low-latitude aerosol sources. In contrast, in winter the polar dome can extend further
south, thereby encompassing more continental aerosol sources, and it is thermodynamically
easier for mid-latitude air to be transported into the polar dome, bringing more aerosols with it.
This phenomenon is responsible for the accumulation of anthropogenic aerosol in the Arctic in
winter and early spring, known as Arctic haze. Higher aerosol concentrations in winter are also
driven by less efficient removal processes; there is less wet deposition because scavenging is less
efficient in ice clouds compared to warm clouds (Browse et al., 2012), and less dry deposition
because the stable stratification of the atmosphere reduces turbulent exchange (Stohl, 2006).
Interestingly, the seasonal cycle of INP concentrations observed by Wex et al. (2019) and Sze
et al. (2023) and the warm-temperature INP cycle observed by (Creamean et al., 2022) appears
to be anti-correlated with the expected peak in Arctic aerosol which suggests two things: (i)
anthropogenic aerosols do not contribute to atmospheric INP concentrations and (ii) local sources
drive an increase in INP concentrations in Summer.

Other studies provide further evidence for marine and terrestrial high-latitude sources of INPs.
The main source of INPs from the marine environment is biogenic aerosols that are emitted from
seawater by wave breaking and bubble bursting (Schnell, 1977; Wilson et al., 2015; Creamean
et al., 2019; Welti et al., 2020). In the terrestrial environment, studies have identified a multitude
of possible sources of INPs. In the southern hemisphere, during the Antarctic Circumnavigation
Expedition (ACE), Tatzelt et al. (2022) found the highest INP concentrations in air masses that
had been in contact with ice-free land and terrestrial sources have been identified in Patagonia
(López et al., 2018; Gong et al., 2022). In the northern hemisphere, Irish et al. (2019) and
Creamean et al. (2018) found a correlation between INP concentrations and the time sampled
air masses had spent over bare land (in Canada and Alaska), Conen et al. (2016) reported an
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enhancement of INP concentrations at a coastal site in Norway that they attributed to aerosols
emitted from decaying leaves, Brasseur et al. (2022) identify INP sources in boreal forests in
Finland and Porter et al. (2022) found high INP concentrations at the North Pole were likely to
be sourced from Russia. In addition, there is a growing body of evidence to show that emissions
of high-latitude dust are an important source of INPs (Paramonov et al., 2018; Tobo et al., 2019;
Sanchez-Marroquin et al., 2020; Xi et al., 2022).

1.4.1.1 High-latitude dust

Mineral dust is emitted into the atmosphere in large quantities each year and makes up a
substantial percentage of the total mass of aerosols globally (Gliß et al., 2021), the abundance of
mineral dust and its activity make it one of the most important INPs. Much of the focus on mineral
dust has been on dust from deserts in arid low-latitude regions, which makes up the largest
contribution to the global dust budget (Kok et al., 2021) and has been shown to be an active
INP (DeMott et al., 2003; Chou et al., 2011; Atkinson et al., 2013; Harrison et al., 2022a) with
the potential to influence clouds globally (Vergara-Temprado et al., 2017; Chatziparaschos et al.,
2023). However, more recent work has highlighted the importance of high-latitude regions as a
source of mineral dust (Bullard et al., 2016; Groot Zwaaftink et al., 2016; Meinander et al., 2022).
Dust sources have been identified in cold high-latitude regions including Alaska, Greenland,
Iceland, Antarctica and Patagonia (Meinander et al., 2022), as illustrated in Fig 1.5 which shows
recent observations of dust emissions from sources north of 50◦N and south of 40◦S. Many of
these dust sources are from glaciated areas where dust is formed by the erosion of the rock
underlying glaciers. This dust can be emitted directly into the atmosphere by aeolian processes in
the pro-glacial environment or it can be transported by fluvial processes before being deposited
and then emitted.

Recent studies by Tobo et al. (2019) and Xi et al. (2022) have investigated the ice-nucleating
ability of glacial dust from Svalbard and Canada and found that these sediments nucleate ice
at temperatures relevant for mixed-phase clouds. A similar observation was made by Sanchez-
Marroquin et al. (2020) from airborne measurements of aerosols and INPs in Iceland, further
highlighting the importance of high-latitude dust (HLD) as a source of INPs. However, despite
growing research interest in this area, there are still very few measurements as shown in Fig 1.5
where the HLD sources that have been investigated for their ice nucleating activity are shown
in red. In this figure, the background map shows data from the United Nations Convention to
Combat Desertification (UNCCD) Global Sand and Dust Storms Source Base Map which identifies
the potential for dust emissions from a location based on factors such as land cover type, moisture
and windspeed (UNCCD, 2022). It is clear that there are potential emission zones across vast
swathes of the northern high latitudes, as well as in Patagonia, where the dust emissions are yet
to be quantified. This means we cannot yet make wider conclusions regarding the contribution of
HLDs to atmospheric INP populations. It should also be noted that the UNCCD dataset does not
include Antarctica but dust source regions have also been identified in ice-free areas of Antarctica
(Diaz et al., 2020; Meinander et al., 2022).
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Fig. 1.5.: Map of HLD sources identified by Meinander et al. (2022) (Blue) and dust sources that have been
analysed for INPs (red) (Canada: Xi et al. (2022), Iceland: Paramonov et al. (2018), Svalbard: Tobo et al.
(2019), Patagonia: López et al. (2018)). Background data shows the UNCCD Global Sand and Dust Storms
Source Base Map for October. Higher values represent a higher potential for dust emissions. Note: there is
no UNCCD data available for Antarctica.

1.5 Secondary ice production

Observations show that the concentration of ice in clouds is often many orders of magnitude
greater than the concentration of INPs (Hobbs, 1969; Hobbs and Rangno, 1985; Rangno and
Hobbs, 2001a; Cantrell and Heymsfield, 2005; Sullivan et al., 2018). This is due to the enhance-
ment of ice crystal number concentrations by secondary ice production (SIP), or ice multiplication,
where ice crystals that have already formed by nucleation trigger the formation of more ice.
Numerous SIP mechanisms have been proposed:

• Rime splintering (Hallett-Mossop process): when a supercooled liquid droplet collides
with an ice crystal, ice splinters are ejected during the riming process, this is thought to
occur at temperatures between -3◦C and -8◦C (Hallett and Mossop, 1974)

• Collision fragmentation: when ice crystals break up due to turbulence or due to collisions
with other particles

• Sublimation fragmentation: particles separate from a parent crystal during sublimation

• Droplet shattering: during rapid freezing of droplets pressure may build inside the droplet
causing them to shatter

SIP has been observed in laboratory studies (Korolev et al., 2017; Korolev and Leisner, 2020) and
observations in cloud have shown the enhancement of ice concentrations (N ice) above that of
INPs (Hobbs and Rangno, 1985; Cooper, 1986; Taylor et al., 2016; Lawson et al., 2017; Ladino
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et al., 2017, e.g.) but the contribution of different SIP mechanisms to ice concentrations in the
atmosphere and the environmental conditions required for each to occur are still uncertain. In
addition, whilst it is clear that PIP must occur before SIP, the relative importance of each is
unknown and the concentration of primary ice crystals required to trigger SIP remains unclear
(Field et al., 2017; Korolev et al., 2022). The initiation of SIP is likely to vary depending on
cloud type, environmental conditions and dominant SIP mechanism. Crawford et al. (2012)
and Huang et al. (2017) showed that in cumulus clouds INP concentrations of 0.01 L−1 may
trigger secondary ice formation through the Hallett-Mossop (HM) process. In contrast, Sullivan
et al. (2018) find that cloud base temperature and the presence of a modest updraft are more
important than N INP for SIP to occur by rime splintering but that N INP is a limiting factor in
collision fragmentation which can occur with N INP from 0.002 to 0.15 L−1.

These studies, amongst others, focus on slightly supercooled clouds with temperatures in the
range where the HM process is thought to occur (-3◦C ∼ -8◦C) and SIP below -8◦C is often
not accounted for in numerical models. However, in high-latitude mixed-phase clouds, it is
common for temperatures to fall below this temperature range. SIP has been observed down to
temperatures as low as -27◦C (Järvinen et al., 2022; Korolev et al., 2022; Pasquier et al., 2022)
and shown to contribute up to 80% of the total ice formation in single-layer mixed-phase clouds
in the Arctic (Zhao and Liu, 2022). Pasquier et al. (2022) observed that the highest concentration
of secondary ice crystals in Arctic mixed-phase clouds occurs between -3◦C and -8◦C but that
SIP occurs most frequently between -18◦C and -24◦C. Similarly, Järvinen et al. (2022) observed
N ice exceeding N INP by up to 3 orders of magnitude between -14◦C and -17◦C in single-layer
stratiform clouds in the Southern Ocean. These observations suggest an important SIP process
at temperatures below -8◦C but the dominant SIP mechanism at colder temperatures remains
under debate. Both Pasquier et al. (2022) and Järvinen et al. (2022) propose ice-ice collision
fragmentation as the possible mechanism, a theory supported by laboratory studies that show
ice-ice collisions produce most ice crystals at -16◦C (Takahashi et al., 1995). In contrast, in
a modelling study of Arctic stratocumulus clouds, Sotiropoulou et al. (2021) found that the
efficiency of ice-ice collisions was weak and it was unlikely to be the dominant factor in enhancing
N ice. It is clear that further observations are required in order to understand SIP processes below
-8◦C however concurrent observations of INPs and ice crystal number concentration are unusual,
particularly over longer timescales.

1.6 Atmospheric observations

1.6.1 Sampling and characterising INPs

INPs can be sampled by offline or online techniques. Offline methods refer to those where
aerosols are sampled from the environment using one instrument and then analysed for INPs
separately. Online methods use instruments that sample aerosol and determine INP concentrations
together.
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Sampling INPs from the atmosphere for offline analysis usually involves collecting aerosol samples
onto filters either from the ground (e.g. Wex et al., 2019; Adams et al., 2020; Harrison et al.,
2022a), from an aircraft (e.g. Rogers et al., 2001; Price et al., 2018; Sanchez-Marroquin et al.,
2020) or from balloon-borne sampling platforms (e.g. Porter et al., 2020). It can also be beneficial
to collect size-resolved aerosol samples, for example by collecting aerosol onto substrates using a
multi-stage cascade impactor (Porter et al., 2022). INP concentrations may also be determined
from precipitation samples (Petters and Wright, 2015) and from ice cores (Schrod et al., 2020).

A common method to determine the ice-nucleating activity of samples collected by offline sam-
pling is to use droplet freezing assays, where droplets of a suspension containing the sampled
aerosol are cooled and their freezing temperatures are recorded. A multitude of instruments exist
for these experiments, that vary in their cooling methods, droplet size and detectable temper-
ature range (see Miller et al., 2021, and references therein), but each allows the experimental
determination of fice(T ) (see Eq. 1.9) and the calculation of N INP. A detailed description of this
method applied to samples collected using a ground-based multistage cascade impactor is given
in Chapter 2 and a modified approach for aircraft samples in Chapter 4.

Online techniques determine N INP by exposing sample air to temperatures and supersaturations
where aerosols can activate as INPs and then counting the number of ice crystal that forms. Cloud
expansion chambers (e.g. Möhler et al., 2021) achieve this by simulating adiabatic cooling; a
sample volume is drawn into a chamber and the pressure is reduced, reducing the temperature
and enhancing the saturation. In continuous flow diffusion chambers (CFDCs) (e.g. Rogers, 1988;
Stetzer et al., 2008; Garimella et al., 2016), the humidity is controlled by two ice-covered plates
that are set at different temperatures. The temperature and humidity gradient between the plates
results in a supersaturated region that the sample flow passes through. The number of ice crystals
formed after the air has passed the plates are counted.

1.6.2 Observing cloud properties

Observations of cloud properties can be undertaken using in-situ and remote sensing instruments
from the ground, aircraft or platforms such as tethered balloons. The use of aircraft to observe
microphysical properties has been prevalent since the ‘80s (Rogers, 1988) however, in-situ
observations from aircraft are susceptible to measurement biases as a result of crystal shattering
(Korolev et al., 2011; Korolev and Field, 2015). Whilst improvements in cloud probe technologies
have mitigated this error somewhat (Baumgardner et al., 2017a) there are still limitations to
making observations in this way; for example, aircraft are limited in the time they can fly and
hence aircraft observations provide only a snapshot into the cloud properties and evolution. To
address this, remote sensing is increasingly used as an alternative to in-situ techniques to make
observations of the atmosphere, and advances in both instrumentation and analysis techniques
mean remote sensing offers a valuable way to retrieve the microphysical properties of clouds
(Bühl et al., 2017). An advantage of remote sensing over in-situ observations from ground or
airborne platforms is that measurements can be made over longer times and the evolution of
clouds and cloud microphysical properties can be captured. In addition, vertically orientated
remote sensing instruments provide valuable information on the structure of the atmosphere.
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Remote sensing can either be through passive or active techniques. Active remote sensing
instruments, such as radar and lidar, emit an electromagnetic pulse and the returned signal
is measured. Passive remote sensing instruments, such as microwave radiometers, measure
radiation emitted from objects or the atmosphere. Different remote sensing instruments are
sensitive to different cloud properties and so the appropriate choice of instrument, or combination
of instruments, is dictated by the atmospheric feature or particular cloud property of interest.
For example, radar reflectivity is proportional to the 6th moment of the particle size distribution
(diameter6) and is therefore highly sensitive to particle size (Doviak and Zrnić, 2006). In contrast,
lidar backscatter is proportional to the 2nd moment of the PSD (diameter2) and is more sensitive
to particle number concentration (Ewald et al., 2021). Hence, where lidar and radar observations
are available, two moments of the particle size distribution (PSD) can be retrieved - number
concentration and particle size. In addition, the different wavelengths of the instruments mean
they are sensitive to different-sized targets. For example, a lidar will be able to observe optically
thin clouds consisting of droplets that would be too small for radar. In contrast, in optically thick
clouds the lidar signal is quickly extinguished whereas radar can penetrate. This thesis uses
radar and lidar remote sensing so the background theory of both are outlined in the following
sections.

1.6.2.1 Radar

Fig. 1.6.: Illustration of the prin-
ciple of radar remote sensing.

Radar (Radio Detection and Ranging) is an active remote sensing
technique operating at microwave (radio) wavelengths. Radar
instruments consist of a transmitter and antenna that emit a
pulsed radio wave, this wave is reflected by objects in its path and
the returned signal is received. The power of the returned signal
is recorded along with the time elapsed from the pulse being
emitted to it being received, which is used to infer the distance
from the radar to the scattering object. Doppler radar also records
the phase change of the backscattered signal from one pulse to the
next which provides information about the movement of the target
relative to the radar (Kollias et al., 2007a). Each interaction of
the emitted radar pulse with a target results in a returned signal
with different amplitude and phase, so the fundamental data
produced by a Doppler radar is a time series of the backscattered
power returns, including the phase shift between pulses, in each
range sample volume. These data are processed using fast Fourier
transform (FFT) techniques to compute a time series of Doppler
spectra. The first three spectral moments correspond to the radar
reflectivity, mean Doppler velocity and Doppler spectrum width.

Radar reflectivity (Z) is a measure of the total power of the signal that is scattered back to
the receiver after interacting with particles in the atmosphere, such as cloud droplets. When
electromagnetic waves encounter cloud droplets, they interact with the droplets in different ways
depending on the droplet size relative to the radar wavelength. Hydrometeors in the atmosphere
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are considerably smaller than the wavelength of cloud radars, which tend to operate at millimetre
wavelengths, and hence Rayleigh scattering dominates. In this regime, the scattering efficiency of
a droplet is proportional to the sixth power of its size::

Z =
∫

D6N(D)dD (1.12)

where N(D) is the size distribution of hydrometeors and D is particle diameter. Z increases
rapidly as D increases and the radar echo is dominated by larger particles so Z is often given as a
dimensionless value on a logarithmic scale.

Mean Doppler velocity (vD) is a measure of the motion of the target objects. When electro-
magnetic waves are scattered by moving objects there is a change in the frequency of the wave
relative to an observer; for an object that is moving towards the observer the frequency of the
wave increases and vice versa for an object moving away from the observer. The change in the
frequency of the radar signal that is reflected back to the receiver is related to the radial velocity
of the object (velocity parallel to the beam) and the wavelength of the radar. For vertically
pointing cloud radars, Doppler velocity is the sum of the fall speed of hydrometeors and the
vertical motions of the air.

The Doppler spectrum width (w) provides information on the variance in Doppler velocities in the
sample volume, which is a function of the radar system parameters and meteorological conditions
(Doviak and Zrnić, 2006). In the atmosphere, the Doppler spectrum is influenced by factors such
as cloud droplet size distribution, atmospheric turbulence, and wind shear. For example, in a
cloud with both liquid and ice particles, there would be a broad droplet size distribution and
considerable variability in terminal fall velocities of hydrometeors, leading to a broad Doppler
spectrum.

1.6.2.2 Lidar

Fig. 1.7.: Illustration of the prin-
ciple of lidar remote sensing.

Lidar (Light Detection and Ranging) works on the same principle
as radar but the emitted electromagnetic waves are in the visible
range. Due to the shorter wavelength (nm to µm) of the emitted
pulse compared to radar (mm to cm), lidar is sensitive to smaller
particles (aerosols, cloud droplets). When used to observe cloud
particles the wavelength of the lidar pulse tends to be smaller than
the diameter of the hydrometeors and geometric scattering occurs.
In this scattering regime, the lidar backscatter is proportional to
the second moment of the particle size distribution (total surface
area of hydrometeors) and is therefore sensitive to the particle
number concentration and backscattering cross-section (Ewald
et al., 2021). The backscatter of the emitted lidar pulse from
targets in the atmosphere is recorded as the number of photons
at the receiver per second. Similarly to radar, the elapsed time
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between the beam being emitted and received is used to determine the distance to the target
object.

Due to the methods used to produce the laser beam, many lidar instruments emit linearly
polarised light (Sassen, 2005). The polarisation of the beam can be altered by interactions with
different atmospheric targets; ice crystals depolarise both radar and lidar signals whereas liquid
droplets do not depolarise the signal. This can be exploited to provide information on the phase
of hydrometeors by recording both the polarised and depolarised backscatter and calculating the
ratio between them, known as the depolarisation ratio. There are different ways to calculate this
parameter depending on the type of polarisation employed by the lidar. Methods relevant to this
thesis, including calibrations that must be applied to raw lidar data, are provided in Chapter 3

1.7 Objectives

The overriding objective of this thesis is to further our understanding of sources of ice-nucleating
particles and their role in ice formation in high-latitude mixed-phase clouds. The motivation for
this is to better understand ice processes in clouds that are important for climate and cloud-phase
feedback. There are gaps in our understanding in three key areas: (i) high-latitude sources
of INPs, (ii) the influence of INPs on cloud microphysical properties and (iii) atmospheric INP
concentrations. The chapters of this thesis address each of these in turn:

(i) Chapter 2 focuses on sources of INPs and presents an investigation into a previously un-
studied high-latitude dust source in Alaska. We combine field observations, laboratory
analysis and modelling to answer the following questions:

• Does dust from the Copper River, Alaska nucleate ice at temperatures relevant for
mixed-phase clouds?

• What controls the ice-nucleating activity of dust from this source and how does it
compare to other high-latitude dust sources?

• How does this dust source contribute to atmospheric INP concentrations?

(ii) Chapter 3 focuses on the influence of INPs on cloud microphysical properties. We test and
apply remote-sensing techniques to data from Summit Station, Greenland to determine
ice crystal number concentration (ICNC). We combine this with a year-long dataset of
INP concentrations to compare ICNC with INP concentrations and answer the following
questions:

• Can ice-crystal number concentration be retrieved from remote-sensing instruments at
Summit Station?

• How do INP concentrations influence ice crystal number concentration in stratifrom
mixed-phase clouds?

• Can regions of primary and secondary ice concentration be identified?
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(iii) Chapter 4 focuses on atmospheric INP concentrations using airborne sampling to investigate
the following questions:

• What are the potential sources of INPs in the North East Atlantic?

• Is there a difference in the INP activity of samples collected in the marine boundary
layer compared to those that have been influenced by land?

Finally, Chapter 5 discusses the overall findings of these studies and suggests future work,
including proposing a study that would combine the above techniques.
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Southern Alaska as a source of atmospheric
mineral dust and ice-nucleating particles

2

2.1 Introduction

The presence of ice in clouds has a strong control on their physical and optical properties, and
the processes they control such as radiative transfer and precipitation formation (Lohmann
and Feichter, 2005; Ceppi et al., 2017). Heterogeneous freezing, triggered by the presence of
ice-nucleating particles (INPs), is an important pathway for ice formation in mixed-phase clouds
in the atmosphere. Hence, understanding INPs and their role in the formation of ice in clouds is
of crucial importance in order to constrain the role of clouds in the climate system (Tan et al.,
2016; Vergara-Temprado et al., 2018; Murray et al., 2021).

Despite their importance, our understanding of INPs is still relatively poor and their sources,
concentrations and seasonal variability are poorly quantified. This is particularly pronounced in
high-latitude (≥ 50◦N and ≥ 40◦S) regions where mixed-phase clouds, which are highly sensitive
to the presence of INPs, are common (Shupe, 2011). Many laboratory and field measurements
have focused on low- and mid-latitudes where globally important sources of INPs, such as desert
dust, have been identified (DeMott et al., 2003; Sassen et al., 2003; Atkinson et al., 2013; Boose
et al., 2016). However, there has been less focus on INP sources in the mid- to high-latitudes
(45-75 ◦N), a region critical for cloud-phase feedback (Murray et al., 2021). As the climate warms,
the amount of liquid water relative to ice in mixed-phase clouds will increase. This leads to
clouds with a higher albedo, which has a cooling effect over dark surfaces such as the ocean, and
hence a negative climate feedback (Ceppi et al., 2017; Murray et al., 2021). Whilst it is clear that
the cloud-phase feedback is negative there is still uncertainty over the magnitude of this feedback
(Tan et al., 2016; Storelvmo et al., 2015; Ceppi et al., 2017; Murray et al., 2021). The strength of
the cloud-phase feedback depends on the amount of ice in clouds so accurate modelling of the
partitioning between ice and liquid water in present-day clouds, as well as in a changing climate,
is key to predicting the magnitude of the cloud-phase feedback. However, ice-related processes
are poorly represented in GCMs and the amount of ice is often overestimated (Tan et al., 2016;
Ceppi et al., 2017; Storelvmo et al., 2015). INPs relevant for the cloud-phase feedback have not
been quantified and their sources, concentration and influence on mixed-phase clouds remain a
substantial uncertainty in estimates of cloud-phase feedback (Murray et al., 2021).

The high-latitudes are remote from the major low-latitude dust sources in Africa and Asia, hence
the concentration of low-latitude desert dust is relatively small (Vergara-Temprado et al., 2017),
there is also strong seasonal variability in aerosol concentrations relating to transport and removal
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mechanisms (Stohl, 2006; Hande et al., 2015; Groot Zwaaftink et al., 2016). This means that local
aerosol sources can be the dominant source of mineral dust in the high-latitudes (Groot Zwaaftink
et al., 2016; Shi et al., 2022). Dust emission zones in northern high-latitudes have been identified
in regions including Iceland, Canada, Greenland and Alaska (Bullard et al., 2016; Meinander
et al., 2022). Whilst such high-latitude dust (HLD) sources account for a relatively small fraction
of global dust emissions (∼5% (Bullard et al., 2016)) studies have shown that dust from sources
>60◦N contributes up to 27% of the total dust load in the Arctic which is comparable to the 32%
contribution of African dust to the Arctic (Groot Zwaaftink et al., 2017; Shi et al., 2022).

HLDs have been shown to nucleate ice under conditions relevant for mixed-phase cloud formation
(Tobo et al., 2019; Sanchez-Marroquin et al., 2020; Xi et al., 2022) suggesting that they could
be an important source of INPs. However, there is considerable variability in the characteristics
of these sources and there have been few studies investigating the transport of dust and INPs
from high-latitude dust sources, meaning we cannot yet make wider conclusions regarding the
contribution of HLDs to atmospheric INP populations. Tobo et al. (2019) and Xi et al. (2022)
report the ice-nucleating activity of glacial outwash sediments, from Svalbard, Norway and Yukon,
Canada, respectively. Sediment produced by glacial processes is one of the main contributors
to high-latitude dust emissions (Bullard et al., 2016), but the physical and chemical properties
are influenced by the local bedrock and environment. Dust from other origins, such as sediment
derived from volcanic material in Iceland, as studied by Sanchez-Marroquin et al. (2020), again
has different composition and properties (Baldo et al., 2020). Dust can also be altered by
processes occurring during transport, deposition and uplift (Meinander et al., 2022). For example,
glacial outwash sediment from Svalbard studied by Tobo et al. (2019) had a biogenic component
to its ice-nucleating activity, rather than being controlled purely by mineralogy, suggesting mixing
or growth of biological material during transport in the fluvial environment. The physical,
chemical and biological processes that dust and sediments are exposed to, and the resulting
effect on the ice-nucleating properties of the material, will vary depending on environmental
conditions such as the local climate and land cover. Sediments studied by Tobo et al. (2019)
originated from largely ice- and vegetation-free areas of Svalbard, where less than 10% of the
landscape is covered in vegetation and there are no tall trees. However, in many other regions,
glacial sediments are transported by rivers in vegetated or forested mountain catchments. There
are biological INP sources in forests in the northern high-latitudes (Brasseur et al., 2022; Conen
et al., 2017) and hence there is potential for the ice-nucleating ability of transported sediments
to be enhanced by the presence of biogenic material from abundant vegetation. There have been
few studies of the ice-nucleating ability of dust originating from such regions.

The south coast of Alaska is one of the most active sources of glacial dust in the northern high-
latitudes (Bullard et al., 2016; Crusius et al., 2017; Meinander et al., 2022) and dust events have
been observed as early as 1910 (Tarr and Martin, 1913). Here, numerous glacially fed rivers
originate in the Wrangall and Chugach Mountains and flow to the Gulf of Alaska, transporting
glacial sediment that is deposited on floodplains at their terminus. The largest of these rivers
is the Copper River, also known as Atna’tuu (Ahtna Athabascan) or Eek

¯
héeni (Tlingit). The

watershed of the Copper River spans 62000 km2 of southern Alaska and encompasses ice and
snow-covered mountain terrain, boreal forests, temperate rainforests and wetlands. Glaciers
cover 18% of the catchment (Kargel et al., 2014) and load the river with melt-water and sediment
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produced by glacial processes, resulting in around 70 million tons of sediment being transported
by the river each year (Brabets, 1997), the highest annual suspended-sediment load in Alaska
(Jaeger et al., 1998). Some of this sediment is deposited on the Copper River Delta. In late
summer or autumn, when the river levels are at their lowest and north-easterly winds down
the river valley are prevalent (Crusius et al., 2017), this fine glacial sediment is lofted into the
atmosphere resulting in large dust events that can last several days or weeks and extend hundreds
of kilometres over the Gulf of Alaska, as shown in Fig. 2.1. Single events have been estimated to
transport up to 80 kt of dust from the Copper River Valley (Crusius et al., 2011) and dust from
the Copper River has been shown to play an important role in the transport of minerals to the
Gulf of Alaska (Crusius et al., 2011; Schroth et al., 2017). However, the ice-nucleating ability of
the dust has not yet been quantified.

Fig. 2.1.: True colour image of the Copper River Delta derived from Landsat 8 Collection 2 Tier 1 calibrated
top-of-atmosphere (TOA) reflectance of a dust event on 31st October 2020.

Here we investigate the ice-nucleating ability of glacial dust from the Copper River Delta by
collecting size-segregated samples of airborne dust from the Copper River Delta and characterised
its ice-nucleating activity in a laboratory study. We then use particle dispersion modelling to model
the transport of this dust and estimate atmospheric INP concentrations to test the hypothesis that
the Copper River Valley is an important source of INPs for the North Pacific and the northern
North American continent.
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2.2 Materials and Methods

Making measurements in high-latitude regions is often difficult due to their remoteness, lack
of infrastructure and potentially extreme environments, hence the choice of a field site was an
important consideration. As well as being an important dust source, the Copper River Delta can
be accessed using a normal 4x4 vehicle via the Copper River Highway, a gravel road from the
nearby town of Cordova (60.5◦N, 145.8◦W). This presented an excellent opportunity to access an
active dust source region directly. We used portable battery-operated equipment that can easily
be carried by one person, meaning sampling could be undertaken with minimal resources.

2.2.1 Sampling location and field campaign

Sampling was conducted during a field campaign between 11th and 21st October 2019. The
Copper River Highway was used to access the western side of the delta where sampling locations
were chosen in regions with visible dust emissions (Fig. 2.2). During the 10-day period of the
field campaign dust events (i.e. days when dust emissions were observed from the surface and
airborne dust was visible over a wide area) occurred on 8 days.

Fig. 2.2.: The Copper River Delta showing sampling locations A and B, Cordova and the Copper River
Highway. Background image derived from Landsat 8 Collection 2 Tier 1 calibrated top-of-atmosphere (TOA)
reflectance.
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2.2.2 Sample collection

2.2.2.1 Airborne dust sampling

Airborne dust was sampled using a multistage cascade impactor (Sioutas Personal Cascade
Impactor, SKC Ltd., UK), as shown in Fig. 2.3A, which collects size-resolved aerosol samples onto
thin substrates for offline analysis. The impactor consists of collection stages A-D which leads to
aerosol being sorted into 4 size bins: 0.25-0.5 µm, 0.5-1.0 µm, 1.0-2.5 µm and >2.5 µm. A flow
rate of 9 L min−1 is required which was provided by a battery-powered pump (Leland Legacy
Pump, SKC Ltd.). 25 mm diameter filters (Nuclepore track-etched membrane polycarbonate
filters, Whatman, UK), with 0.05 µm pore size, were used as impactor substrates on each of the
four impactor collection stages. An optical particle counter (OPC-N2, Alphasense, UK) was used
alongside the cascade impactor in order to provide binned particle size distributions and both the
OPC and impactor were mounted on a tripod at a height of 1 m above the surface (Fig. 2.3B).
During the measurement campaign, the OPC was unable to capture the high dust concentrations
and eventually failed, most likely due to the optics becoming obscured/blocked by dust, therefore
an alternative gravimetric approach to determine the amount of aerosol sample was used. Wind
speed was measured at hourly intervals during each sampling period using a portable three-cup
anemometer (Skywatch Eole, JDC Electronic SA, Switzerland). Measurements were taken at
the location of the sampler with the anemometer handheld above the observer’s head and so
approximately 2 m above the surface, compared to the 1 m height of the sampler. This was to
ensure measurements were not influenced by the wind being blocked by the person holding the
anemometer however the logarithmic wind profile means the windspeed at 2 m above the surface
is likely to be higher than at 1 m. The instantaneous, 30-second average and maximum wind
speed was recorded. The results presented in Table 2.1 are the 30-second average wind speed at
the start of the sampling period.

Sampling efficiencies of both the impactor and the OPC are affected by wind speed and direction,
the combination of which results in sampling biases; this was an important consideration during
our sampling period due to the high wind speeds observed. The orientation of sampling inlets
in relation to the prevailing wind direction influences the sampling efficiency and therefore
sampling biases can be minimized by careful positioning of the instruments (Porter et al., 2020).
Hence, to achieve optimal sampling efficiency the impactor was deployed vertically with the inlet
upwards (90◦ to the wind) and the OPC was deployed with the inlet facing into the wind (0◦ to
the wind). The effect of wind speed on sampling efficiency becomes more pronounced as particle
size increases. We modelled the particle losses at a range of wind speeds using an open-source
particle loss calculator (von der Weiden et al., 2009) the results of which are shown in Fig. A.1
in Appendix A. We found that between 0 and 2.5 µm (Stages B-D) particle losses are minimal.
However, above 2.5 µm the sampling efficiency quickly decreases, reaching 0 at around 6 µm
for wind speeds of 16 ms−1. This implies that although Stage A has no defined upper size limit
we are unlikely to have sampled particles >6 µm and that samples on Stage A would be biased
towards smaller sizes. This was considered in the calculation of specific surface area as outlined
below.
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Fig. 2.3.: Size resolved dust sampling in the Copper River Valley. (A) Sioutas Personal Cascade Impactor.
Sampled air passes through accelerator plates A-D in turn and particles above the cut-off size for each plate
(A: >2.5 µm, B: 1.0 µm, C: 0.5 µm, D: 0.25 µm) are collected on to the corresponding collection plate.
Collection plates (inset) consist of a 25 mm collection substrate, filter retainer and nitrile O-ring to maintain
an airtight seal. (B) The cascade impactor and optical particle counter deployed in the Copper River Valley
on a tripod.

Three sets of impactor collection stages were prepared at the University of Leeds and transported
to the field site. The impactors were taken apart and cleaned with isopropyl alcohol, then rinsed
with ultra-pure water (CHROMASOLV water for high-performance liquid chromatography, Sigma-
Aldrich) and finally dried using dry nitrogen. Collection substrates were installed on each stage
using tweezers and then each set of collection stages was wrapped in Parafilm and sealed in a
sterile bag until ready to be used. Of the impactors prepared in Leeds, two were used for sampling
and one as a handling blank, whereby no sample was collected on the collection substrates but
they were analysed using the same protocol as the samples to assess the background INP activity.
For subsequent samples the impactors were prepared in Alaska: at the end of each sampling
period the impactor was sealed in a bag and transported from the field site to a nearby hotel,
here the substrates were removed from the impactor using tweezers, placed into pre-rinsed 50
ml centrifuge tubes and stored in a freezer at -18◦C. The collection stages and filter retainer
were cleaned again using isopropyl alcohol and ultra-pure water before being reloaded with new
substrates and sealed until the next sampling period. The impactors were left to dry with a sterile
bag placed over them. When removing samples and installing new substrates the impactor was
placed inside a freshly opened sterile polyethylene bag and then loosely closed around the hands
of the person preparing the impactors; the entire process could then be completed inside the
bag. In the absence of a laminar flow hood, we hoped this would reduce potential contamination,
whilst the exposed filters were still exposed to potentially unclean air from the room they would
be protected from particles falling onto them, for example from clothing. The handling blanks
prepared in Alaska following this protocol did not show a higher level of background INP activity
when compared to the handling blanks prepared in Leeds. We therefore assume that there was
no additional contamination when the impactors were prepared in the field as opposed to in the
laboratory in Leeds.
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2.2.2.2 Surface dust sampling for X-Ray diffraction

In addition to the airborne samples, dust source material was collected close to the sampling
locations shown in Fig. 2.2. Material was collected from the surface using a stainless steel scoop
and briefly stored in sterile bags. Whilst still in Alaska the surface samples were sieved using
a 45 µm stainless steel sieve (Fisherbrand, UK) which was cleaned in advance with isopropyl
alcohol and ultra-pure water. Once sieved, the samples were stored in pre-rinsed containers
(Nalgene polycarbonate jars, Thermo Scientific, UK) and frozen. The sieved samples were used
to investigate the mineralogy of dust from this source using X-ray diffraction. The percentage
of each mineral in the sample was determined using Total Pattern Analysis Solutions (TOPAS)
analysis of Rietveld refinement of powder X-ray diffraction (XRD) patterns.

2.2.3 INP droplet freezing assay experiments

The ice-nucleating ability of airborne samples was investigated using the University of Leeds
Microlitre Nucleation by Immersed Particle Instrument (µL-NIPI) for cold-stage droplet freezing
experiments, following the method outlined in Whale et al. (2015). Suspensions were prepared
by adding 3 ml of ultra-pure water to the centrifuge tube containing each substrate and agitated
using a vortex mixer for 10 minutes. From this suspension, 1 µL droplets were pipetted onto a
hydrophobic glass slide placed on a temperature-controlled cold stage. A chamber, with a digital
camera, was placed on top and then flushed with dry nitrogen to inhibit condensation and frost
formation. The cold stage was cooled at a rate of 1◦C min−1 and the freezing of droplets recorded
by the digital camera which, combined with concurrent measurement of the temperature of
the cold stage, allowed the fraction of droplets frozen at a given temperature, fice(T ), to be
determined. The concentration of ice-nucleating particles per volume of sampled air, N INP, as a
function of temperature could then be calculated according to Equation 1 (Porter et al., 2020):

N INP(T ) = −ln [1 − fice(T )] Vwash

VdropVair
(2.1)

Where Vwash is the volume of wash-off suspension (3 ml), Vdrop is the volume of the droplets in the
freezing assay experiment (1 µL) and Vair is the volume of sampled air at standard temperature
and pressure.

For each filter, experiments were repeated three times and combined by binning the data into
1◦C temperature intervals and finding a mean number of freezing events in each bin and then the
mean fraction frozen. The error bars represent the standard deviation of these repeat runs. In
addition, the influence of background INP activity was removed by background subtraction, the
full details of which are described in Appendix B. Briefly, for each handling blank and sample the
differential freezing spectra (k(T )) was calculated. Then, the mean and standard deviation of
k(T ) for all the handling blanks was calculated and taken to represent our background activity.
This background k(T ) value was subtracted from the mean k(T ) of each sample, and the standard
deviations combined in quadrature to represent the total error. After background subtraction
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k(T ) was converted to a cumulative INP spectra, K(T ), from which N INP was calculated. For
data points falling in the background this subtraction results in a k(T ) value of zero, and no
increase in K(T ) or N INP at this temperature interval in the cumulative space, however, these
points would still have an upper error bar above zero. As such, the measured INP activity at
that temperature is consistent with zero but the top of the error bar represents a possible upper
limit.

2.2.4 Heat tests

We performed a heat test according to the protocol defined by Daily et al. (2022). Suspensions
were prepared as previously outlined and then a 1 mL aliquot of liquid containing the sample
was separated. This was placed in a 15 ml centrifuge tube and then heated in a vessel of boiling
water for 30 minutes. The liquid was allowed to cool and then tested using a standard µL-NIPI
droplet freezing assay.

2.2.5 Gravimetric analysis and ice-active site density calculation

In order to make comparisons of ice-nucleating activity across different samples the surface area
of material per droplet can be used to normalise the data and give a value of the number of active
sites per unit surface area, ns(T ):

ns(T ) = − ln [1 − fice(T )]
As

(2.2)

Where As is the total surface area of particles per droplet. This was estimated for each impactor
size bin using the mass of sampled aerosol, the average specific surface area of particles in each
bin and the known droplet and suspension volumes (1 µL and 3 mL respectively).

The mass of aerosol sampled in each size bin was determined gravimetrically. Before preparing
the suspensions as described above each filter was weighed using a micro-balance (Sartorius
Cubis High-Capacity Micro Balance, Sartorius Ltd.). After washing, the filter was removed from
the suspension and dried in an oven at 50 ◦C for approximately 1 hour and weighed again. The
difference in mass before and after washing was then taken as the sampled aerosol mass for
that size bin. Measurements of such low masses can have a high uncertainty so each filter was
weighed 5 times and the mean and standard deviation were calculated. In addition, filters were
placed under an anti-static fan before every measurement to minimise errors associated with
a build-up of static electricity. To ensure that the process did not alter the mass of the filters
themselves 20 new filters which had not been exposed to aerosol were analysed using the same
process and the uncertainty was found to be ± 5 µg, which was taken to be the limit of detection
for this method. Finally, droplet freezing experiments using the wash-off suspensions from the
blank filters were used to confirm that there was no increase in background INP activity and
therefore we can assume the process does not introduce contamination.
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The average specific surface area of particles in each size bin was estimated using Equation 3:

SSA = 6
ρd

(2.3)

Where ρ is the density of the particle and d is the diameter of the particle. A value of 2.65 g cm−3

was used for ρ, which represents mineral dust, and d was approximated by using the diameter
at the middle of each size bin. For stage A which does not have a defined upper size boundary
we used a diameter of 4 µm because we were unlikely to collect particles >6 µm due to particle
losses as a result of high wind speeds, as outlined above.

2.2.6 Particle dispersion and dust concentration modelling

The transport dust from the Copper River was modelled using the FLEXible PARTicle dispersion
model (FLEXPART) (Stohl, 2006; Pisso et al., 2019). FLEXPART is a Lagrangian particle dispersion
model used to simulate the transport of air parcels by mean flow as well as processes such as
turbulent and diffusive transport, turbulence and convection (Pisso et al., 2019). We used
FLEXPART to run 10-day forward trajectories of particles released over a four-day period, the
results presented in this paper correspond to FLEXPART runs starting at 00:00 on 14th October
2019. Particles were released between 0 and 10 m above the surface in a 300 km2 region covering
the lower reaches of the Copper River Delta and encompassing our sampling sites. Model runs
were driven by ERA5 meteorological reanalysis data from the European Centre for Medium Range
Weather Forecast (ECMWF) (Hersbach et al., 2020) with a 3-hour temporal resolution, 0.28◦

x 0.28◦ (30 km) horizontal resolution and 137 vertical levels. We used an aerosol tracer with
characteristics tuned to represent mineral dust, and in particular to accurately represent wet
and dry aerosol removal processes. Wet deposition in FLEXPART is partitioned into below- and
in-cloud processes, taking into account scavenging by rain and snow as well as the efficiency of
particles to act as cloud condensation nuclei or INPs. Scavenging coefficients were chosen based
on findings of a multi-year study of mineral dust deposition using FLEXPART (Groot Zwaaftink
et al., 2016). Particle sizes in FLEXPART are defined by a log-normal distribution around a mean
particle diameter, where the user can specify the mean and sigma values. We tested different
particle sizes, corresponding to the size bins of the impactor stages, however the results presented
in this study correspond to a mean particle diameter of 1 µm because accumulation mode dust
particles dominate the number of dust INPs due to their long lifetime and high concentration. A
comparison of modelled INP concentration with different mean particle sizes is shown in Fig. A.3
(Appendix A). When running forward trajectories the total mass emitted can be specified at the
start of each model run. Estimates of the total dust mass from a snapshot of a dust plume during
a large event in 2006 ranged from 9 to 26 kt, this event continued intermittently for 18 days and
hence it was expected that the total mass emitted over the full period was considerably higher
(30-80 kt) (Crusius et al., 2011). Comparing satellite imagery from this event to our sampling
period suggests that the total emissions during the event we sampled are likely to be considerably
less. To capture the possible range of emissions from dust events, and the resulting atmospheric
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INP concentrations, we repeated FLEXPART runs with total masses ranging from 1-80 kt (Fig.
A.4, Appendix A).

2.2.7 Modelled INP concentrations

From our calculations of ns, we developed parametrisations of ns(T ) representing dust from
the Copper River. For each of the four impactor stages we calculated a mean ns(T ) curve.
We then fitted a second-order polynomial to the logarithm of these mean values to yield four
different parametrisations, based on particle size. Combining ns(T ) with dust concentration and
temperature leads to atmospheric INP concentrations, N INP(T ):

N INP(T ) = Ndust [1 − exp(−ns(T )s)] (2.4)

ns(T ) is the ice-active site density at temperature T , s is the surface area of an individual particle
and Ndust is dust number concentration. In this case, Ndust can be determined from FLEXPART
model results and T set to the ambient atmospheric temperature (T amb) from ERA5 reanalysis
data to determine N INP(T ), or the number of particles that might activate to ice at T and within
a cloud droplet. The results from model runs shown in this paper represent a particle size of
1 µm hence we used the ns parametrisation for stage B, which corresponds to 1-2.5 µm, and
calculations of s are based on a particle diameter of 1 µm. In addition, dust mass concentrations
from FLEXPART were converted to Ndust based on a particle diameter of 1 µm and a density of
2.65 g cm−3.

2.3 Results

2.3.1 Fraction frozen and INP concentration

We collected size-resolved samples of airborne dust during a field campaign to the Copper River
in Autumn 2019. Using a multi-stage cascade impactor that collects samples onto substrates in
four size bins (0.25-0.5 µm, 0.5-1.0 µm, 1.0-2.5 µm and >2.5 µm) we collected multiple samples
during dust events, where the mass loading was 10 to 170 µg (see Table 2.1). Substrates from
the four impactor collection stages were analysed using droplet freezing experiments, from this
we determined fraction frozen (fice) and INP concentrations (N INP) for each size bin. Details of
each sampling period are given in Table 2.1 and the resulting size-resolved fice and N INP values,
as a function of temperature, in Fig. 2.4.

The majority of the data are above the mean handling blank, showing that dust from this region
nucleates ice at warmer temperatures than the experimental background. Both fraction frozen
and N INP show some size dependence with the larger stages, A and B, freezing at warmer
temperatures. This is particularly apparent in samples 191017 (AM) and 191018 which exhibit
the largest difference in fraction frozen and N INP between stages A and B compared to C and D.
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This shows that larger particles contribute more to the INP population at the source. The sampling
periods with higher INP concentrations (191017 (AM) and 191018) corresponded to the periods
with greater dust loading, see Table 2.1. Other size-resolved INP concentration measurements
in the North American Arctic also show that on at least some days the INP concentrations at
temperatures above ∼-20◦C are greater in the supermicron size range compared to the submicron
range (Mason et al., 2015; Creamean et al., 2018; Si et al., 2019). Hence, this may indicate
that local dust sources contribute to the super-micron INP population across the North American
Arctic.

Tab. 2.1.: Overview of each sample. Locations A and B correspond to those shown on Fig. 2.2. Wind speeds
refer to the measured wind speed at the start of the sampling period. PM10 is calculated from the mass on
each stage and the sample volume. The uncertainty in PM10 values combines the standard deviation of the
mass measurements for each stage and the instrument uncertainties.

Sample Location Sample
vol. (L)

Wind speed
(m s−1)

Mass per stage (µg) PM10
(µg m−3)A B C D

191013 A 2172 13 41 16 < 5 < 5 26 ± 8

191016 A 1593 15 27 12 20 11 43 ± 11

191017 (AM) A 1696 15 128 118 9 8 167 ± 6

191017 (PM) B 1579 17 < 5 10 < 5 7 10 ± 7

191018 A 2255 12 40 75 27 6 66 ± 5
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Fig. 2.4.: Size resolved ice-nucleating activity of Copper River Valley dust. (A) Fraction frozen for all
samples. (B) INP concentration per standard litre of air for all samples. Different colours represent each of
the four collection stages and different symbols distinguish different sampling days. The mean and standard
deviation of handling blanks shown in (A) represent the background INP activity used in calculating the
error shown by error bars in (B).
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2.3.2 Heat sensitivity of samples

We used heat tests to further investigate the INP activity of our samples and identify potential
biogenic controls of the nucleation. Ice-nucleating proteins in fungus and bacteria are known to
deactivate on heating to ∼100◦C when immersed in water (Daily et al., 2022). In contrast, the
mineral K-feldspar, which often controls the ice-nucleating activity of abiotic mineral dusts, does
not deactivate under the standard wet-heat test conditions. Hence, we interpret a decrease in
ice-nucleating activity after heating as the presence of an ice-nucleating proteinaceous biological
component contributing to the activity of the sample.

Comparing our unheated and heated samples for all size bins (Fig. 2.5) shows a clear reduction
in activity. Generally, the larger size bins experienced a greater decrease in activity on heating.
Comparing heated and unheated samples in each size range shows that the most significant
deactivation occurs in the larger size bins and change in the median freezing temperature, ∆T50,
decreases with each size bin. This deactivation, and the fact that the activity was also observed to
be size-dependent (Fig. 2.4), suggests that either larger biological particles are present in the
glacial dust or that large dust particles have ice-nucleating proteins attached to them. For stages
A and B on the 18th October we saw a much smaller decrease in activity (∼2◦C, vs. a mean of
3.6◦C). This perhaps indicates the presence of either heat-insensitive mineral dust (unlikely given
the analysis presented below) or heat-insensitive biological materials, such as polysaccharides
from pollen. Changing weather and environmental conditions, such as soil moisture, may also
affect the emissions of dust. During the field campaign, we experienced rain on 12th and 13th

October followed by dry conditions. This meant that throughout the field campaign the surface
was drying, however the soil moisture across the delta is likely to vary and the drying itself
would depend on sediment composition, particle size and location. Hence it is possible that
the characteristics of the dust emissions, such as the size distribution and biological content,
change as this drying process progresses and dust can be emitted from different areas. This
suggests that the environmental conditions in the watershed influence the ice-nucleating activity
of high-latitude dusts.

Stage A

Stage C

Stage D

Stage B

Fig. 2.5.: Heat tests for protein-based biological ice-nucleating entities. Fraction frozen before heating
(blue) and after heating (red) of each sample along with box plots for each stage. The box plots include all
of the samples, each box represents the 25 and 75 percentiles and the whiskers cover the full spread of the
data. The median freezing temperature, ∆T50, is shown with a black line.
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2.3.3 Ice-active site density

To quantify the ice-nucleating activity of our Copper River dust samples we normalised the INP
concentration data to the aerosol surface area derived gravimetrically to give the ice-active site
density, ns (Fig. 2.6). The general trend across the 5 samples (that we could obtain gravimetric
data for) was that the larger particles had a greater ns than the smaller ones, by approximately
one order of magnitude. Reicher et al. (2018) reported that desert aerosol particles in Israel of
D50 3.2 µm had a slightly larger ns than 1.0 µm particles. Similarly, in Leeds UK, Porter et al.
(2022) report that the 2.5 to 10 µm size range had a greater ns than the < 2.5 µm. However, there
are other locations where the activity of aerosol does not increase with particle size, for example a
measurement from Svalbard indicates that particles between 0.5 µm and 10 µm had very similar
ns values. Overall, it seems that for Copper River Valley dust the larger particles have a greater
ice-nucleating activity (on a per surface area basis) than the smaller ones. Since accumulation
mode particles will have a longer lifetime than the coarse mode in the atmosphere we would
therefore expect the overall activity of Copper River Valley dust to decrease on transport.
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Fig. 2.6.: Size resolved active site density (ns) of Copper River samples. (A) Comparison of ns for Copper
River dust to ns parametrisations of ice-active minerals from Harrison et al. (2019) scaled to the mineral
content of our bulk sample (from XRD analysis): 9% K-feldspar, 15% quartz and 58% albite. (B) Comparison
of ns for Copper River dust to airborne dust samples from Iceland (Sanchez-Marroquin et al., 2019) and
Svalbard (Porter et al., 2020) and sediment samples from Iceland (Paramonov et al., 2018) and the Yukon
(Xi et al., 2022). (C) Comparison of the ns for Copper River dust before and after heating as well as to the
same minerals as in (A).
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X-Ray diffraction (XRD) of our bulk surface samples (sieved to 45 µm) highlights the presence of
a number of known ice-active minerals, namely Potassium (K-) feldspar (8.94%), quartz (15.41%)
and albite (57.61%) (as well as 5.86% muscovite, 7.99% calcitep, 4.19 % other). Hence, in Fig.
2.6A we plot the corresponding scaled ns curves for the three minerals with the greatest ice-
nucleating ability (K-feldspar, quartz and albite) (Harrison et al., 2019). These proportions were
derived for 45 µm sieved dust and the amount of these minerals in the aerosol fractions is very
likely different (most likely smaller), hence quantitative comparison with our measured ns values
should bear this in mind. Nevertheless, we can draw useful conclusions from this comparison.
Due to its high ice nucleating activity and abundance, we would expect K-feldspar to be the most
important mineral for ice nucleation. However, our samples show a much shallower slope and
higher activity at warmer temperatures (Fig. 2.6A) compared to a scaled parametrisation of
pure K-feldspar. Similarly, both albite and quartz are considerably less active than our samples.
This suggests that conversely to low-latitude African desert dust (Harrison et al., 2022a; Price
et al., 2018), the activity of dust from the Copper River is not controlled by K-feldspar or other
ice-active minerals at temperatures above about -20◦C. At temperatures below -20◦C K-feldspar
may account for an increasing proportion of the ice nucleating activity of our samples.

In Fig. 2.6B we compare our ns values for Copper River Valley dust to ns for other northern
high-latitude samples. Comparing our Copper River Valley results to ns for Icelandic dust sampled
from an aircraft reveals that the dust from the two very different locations has very similar activity
and the parametrisation of the Icelandic dust fits our data well. Xi et al. (2022) report the
ice-nucleating activity of dust samples from a glacial valley in the Yukon, Canada (on the other
side Chugach mountain range, 300 km away from the Copper River Delta). Their results fall
at the low end of the range of our data. Porter et al. (2022) report size-resolved ns values for
a sample collected from a ship near Longyearbyen in Svalbard. As mentioned above, they do
not observe a clear dependence on aerosol particle size, but their ns values do overlap with the
upper end of our range of ns values. Paramonov et al. (2018) used a continuous flow diffusion
chamber to study the ice nucleating activity of Icelandic dust (amongst others), their ns values
extend our literature comparison to lower temperatures. Interestingly, they found that ns for 200
nm particles was greater than that for 400 nm particles, the opposite trend to what we observed.
This comparison with the literature suggests that the ice nucleating activity of aerosol around the
Arctic varies by at least two orders of magnitude and that the size dependence of ns also varies.

In Fig. 2.6C we plot the ns values for unheated and heated samples of Copper River Valley dust
(this is the same data as in Fig. 2.5). The bulk of the samples are heat sensitive across the whole
temperature range and fall into the regime defined by the minerals after heating. It is important
to note that the mineral lines are defined using mineral proportions determined by XRD for a 45
µm sieved fraction and the fact that the heated ns values fall below the K-feldspar line indicates
that there is indeed less K-feldspar in the sample than the 8.94% defined by XRD. Xi et al. (2022)
report that the ice-nucleating activity of dust samples from a glacial valley in the Yukon, Canada
was dominated by biological material above -15◦C. They did a further test using ammonium
salts, which are known to enhance the ice nucleating activity of minerals (Whale et al., 2018), to
show that the INP population below -15◦C was dominated by mineral particles. This contrasts
with dust from the Copper River Valley where there is heat sensitivity to below -25◦C. This is
consistent with Fig. 2.6B where we find that the Copper River valley dust is as much as 2 orders
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of magnitude more active than that from the Yukon. This difference is perhaps related to the
watershed and vegetation cover at the two sites. Xi et al. (2022) sampled dust originating in
the Äay Chù Valley and the Kaskawulsh glacier. The Äay Chù River begins at the Kaskawulsh
glacier and runs approximately 25 km before terminating in Kluane Lake, this is in contrast to
the Copper River which is over 450 km long and has a watershed of over 62000 km2, much of
which is vegetated. The smaller watershed means there is less vegetation and less variability in
vegetation types (determined by comparing the land cover of the Copper River watershed (Fig.
A.2 Appendix A)) with satellite imagery and leaf area index of the Äay Chù Valley (from NASA
WorldView). Vegetation is related to the various fungal and bacterial entities that are known
ice-nucleating particles. Also, ice-nucleating proteins can become bound to mineral particles
when suspended in water (O’Sullivan et al., 2015); this may occur in river water leading to
ice-active proteins being bound to mineral particles. Hence the greater biological INP content of
the Copper River Valley dust compared to that of the Yukon samples may be evidence that the
ecosystem of the watershed defines the ice-nucleating ability of the dust that is emitted.

2.3.4 Dust transport from the Copper River valley

To assess the contribution of the Copper River Valley to INP concentrations across the wider
region, we used the FLEXible PARTicle dispersion model (FLEXPART) to run 10-day forward
trajectories of particles released from the Copper River Delta. FLEXPART is a particle dispersion
model used to simulate the transport of air parcels in the atmosphere. Tracers are given properties
that represent mineral dust and removal processes, such as scavenging by rain and snow, are
included (see the Methods section for details). In Fig. 2.7 we show the results of one simulation
where 15 kt of dust was released over four days, starting on 14th October 2019. Emissions from
the Copper River are controlled by strong winds from the north or north east. These winds arise
due to a pressure gradient driven by high-pressure systems over Alaska and a low-pressure system
over the Gulf of Alaska (Crusius et al., 2011; Schroth et al., 2017). On a smaller scale, wind speed
and direction are influenced by local topography; air is channelled down river valleys and into
the Gulf of Alaska leading to ‘gap’ winds (Crusius, 2021). We observed this during our sampling
period where wind speeds were very low (< 2 ms−1) between Cordova and the western edge of
the river delta and then rapidly increased, up to as much as 25 ms−1, once on the delta itself.
These gap winds lead to initial emissions from the Copper River being transported southwards,
as can be seen in our model results with a plume of high total dust mass extending over the Gulf
of Alaska.

After 48 hours the observed pressure gradient is reduced and the dust plume is influenced by
two low-pressure systems: the first to the west of the Copper River and another to the south,
over the Gulf of Alaska. After 48 hours we observe two ‘arms’ in the modelled dust plume where
dust has been entrained in both of these systems. Low-pressure systems such as those observed
during this period are common in this region, in particular, the Aleutian low is a semi-permanent
low-pressure system located near the Aleutian Islands (to the south west of the Copper River
Delta). The position of this system has been shown to play an important role in controlling dust
emissions and transport from the southern coast of Alaska (Schroth et al., 2017). After 96 hours
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the modelled dust has been transported over the Bering Sea and western North America. Whilst
the total dust mass is relatively low in some regions a region of high concentration (0.02 g m−2)
remains close to the southern coast of Alaska. This pattern persists after 144 hours and after
both 96 and 144 hours is associated with the centre of a low-pressure system. This suggests
the circulation prevents transport over a larger area and further reinforces that the position of
the Aleutian low and other low-pressure systems in the Gulf of Alaska have a strong control on
the transport of dust from the Copper River. After 192 hours the low pressure system begins to
dissipate and the dust begins to disperse. However, total dust mass loading of around 0.002 g
m−2 is predicted. These mass loadings are of a similar magnitude to those predicted for dust in
this region transported from lower latitude sources (Shi et al., 2022).

E

Fig. 2.7.: FLEXPART results from a 10-day simulation of a dust event at the Copper River Delta. (A to D)
Transport of 15 kt of dust that was released over 4 days, starting 14th October 2019. The total column dust
mass (0-10000 magl) for 48, 96, 144 and 192 hours after the start of the emission period are shown. (E)
The vertical profile of the mean position of released particles (blue line), the boundary layer height (dashed
line) and topography (green) along this trajectory.

The vertical profile in the lower panel of Fig. 2.7 shows the mean trajectory of emitted particles.
For the initial 48 hours of the simulation, much of the dust remains within the boundary
layer, however after 48 hours this trajectory begins to increase in altitude, this coincides with
the interaction with low-pressure systems suggesting these systems contribute to the vertical
transport of dust out of the boundary layer. The vertical trajectory reaches altitudes of 2500
metres above sea level (MASL) and shows that much of the emitted dust has been transported out
of the boundary layer, meaning there is potential for this dust to reach regions in the atmosphere
where temperatures are low enough for the dust to nucleate ice and influence clouds. In order
to investigate this further we combined modelled dust concentrations with our parametrisation
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of ns for dust from the Copper River and ambient temperatures (from ERA5 reanalysis data
(Hersbach et al., 2020)) to estimate atmospheric INP concentrations.

Fig. 2.8B shows dust concentrations between 0 and 5000 MASL at 100 m vertical resolution along
a transect at 62◦N and, in agreement with Fig. 2.7, highlights vertical transport of dust with
concentrations exceeding 15 µg m−3 up to 5000 MASL. We calculated mean dust concentrations
in this region of high concentrations (within the red box), shown in Fig. 2.8C. It is clear from both
Fig. 2.8B and C that the peak in dust concentrations is between approximately 2000 and 4000
MASL, where the temperatures range from -5 to -20◦C. The ambient INP concentration reveals
appreciable INP concentrations above approximately 2000 MASL, where the temperature drops
below -5◦C (and is therefore within the constraints of our ns parametrisation). At approximately
4000 MASL, dust mass concentrations are still as high as 6 µg m−3 and N INP exceeds 1 L−1. This
is an appreciable INP concentration and is within the range that is thought to substantially reduce
supercooled water content and alter cloud radiative properties (Vergara-Temprado et al., 2018)
hence INPs from the Copper River at the concentration we have estimated are likely to have an
impact on mixed-phase clouds in this region.

Fig. 2.8.: Case study of dust and INP concentrations after 60 hours. (A) Total dust mass integrated over
0-5000m column. (B) Vertical transect of dust concentrations along the red line shown in (A). Isotherms
(from ERA5 reanalysis data) are shown in grey and topography (from FLEXPART output) is shown in
green. (C) Vertical profile of mean dust concentration calculated within the red box shown in (B). Dashed
lines represent isotherms of mean temperature in the same region. (D) Vertical profile of ambient INP
concentration calculated using our ns parametrisation, dust concentrations shown in (C) and the mean
temperature

Vergara-Temprado et al. (2017) estimated a global distribution of INPs, based on feldspar and
marine organics. Feldspar is an important component of desert dust and therefore can be used
to represent the contribution of desert dust to global INP concentrations. In the region of the
Copper River and Alaska, they estimate an annual mean INP concentration, based on feldspar, of
approximately 1x10−4 L−1 at -15◦C. This is considerably lower than the concentrations we have
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modelled in this study at -15◦C, suggesting that INPs originating from the Copper River could
dominate over those from low-latitude sources.

There are some limitations with the simple modelling approach used in this study, namely that we
used an estimation of emitted dust rather than modelling it with a dedicated emission scheme. To
investigate the effect of varying the initial mass of dust emitted, we completed the same analysis
with total dust emissions between 1 and 80 kt. These encompass the range of total mass emissions
estimated from different methods during a large dust event (Crusius et al., 2017) but could
also represent dust events of different sizes or intensities. We found that the INP concentrations
at -20◦C ranged from 5x10−2 to 1x101 L−1 (Appendix A), this shows that even with a more
conservative estimate of the total dust emissions INP concentrations still exceeded 0.1 L−1. In
addition, in this study we have investigated emissions from one source, however, the south
coast of Alaska has many similar regions where dust emissions have been observed concurrently.
During such events, the total mass emitted across numerous active dust sources is likely to be
considerably higher than our estimates and hence atmospheric dust and INP concentrations could
also be much higher. With this in mind, our calculations represent a reasonable first estimate
of INP concentrations but also highlight the need for further study and better representation of
emissions from high-latitude dust sources in global models.

2.4 Discussion

In this study, we show that glacial dust from the Copper River, Alaska nucleates ice at temperatures
relevant for mixed-phase clouds. Using FLEXPART for particle dispersion modelling we show that
dust from the Copper River may contribute to aerosol concentrations over a large geographical
area. In combination with the size-resolved ice-nucleating activity measurements, modelling
shows that this dust can be lofted by meteorological phenomena typical of this region, to altitudes
where it is sufficiently cold that it can contribute a substantial INP population that out-competes
INPs associated with distant desert sources. The Copper River Valley is one of many such sources
on the south coast of Alaska and the wider Arctic, hence these results indicate the importance of
the inclusion of high-latitude dust in global models.

Using XRD analysis we identified the mineral composition of this dust and found minerals that are
known to be important for ice nucleation, such as potassium feldspar. We were able to compare
our results to parametrisations of these ice-active minerals and found that the parametrisations
did not match the activity of our samples, suggesting that the observed ice-nucleating activity was
not controlled by the mineral composition of the particles, in contrast to dust from low-latitude
deserts. This was further supported by heat testing the samples which revealed that all samples
were sensitive to heating, with the most deactivation observed in the larger size bins. From
these results, we conclude that there is a heat-sensitive biogenic component that controls the
nucleation, particularly at temperatures warmer than -20◦C, and we propose that this could be a
result of the mixing of glacial dust with biogenic material during transport or growth of biogenic
material over time. This finding is of particular importance because it shows that not only do
dust concentrations need to be correctly modelled but also that parametrisation of ice-nucleating
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particles must be adapted to correctly represent high-latitude sources in order to better represent
primary ice production and its role in cloud properties and climate feedbacks. In addition, we
found that our samples differed from those from other similar high-latitude sources, such as
glacial dust studied by Xi et al. (2022), and were considerably more active (higher ns values)
which may be due to greater biogenic content in our samples. This suggests that the local
environment, specifically the river catchment, influences the processing of glacial dust and alters
the ice-nucleating properties of transported sediments. This is also an important consideration
when representing high-latitude dust sources in global models but further studies are needed to
better understand the variability in ice-nucleating activity of high-latitude dust.

We have investigated one important high-latitude dust source however there are still very few
studies of this nature and there are many dust emissions regions in northern and southern
high latitudes that have not been studied. Linking field observations with modelling of dust
transport is a crucial step in determining the contribution of high-latitude dust to atmospheric INP
concentrations however many previous studies have focused on either observations or modelling.
For example, Tobo et al. (2019) and Xi et al. (2022) identified high-latitude sources of INPs
but did not investigate the transport and atmospheric concentration of INPs from these sources
whereas Shi et al. (2022) and Kawai et al. (2023) studied the contribution of HLDs to INPs in
the Arctic but used a single parameterisation to represent all HLDs. In addition, studies such
as Sanchez-Marroquin et al. (2020) and Kawai et al. (2023), use global aerosol models that
require significant resources and expertise to run. The approach outlined in this paper offers
a methodology to investigate potential INP sources, from observations at the source through
to modelling atmospheric concentrations, that could easily be applied to other high-latitude
dust sources. Using portable battery-powered sampling equipment, which is easy to carry and
deploy in the field, opens up the possibility of making measurements in more inaccessible regions
where larger field campaigns would be impractical and expensive. In addition, we chose to
use FLEXPART over a more complex aerosol model because it is a computationally inexpensive,
open-source model that can be easily tailored to different scenarios and run without extensive
modelling experience. Applying this approach to other high-latitude dust sources would provide
a comprehensive first estimate of INP concentrations which can be used to help inform which
dust sources need to be included in global models.
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Using remote sensing to explore ice
formation in mixed-phase stratiform clouds at
Summit Station, Greenland

3

3.1 Introduction

The Greenland Ice Sheet (GrIS) has been losing mass at an accelerating rate since the late 1990s,
primarily due to changes in the surface mass balance (SMB) driven by increased surface melt
(Hanna et al., 2013; van den Broeke et al., 2016; Slater et al., 2020). As a result, the GrIS is
currently the largest single contributor, by mass, to sea-level rise (Bamber et al., 2018; Hofer et al.,
2020), making up 60% of the contribution to sea-level rise from ice sheets (Slater et al., 2020).
Clouds play a fundamental role in the surface mass balance (SMB) of the GrIS, influencing both
mass loss and mass gain. Clouds control the amount and distribution of precipitation on the ice
sheet, which provides a mass input and drives inter-annual SMB variability (van den Broeke et al.,
2009). They also modulate the surface energy budget (SEB) which in turn influences surface melt
(Bennartz et al., 2013; Miller et al., 2017). Hence, understanding the role of clouds in the SMB is
crucial. Low-level mixed-phase clouds are of particular interest due to their warming effect over
the ice sheet (Miller et al., 2015) which can increase ice sheet runoff (Van Tricht et al., 2016) and
enhance both the intensity and extent of extreme melt events (Niwano et al., 2019; Gallagher
et al., 2020; Bennartz et al., 2013). As outlined in Chapter 1, mixed-phase clouds are highly
sensitive to the presence of aerosols and can be influenced by both cloud condensation nuclei
(CCN) and ice-nucleating particles (INPs). The modification of cloud properties and precipitation
processes by aerosols over the GrIS has a resulting effect on the SMB, hence understanding the
interactions between aerosols and clouds is vital for accurate predictions of GrIS melt.

Almost half of the snowfall falling on the GrIS each year is from precipitation events associated
with mixed-phase clouds (McIlhattan et al., 2020; Pettersen et al., 2018). In the accumulation
zone, precipitation from mixed-phase clouds is a major driver of changes to the SMB, contributing
over 50% of the total annual accumulation (Pettersen et al., 2018). Comparisons of observations
with model predictions of precipitation show that models generally overestimate precipitation
frequency and accumulation (Kay et al., 2018; Lenaerts et al., 2020b), whilst simultaneously
underestimating the presence of liquid-bearing clouds (McIlhattan et al., 2017). This suggests
that ice-related processes such as the Wegener-Bergeron-Findheisen (WBF) process are overactive
in these models, causing over-efficient scavenging of supercooled liquid (McIlhattan et al., 2017).
The WBF process is strongly linked to INP concentrations (N INP) and in other regions of the
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world, improving the representation of N INP has reduced similar biases in model predictions of
liquid cloud fraction (Vergara-Temprado et al., 2017). However, to date, there have not been any
observations of INPs on the GrIS and N INP remains a major uncertainty in accurately modelling
precipitation associated with mixed-phase clouds in Greenland.

The amount of ice in clouds is not only affected by primary ice production (PIP), which is
modulated by N INP, but also by secondary ice production (SIP) which can result in N ice being
several orders of magnitude larger than N INP (Hobbs, 1969; Mossop, 1985; Rangno and Hobbs,
2001a; Korolev and Leisner, 2020). Several pathways by which SIP contributes to N ice have been
proposed (as outlined in Chapter 1) however the relative importance of different SIP mechanisms,
and the environmental conditions under which they occur, is still not well understood. In addition,
the minimum concentration of INPs required to trigger SIP is not well defined (Sullivan et al.,
2018). Many previous studies have focused on the Hallet-Mossop (HM) process which takes
place at temperatures between -3 and -8◦C (Hallett and Mossop, 1974), however, observations in
mixed-phase clouds at colder temperatures have also shown N ice of many orders of magnitude
more than N INP Korolev et al. (2022); Pasquier et al. (2022). The dominant SIP mechanism at
temperatures below -8◦C has not yet been clearly identified. Observations at Summit Station,
at the highest point on the GrIS, show that the mean (1992–2019) surface temperature in the
summer months is around -13◦C (Hanna et al., 2021) and that clouds are present more than 85%
of the time (Shupe et al., 2013). Therefore, SIP processes that occur below the HM regime are
likely to be important.

Investigating PIP and SIP requires knowledge of both N INP and N ice. Whilst there has been a
resurgence in INP measurements in recent years (DeMott et al., 2018; Burrows et al., 2022),
there are limited concurrent observations of N INP and N ice; hence, the link between them is
poorly understood and the relative importance of primary and secondary ice formation in mixed-
phase clouds remains unclear (Zhao and Liu, 2022). This dearth of observations is, in part,
because making observations of both INPs and ice in clouds is challenging. INPs are rare, with
concentrations often much lower than the overall aerosol concentration, so long sampling times
are required. Measuring N ice has its own challenges; in-situ observations, such as from an aircraft,
are limited in their spatial and temporal resolution and are affected by sampling biases as a
result of crystal shattering while sampling at high speeds. Measurements in Greenland have also
been limited by the remoteness of the region. This means that observations of INPs in Greenland
have been limited to atmospheric sampling at coastal sites (Wex et al., 2019; Sze et al., 2023) or
analysis of ice cores (Schrod et al., 2020) and observations of N ice in clouds over the GrIS have
not been made.

In recent years, remote sensing techniques have increasingly been used to make observations
of clouds. Satellite observations, such as CloudSat (Stephens et al., 2002) and Cloud Aerosol
Lidar and Infrared Pathfinder Satellite Observations (CALIPSO; Winker et al., 2010) and networks
of ground-based remote sensing instruments, such as the Atmospheric Radiation Measurement
(ARM) program and Cloudnet (Illingworth et al., 2007), allow measurements of cloud properties
around the globe. However, determining microphysical properties from remote sensing observa-
tions is not a trivial task. Retrieving N ice is particularly challenging, and the strong variability in
the shape and size of ice crystals means prior knowledge of crystal size is a requirement of many
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retrieval methods. As outlined in Section 1.6.2, radar and lidar operate at different wavelengths
making the received signals sensitive to distinct moments of the particle size distribution. Several
approaches have been developed to exploit this wavelength dependence to estimate N ice when
concurrent radar and lidar observations are available (Delanoë and Hogan, 2010; Cazenave et al.,
2019; Sourdeval et al., 2018; Gryspeerdt et al., 2018). However, when dealing with optically thick
clouds, the lidar signal is quickly extinguished, rendering such retrieval methods ineffective. Bühl
et al. (2019) propose an alternative approach that uses terminal fall velocity (vt) to determine
particle size and estimate N ice. This method offers a viable solution for clouds or cloud regions
that cannot be penetrated by lidar.

In this study, we make use of a unique year-long dataset of INP measurements and long-term
remote sensing observations from Summit Station, at the highest point of the GrIS, to investigate
primary and secondary ice production and the role of INPs in Arctic clouds. We apply the
method from Bühl et al. (2019) to the instrumentation available at Summit Station to determine
N ice at Summit Station for the first time. By comparing these observations with meteorological
measurements and INP data we identify regions of potential primary and secondary ice production.
Summit Station has a unique environment due to its high-altitude location on the Greenland Ice
Sheet, however stratiform mixed-phase clouds observed here have a similar structure to those
elsewhere in the Arctic (Shupe et al., 2013) hence this study provides valuable insights into ice
production in climatically important mixed-phase clouds.

3.2 Methods

3.2.1 Measurement location and instrument setup

Summit Station (Summit) is a high-altitude, high-latitude year-round Arctic research station
located at the highest point of the Greenland Ice Sheet (Fig. 3.1a). Summit is operated by the US
National Science Foundation. Since 2010, a suite of ground-based remote sensing instruments
(Fig. 3.1b) has been deployed at Summit as part of the ICECAPS (Integrated Characterization of
Energy, Clouds, Atmospheric State, and Precipitation at Summit) project (Shupe et al., 2008a). In
2019, the ICECAPS project was expanded to include surface measurements of aerosols, including
INPs, for the Aerosol Cloud Experiment (ICECAPS-ACE) (Guy et al., 2021). In this study, we
make use of ICECAPS observations from June-November 2019. An overview of instruments used
for cloud and meteorological observations is provided in Table 3.1, and key data processing
procedures are outlined in Sections 3.2.2-3.2.5. INP sampling and analysis are described in
Section 3.2.6. Finally, the retrieval of ice crystal number concentration is described in Section
3.2.7.
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Fig. 3.1.: Map of Greenland (by Eric Gaba under CC BY-SA 3.0) and overview of ICECAPS instruments
(from Shupe et al., 2013). Summit Station is at the location of the GISP2 drill site.

Tab. 3.1.: Instrument specifications and measurements used in this study

Instrument Key Specifications Measurements Application

Millimeter cloud
radar (MMCR)

Ka-band (35 GHz), 8
mm wavelength, 2 s
time res., 45 m
vertical res.

Reflectivity, Doppler
velocity, Doppler
spectrum width

N ice retrieval,
IWC, vertical air
motion

Micropulse lidar
(MPL)

532 nm wavelength,
15 s time res., 15 m
vertical res.

Backscatter,
depolarization ratio

N ice retrieval,
cloud phase

Microwave
radiometer
(HATPRO)

7 channels 22-32 GHz,
7 channels 51-59 GHz,
2-4 s time res.

Downwelling
brightness
temperature

LWP, PWV,
atmospheric
temperature

Sodar 2100 Hz, 1 s time res.,
<1m vertical res.

Reflectivity Boundary layer
structure

Precipitation
occurrence sensor
system (POSS)

X-band (10.5 GHz), 1
min time res.

Reflectivity, Doppler
spectra

Snowfall
occurrence at
the surface

Vaisala RS41-SG
radiosondes

1 s time res., 00:00
and 12:00 UTC

Temperature, relative
humidity, pressure,
wind

Temperature,
atmospheric
structure

Ice particle
images (icePIC)

Canon D50 DSLR,
5.6x magnification, 1
µm resolution

Digital photographs Ice crystal shape
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3.2.2 Millimeter cloud radar

The Millimeter cloud radar (MMCR; Moran et al. (1998)) is a zenith-pointing, Ka-band (35 GHz),
single-polarization, Doppler cloud radar operating at an 8 mm wavelength. Doppler spectra
are produced from the backscatter signals in each range gate of the radar using fast Fourier
transform (FFT) techniques (Kollias et al., 2007c). The first three moments of the Doppler
spectra correspond to the reflectivity, mean Doppler velocity, and Doppler spectrum width. Four
different data acquisition modes each with slightly different operational parameters (e.g. vertical
resolution, number of FFT points, Spectral averaging time) are cycled through sequentially whilst
the MMCR is in operation (Moran et al., 1998; Clothiaux et al., 1999; Widener and Johnson,
2005). Each of these modes enhances the sensitivity of the radar in a different way, allowing data
to be recorded concurrently that is suitable for a range of intended applications. In this study
mode 1 is used because in the lowest 3 km of the atmosphere it is the most sensitive of the four
modes, making it the most suitable for investigating boundary layer clouds (Widener and Johnson,
2005; Clothiaux et al., 1999). In mode 1 the Doppler spectral moments are determined using 64
FFT points and spectral averaging uses 64 Doppler spectra. The radar reflectivity, mean Doppler
velocity and Doppler spectrum width are calculated at 2 s time resolution and 45 m vertical
resolution with a measurement uncertainty 0.5 dB for reflectivity and 0.1 ms−1 for Doppler
velocity and Doppler spectrum. For the applications in this study, the full Doppler spectrum data
were not required so the ICECAPS data product containing the calculated moments was used
(Shupe, 2020).

The data also include the signal-to-noise ratio (SNR) which expresses the relative intensity of the
radar return signal from a cloud compared to the noise in the receiver and is used to remove data
where there is no atmospheric signal (Kollias et al., 2005, 2007b). SNR values are associated
with potentially large errors in the Doppler moments, to account for this data where SNR was
less than -14 were removed. It is sometimes necessary to correct for attenuation of radar signals
due to atmospheric gases and hydrometeors (Illingworth et al., 2007; Kalogeras and Battaglia,
2022), however in this case attenuation corrections were deemed unnecessary. At millimetre
wavelengths, liquid precipitation is an important source of attenuation (Moran et al., 1998) but
at Summit rainfall has only been observed once since records began (NSIDC, 2021) so this does
not need to be considered (yet...(Lenaerts et al., 2020a)). Correcting for attenuation due to liquid
water was also deemed unnecessary. For a 94 GHz radar and a cloud with a liquid water path
(LWP) of 500 g m−3 the attenuation would be around 4.5 dB (Illingworth et al., 2007) however,
at Summit where LWP rarely exceeds 50 g m−3 (Shupe et al., 2013), and at the 35 GHz frequency
of the MMCR, the attenuation would be substantially smaller and can be considered negligible
(Moran et al., 1998). Attenuation due to ice crystals is also negligible for mm-wavelength radar
(Lhermitte, 1990; Moran et al., 1998; Bühl et al., 2019; Kalogeras and Battaglia, 2022).

A number of secondary parameters were calculated from the MMCR dataset. First, the radar
reflectivity was used to determine cloud top height (CTH), the MMCR was used for this rather
than a combined lidar/radar approach (e.g. Clothiaux et al., 2000) because the lidar is more
quickly attenuated by liquid water and often cannot penetrate to the very top of clouds with
a supercooled liquid layer. Hence, cloud boundaries were defined from the radar echo at each
timestep of the MMCR data. The top of the lowest cloud layer was determined by finding the
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highest consecutive radar pixel with a signal-to-noise ratio of >-14 dB and a reflectivity of >-40
dBZ before a gap of at least two height intervals (90 vertical m). CTH determined in this way was
validated against the height of cloud layers determined from twice-daily radiosonde launches
and found to provide an acceptable estimate of CTH.

Radar reflectivity was also used to derive ice water content (IWC) according to the relationship
between radar reflectivity, temperature and IWC as per Hogan et al. (2006):

IWC = 0.072Z − 0.0233T − 1.70 (3.1)

where Z is reflectivity in dBZ and T the atmospheric temperature in ◦C. Since IWC is used to
make qualitative comparisons between case studies the uncertainties in the calculation were not
calculated.

A key part of the algorithm for calculating ice crystal number concentration (Section 3.2.7) relies
on the relationship between particle size and terminal fall velocity, so Doppler velocity was used
to calculate the terminal fall velocity of hydrometeors. The mean Doppler velocity (vD) measured
by a vertically pointing radar measures the relative speed of hydrometeors moving towards or
away from the detector however, these measured velocities include both the reflectivity-weighted
terminal fall velocity of hydrometeors (vt) and the vertical air motion (vair): vD = vt + vair. To
determine vt from the measured Doppler velocity, a method to estimate vair is necessary. While
Bühl et al. (2019) employed radar wind profiler (RWP) measurements, Summit lacks an RWP.
Hence, we explored alternative methods to obtain vt.

In uniform stratiform cloud systems, vertical air motion tends to be small compared to the fall
velocity of hydrometeors (Protat and Williams, 2011; Matrosov and Heymsfield, 2000; Orr and
Kropfli, 1999) and, over a sufficiently long time period, the small-scale vertical air motions
average to zero. Under this assumption, establishing a power-law relationship between Z and vt

(vt = aZb) and assuming that deviations from this curve are due to vertical air motion enables
a statistical determination of vt (Orr and Kropfli, 1999; Delanoë et al., 2007). However, this
approach assumes the vt − Z relationship is uniform throughout the cloud which is unlikely
to be true, especially in the vertical direction, due to microphysical processes such as crystal
growth and aggregation (Protat and Williams, 2011). To account for this, here we used a vt-Z
relationship that also includes height (H) as a parameter, as proposed by Protat and Williams
(2011) and further developed by Kalesse and Kollias (2013). Following this method, the cloud is
considered in time segments of 20 minutes and the data is grouped into Z-H pairs by separating
the reflectivities into 2 dBZ bins and the heights into 45 m vertical bins (the native resolution of
the MMCR). A time interval of 20 minutes was chosen as this is deemed long enough to filter
the vertical air motion when averaging vD without smoothing out small-scale features (Kalesse
and Kollias, 2013). In each time interval, the average vD was found for each Z-H pair and taken
to equal vt. Then the linear regression coefficients of the vt = aZb relationship were computed
for each time interval. From this, vt was computed at the 10 s time resolution and 45 m vertical
resolution of the radar reflectivity data. An example of the result of this calculation is shown in
Fig. 3.2. Finally, the uncertainty in vt was calculated by combining the measurement uncertainty
of vD with the sum of the squared residuals from the vt = aZb fit in quadrature.

44 Chapter 3 Using remote sensing to explore ice formation in mixed-phase stratiform
clouds at Summit Station, Greenland



Fig. 3.2.: Time-height plot of Doppler velocity (a) from MMCR on 1st November 2019, particle terminal
fall velocity (b) and vertical air velocity (c) calculated using vt − Z − H approach. Positive (red) values
indicate motion towards the radar

An alternative approach for calculating vair and vt is to identify different populations of hydrome-
teors (e.g. liquid and ice) in individual Doppler spectra and calculate the vertical air motions
based on the velocity of small liquid droplets (Shupe et al., 2008b; Radenz et al., 2019). However,
this relies on being able to identify distinct peaks in the Doppler spectrum, in particular a liquid
droplet mode, which was not always possible in these case studies.

3.2.3 MicroPulse Lidar

The MicroPulse Lidar (MPL; Campbell et al. (2002); Flynn et al. (2007)) is a ground-based, eye-
safe lidar operating at 532 nm and oriented 2◦-4◦ off zenith. The MPL is a dual-polarization lidar
that detects the backscatter in two polarization channels: ‘cross-polarized’ (channel 1, denoted
with the subscript ⊥) and ‘co-polarized’ (channel 2, denoted with the subscript ∥). Channel 1
is more sensitive to non-spherical particles (e.g. ice) whereas channel 2 is more sensitive to
spherical particles (e.g. water). This configuration means the ratio between the two signals,
the de-polarization ratio (Flynn et al., 2007), can be used to distinguish between spherical and
non-spherical particles. The MPL at Summit is ‘fast-switching’ meaning it alternates between
channels on every pulse (2500 Hz rate). The ICECAPS MPL data product contains vertical profiles
of backscatter in each channel at a time resolution of 5 seconds and a vertical resolution of 15
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metres. The backscatter data are provided as raw counts that were corrected for background
noise and instrument effects following Campbell et al. (2002). The raw photon counts detected
in each range bin per microsecond can be expressed as:

n(r) = Oc(r)CEβ(r)T (r)2

D[n(r)]r2 + nb

D[n(r)] + nap(r)
D[n(r)] (3.2)

which when rearranged yields the normalized relative backscatter (NRB):

NRB = Cβ(r)T (r)2 = r2

Oc(r)E

[(
n(r)D[n(r)]

)
− nap(r) − nb

]
(3.3)

where n is the counts measured at the detector per microsecond in the range r, Oc is the overlap
correction to account for the reduction in signal strength where the transmitted and received
signals overlap, C is a system calibration constant, E is the transmitted laser pulse energy, β

is the backscatter cross section due to all types of atmospheric scattering, T is the atmospheric
transmittance, nb is the background correction to remove noise due to sunlight, nap is the after-
pulse correction to remove the noise induced by the laser firing and D[n(r)] is the dead-time
correction to remove the saturation effect at high count rates.

D[n(r)], nap(r) and E are provided by the instrument manufacturer, nb is determined by taking
the maximum value of the counts above 10 km for each dead-time-corrected and afterpulse-
corrected profile, Oc has previously been measured at Summit. Once these corrections have been
applied, dividing NRB by the lidar calibration constant C yields the attenuated backscatter (in
sr−1m−1).

βatt = NRB
C

(3.4)

After calculating the NRB for both the cross- and co-polarised channels the MPL depolarisation
ratio (δMP L; Flynn et al. (2007)) was calculated:

δMPL =
NRB∥

NRB∥ + NRB⊥
(3.5)

Finally, lidar extinction was calculated from the attenuated backscatter by multiplication with the
lidar ratio (S):

E = βattS (3.6)

For this study we used a value of 25 sr for S to represent ice clouds (Balmes et al., 2019) and
calculated E using channel 1 backscatter, since this is most sensitive to ice which is of interest for
this study.
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3.2.4 Ice particle imaging

We made use of manually captured images from the ice particle imaging camera (icePIC) to
provide qualitative information about ice crystal habits. These images were taken by the Summit
Station science technicians. Particles were collected on glass slides that were left outside in a
location sheltered from horizontal winds (to prevent contamination from blowing snow) until
falling ice crystals had accumulated on them. The slides were transported to the Mobile Science
Facility where they were photographed using a Nikon D50 digital camera attached to a Thorlabs
RMS4X microscope ( 5.6 x magnification) with a resolution of 1.5 µm.

3.2.5 Meteorological measurements

A two-channel humidity and temperature profiler (HATPRO) microwave radiometer (Rose et al.,
2005) was used to retrieve temperature and humidity profiles, including liquid water path (LWP)
and precipitable water vapour (PWV). The HATPRO is zenith pointing and measures brightness
temperatures at specific microwave frequencies, it has seven channels near the water vapour
absorption line and seven channels near the oxygen absorption line. In this study, we use values
of atmospheric temperature and liquid water path retrieved using the TROPoe iterative optimal
estimation physical retrieval algorithm (Turner and Löhnert, 2014; Turner and Blumberg, 2019;
Guy et al., 2022). The atmospheric temperature profiles were further constrained by combining
them with data from twice daily radiosondes launches. Data from these radiosonde launches were
also used to determine the atmospheric structure, such as to identify the presence of inversion
layers. This was aided by data from a bi-static sodar that was used to provide information on
boundary layer depth and structure. Precipitation occurrence was identified using snowfall rates
from the precipitation occurrence sensor system (POSS).

3.2.6 INP sampling

For this analysis, we make use of a dataset of INP concentrations determined by laboratory
analysis of filter samples collected at Summit Station from 6th June 2019 until 22nd July 2020
as part of the ICECAPS-ACE project. This was managed by PhD student Bethany Wyld and
the measurements and laboratory analysis were undertaken by technicians working on the
ICECAPS-ACE project.

A semi-automated Digitel DPA14 Low Volume Sampler was deployed in the Atmospheric Watch
Observatory (AWO) at Summit Station with its inlet on the roof of the building. This sampler
can be loaded with up to 15 filters and programmed to change to the next filter after a pre-
set sampling time. AWO is located approximately 700 m from the main station in the clear
air zone (CAZ). The CAZ is oriented such that wind-blown emissions from the station (e.g.
combustion aerosol) are less likely to influence sensitive operations, such as aerosol sampling,
in this area. The sampler was fitted with a heated total suspended particulate (TSP) inlet head
which was positioned 1.7 m above the roof of the building, which itself was approximately 4
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metres above the snow surface. After an initial testing period, and considering the low aerosol
concentrations observed at Summit, a sampling time of 56 hours was chosen as a compromise
between time resolution and maximising the probability of having a signal above the technique’s
limit of detection. The sampling flow rate was set to 33.8 L min−1 as per the manufacturers
recommendation and 47 mm diameter track-etched membrane polycarbonate filters with a pore
size of 0.4 µm were used (Nuclepore, Whatman, UK).

Filters were prepared and analysed by technicians in a laboratory in the Mobile Science Facility
(MSF) at Summit. After being removed from the sampler the filter holder tube was sealed to
prevent contamination and transported (on foot) from AWO to a laminar flow hood in MSF. Filter
holders were removed and each filter was placed in a pre-rinsed polypropylene centrifuge tube. 5
ml of ultra-pure water was then added to each centrifuge tube containing a filter and agitated
for 10 minutes using a vortex mixer to remove aerosol from the filter. These suspensions were
then used for droplet freezing experiments using the Microlitre Nucleation by Immersed Particle
Instrument (µL-NIPI) as described in detail by Whale et al. (2015) and in Chapter 2 of this thesis.
Three freezing experiments were undertaken for each filter sample, along with a handling blank.
The ICECAPS-ACE INP data product consists of the raw data from these freezing experiments.
Background subtraction was applied following the method described in Chapter 2 and Appendix
B and INP concentrations were calculated following the method in Chapter 2.

3.2.7 Ice crystal number concentration retrieval

Ice crystal number concentration (N ice) was retrieved using a forward modelling approach as
described in Bühl et al. (2019). This technique compares measured to simulated values of
observational variables in pre-calculated lookup tables that are computed for a range of input
variables. Where the highest probability of the measured values matching the simulated values
is found the corresponding properties of the particle size distribution that would lead to those
measurements are retrieved. The principle of this is illustrated in Fig. 3.3. The retrieval method
is described in detail in Bühl et al. (2019) but an overview is included here for completeness.

Input
Do they 
match?

Calculate particle size 
distribution

Iterate over input values

No

Calculate radar and 
lidar values

Compare forward 
model values with 

observations

Radar and lidar 
observations

OutputYes

Forward model

Fig. 3.3.: Schematic illustrating the principle of forward modelling, applied to retrieving ice-crystal number
concentration from radar and lidar data
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The measurement variables are radar reflectivity (Z), terminal fall velocity of hydrometeors (vt),
Doppler spectrum width (w) and lidar extinction (E). These measurements are stored in the
observation vector m = (Z/E, vt, w). A range of simulated values of each of the variables in m
are calculated by iterating over input variables that describe the properties of the size distribution,
median particle size (Dm) and a shape parameter (µ). Environmental factors, pressure (P ),
temperature (T ), spectral broadening (σ) are also varied. These input variables are stored in the
state vector s = (Dm, µ, P, T, σ).

3.2.7.1 Computing lookup tables

Lookup tables are computed by first calculating particle size distributions (PSDs) for a range of
realistic inputs and then simulating each of the variables in the observation vector, leading to
a table in the dimensions of s × m. In the following, variables with the subscript L represent
those in the lookup table. The PSDs are calculated based on a normalized PSD for ice clouds
represented using the modified gamma distribution described in Delanoë et al. (2005):

N(D) = NtotC

(
D

Dm

)µ

exp
[
−(4 + µ) D

Dm

]
(3.7)

where Dm is the median particle maximum diameter (the diameter of a sphere encircling the
ice crystal (Mitchell, 1996), µ is a shape parameter describing the tilt of the distribution, C is a
normalization factor and Ntot is the total ice number concentration. Since Ntot is an unknown, the
PSDs are calculated for a particle number concentration of 1 m−3 and the resulting calculations
of Z, E are therefore also normalized to 1 m−3. As a result, directly observed values of Z and E

cannot be used in the retrieval but the ratio Z1/E1 = Z/E can.

The relationship between fall velocity and particle size is then exploited to calculate vt from each
PSD. These calculations following an analytical approach that describes the mass and area of
particles as a function of crystal shape and size (Mitchell, 1996; Heymsfield and Westbrook, 2010;
Khvorostyanov and Curry, 2014). These calculations are described in detail in Bühl et al. (2019)
and Khvorostyanov and Curry (2014) however the key formula is:

vtL(D) = Av(D) · DBv(D) (3.8)

where Av and Bv are functions of D and the properties of the surrounding air which depend on
air pressure and temperature. The mass, m, and area, A, of particles are calculated using the
following equations:

m(D) = αDβ (3.9)

A(D) = γDσ (3.10)

where α, β, γ and σ are shape dependent parameters (Khvorostyanov and Curry, 2014). These
parameters must be chosen depending on the ice crystal shapes present, this is discussed in
Section 3.3.2.

3.2 Methods 49



The radar reflectivity is then calculated by first simulating a Doppler spectrum based on the
relation between Z, N(D) and m(D):

Z(D) =
K/0.93(6/917π)2N(D)m(D)2

0.0016 (3.11)

where K is the dielectric constant for ice at 35 GHz, N(D) is the PSD from Eq. 3.7 and m(D) is
particle mass from Eq. 3.9.

From this spectrum, wL (Spectrum width) was determined and the normalised radar reflectivity
calculated:

Z1L =
∫

Z(D)dD (3.12)

The normalised lidar particle extinction coefficient, E, was calculated based on the relation
between extinction and particle area:

E1L = 2
∫

N(D)A(D)dD (3.13)

The above calculations are repeated for every possible combination of values in s and the output
stored in the lookup table vector, L = (Z1L/E1L , vtL , wL).

3.2.7.2 Retrieving properties of the PSD from the lookup table

To retrieve a result from the lookup table each of the measured variables are compared with
corresponding simulated values in the lookup table and a matching probability is calculated. The
measurement error of the observations (in vector e) is included in the calculation:

P = exp

[
−0.5

∑
i

L2
i − m2

i

e2
i

]
(3.14)

This leads to a distribution of values of P , one for each simulation in L. At the position of the
highest value of this distribution, the properties of the size distribution that would lead to the
observed radar spectra are retrieved. A simplified illustration of this retrieval process is provided
in Fig. 3.4.

Finally, the normalized size distribution determined from the retrieved parameters is scaled to
the true ice crystal number concentration, N ice, using the ratio of the normalised reflectivity Z1L

to measured reflectivity Z. The uncertainty of the retrieval of N ice is determined by calculating
the full-width half maximum (FWHM) of the distribution of P as a function of N .
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Fig. 3.4.: Illustration of steps to retrieve properties of the particle size distribution from the lookup tables

3.3 Results and discussion

3.3.1 N ice retrieval evaluation and uncertainties

As outlined in Section 3.2.7.2, the retrieval algorithm produces a distribution of possible results
for each retrieved parameter. The full-width half maximum of this distribution is used to quantify
the retrieval uncertainty. The retrieval can be done with different combinations vt, w and Z/E

which were tested and the output and uncertainties were compared. When using vt, w and Z/E

as the variational parameters in the retrieval, there were often many pixels where a successful
retrieval was not possible. One reason for this is that in optically thick clouds containing liquid
water, the lidar signal is quickly extinguished and therefore a measurement of E was not available.
Where a retrieval with Z/E and w or with Z/E, vt and w was possible, both predicted more
ice than when using vt and w without Z/E by up to an order of magnitude. This was most
pronounced in clouds, or regions of a cloud, that were optically thicker, particularly where there
was more liquid water. This is likely to be because lidar is sensitive to very small droplets in
supercooled layers and these droplets will result in higher concentrations of ice being erroneously
retrieved, when in fact some of this is liquid water (Delanoë and Hogan, 2010). Since we are
interested in investigating ice concentrations at cloud tops, where the lidar may not be able to
penetrate or the retrieval may be biased by liquid, we retrieve N ice using vt and w, and exclude
Z/E. Bühl et al. (2019) found that the retrieval uncertainties when using vt and w, compared to
Z/E and w or Z/E, vt and w were slightly larger however we found that the mean uncertainty in
the retrieval was approximately a factor of 5, in agreement with Bühl et al. (2019) and Ramelli
et al. (2021). Ramelli et al. (2021) also used a radar-only approach and found an acceptable
agreement between retrieved N ice and in-situ observations.
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3.3.2 Ice crystal shape

The retrieval of N ice requires knowledge of the dominant ice crystal shape. This is a difficult
parameter to determine with the instruments available since it generally requires in-situ ob-
servations of individual crystals. We made a first estimate of the appropriate shape using the
well-known relationship between ice crystal shape and temperature (Fig. 3.5) to define three
temperature regimes and choose the corresponding lookup table used for the retrieval.

Fig. 3.5.: Theoretical relationship between temperature, supersaturation and ice crystal habit (from
Libbrecht (2008).

Between -5 and -10◦C and between -10 and -20◦C combined particle types from Bühl et al.
(2019) were chosen: column-like for −5 > T > −10◦C and plate-like for −10 > T > −20◦C. At
temperatures colder than -20◦C, particle shapes from Mitchell (1996) were used. Details of the
temperature regimes and particle shapes are outlined in Table 3.2.

Tab. 3.2.: Temperature regimes and crystal shapes used to choose appropriate lookup table for N ice retrieval

Temperature (◦C) Crystal size Shape

−5 > T > −10
30-600 µm

600-2000 µm

Hexagonal columns

Rimed long columns

−10 > T > −20
15 - 600 µm

600 - 3000 µm

Hexagonal plates

Aggregates mixture

T < −20
30-600 µm

600-3000 µm

Hexagonal columns, bullets

Aggregates of plates, columns, bullets

To validate this, we made use of icePIC images which were available on 14 days between July
to October 2019. Comparing these images with the surface temperatures recorded during the
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observations (Fig. 3.6) showed that at temperatures below approximately -20◦C, column-shaped
ice crystals were predominant, accompanied by some small hexagonal and triangular plates.
Between -20◦C and -10◦C, we commonly see hexagonal plates, stellar plates, stellar crystals,
and aggregates. There were limited observations above -10◦C; however, based on the available
images and accompanying written observations, we identified columns and needles with some
aggregates. These observations provides qualitative evidence that in most cases the temperature
regimes defined in Table 3.2 represent the observed ice crystal shapes well.

Fig. 3.6.: Ice particle images taken at Summit Station in Summer 2019, grouped by surface temperature at
the time of observation (to the nearest 5◦C). Calibration scale = 1 mm with 10 µm ticks.

3.3.3 Overview of case studies

To investigate the relationship between ice nucleating particle concentrations and ice crystal
number concentrations the above methodology was applied to 12 case studies from 2019 where
stratiform clouds that are capped by a temperature inversion were observed (canonical stratiform
clouds) and persisted for at least 6 hours. These clouds were all mixed-phase with a supercooled
liquid layer at the top. For the purposes of this study, we define cloud as occurring when
hydrometeors are observed above 100 m in the atmosphere by ground-based sensors (Shupe
et al., 2013). By this definition, cloud is observed to the lowest observational height of the
instruments (250 mAGL) in all 12 cases. Where there are multiple cloud layers, precipitation
from the layer above can initiate ice formation in the layer below (Vassel et al., 2019) so cases
where there is a second cloud layer less than 1000 m above the top of the lower layer and where
precipitation was observed by radar from higher cloud layers were excluded from this study. In
the following sections, three case studies are presented in detail followed by the results from all
12 cases.
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3.3.4 Case study 1: enhanced ice concentrations at low
temperatures

On 28th August 2019 a precipitating stratiform cloud was observed. For the majority of the time,
hydrometeors were observed from 250 m AGL to a cloud top height of up to 1400 m AGL, as
shown in the radar reflectivity in Fig. 3.7a. The increased backscatter (Fig. 3.7e) and low LDR
values (Fig. 3.7f) at the cloud top show the presence of a supercooled liquid layer between 1200
and 1400 m AGL. Below this, the LDR values suggest that between 06:00 and 13:00 the cloud is
predominantly ice but from 00:00 to 06:00 and after 13:00 liquid is present at lower levels, with
some regions where the cloud does not reach the surface. This can also be seen in the radar data
where there is a general increase in reflectivity and spectral width between 05:00 and 14:00,
indicating the presence of large crystals. During this time there are bands of particularly high
reflectivity reaching the surface, likely due to precipitation.

Fig. 3.7.: Remote sensing observations on 28th August 2019. a) MMCR reflectivity, b) MMCR spectral
width, c) MMCR Doppler velocity, d) MPL total backscatter (sum of cross- and co-polarised channels), e)
MPL depolarisation ratio - blue represents ice crystals and red represents liquid droplets
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The cloud tops decrease in altitude slightly over the 24-hour period, which corresponds with the
decreasing altitude of the temperature inversion in the temperature profiles from radiosonde
launches at 11:19 AM and 11:15 PM (Fig. 3.8a). The vertical profiles of potential temperature
(Fig. 3.8b) show a slight surface-based temperature inversion (SBI) in the evening and a stable
surface layer to around 250 m in both ascents. In the morning there is also a decoupling layer at
around 600 m which is not apparent in the evening profile where there is well-mixed layer above
around 250 m until the temperature inversion at 1500 m. The observed SBI may mean that N INP

measured at the surface is not representative of N INP in cloud, this is discussed further in Sect.
3.3.6.

Fig. 3.8.: Vertical profiles of temperature (left) and potential temperature (right) from radiosonde launches
at 11:19 AM and 11:15 PM on 28th August 2019. (Note: photographs and observations from POSS as
presented in the following case studies were unavailable on 28th August 2019.)

Fig. 3.9 shows the results of the ice crystal number concentration retrieval. The increased amount
of ice between 05:00 and 14:00 can be seen clearly in the IWP as well as the ice concentration.
Fig. 3.9c shows ambient INP concentrations, calculated using the cloud top temperature, and the
ice concentration at different heights in the cloud. At certain times, N ice closely matches N INP

throughout the depth of the cloud. However, between 05:00 and 14:00, N ice at 500 m and 1000
m is enhanced by up to an order of magnitude compared to N INP. Interestingly, this enhancement
is generally not observed at the cloud top. Comparing median N INP and N ice before, during
and after this time period (Table 3.3) confirms that across all time periods, N ice at the cloud
top remains within an order of magnitude of N INP. In contrast, between 05:00 and 14:00 the
median N ice is an order of magnitude larger than N INP at both 1000 m and 500 m. N ice at 1000
m is slightly higher than at 500 m at all times, this variability is within the uncertainty of the
retrieval but could be an indication that ice is sublimating. The fact that N ice does not show the
same increase at the cloud top suggests that primary production is the dominant ice production
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pathway at cloud top and N ice is limited by N INP. In contrast, the enhancement of N ice in the
cloud suggests secondary ice production is occurring.

Fig. 3.9.: Retrieved cloud properties on 28th August 2019. a) ice crystal number concentration, b) ice
crystal number concentration at the cloud top (blue), 500 m AGL (green) and 250 m AGL (red) along with
ambient INP concentration at the cloud top (orange), c) Surface and cloud top temperature (from MWR), c)
ice water path (from MMCR), e) liquid water path and precipitable water vapour (from MWR). Shaded
regions (i)-(iii) correspond to the times in Table 3.3.
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Tab. 3.3.: Median N INP at the cloud top and N ice at the cloud top, 1000 m AGL and 500 m AGL on 28th

August 2019. Time periods (i)-(iii) correspond to the shaded regions labelled in Fig. 3.9.

Time N INP (L −1)
N ice (L −1)

Cloud top 1000 m 500 m

(i) 00:00-05:00 1.4×10−2 5.4×10−2 9.9×10−2 2.8×10−2

(ii) 05:00-14:00 2.2×10−2 5.2×10−2 2.2×10−1 1.5×10−1

(iii) 14:00-00:00 1.3×10−2 1.9×10−2 2.9×10−2 1.2×10−2

3.3.5 Case study 2: high ice concentrations in a moderately
supercooled stratiform cloud

On 5th July 2019 surface temperatures were relatively warm for Summit at around -10◦C and a
persistent stratiform cloud was observed from 16:00 on 4th July until 10:00 on 6th July. The MSF
webcam (Fig. 3.10a) shows that there is low visibility with low-level cloud. The POSS shows
snowfall starting at 03:00 and increasing to a maximum snowfall rate of 0.5 mm h−1 at 13:00.
The temperature profiles from 5th July (Fig. 3.10c) show a temperature inversion at around 750
m with little change in the 12 hours between the radiosonde launches. The profiles of potential
temperature (Fig. 3.10d) show a well mixed-layer from the surface to this inversion with no
decoupling layers.

Fig. 3.10.: Meteorological observations on 5th July 2019. a) photograph taken at 13:00 from a webcam
on the roof of the MSF b) snowfall rate (from the POSS) c) vertical temperature profile from radiosonde
launches at 11:10 AM and 11:15 PM d) potential temperature from the same radiosondes

The radar reflectivity (Fig. 3.11) shows cloud tops of around 750m at the time of the radiosonde
launches, consistent with cloud being capped by the inversion, but cloud tops increase from just
above 500 m at 00:00 to just below 1000 m at 12:00. During this time, the radar reflectivity
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and attenuated backscatter increase, particularly from 05:00 until 14:00 where there are regions
of enhanced reflectivity that indicate the development of large ice crystals and the initiation of
snowfall, in agreement with the POSS observations. Much like case study 1, the high attenuated
backscatter and low LDR values at the cloud top show the presence of a supercooled liquid layer,
below which the cloud is predominantly ice. In this case, the Doppler velocity shows turbulent
motion from the surface to the cloud tops and both the radar and lidar show hydrometeors to the
surface at all times during the 24-hour period. The LDR values are generally smaller than those
observed in case study 1, which could be indicative of more column or bullet-shaped crystals
in 5th July compared to 28th August 2019, this is in agreement with the icePIC observations
discussed in Sect. 3.3.2 where columns were observed at surface temperatures of -10◦C and
above.

Fig. 3.11.: Remote sensing observations on 5th July 2019. Panels a)-e) show the same variables as Fig. 3.7

The retrieved ice crystal number concentration (Fig. 3.12a) shows considerably higher N ice

compared to 28th August, despite cloud top temperatures being up to 10◦ warmer on 5th July. At
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these warmer temperatures, N INP is below the limit of detection of our instruments for some of
the time but the upper limit of N INP, shown by the orange shading in Fig. 3.12c, does not exceed
1.0×10−3 L−1. Comparing this to the median N ice for the whole 24-hour period (Table 3.4)
reveals that N ice is enhanced by at least four orders of magnitude in the cloud. These temperatures
are lower than where the Hallet-Mossop process would be expected to be the dominant SIP
mechanism, suggesting there is an alternative pathway for SIP at lower temperatures. Identifying
this process is challenging without further in-situ observations, such as in-cloud measurements
of ice crystal habit, however, ice-ice collisions have been shown to be most efficient at -16◦C
(Takahashi et al., 1995). It is also possible that ice forms elsewhere, where temperatures could be
warmer, and remains in the cloud until it is observed at Summit. However, due to the location
of Summit Station and the homogeneity of the topography and environment surrounding it, it
is unlikely that there are substantial differences in environmental conditions in the vicinity of
the station. A Lagrangian approach would be required to investigate this further, for example by
making observations of developing cloud systems from an aircraft.

Fig. 3.12.: Retrieved cloud properties on 5th July 2019. Panels a)-f) show the same variables as Fig. 3.9.
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Tab. 3.4.: Median N INP at the cloud top and N ice at the cloud top, 500 m AGL and 250 m AGL on 5th July
2019

Time N INP (L −1)
N ice (L −1)

Cloud top 500 m 250 m

00:00-00:00 <1.0×10−3 8.1×10−2 1.9×101 2.4×101

3.3.6 Case study 3: investigating the decoupled boundary layer

In the final case study, we focus on a cloud layer where we also observed a surface-based
temperature inversion (SBI). When inversions occur, the mixing of air and aerosols to the surface
can be inhibited (Igel et al., 2017) meaning INP measurements made at the surface may not
be representative of those within the cloud, hence we generally excluded such cases from this
analysis. However, SBIs occur more than 70% of the time at Summit (Miller et al., 2013) so
investigating cloud development in the presence of SBIs is of interest.

On 1st November 2019 the MSF webcam (Fig. 3.13a) shows very low visibility and low-level cloud.
The POSS (Fig. 3.13b) shows very low snowfall rates so we consider this a non-precipitating
cloud. The temperature profiles from the 11:16 and 23:24 radiosonde launches (Fig. 3.13b and
c) show that there is a strong temperature inversion and an increase in potential temperature
from the surface to around 200 m indicating a decoupled surface mixed layer.

Fig. 3.13.: Meteorological observations on 1st November 2019. Panels a)-d show the same variables as Fig.
3.10)

From 00:00 until 03:00 low values of radar reflectivity, spectral width and Doppler velocity (Fig.
3.14) are consistent with small liquid particles, but bands of higher reflectivity and low LDR
indicate the presence of some ice. After 04:00, a more uniform cloud with a supercooled liquid
layer at the cloud top and ice below forms. This transition can be observed in the Sodar (Fig.
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3.15) which shows that throughout 31st October there is a clear surface layer, consistent with a
shallow SBI, which develops throughout the day. At around 04:00 on 1st November, when the
stratiform clouds form, this layer breaks down and a deeper mixing layer is observed (to >140
m). The radar reflectivity (Fig. 3.14a) between 04:00 and 06:00 shows a region of enhanced
reflectivity but the spectral width remains low, and the Doppler velocity is generally positive
(towards the radar) suggesting there is a period with less turbulence. Between 06:00 and 12:00
the cloud top height decreases and the backscatter (Fig. 3.14d) and LDR (Fig. 3.14e) indicate a
supercooled liquid layer in the cloud, as well as at the cloud top, most likely forming at the top of
the SBI. After 12:00, this layer dissipates and a single-layer cloud persists for approximately 18
hours.

Fig. 3.14.: Remote sensing observations on 1st November 2019. Panels a)-e) show the same variables as
Fig. 3.7
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Fig. 3.15.: Sodar reflectivity observations on 31st October 2019 (left) and 1st November 2019 (right)

In Fig. 3.16, we highlight these three separate regimes and compare N INP with N ice in them.
We observe high N ice in-cloud shortly after the cloud forms at 04:00, which then reduces as the
cloud heights decrease and more liquid forms. This transition can also be seen in a peak in IWP
followed by a peak in LWP. At this transition, higher vertical velocities were observed, which
could contribute to the increase of liquid water, whilst an increase in precipitation, as seen in Fig.
3.13b, depletes the ice. Between 03:00 and 06:00 median N ice at the cloud top is approximately
7 x higher than N INP. Within the cloud, N ice is observed to be 2 orders of magnitude greater
than N INP at both 500 m and 250 m. Between 06:00 and 10:00 N INP and N ice at the cloud top
both decrease, due to the increase in temperature, but remain in agreement with each other. In
this time period the cloud tops are close to 500 m, hence N ice at 500 m is the same order of
magnitude as N ice at the cloud top. In contrast, N ice at 250 m, which is between the two liquid
layers, is an order of magnitude larger. After 10:00, median N INP and N ice at the cloud top are
still in agreement but N ice at 250 m and at 500 m is larger compared to N INP by an order of
magnitude. This shows that, similarly to case study 1, there is an enhancement of ice in cloud
at low temperatures. Given the SBI, the coldest temperatures in the cloud are not at the cloud
top in this case so the highest N INP may not be at the cloud top and it is possible that primary
production is also higher in-cloud than at the cloud top. Since the concentration of primary ice
influences SIP, assuming there are no other sources of ice, this could also have an impact on
where SIP is occurring in clouds. The lowest in cloud temperatures are outside detection limits of
the N INP measurements and so we were not able to determine N INP in the cloud.

The cloud top temperatures observed in case study 1 on 28th August are similar to those in this
case study, however N ice is an order of magnitude greater on 1st November compared to 28th

August. On 28th August the precipitable water vapour is double that of 1st November, suggesting
the higher N ice is not a result of moisture availability. Two noticeable differences between the
two case studies are 1) N INP is an order of magnitude greater on 1st November and 2) there is an
SBI on 1st November. The clear agreement between N INP and N ice at the cloud tops in both cases
suggests that N INP could be a controlling factor. Lower N INP could also explain why more liquid
persists in cloud on 28th August than on 1st November. It is interesting that N INP and N ice show
good agreement in this case, despite the presence of the SBI. This implies that measurements of
aerosols at the surface may be representative of those above the surface mixing layer if there was
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previously a well-mixed boundary layer. However, it’s clear that further observations of this are
required, for example using a tethered balloon system to make observations above the surface.

Fig. 3.16.: Retrieved cloud properties on 1st November 2019. Panels a)-f) show the same variables as Fig.
3.9. Shaded regions (i)-(iii) correspond to the time periods in Table 3.5.

Tab. 3.5.: Median N INP at the cloud top and N ice at the cloud top, 500 m AGL and 250 m AGL on 1st

November 2019. Time periods (i)-(iii) correspond to the shaded regions labelled in Fig. 3.16.

Time N INP (L −1)
N ice (L −1)

Cloud top 500 m 250 m

(i) 03:00-06:00 1.1×10−1 7.3×10−1 1.0×101 1.7×101

(ii) 06:00-10:00 8.4×10−2 1.2×10−1 1.9×10−1 1.2×100

(iii) 10:00-00:00 1.1×10−1 2.4×10−1 1.5×100 1.2×100
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3.3.7 Ice concentrations in Arctic boundary layer clouds

Fig. 3.17 shows the relationship between retrieved N ice and local in-cloud temperature for all
12 case studies, along with the measured cumulative N INP spectra. The median N ice across all
observations was 0.22 L−1 but there is considerable variability, with 5th and 95th percentiles of
7.9×10−3 L−1 and 14 L−1 respectively. The highest N ice across all observations was 320 L−1.
When comparing each temperature bin, the highest median N ice was between -26 and -27◦C
(1.57 L−1) and the lowest was between -6 and -7◦C (6.4×10−3). These values are in agreement
with other observations of arctic clouds (e.g. Rangno and Hobbs, 2001b; Hobbs, 1969; Pasquier
et al., 2022). There is a clear decrease in N ice to a minimum between -19 and -20◦C, where the
median is 4.0×10−2 L−1, and increase to a maximum between -14 and -15◦C, where the median
is 0.46 L−1. A similar peak in N ice, but at slightly colder temperatures, was observed by Järvinen
et al. (2022), who found the highest median ice concentration in stratocumulus clouds in the
Southern Ocean to be at -16◦C

The green points show N INP for each case study. The points show the mean of three experimental
values and the error bars show the standard deviation. The highest N INP measured was 0.56
L−1 and the lowest was 4.9 ×10−4 L−1, although values of zero were recorded where the
measurements fell in the background data. Across all temperatures, the median N ice tends to
be larger than N INP but between -18◦C and -26◦C the data overlap and N ice increases in line
with N INP, suggesting N ice is limited by N INP in this temperature range. Above -16◦C there is a
clear enhancement of N ice compared to N INP. In Case Study 2 we observed high concentrations
between -10◦C and -16◦C, in agreement with the results shown here, which include a further 4
case studies within this temperature range.

Fig. 3.17.: Retrieved ice crystal number concentrations (blue) for all case studies as a function of in-cloud
temperatures and measured INP concentrations (green). N ice is shown as a boxplot for each 1◦C temperature
bin. The boxes span the interquartile range while the whiskers are 2 x the interquartile range. The centre
line of the box represents the median. Outliers are shown as grey points. Each N INP spectra corresponds
to one sampling period, the points represent the mean of three experimental values while the error bars
represent the standard deviation of these values.

The investigate further, an ice multiplication factor (IMF) (Wieder et al., 2022) was calculated
by dividing N ice by N INP, as shown in Fig. 3.18. Cloud top N INP was used since this (usually)
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represents the coldest part of the cloud and therefore the highest N INP and the upper limit of
the primary ice production. Due to the detection limits of the measurement technique, the N INP

spectra do not extend to temperatures warmer than -14◦C or colder than -26◦C meaning the
calculation was not possible when the cloud top temperature fell outside the range of the INP
data, hence the narrower temperature range of the data in Fig. 3.18 compared to Fig. 3.17.
Across all the data, the median IMF was 8.5 and, similarly to N ice, there is substantial variability
in IMF values with 5th and 95th percentile values of 0.30 and 1185. In Fig. 3.18 we see there is
a peak -14◦C to -15◦C where the median IMF reaches 35. This, along with high N ice shown in
Fig. 3.17, provides further evidence for a SIP mechanism below the Hallet Mossop regime, down
to around -18◦C. Both droplet shattering and ice-ice collisions have been proposed as possible
mechanisms for SIP from -10 to -18◦C (Rangno and Hobbs, 2001b) but determining the dominant
mechanism here is not possible with the instrumentation available.

Fig. 3.18.: Calculated ice multiplication factor (IMF) for periods where the cloud top temperature was
within the range of the INP data. The components of the box plots represent the same parameters as in Fig.
3.17

3.4 Conclusions

In this study, we investigate the microphysical properties of low-level Arctic stratiform clouds
using remote sensing and in-situ observations. We present the first measurements of ice crystal
number concentration (N ice) in clouds on the Greenland Ice Sheet (GrIS), retrieved using remote
sensing observations from Summit Station. N ice had a median of 0.22 L−1 with variability
between 10−3 and 102 L−1, values which agree with other observations in Arctic stratiform
clouds. The highest N ice was around -26◦C and there was a secondary peak at around -15◦C.

Comparing N ice to N INP revealed N ice often greatly exceeds N INP, providing evidence for sec-
ondary ice production in these clouds. The fact that in many cases N ice and N INP were in
agreement at the cloud tops, where primary production would be expected to occur, but N ice was
enhanced in cloud provides further evidence for secondary ice production. Between -18◦C and
-26◦C, we observe that N ice appears to be directly related to N INP but at temperatures warmer
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than -18◦C there is a substantial enhancement of N ice compared to N INP. We calculated an ice
multiplication factor which also showed the highest values above -18◦C, with a peak of 35 at
around -15◦C. From this, we deduce that a SIP mechanism that is active at temperatures below
the Hallett-Mossop regime is contributing to N ice. We also compared two case studies at similar
temperatures, in both we observed enhanced N ice at temperatures as low as -30◦C, once again
confirming the importance of SIP well below the Hallet-Mossop regime. However, there is an
order of magnitude difference in N INP and in retrieved N ice, suggesting that low concentrations
of N INP are limiting PIP and SIP.

A limitation of this study is the lack of in-situ observations of cloud properties to validate the
retrieval of N ice. However, other studies have applied the same method with concurrent in-situ
observations and found acceptable agreement between observed and retrieved N ice (Bühl et al.,
2019; Pasquier et al., 2022; Ramelli et al., 2021; Wieder et al., 2022). The retrieval uncertainties
and calculated ice multiplication factors are in agreement with these studies, and N ice is consistent
with other observations of Arctic mixed-phase clouds. In the absence of in-situ measurements,
this provides some confidence to the results presented but it is clear that further observations
are required. The different timescales of the observations, in particular the fact that the INP
measurements are made over 56 hours, is also a limitation. Addressing this is challenging due to
the difficulty in measuring such low concentrations of INPs and highlights the need to develop
methods to make continuous measurements of INPs in these environments.

Observations of both N INP and N ice are essential to improving the modelling of clouds and their
impact on the surface mass balance of the Greenland Ice Sheet. This study makes an important
step by providing a method to observe N ice using the instrumentation at Summit Station, and
making the first comparisons of N INP and N ice. The ICECAPS project has been collecting data at
Summit Station since 2010, the combination of this unique dataset and the techniques developed
in this thesis open up the possibility of long-term observations of ice in clouds over the Greenland
Ice Sheet.
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Sources of ice-nucleating particles in the
North East Atlantic

4

4.1 Introduction

Shallow supercooled clouds over oceans are climactically important due to their overall cooling
effect. How these clouds respond as the climate warms is a crucial modulator of the expected
warming, through a multitude of cloud feedbacks (Boucher et al., 2013; Ceppi and Nowack,
2021; Forster et al., 2021). Liquid-only marine clouds in the low latitudes are expected to reduce
in amount due to a transition from stratus to stratocumulus and cumulus (Klein and Hartmann,
1993), which will have a warming effect and therefore a positive climate feedback (Forster
et al., 2021). However, in the middle to high latitudes where temperatures are below 0◦C and
mixed-phase clouds are common, warming will result in a change in the composition of the
clouds, with a shift towards there being more liquid and less ice (Gettelman and Sherwood,
2016; Forster et al., 2021; Murray et al., 2021). This will result in clouds with a higher albedo,
and hence a negative climate feedback. This cloud-phase feedback has been shown to have a
significant impact on predictions of equilibrium climate sensitivity (ECS), a measure of how
climate models respond to a doubling of CO2 in the atmosphere, but the exact magnitude of the
feedback remains uncertain (Ceppi et al., 2017; Ceppi and Nowack, 2021; Gettelman et al., 2019;
Storelvmo et al., 2015; Tan et al., 2016). Some of this uncertainty stems from the uncertainties
associated with aerosol-cloud interactions, including the role of INPs, both in the present day and
in a changing climate. Studies have shown that ice processes in models of present-day clouds
are often too active and too much liquid water is removed (Vergara-Temprado et al., 2017),
resulting in an overestimation of the magnitude of the negative cloud-phase feedback and an
underestimation of ECS (Tan et al., 2016). As outlined throughout this thesis, the ratio of ice to
liquid water in mixed-phase clouds is strongly dependent on INPs, hence it is clear that having
an understanding of sources and concentrations of INPs in the mid to high latitudes is crucial to
better constrain the magnitude of the cloud-phase feedback.

However, there is still a lack of understanding of the role of different aerosol particles as INPs
(Murray et al., 2012) and there is a dearth of field observations, in particular of airborne
measurements. Many studies have focused on the very high latitudes (e.g. Porter et al., 2022;
Tatzelt et al., 2022; Shi et al., 2022; Kawai et al., 2023) or the low-latitudes (e.g. Sassen et al.,
2003; Atkinson et al., 2013; Boose et al., 2016; Harrison et al., 2022b) with less focus on INP
sources in the mid- to high-latitudes (50◦-70◦). The INP population at these latitudes can
be influenced by numerous sources, including dust from low-latitude deserts, fertile soils and
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biogenic aerosol from both the marine and terrestrial environment. For example, in the United
Kingdom and North East Atlantic, Easterly flow brings continental air masses that are likely
dominated by organic and anthropologically sourced aerosols (Tunved et al., 2005) whereas
northerly or westerly flow brings polar or maritime air which has not made contact with land
for many 100s of kilometres and is therefore likely to have a less organic aerosol as well as
lower aerosol mass concentrations (Dall’osto et al., 2010). Local aerosol sources such as biogenic
particles (O’Sullivan et al., 2015) as well as long-range transport from dust sources which are
known to be important for INPs such as the Sahara, or high-latitude dust from Iceland (Sanchez-
Marroquin et al., 2020) or Svalbard (Tobo et al., 2019), can also contribute to the total INP
population. This potentially complicated situation, combined with a lack of measurements, means
that INP concentrations and sources are poorly constrained.

Here we present the results of airborne INP measurements from a field campaign based in
Scotland. We use droplet freezing assays to quantify INP concentrations and optical probes on
the aircraft to determine the aerosol size distribution. We utilise the FLEXible PARTicle dispersion
model (FLEXPART) for back trajectory analysis to determine potential sources of INPs in this
region. More specifically we investigate if INP concentrations are significantly higher when
sampled air masses have been in contact with land in order to identify if there is a terrestrial
source of INPs in the UK. We also identify potential sources and inputs to the regional aerosol
population. The results show a significant variation in observed INP which highlights the need
for further measurements in this region in order to understand spatial and temporal variation in
atmospheric INP concentrations.

4.2 Methods

4.2.1 PIKnMIX-F field campaign

The PIKnMIX-F field campaign took place in March 2019. For the duration of the campaign, the
UK’s Facility for Airborne Atmospheric Measurements (FAAM) BAe-146 research aircraft was
based in Stornoway on the Isle of Lewis - an island situated approximately 50 miles off the west
coast of Scotland. Research flights took place in regions around the north of the UK, the North
Sea, and the North Atlantic up to a maximum latitude of 64◦N. The filter inlet system on board
the aircraft was used to sample accumulation and coarse mode aerosol (up to ∼20 µm) onto
filters and offline analysis was used to determine INP concentrations. In addition, aerosol size
distributions were determined using underwing optical particle probes.

4.2.2 Sample collection

Aerosol samples were collected onto filters on board the FAAM BAe-146 aircraft using the methods
outlined by Price et al. (2018) and Sanchez-Marroquin et al. (2020). The aircraft is fitted with a
filter inlet system (Fig. 4.1) consisting of two parallel inlets and two filter holders. The inlets are
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positioned outside the aircraft and aligned with the local airflow. Air passes through the inlets,
aided by a vacuum pump and the ram of the aircraft, and into the aircraft where the airstream
passes through the filter holder. A mass flow meter on each inlet measures the flow volume
(in standard pressure and temperature) so that the total sample volume is known. Manually
operated valves allow the flow to be turned on or off in-flight thereby exposing or isolating the
filters.

Fig. 4.1.: Schematic of one of the lines of the filter inlet system on the FAAM BAe-146 research aircraft
(From Sanchez-Marroquin et al., 2019)

For INP analysis, samples were collected onto 47 mm Sartorius polytetrafluoroethylene (PTFE)
filters with a pore size of 1.2 µm. In the parallel inlet, samples were collected onto Whatman
Nuclepore polycarbonate track-etched filters with a pore size of 0.45 µm to be analysed using
scanning electron microscopy (SEM). The results of this analysis are not presented due to delays
as a result of the COVID-19 pandemic. Hence, any further reference to the filters relates to the
PTFE filters used for INP experiments.

Previous studies utilising the inlet system on the FAAM BAe-146 to collect samples for for INP
analysis used PTFE filters with a pore size of 0.4 µm (Price et al., 2018; Sanchez-Marroquin et al.,
2020, 2021). Here a larger pore size was used in order to increase the flow rate through the
system and thereby increase the sample volume during each run and the mass loading on the
filters. Testing showed that the INP concentrations between the filters of different pore size were
in agreement and the increase in pore size had no effect on the ice-nucleating ability of the filters
themselves. Increasing the pore size in this way resulted in approximately a 3 x increase in flow
rate. Given the low concentration of INPs in the atmosphere and the short sample times possible
during aircraft measurements increasing the flow rate increases the likelihood of the INP signal
in the samples being higher than the limit of detection of the technique and therefore improves
the quantification of the INP concentrations.

22 filters were sampled during 9 flights, shown in Fig. 4.2. Filters were exposed during straight
and level runs at altitudes ranging from 100 metres above sea level (mASL) to 4000 mASL and for
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between 15 and 45 minutes. Sampling was paused when passing through clouds and precipitation
and when the aircraft was cornering or ascending/descending. For each pair of filters, a PTFE
handling blank was also collected in order to quantify the background INP concentrations. These
handling blanks were treated the same as the samples but did not have any airflow through
them.

Fig. 4.2.: Sampling location for all filter samples collected during the PIKnMIX-F field campaign, grouped
by flight

4.2.3 Droplet freezing experiments

Samples collected on PTFE filters using the filter inlet system on the FAAM BAe-146 were analysed
for INPs using an adaptation of the droplet assay technique outlined in Chapter 2. A different
approach is required when sampling INPs from an aircraft because sampling times are short (< 30
minutes) and the amount of INPs sampled is often very low. In such a situation, the technique of
washing the sampled aerosol off the filters into a suspension and then pipetting droplets from this
is not sensitive enough because there are a small number of INPs in a relatively large volume of
water (5 ml for 47 mm filters). To increase the sensitivity of the droplet freezing assay technique
a larger proportion of the sample needs to be in a smaller volume of water, this is achieved
by placing droplets directly onto the sampling substrate rather than making a suspension. The
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droplet-on-filter technique used in this study is described in detail in Price et al. (2018) and has
been used in other measurements of INPs sampled from the FAAM aircraft (Sanchez-Marroquin
et al., 2020, 2021).

A hydrophobic glass slide (Ted Pella cover glass, 48 × 60 × 0.15 mm, coated with Turtle Wave
ClearVue Rain Repellent solution) was positioned on the temperature-controlled cold stage on
top of the University of Leeds Microlitre Nucleation by Immersed Particle (µL-NIPI) instrument
(Whale et al., 2015) and held in place using a drop of silicon oil, which improves the thermal
contact between the slide and the top of the cold stage. The PTFE filters were placed on to this
slide and 50-70 2 µL drops of pure water (Sigma-Aldrich, Water - HPLC grade) dropped onto
the filter with a pipette. A chamber, with a digital camera, was placed on top. In order to inhibit
condensation and frost formation the chamber was flushed with air which passed from an air
compressor (Titan Precision 22L Silent Quiet Dental Medical Clinic Oil Free Air Compressor)
through a two-stage drying process, consisting of a silica gel drying column and a Drierite drying
tube, and a HEPA filter. The cold stage was then cooled at a rate of 1 ◦C min−1 and the freezing
of droplets and the corresponding temperature of the cold stage were recorded. Some of these
videos were manually analysed to identify freezing events in each frame however some were
analysed using a newly developed automatic analysis technique, which is outlined in Appendix C.
The freezing temperature data, combined with the known sampling volume was then used to
calculate the concentration of INP per unit litre of sampled air, N INP:

NINP(T ) = −ln(1 − fice(T ))Afil

Vairα
(4.1)

where fice is the fraction of droplets frozen at temperature T , Afil is the surface area of the filter
exposed during sampling (11 ± 2 cm2), Vair is the volume of sampled air and α is the area of
each drop in contact with the filter (1.35 ±0.1 mm2). α was calculated assuming spherical cap
geometry with a droplet volume of 2 ±0.1 µL and a contact angle of 126 ±3◦ (measured by Price
et al. (2018) using a contact angle goniometer).

A portable laboratory was set up during the field campaign which allowed the droplet freezing
experiments to be completed within 24 hours of filter samples being collected so that they did
not have to be stored and transported. After unloading from the filter holder, samples were
placed into individual Petri dishes and sealed until they were analysed. If analysis could not be
completed on the day that samples were collected (for example if there were two flights on the
same day) then they were frozen at -18◦C and analysed the next day. Due to the sensitivity of
INP experiments to contamination an air quality monitor (AirVisual Pro) was used in conjunction
with an air purifier (Vax Pure Air 200 AC02AMV1 Air Purifier) in order to monitor and reduce
potential aerosol contaminants in the temporary lab and filters were loaded and unloaded from
the filter holders inside a laminar flow hood. Blank filters and handling blanks were tested in the
same way as the samples in order to quantify background INP concentrations. This background
INP concentration was then subtracted from the sampled data following the method introduced
in Chapter 2 and in Appendix B. With the droplet-on-filter technique, each experiment can only be
completed once per sample so the uncertainty cannot be expressed using the standard deviation,
unlike in Chapter 2 and Chapter 3. Here the standard deviation of a Poisson distribution of the
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number of freezing events in each temperature interval is used to express the uncertainty, this is
described in Appendix B.

4.2.4 Aerosol size distribution

Aerosol particle size distributions were measured by underwing optical particle probes: the
passive cavity aerosol spectrometer probe Probe 100-X (PCASP) and the cloud droplet probe
(CDP). The PCASP measures particle with diameters of approximately 0.1-3 µm and the CDP
measures particles with diameters of approximately 2-50 µm. The PCASP draws an air sample
into an optical chamber where it measures the aerosol particles in the sample. The CDP is an open
path optical particle counter (OPC). The data from the optical probes were calibrated and optical
property corrections applied following the method in Rosenberg et al. (2012). This method uses
Mie theory and therefore assumes that particles are spherical, which has been shown to be a
reasonable approximation for airborne dust despite mineral dust particles generally being non-
spherical (Rosenberg et al., 2012). A value of 1.56 + 0i was used for the refractive index when
applying optical property corrections, following recommendations in Sanchez-Marroquin et al.
(2020). Uncertainty in the particle size distributions from the PCASP and CDP measurements
were calculated by combining the uncertainty of the number of particles in each bin (Poisson
counting uncertainty) and the uncertainty in the bin widths (calculated from optical property
corrections).

Representative sampling of aerosol from an aircraft is challenging due to sampling biases that
arise as a result of the high speed of the aircraft (Brockmann, 2011; von der Weiden et al.,
2009; Sanchez-Marroquin et al., 2019). This is particularly true for coarse-mode aerosols that
can be both enhanced and lost to different processes. Under sub-isokinetic conditions (velocity
of air surrounding the sampling is greater than the velocity of air entering the sampling inlet)
coarse-mode aerosols are enhanced because their high inertia means they don’t follow the
streamlines of the air as it is deflected around the inlet. However, coarse-mode aerosol may
also be under-represented due to inertial impaction or gravitational settling in the inlet system
(Brockmann, 2011). This means that the measurements of aerosol size distribution from the
optical probes may not be representative of what has been collected on the filters. The sampling
biases differ depending on sampling conditions such as the flow rate, which is partially dependent
on the filters used, and the type of aerosol being sampled. The filter system on the FAAM BAe-146
also has a bypass line, designed to remove water droplets or ice crystals, which is controlled
independently from the main sampling line and affects the flow rate and the sub-isokinetic
conditions. Comparisons of the size distributions measured by the FAAM BAe-146 optical probes
and on filters collected using the filter system have been made on numerous occasions, with
differing results. Andreae et al. (2000) and Young et al. (2016) did not observe an enhancement
of coarse-mode aerosol on the filters, whereas Chou et al. (2008), Price et al. (2018) and Ryder
et al. (2018) observed an enhancement of coarse-mode aerosol consistent with oversampling
under sub-isokinetic conditions. More recently, Sanchez-Marroquin et al. (2019) characterised
the filter inlet system on the FAAM aircraft in detail and compared size distribution observed by
the optical probes to the size distribution of aerosol on filters determined using scanning electron
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microscopy (SEM). They observed an enhancement of particles of sizes above around 8 µm on
filters of up to an order of magnitude but found that this enhancement could be minimized
by keeping the bypass line open and by keeping the sampling flow rate between 50 and 80 L
min−1 to reduce the sub-isokinetic enhancement. These recommendations were followed for
all samples collected in this study. The filters used can also affect the sampling efficiencies.
Sanchez-Marroquin et al. (2019) used polycarbonate filters with a 0.45 µm pore size for the
SEM analysis whereas sampling in this study used PTFE filters with 1.2 µm pore size. The flow
rate when using 0.4 µm polycarbonate filters is approximately 3 x greater than 0.4 µm PTFE
filters (Price et al., 2018), however the 1.2 µm PTFE filters we used increased the flow rate
by a factor of three compared to 0.4 µm PTFE filters, as outlined above. This brings the flow
rate of the 1.2 µm PTFE filters in line with that of the 0.4 µm polycarbonate filters used by
Sanchez-Marroquin et al. (2019) and suggests the sampling efficiencies may be similar to those
observed by Sanchez-Marroquin et al. (2019). However, the discrepancy between the optical
probes and the filters is still not fully quantified and varies under different corrections so it was
not corrected for when calculating the aerosol surface area used to determine ns, but it should be
considered when interpreting the results.

4.2.5 FLEXPART back trajectory analysis

The origin of the sampled air masses and potential aerosol sources was investigated using the
FLEXible PARTicle Dispersion Model (FLEXPART) (Stohl et al., 2011; Pisso et al., 2019). FLEXPART
is a Lagrangian particle dispersion model used to simulate the transport of air parcels by mean
flow as well as processes such as turbulent and diffusive transport, turbulence and convection.
Loss processes such as radioactive decay and wet and dry deposition are also considered. In this
case, the model was driven by ERA5 meteorological reanalysis data from the European Centre for
Medium Range Weather Forecast (ECMWF) (Hersbach et al., 2020). FLEXPART can be used in
forward mode, as demonstrated in Chapter 2, where particles are released from a source, or in
backward mode where the release location represents a receptor (i.e. a measurement site) (Pisso
et al., 2019). Backward trajectories are based on the theory of a source-receptor (s-r) matrix
(Seibert and Frank, 2004), whereby the sensitivity of a ‘receptor’ to a ‘source’ is described. The
output is a regular latitude-longitude-altitude grid of potential emission sensitivity (PES). PES
represents a residence time of particles in a given grid cell and is proportional to the contribution
a source in the grid cell would make to the mass concentration at the receptor. Hence, multiplying
PES (in seconds) by a known emission flux (kg m−3 s−1) results in the actual contribution of
the grid cell to the mass concentration at the receptor (kg m−3). Where an emission flux is not
known, as in this case, the emission sensitivity on its own is an indicator of the likelihood that a
particle released from a grid cell (source) would have been detected at the measurement location
(receptor).

We used FLEXPART in backward mode by releasing particles along flight paths such that the
receptors of the source-receptor matrix correspond to our filter samples. Since the exact nature
of aerosols sampled is not known we used a default aerosol tracer. In order to account for the
movement of the aircraft multiple particle releases were initiated for each filter sampling period;
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five evenly sized boxes were created along each flight path and 10000 particles were released
from each box (50000 particles in total). The start and end time of each release were set to
correspond with the times at which the aircraft was sampling within each box and therefore the
combined time of the five releases was equal to the total sampling time (i.e. the time the filter
was exposed to the air). These simulated particles were followed backwards for seven days and
the output was generated at 3-hour intervals on a grid with 0.1◦ x 0.1◦ horizontal resolution. For
each sampling period, the five individual releases were combined and the resulting output was
integrated over all timesteps to create total potential emission sensitivity plots. Since emissions
from the surface are of particular interest when determining possible aerosol sources, the PES
footprint was calculated for the surface (0 to 100 metres above ground level).

4.3 Results and Discussion

4.3.1 INP measurements

Details of the 22 samples collected for INP analysis are given in Table 4.1. Fraction frozen for each
sample was determined using the droplet-on-filter technique described in Sect. 4.2.3 and N INP

was calculated using Eq. 4.1. The fraction frozen results for all the samples, grouped by flight,
are shown in Fig. 4.3A and the background subtracted INP concentrations in Fig. 4.3B. It should
be noted that the fraction frozen results are the raw, un-binned data whereas N INP data is binned
into 1◦C temperature bins. The fraction frozen curves show considerable variability between
samples, with the temperature at which half of the droplets are frozen (T50) varying between
-26.7 and -18.9◦C. In approximately 1/2 of the samples, there is a clear difference between the
fraction frozen curves of the samples and the handling blanks, however many of the samples
show a low activity, similar to or lower than that of the handling blanks. However, after applying
background subtraction most of the samples were above the average background INP spectra.
The corresponding INP concentrations also show considerable variability and cover a broad
temperature range. The temperature at which N INP exceeds 0.1 L−1 ranges from approximately
-21◦C to -14◦C and N INP at -20◦C spans more than an order of magnitude from < 10−1 L−1 to >

100 L−1.

To investigate the drivers of the variability in observed INP concentrations and determine possible
aerosol sources we categorised the dataset into three groups based on the synoptic conditions
observed. The first group consisted of samples where there was a westerly flow during sampling
and samples were collected over the sea, the second where there was a northerly flow and
samples were collected over the sea and the third where there was westerly flow over orography
and samples were collected over land.
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Fig. 4.3.: Measured fraction frozen (A) and INP concentration (B) for all filter samples during the PIKnMIX-F
field campaign. Samples from the same flight are grouped together and the colours correspond to those used
for the flight tracks in Fig. 4.2. Fraction frozen data shows the raw data, N INP data is in 1◦C temperature
bins. The grey area in (A) shows the mean and standard deviation of the handling blanks.

Tab. 4.1.: Summary of samples collected during PIKnMIX-F. The symbol * indicates that sampling was
interrupted at least once between the start and end time (e.g. when in cloud, when the aircraft was
cornering, when changing altitude). The symbol † indicates that the altitude changed during the run,
the altitudes given are the start altitude and the end altitude. Aerosol surface area was derived from the
underwing Cloud Droplet Probe and Passive Cavity Aerosol Spectrometer Probe.

Sample Date
Start

(UTC)
End

(UTC)
Altitude
(mASL)

Aerosol
surface area
(µm2 cm−3) Description

C152a 12/03/19 09:45:15 10:07:50* 774 349 W. flow, in BL

C153a 13/03/19 14:08:05 14:34:00* 405 30.4 W. flow, in BL

C154a 14/03/19 12:03:00 12:38:30 3968 N/A Lee wave, above BL

C154b 14/03/19 12:47:20 13:13:00* 2755 1.10 Lee wave, in BL

C154c 14/03/19 13:19:30 13:45:10* 2062 2.10 Lee wave, in BL

C157a 17/03/19 12:40:40 13:10:20 3654 0.62 N. flow, above BL

C157b 17/03/19 13:14:00 13:33:00 3656 0.33 N. flow, above BL

C157c 17/03/19 13:36:20 13:55:10 3654 N/A N. flow, above BL

C157d 17/03/19 15:29:11 15:43:30 386 68.8 N. flow, in BL

C158a 18/03/19 14:36:30 15:01:40 437 44.1 N. flow, in BL

C158b 18/03/19 15:18:10 15:53:20 3965 3.00 N. flow, above BL

C160b 20/03/19 17:22:20 17:47:50 3665 3.45 Lee wave, above BL

C160c 20/03/19 17:53:06 18:04:05* 2747 12.9 Lee wave, above BL

C160d 20/03/19 18:10:20 18:29:20* 2135 N/A Lee wave, above BL

C162a 23/03/19 11:40:10 11:54:50* 394 85.6 W. flow, in BL

C162b 23/03/19 12:04:30 12:51:30* 945-1823† 10.8 W. flow, in BL

C162c 23/03/19 13:02:50 13:35:40* 2287-3352† 3.44 W. flow, above BL

C162d 23/03/19 14:32:20 14:54:20* 494-960† 72.5 W. flow, in BL

C163a 24/03/19 13:37:30 14:03:10* 419 137 W. flow, in BL

C163b 24/03/19 15:58:40 16:38:20 4571-3658† N/A W. flow, above BL

C166a 27/03/19 12:54:20 13:14:40* 780 28.3 W. flow, in BL

C167a 27/03/19 15:34:30 15:55:01 2437 5.48 W. flow, above BL
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4.3.2 Category 1: westerly flow

Fig. 4.4 shows the sampling locations during six flights where there was predominantly westerly
flow. We have further categorised these samples into two groups based on the sampling location.
Given the westerly flow, the air masses sampled to the east of the UK will have passed over the
UK and may be influenced by terrestrial aerosol sources. In contrast, air masses sampled to the
west of the UK will not have been in contact with land for many days and therefore the aerosol
sources are more likely to be from the marine environment.

Fig. 4.4.: (A) Sampling location for samples in category 1. Dropsonde launches are shown in black and
numbered to match Fig. 4.5. (B) Sampling altitude for samples in category 1. Samples with hollow symbols
were above the boundary layer and samples with filled symbols were in the boundary layer.

During flight C152 there was a low-pressure system to the west of the UK and the flight focussed
on measurements of these frontal clouds, sample C152a was collected below cloud. Flights C162
and C163 aimed to observe the microphysical properties of supercooled cumulus clouds. The
vertical temperature profiles from dropsondes launched during these flights (Fig. 4.5) show a
cloud layer at around 2000 mASL on both days. Therefore, samples C162a, C162d and C163a
were all below cloud. During sampling of C162b the altitude increased from ∼1000 mASL to
∼2000 mASL which is below the cloud layer observed in the dropsonde profiles, however, there
was considerable spatial heterogeneity in the cloud cover throughout both flights and observations
recorded during sampling show that the aerosol sample collection was paused multiple times
during the run due to the presence of clouds, hence we assume that this sample was collected in
the cloud-free air at the altitude of the cloud layer. Flight C153 took place in clear air. Flights
C166 and C167 were on the same day and both focussed on measurements of stratocumulus,
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there were no dropsondes on C166 and C167 but observations during the flight confirm that
C166a was below cloud and C167a was above cloud.
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Fig. 4.5.: Temperature (orange) and dew point (grey) from dropsondes launched during flights C162 and
C163

The fraction frozen curves in Fig. 4.6 highlight a clear difference between the flights hypothesised
to be influenced by the marine environment and those influenced by the terrestrial environment
(which shall now be referred to as simply marine or terrestrial samples). N INP of the terrestrial
samples is also noticeably greater than the marine samples. At -20◦C, median N INP for the

35 30 25 20 15 10
Temperature ( C)

0.0

0.2

0.4

0.6

0.8

1.0

Fr
ac

tio
n 

fr
oz

en

A

C152a
Blanks

C152a
C162a
Blanks

C152a
C162a
C162b
Blanks

C152a
C162a
C162b
C162c
Blanks

C152a
C162a
C162b
C162c
C162d
Blanks

C152a
C162a
C162b
C162c
C162d
C163a
Blanks

C152a
C162a
C162b
C162c
C162d
C163a
C163b
Blanks

C152a
C162a
C162b
C162c
C162d
C163a
C163b
Blanks

C152a
C162a
C162b
C162c
C162d
C163a
C163b
Blanks

C152a
C162a
C162b
C162c
C162d
C163a
C163b
Blanks

C153a
C166a
C167a

35 30 25 20 15 10
Temperature ( C)

10 2

10 1

100

101

N
IN

P 
(L

1 )

B

All data

Fig. 4.6.: Measured fraction frozen (A) and INP concentration per standard litre of air (B) for samples in
category 1. The mean and standard deviation of the handling blanks shown in (A) represent the background
INP activity used in calculating the error shown by error bars in (B). N INP of all samples in this study are
shown in grey in (B). Blue colours represent samples collected to the west of the UK and orange colours to
the east of the UK

terrestrial samples is 0.55 L−1 compared to 0.13 L−1 for the marine samples. In addition, the
median temperature at which N INP exceeds 0.1 L−1 is 4 degrees warmer for the terrestrial samples
(-16◦C) compared to the marine samples (-20◦C). The differences in N INP are most pronounced
between -15 and -20◦C, below -20◦C the INP spectra converge. However, at temperatures below
-25◦C some of the data points are in the background data and the observed flattening of the
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INP spectra below -25◦C may be due to reaching the limit of detection of the droplet-on-filter
technique.

The size distribution data (Fig. 4.7A) show that, in general, the marine samples have a higher
aerosol concentration (by number), particularly in the coarse mode (1-10 µm). In terms of
surface area, the mean aerosol surface area in marine cases was 109.7 µm2 cm−3 compared to
21.4 µm2 cm−3 in the terrestrial cases. This suggests that the observed increase in N INP is not
due to higher total aerosol concentration but due to a different population of aerosols, containing
more active INPs. There is also a difference in the particle size distribution of samples collected
above cloud (hollow symbols) compared to those below cloud (filled symbols). Those sampled
below cloud exhibit an enhancement of course mode aerosol, with a peak at around 5 µm, which
is not seen in the above cloud samples. This suggests that the population of aerosols above and
below cloud is different and that the number concentration of samples below cloud is enhanced
by a surface source of aerosol.
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Fig. 4.7.: Size distribution of samples in category 1 determined from the PCASP and CDP optical probes (A)
and active site density (ns) of each sample (B). ns of all samples in this study are shown in grey in (B).

ns values were calculated by normalising N INP by the aerosol surface area determined using the
underwing optical probes. Quantitative comparisons of ns calculated in this study must consider
the different sampling biases of the filter inlet system compared to the optical probes, as described
in Sect. 4.2.4, nevertheless, the ns values provide valuable information and allow comparison
of the activity of different samples. The results in Fig. 4.7B show considerable variability in
ns and three distinct groups in the samples. The lowest ns values are observed in below cloud
marine samples C152a, C162a, C162d and C163a. These samples also have the highest aerosol
concentrations, meaning that despite the higher aerosol loading this population of aerosols is
relatively low in ice-nucleating activity (compared to other samples in this study). Interestingly,
samples C153a and C166a have a similar particle size distribution to C152a, C162a, C162d and
C163a but a higher ns by more than an order of magnitude (at -20◦C). The main difference in
sampling location between these two groups is that C153a and C166a were sampled to the east
of the UK and C152a, C162a, C162d and C163a to the west. Given the westerly flow observed
during these flights, this enhanced INP activity may be due to the presence of terrestrial aerosol in
the boundary layer that has been transported from the UK. The highest ns is observed in samples
C162c and C167a that we collected above the boundary layer (there is not enough data from the
optical probes to calculate ns for sample C163b). Sample C162b appears to show a similar ns to
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the terrestrial samples despite being collected to the west of the UK, this sample was collected at
varying altitudes within cloud layers so it is possible that this is because the different air masses
above and below cloud have both been sampled on this filter.

From these observations, we propose that the samples to the east of the UK in the boundary
layer, to the west of the UK in the boundary layer and above the boundary layer capture three
distinct aerosol populations. To identify possible sources, we used FLEXPART to run 7-day back
trajectories, as described in Sect. 4.2.5, and calculated a potential emission sensitivity (PES)
footprint. Fig. 4.8 compares the mean PES for samples collected to the east of the UK in the
boundary layer (A), to the west of the UK in the boundary layer (B) and above cloud (C). This
shows that, on average, the highest emission sensitivity for the samples collected to the east of
the UK is close to land and there was circulation over land in the 7 days preceding the sampling.
This suggests that the sampled air masses have been influenced by the terrestrial environment of
the UK which has contributed to the higher N INP and ns seen in samples C153a and C166a. In
contrast, in the samples collected to the west of the UK there was less circulation close to the
land and instead more pronounced transport from the west. Therefore, in the samples collected
within the boundary layer to the west of the UK there is unlikely to be a local terrestrial source
of aerosol and the presence of coarse mode in the aerosol size distribution is most likely due
to sea spray aerosol. During flights, the sea state (on the Beaufort scale) is recorded based on
qualitative observations by the pilots. During flight C152, which has the greatest peak in coarse
mode aerosol and the highest total aerosol surface area, the Beaufort number was observed to
be 9 (High waves. Dense streaks of foam along the direction of the wind. Crests of waves begin to
topple, tumble and roll over. Spray may affect visibility). This is the highest at any point during
the PIKnMIX-F measurement campaign, and the correlation between the enhancement of coarse
mode aerosol and the high wind speeds provides qualitative evidence that samples below the
cloud are dominated by sea spray aerosol. The PES of the samples collected above the boundary
layer do not exhibit the same high PES values or spatial coverage, this means that the sampled
air masses have had less contact with the surface during the 7-day back trajectory and implies
that particles at the sampling location have descended from higher in the atmosphere rather than
being from a local surface source. The observation of there being less coarse mode aerosol above
the cloud also suggests that is likely that INPs in samples C162b and C167a are predominantly
from long-range transport of aerosol above the boundary layer.
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Fig. 4.8.: Potential emission sensitivity (PES) from 7-day FLEXPART back trajectory analysis. (A) average
PES of samples in the boundary layer to the east of the UK (C153a, C166a), (B) average PES of samples in
the boundary layer to the west of the UK (C152a, C162a, C162b, C162d, C163a) and (C) average PES of
samples above the boundary layer (C162c, C163b, C167a)

4.3.3 Category 2: northerly flow

Flight C157 and C158 took place to the north of the UK, as shown in Fig. 4.9. The aim of flight
C157 was to investigate the boundary layer structure and cloud properties in a cold-air outbreak
(CAO). CAOs are a common feature where cold polar air is transported by northerly flow towards
the UK (Abel et al., 2017). As cold, dry air is transported over the relatively warm open ocean the
boundary layer evolves due to the addition of heat and moisture. Stratiform cloud decks form
further north and transition to open cellular convection further south. There were no dropsondes
during flight C157 but during the flight, cloud tops were observed to be at around 3000 mASL.
Samples C157a, b and c were collected above the cloud tops and C157d was below the cloud
base. C157a was in the convective regime of the CAO, C157b in the transition regime and C157c
in the stratiform regime. Flight C158 took place the following day, the aim of this flight was to
make clear-sky radiation measurements. The flow was also northerly, there was less cloud during
flight C158 than C157 but patchy cumulus from open cellular convection was observed. The
temperature and humidity profiles (Fig. 4.10) show that the cloud layer was at around 1000
mASL. Sample C160a was collected below this and C160b was collected above.
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Fig. 4.9.: (A) Sampling location for samples in category 2. Dropsonde launches are shown in black and
numbered to match Fig. 4.10. (B) Sampling altitude for samples in category 2. Samples with hollow
symbols were above the boundary layer and samples with filled symbols were in the boundary layer.
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Fig. 4.10.: Temperature (orange) and dew point (grey) from dropsondes launched during flight C158

The INP spectra in Fig. 4.11B show that samples C157a, b and c that were collected above cloud
have low N INP (compared to other samples in this study) but C158b, which was also collected
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above cloud, has much higher N INP. High N INP is also observed in samples C157d and C158a
which were both below cloud.
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Fig. 4.11.: Measured fraction frozen (A) and INP concentration per standard litre of air (B) for samples in
category 2.

Fig. 4.12A shows that, similarly to in category 1, the samples collected below cloud (C157d and
C158a) show a clear enhancement of coarse mode aerosol that is not present in the samples
collected above the cloud. Due to the observed northerly flow and lack of local terrestrial aerosol
sources, it is likely that this is due to sea spray. The total aerosol surface area of the two below
cloud samples, C157d and C158a were 68.8 and 44.1 µm2 cm−3, respectively.These are some of
the highest values observed across all samples in this study which suggests that the high N INP may
be as a result of high aerosol loading, rather than the presence of particularly active INPs. This
is confirmed by the ns values for these samples, which are relatively low. In contrast, the total
aerosol surface area for sample C158b, which also exhibited high N INP, was much lower at 3.00
µm2 cm−3. This suggests that N INP of sample C158b was enhanced by the activity of the aerosol
itself rather than a high aerosol concentration, which is confirmed by the high ns values for this
sample. The samples collected above cloud during flight C157 have a similar size distribution to
C168b but do not show the same high N INP, however, the ns values are similar to those observed
in sample C158b. They also do not have the same enhancement in coarse mode aerosol as the
below cloud samples. These observations once again suggest different populations of aerosol
have been sampled, or that the samples have been diluted by inactive sea spray aerosol.
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Fig. 4.12.: Size distribution of samples in category 2 determined from the PCASP and CDP optical probes
(A) and active site density (ns) of each sample (B).

82 Chapter 4 Sources of ice-nucleating particles in the North East Atlantic



Fig. 4.13 shows the mean PES footprint for the below cloud samples (A), the above cloud samples
from flight C157 (B) and the above cloud sample from flight C158 (C). It is clear that there are
different potential aerosol sources in the three groups of samples identified from the N INP and ns

results. Fig. 4.13A shows that air masses sampled below cloud originate predominantly from
the north, and there is a high surface emission sensitivity. This means that it is probable that the
aerosol in samples C157d and C158b has been emitted from the marine environment north of
the UK and the enhancement in coarse mode aerosol in samples C157d and C158b is most likely
due to sea spray aerosol. In addition, the size distribution, ns, N INP and back trajectories of these
samples are comparable to the marine samples identified in the previous case study suggesting a
similar type of aerosol. Fig. 4.13B shows the back trajectories for samples C157a, b and c which
were collected above cloud and Fig. 4.13B shows the back trajectory for C158b which was also
collected above cloud. These examples have been considered separately due to the observed
difference in N INP.
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Fig. 4.13.: Potential emission sensitivity (PES) from 7-day FLEXPART back trajectory analysis. (A) average
PES of samples in the boundary layer to the north of the UK (C157d, C158a), (B) average PES of samples
above the boundary layer during flight C157 (C157a, C157b, C157d) and (C) average PES of samples above
the boundary layer during flight C158 (C158b)

It is clear that the back trajectories of particles from above the boundary layer during flight C157
is quite different to those in C158, which is likely to have driven the observed differences in N INP.
On flight C157 the air masses have had contact with the surface in the days preceding sampling.
This suggests that aerosol in samples C157a, b and c has been mixed into the cloud from below.
The surface emission sensitivity covers a broad area which encompasses the marine environment
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but also highlights potential emissions from land in Scandinavia. Given the relatively high ns

values for these samples, especially compared to samples with no potential terrestrial influence,
it is likely that the INP population in samples C157a, b and c has been enhanced by terrestrial
aerosol. However, the size distribution is different to the terrestrial samples in the boundary layer
identified in the previous case in that there is no enhancement in coarse-mode aerosol. This may
be because the coarse mode aerosol has a shorter residence time in the atmosphere and hence
at higher altitudes the larger sizes have been removed preferentially by wet or dry deposition.
In contrast to flight C157, during C158 the sampled air masses are isolated from the surface
which again implies that particles have descended from higher in the atmosphere. ns and N INP

of C158b are also in agreement with the above cloud samples in the previous study. From this,
we conclude that, like samples C162b and C167a, the INP activity of sample C158b is driven by
aerosol from long-range transport above the boundary layer.

4.3.4 Category 3: westerly flow over orography

Flights C154 and C160 took place over the UK to investigate clouds forming due to lee waves in
stable flow over orography. On both flights, sampling took place along transects over Scotland at
varying altitudes.

Fig. 4.14.: (A) Sampling location for samples in category 3. Dropsonde launches are shown in black and
numbered to match Fig. 4.5. (B) Sampling altitude for samples in category 3. Samples with hollow symbols
were above the boundary layer and samples with filled symbols were in the boundary layer.

The temperature and humidity profiles from dropsondes during the flights are shown in Fig 4.15.
In both cases, a temperature inversion is observed with saturated air below the inversion and dry
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air above, however, during flight C154 this inversion is at around 3700 mASL compared to 2300
mASL during flight C160. This means that filter samples C154b and c are in the boundary layer,
whereas the rest of the samples are above the boundary layer and above cloud.
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Fig. 4.15.: Temperature (orange) and dew point (grey) from dropsondes launched during flights C154 and
C160

From the samples collected on flight C154, the highest N INP of around 1 L−1 at -20◦C, is observed
in C154a which was collected above the boundary layer at close to 4000 mASL. N INP then
decreases to around 0.1 L−1 in samples C154b and C154c, which are in the boundary layer. N INP

is also lower in samples C154b and C154c than all of the samples during flight C160, which
are all above the boundary layer. This difference between the samples collected in or above the
boundary layer is in agreement with the previous two case studies and it is once again likely that
the air masses sampled are different resulting in the observed differences in N INP.
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Fig. 4.16.: Measured fraction frozen (A) and INP concentration per standard litre of air (B) for samples in
category 3.

The size distributions shown in Fig. 4.17A follow a similar pattern to N INP with the samples
in the boundary layer having the lowest number concentrations, suggesting that the observed
differences in N INP are due to less aerosol overall. The large peak in the size distribution of C160d
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is interesting however this sample was collected close to the cloud tops and it is therefore likely
that this is a result of cloud droplets. The data from the optical probes were filtered to remove the
potential influence of liquid or swollen aerosols due to high humidity, however, some erroneous
results can still occur. This run was therefore excluded from the calculation of ns. Fig. 4.17B
presents ns for these samples. These results are relatively high (compared to others in this study)
and all of the samples exhibit similar ns; there is very little difference in the samples collected
above or below the boundary layer. This may be due to similar activity in two different INP
populations, or it may suggest vertical mixing between the boundary layer and the air above.
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Fig. 4.17.: Size distribution of samples in category 3 determined from the PCASP and CDP optical probes
(A) and active site density (ns) of each sample (B).

Fig 4.18 shows the mean PES footprint for samples collected in the boundary layer (A) and above
the boundary layer (B). The PES footprint of samples in the boundary layer are similar to those
observed in the marine samples in case 1, however, in this case, there is contact with land over
the UK suggesting a potential terrestrial aerosol source. ns of samples C154b and C154c is similar
to ns of the terrestrial samples in case study one, and much larger than the marine samples in
both of the previous cases, suggesting that N INP of samples C154b and C154c is enhanced by
terrestrial aerosol from the UK. The dropsonde profiles show that below the boundary layer the
atmosphere is well mixed to the surface, and vertical motion was observed during the flight
hence it is likely that these samples contain terrestrial aerosol. In contrast, and as observed in
the previous two case studies, the air masses sampled above the boundary layer have not been
in contact with the surface for most of the preceding 7 days. This suggests that air masses are
predominantly descending from above and any aerosol present is likely to be from long-range
transport.
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Fig. 4.18.: Potential emission sensitivity (PES) from 7-day FLEXPART back trajectory analysis. (A) average
PES of samples in the boundary layer (C154b, C154c) and (B) average PES of samples above the boundary
layer (C154a, C160b, C160c, C160d)

4.3.5 Sources of ice-nucleating particles in the North East
Atlantic

We have highlighted three potential aerosol sources in the samples collected during PIKnMIX-F: a
local marine source, a surface terrestrial source (UK and Scandinavia) and a long-range source.
Fig. 4.19 shows the median N INP and ns for the samples in each of these groups. The highest
median N INP is observed in the terrestrial samples and the lowest is in the marine samples, with
there being a difference of around half an order of magnitude at -20◦C. However, this difference
is only observed between around -15 and -25◦C, above and below these temperatures median
N INP is similar across all three categories. Below -25◦C this is likely due to the limit of detection
of the technique, as outlined above. Above -15◦C there is a ‘hump’ in the marine data which may
be due to the presence of a population of INPs that are more active at warmer temperatures.

Fig. 4.19A also compares the results of this study with other observations. The blue shaded area
shows INP concentrations from field and laboratory measurements of sea spray (adapted from
DeMott et al. (2016)). The median N INP of the marine samples in our study overlaps with this
dataset. The pink shading shows N INP from samples collected in Leeds, UK by (O’Sullivan et al.,
2018). In this study, they identify a fraction of their samples that are heat-sensitive and a fraction
that are heat-insensitive. They attribute the INP activity of the heat-sensitive samples to be due to
biological INPs from the UK, and the heat-insensitive fraction to be mineral dust. The pink shading
includes all samples in (O’Sullivan et al., 2018) whereas the purple shading includes only those
that were heat-insensitive and therefore likely to be dominated by mineral dust. Between -18 and
-25◦C the O’Sullivan dataset overlaps with N INP from the terrestrial and long-range samples in
our study. However, at warmer temperatures, O’Sullivan et al. (2018) observe much higher N INP

than what is seen in this study. They attribute these high INP concentrations to the presence of
biogenic aerosols. The fact that our results match well with the heat-insensitive portion of the
samples in O’Sullivan et al. (2018) but there is a discrepancy at warmer temperatures suggests
that below -20◦C the activity of our samples is dominated by mineral dust but we have not
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sampled the highly active biogenic INPs as observed by O’Sullivan et al. (2018) at temperatures
above -20◦C.
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Fig. 4.19.: INP concentrations (A) and ns (B) for all samples collected during PIKnMIX-F. Samples are
grouped by potential aerosol sources: local marine (blue), local terrestrial (green) and long-range terrestrial
(orange). (A) shows INP concentrations from Petters and Wright (2015), O’Sullivan et al. (2018), DeMott
et al. (2016) and (B) shows ns from Harrison et al. (2019), O’Sullivan et al. (2014), Tobo et al. (2013) and
DeMott et al. (2016)

Fig. 4.19B shows the median ns, again grouped by potential aerosol source. ns of the samples
identified as having a local and long-range terrestrial source are very similar to each other,
meaning the ice-nucleating activity of samples collected above and below the boundary layer
in this study is similar. However, there is a considerable difference between the marine and
terrestrial samples. At -20◦C, ns of the terrestrial and long-range transport samples is almost 2
orders of magnitude greater than the marine samples, this provides clear evidence for there being
distinct populations of INPs in our samples. Comparing our results to other studies reveals that ns

of the marine samples in this study is similar to that observed by DeMott et al. (2016), however
our results are slightly higher, especially at warmer temperatures. The sampling biases of the
filter system on the aircraft mean that there tends to be more coarse mode aerosol, particularly
above ∼8 µm, sampled on filters than observed by the optical probes (Price et al., 2018; Sanchez-
Marroquin et al., 2019). This oversampling means that the calculation of ns is likely to be biased
high, which could explain the discrepancy between our marine sample and those of DeMott et al.
(2016). Correcting for this would bring the results in good agreement with DeMott et al. (2016).
ns of our terrestrial samples does not agree with the potassium (K) feldspar parametrisation
of Harrison et al. (2019), the data overlap but the slope of our ns curves is much shallower
and at temperatures above -20◦C we observe higher ns than the K-feldpsar parameterization.
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A minor fraction of the aerosol sampled is likely to be mineral dust so the magnitude of the
parametrized and measured ns values would not be expected to match, however comparing the
slope is informative and the difference observed implies that something else is responsible for the
ice-nucleating activity in our samples. Comparing our results to ns of fertile soil sampled in the
UK by (O’Sullivan et al., 2014) shows that the ice-nucleating ability at warmer temperatures in
our samples could be explained by fertile soil. There is also good agreement between our data
and that of Tobo et al. (2013) which is also for fertile soil. Below -20◦C, our results are lower
than that of the two fertile soil studies and the K-feldspar parameterization. This may be because
only a minor component of the aerosol is fertile soil or mineral dust.

4.4 Conclusions

In this study, aerosol samples were collected using the filter system on board the FAAM BAe-146
aircraft during the PIKnMIX-F field campaign in March 2019. These filters were analysed using
the droplet-on-filter technique to quantify atmospheric ice-nucleating particle concentrations.
Aerosol data was obtained from underwing optical probes to calculate an aerosol surface area
which was then used to calculate ice-active sight density for our samples. This analysis shows
that there is variability in ice-nucleating particle concentrations and activity in samples driven by
different sampling locations and whether samples were collected in or above the boundary layer.
We categorised samples based on the synoptic conditions in which they were sampled and used
FLEXPART back trajectories to identify potential sources of aerosol and drivers of the difference
in observed ice-nucleating activity.

Three categories of samples were identified: samples collected in the boundary layer with a
local marine aerosol source, samples collected in the boundary layer with a local terrestrial
source, samples collected above the boundary layer with a terrestrial source from long-range
transport. The INP concentrations of these samples show only a small amount of variability,
however normalising these results to the surface area of aerosol to calculate ns revealed significant
differences between the marine and terrestrial samples.

Samples collected in the marine boundary layer where sampled air masses had minimal contact
with land in the preceding 7 days had high aerosol concentration but relatively low ice-nucleating
activity. These samples had an enhancement of coarse mode aerosol suggesting a surface aerosol
source that is likely to be sea spray. Qualitative observations of sea state showed the highest
aerosol concentrations were measured on the days with the roughest seas, providing further
evidence for this conclusion. We compared our N INP and ns values to sea spray observations
from DeMott et al. (2016) and find N INP in a similar range. Our observed ns values are slighter
higher than DeMott et al. (2016) but this could be explained by the oversampling of course
mode aerosol on the filters compared to the observations from the optical probes that were used
to calculate the aerosol surface area. Hence, we conclude that the aerosol population of these
samples is dominated by sea spray aerosol. In contrast, samples where there had been contact
with land showed much higher ice-nucleating activity. This was apparent in samples collected in
the marine boundary layer where air masses has passed over the UK before sampling, in samples
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collected above cloud to the north of the UK where the FLEXPART results highlight potential
aerosol emissions from Scandinavia and in samples collected over land where FLEXPART results
show potential aerosol emissions from the UK and vertical motion was observed during the
flight. Since we do not know the exact composition of the samples, quantitative comparisons of
ns calculated from the total aerosol surface area with parametrizations would not necessarily
show a good agreement in magnitude. However, comparing the slope of observed ns with other
observations and a K-feldspar parametrisation reveals that the activity of these samples most
likely cannot be explained entirely by K-feldspar but at temperatures above -20◦C our results
are in good agreement with observations of ns of fertile soils. These results provide evidence
for a terrestrial source of aerosols. Finally, we identified samples that were collected above the
boundary layer that had low aerosol concentration but relatively high ice-nucleating activity.
Samples in this category were collected to the north, east and west of the UK. FLEXPART back
trajectories showed that it was unlikely that aerosols in these samples were emitted from the
surface in the 7 days before sampling, implying that particles had descended from higher in the
atmosphere before being sampled.

These results highlight that sources of INPs can vary drastically over small spatial scales and
show that the INP concentration in air masses can be enhanced by contact with land. The
samples collected to the east of the UK were less than 350 km from those collected on the west
but N INP and ns were more than an order of magnitude greater. The results also show that
whether INPs are mixed into clouds from above or below is an important consideration because,
in many cases, we observed that the ice-nucleating activity of the samples collected above cloud
was much greater than was sampled below cloud. This was particularly pronounced in the
marine environment where sea spray aerosol dominates in the boundary layer but is not such
an active ice-nucleating material as terrestrial aerosol that may be present above the boundary
layer. This has important implications for accurately modelling ice-formation processes in shallow
marine clouds, which are common in the mid- to high-latitudes and are particularly important
for cloud-phase feedback (Murray et al., 2021; Ceppi et al., 2017).
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Conclusions

5

5.1 Overview

This thesis applies a range of measurement and analysis techniques to address gaps in our
understanding of the sources and characteristics of INPs in the high-latitudes, as well as their
impact on cloud microphysical properties. Chapter 2 focuses on high-latitude INP sources and
uses ground-based sampling and particle dispersion modelling to quantify the ice-nucleating
ability and potential atmospheric impact of dust from the Copper River, Alaska. Chapter 3 focuses
on the impact of INPs on cloud microphysical properties using remote sensing observations from
Summit Station, Greenland to make measurements of ice-crystal number concentration in clouds
over the Greenland Ice Sheet. These measurements are compared to INP concentrations measured
as part of the ICECAPS Aerosol Cloud Experiment (ICECAPS-ACE) to identify contributions of
primary and secondary ice production to the observed ice crystal number concentrations in clouds.
Chapter 4 focuses on atmospheric concentrations of INPs using measurements made from the
FAAM BAe-146 research aircraft and uses back trajectory analysis to identify different aerosol
source regions in climatically important mixed-phase clouds. This chapter summarises the key
findings of this thesis and makes recommendations for future work.

5.2 Summary of findings

5.2.1 High-latitude sources of INPs

Glacial dust from the Copper River, Alaska nucleates ice at temperatures relevant for mixed-phase
clouds and is transported to regions where it could cause cloud glaciation.

Chapter 2 presents a novel approach to investigate potential INP sources from observations at the
source through to modelling atmospheric concentrations. Samples of glacial dust for INP analysis
were collected at the Copper River, Alaska using portable battery-powered equipment and an
open-source particle dispersion model was used to investigate the transport of dust emissions
from this source and predict atmospheric INP concentrations. This methodology offers a template
that can be applied in other regions to provide a first estimate of INP concentrations without the
need for large field campaigns and computationally expensive modelling.
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The results show that dust from the Copper River is an effective ice-nucleating material under
conditions relevant for mixed-phase clouds. X-ray diffraction analysis showed the presence of ice-
active minerals in the dust (e.g. potassium feldspar) but comparing the ice-nucleating activity of
our samples with known parameterizations of these minerals showed that the parameterizations
under-predicted the activity of the Copper River dust. This means the ice-nucleating activity is
different to that of low-latitude dust and is controlled by something other than the mineral content.
All of the Copper River samples were sensitive to heat, particularly at temperatures warmer
than -20◦C, hence we conclude that the activity of dust from the Copper River is predominantly
controlled by heat-sensitive biogenic material that is mixed with the dust during transport in the
fluvial environment. This finding is in agreement with studies of other high-latitude dust sources
(Tobo et al., 2013; Xi et al., 2022), however, the ice-active site density of samples from the Copper
River was higher than those observed by Xi et al. (2022). This we attribute to the presence
of more biogenic material in the Copper River samples, which leads to the conclusion that the
ecosystem of the watershed in which glacial sediment is transported and deposited defines the
ice-nucleating ability of the dust that is emitted. FLEXPART modelling showed that dust could be
lofted to altitudes of up to 5000 mASL and that the highest dust mass concentrations (after 60
hours) were between 2000 mASL and 4000 mASL, where temperatures were between -5 and
-20◦C. At 4000 mASL, N INP exceeded 1 L−1, a concentration that could alter cloud radiative
properties and liquid water content (Vergara-Temprado et al., 2018). We also found that at certain
times of the year, the contribution to atmospheric INP concentrations over North American and
the Gulf of Alaska was greater from the Copper River than from mineral dust from low-latitude
sources (Vergara-Temprado et al., 2017) meaning that the Copper River may be the dominant
INP source.

These findings confirm the importance of high-latitude dust as a source of INPs and show that
high-latitude dust emissions must be included in global climate models to accurately represent
primary ice production. The results show that parametrisations of ice-nucleating particles must be
adapted to correctly represent high-latitude sources because the activity can differ considerably
compared to INPs from low-latitude sources. This highlights the need for further observations
in both the northern and southern high latitudes to investigate the variability in ice-nucleating
activity across different high-latitude dust sources.

5.2.2 The influence of INPs on cloud microphysical properties

Ice crystal number concentration can be retrieved using remote sensing instrumentation at Summit
Station, Greenland and provides evidence for a secondary ice production mechanism that is active
between -10 and -18◦C.

In Chapter 3, a technique to retrieve ice crystal number concentration (N ice) from clouds using
radar and lidar remote sensing observations was adapted and tested for use with observations
from the Integrated Characterization of Clouds, Energy, Atmospheric state, and Precipitation at
Summit (ICECAPS) project. We found that the method was most successful using a radar-only
retrieval which was applied to case studies of stratiform mixed-phase clouds observed at Summit
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Station, Greenland in Summer and Autumn 2019. Using this approach, the retrieval uncertainties
are similar to other studies (Bühl et al., 2019; Ramelli et al., 2021) and observed N ice is in
agreement with previous observations of Arctic boundary layer clouds (Hobbs and Rangno, 1985;
Rangno and Hobbs, 2001b; Pasquier et al., 2022). These results present the first observations
of N ice in clouds over the Greenland Ice Sheet. The ICECAPS project has been making remote
sensing observations at Summit for over 13 years; the methods applied in this thesis open up the
possibility of using this dataset for a long-term investigation into ice in clouds over the Greenland
Ice Sheet. This would provide valuable insights into the radiative budget and precipitation
patterns on the ice sheet, both of which need to be properly constrained in order to accurately
model the surface mass balance. Given the similarity between clouds at Summit and other regions
in the Arctic (Shupe et al., 2013) such a study would also be applicable to Arctic mixed-phase
clouds more broadly. Comparing N ice with INP concentrations determined from aerosol samples
collected at Summit Station reveals that at the cloud top N ice and N INP are often in agreement
but in cloud N ice often exceeds N INP by many orders of magnitude. This provides evidence
that secondary ice production is enhancing ice crystal number concentration in these clouds.
Comparing N INP and N ice as a function of temperature shows that between around -18 and
-26◦C N ice increases in line with N INP, suggesting N INP modulates N ice at these temperatures.
However, at temperatures warmer than -18◦C N ice is significantly enhanced and the highest ice
multiplication factor (N ice/N INP) is at -15◦C. From this, we conclude that there is a secondary ice
process that is active between -10 and -18◦C.

Many previous studies have focussed on secondary ice production between -3 and -8◦C where
the Hallet-Mossop process is thought to dominate SIP, these results add to a growing body of
evidence showing that SIP is important at considerably colder temperatures (Korolev et al., 2022;
Pasquier et al., 2022; Järvinen et al., 2022). Determining what SIP mechanism is responsible for
the observed enhancement of N ice from remote sensing alone is not possible, this highlights the
need for more in-situ observations of cloud microphysical properties (e.g. N ice, ice crystal shape,
crystal size) in order to fully understand ice formation pathways in clouds.

5.2.3 INP concentrations in the atmosphere

Sources of INPs measured in the atmosphere can vary drastically over small spatial scales and
INP concentrations in air masses can be enhanced after coming into contact with land.

In Chapter 4, measurements were made from the FAAM BAe-146 research aircraft during the
PIKnMIX-F field campaign in March 2019 to investigate atmospheric INP concentrations. N INP

was determined from samples using droplet-on-filter freezing assay experiments and found to
vary by more than one order of magnitude, and the temperature at which N INP exceeds 0.1
L−1 ranged from ∼-14 to ∼-21◦C. Measurements from under-wing optical probes were used to
measure aerosol size distribution and determine an aerosol size distribution that was used to
calculate ice-active site density (ns) from N INP. The ns values showed even greater variability,
with the ns at -20◦C ranging from less than 102 to greater than 104 cm−2. Samples collected
in the marine boundary generally showed the highest aerosol loading and an enhancement in
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coarse-mode aerosol, which is likely to be due to sea spray aerosol. Of these samples, those
where FLEXPART analysis showed that potential emissions were predominantly from the marine
environment had low N INP and low ns (relative to other samples in this study). In contrast,
those where FLEXPART analysis showed potential aerosol emissions from land had a similar size
distribution but higher N INP and ns suggesting a terrestrial source of INPs that contributes to the
atmospheric INP population when air masses come into contact with land. Samples collected
above the boundary layer had relatively high N INP and ns values but FLEXPART analysis showed
that it was most likely that the sampled aerosol had descended from higher in the atmosphere
rather than having been emitted from the surface in the previous 7-days, which suggests the
observed INP activity is due to aerosol from long-range transport rather than emissions from an
aerosol source at the surface in the last 7-days. We conclude that the aerosol loading of samples
collected in the boundary layer is dominated by sea spray aerosol, which does not have high
ice-nucleating ability, but there is a terrestrial source of aerosols that enhances the INP population
when air comes into contact with land. We also propose that there is a population of INPs in the
free troposphere that can be mixed into the boundary layer and enhance the INP population.

These results show that the source of the INPs in the atmosphere varies over small scales and
show that INPs have the potential to be entrained into clouds from above and below. This has
important implications for modelling mid to high-latitude mixed-phase clouds and quantifying
the role of INPs in modulating the cloud-phase feedback.

5.3 Future work

The findings of this thesis contribute to our knowledge in different areas of ice nucleating research
but also highlight several open questions. In Chapter 2, size-resolved measurements quantify the
characteristics of INPs as they are emitted from a source but how the size distribution and INP
population evolves in time and space requires further measurements. In addition, the modelling
in Chapter 2 provides insights into the contribution to INP concentrations in the atmosphere from
the source but without observations of cloud properties the impact of these INPs on clouds cannot
be quantified. In Chapter 3, the comparison of INPs and ice-crystal number concentration provides
insights into primary and secondary ice production but the composition of the INPs sampled is
unknown meaning the exact controls on the nucleation cannot be determined. Furthermore,
the samples collected at the surface may not be representative of the observations made in the
cloud and a lack of in-situ cloud measurements means validation of the results is challenging.
In Chapter 4, atmospheric INP concentrations are quantified and different source regions are
identified but the composition of these particles was not measured. In addition, comparisons
between the observed INP concentrations and ice crystal number concentration in cloud were not
made. It is clear that linking all of these measurements is a crucial step to understanding INPs and
their impact on clouds. Here I propose a possible study that combines all of the techniques used
in this thesis and what was learned when applying them in isolation to provide much-needed
observations of the role of INPs from source through to their impact on cloud properties.
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For such a study, there needs to be a known INP source with regular emissions to a region
with sufficiently supercooled clouds, the potential to make airborne measurements and the
potential to deploy ground or ship-based remote-sensing and aerosol instrumentation. The Gulf
of Alaska offers such a ‘natural laboratory’. First, we have shown that the Copper River is a known
INP source and temperatures are sufficiently low that these INPs could cause cloud glaciation.
Secondly, there are accessible and nearby airports where an aircraft campaign could be based.
Finally, as well as the potential for ship-based measurements, there is a small uninhabited island,
Middleton Island, located approximately 130 km south of Cordova in the Gulf of Alaska as shown
in Fig. 5.1. Due to previously being the site of a US Air Force Station, and now the site of regular
sea-bird research, the island has a well-maintained runway and is accessible for research.

Fig. 5.1.: True colour image of the Gulf of Alaska during a dust storm on 28th October 2014, captured
by NASA’s Aqua Moderate Resolution Imaging Spectroradiometer (MODIS). Adapted from NASA Earth
Observatory (2014).

Fig 5.2 illustrates a potential experimental set-up at this location. All of the instruments described
are currently available and have previously been used in the ways described herein, but it should
be noted that this hypothetical experiment optimistically assumes that funding is no object. Four
main categories of measurements are proposed: in-situ INP sampling, in-situ aerosol observations,
in-situ cloud observations and remote sensing observations.

5.3 Future work 95



Fig. 5.2.: Schematic of proposed study to investigate ice formation in clouds in the Gulf of Alaska. Not to
scale.

Deploying the multi-stage cascade impactor used in Chapter 2 and/or the semi-automated digitel
filter sampler used in Chapter 3 to the Copper River Delta, on board a research vessel and
on Middleton Island to collect filter samples for INP analysis would provide insights into the
evolution of the INP population in the boundary layer with increasing horizontal distance from
the source. Concurrent filter sampling from the FAAM BAe-146 research aircraft, following the
method outlined in Chapter 4, would capture the vertical distribution of aerosol and INPs in
the atmosphere and add more certainty that the INPs sampled are representative of those at the
altitude of the clouds. Samples in the boundary layer and in the free troposphere can also help
identify different potential INP sources, as seen in Chapter 4. One of the limitations of offline filter
sampling is the need for samples to be collected over many hours which may mean short-term
temporal variability is not captured, as was highlighted in Chapter 3 of this thesis. On the other
hand, sampling is not autonomous so is hard to implement over long timescales. The inclusion
of online methods for INP analysis would improve the spatial and temporal resolution of the
INP measurements. The portable ice nucleating experiment (PINE; Möhler et al. (2021)), is an
expansion chamber capable of making automated long-term field observations of INPs that could
be deployed on Middleton island for an extended period to capture seasonal cycles of dust and
INP emissions from this source. The Met Office Ice Nucleus counter (INC) is a continuous-flow
diffusion chamber currently under development for use on board the FAAM aircraft that could be
used to capture spatial variability in INP concentrations (horizontal and vertical).

Quantifying the evolution and variability of the total aerosol loading in the atmosphere and the
particle size distribution is vital and can be achieved using ground and aircraft-based optical
instruments alongside the INP measurements. The University of Leeds has a suite of aerosol
instruments contained in a shipping container (the IcePod) that has been deployed for field
measurement around the world (O’Sullivan et al., 2018; Porter et al., 2022; Harrison et al.,
2022b) and could be used on the research vessel in this proposed study. The instruments
available include a scanning mobility particle sizer (SMPS) and aerodynamic particle sizer (APS)
spectrometer that combined can measure aerosol from 10 nm to 20 µm. From the FAAM aircraft,
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particle size distribution measurements can be made using the under-wing optical probes as
outlined in Chapter 4. Identifying the controls of ice nucleating activity in samples requires
knowledge of the aerosol composition. In Chapter 2, this was achieved using X-ray diffraction
analysis but the analysis was done on bulk material collected from the surface and sieved to
45 µm, rather than samples collected from the atmosphere. It is likely that the composition
of the material that is aerosolised differs from the bulk due to the different size distribution
(Glaccum and Prospero, 1980) but this could not be confirmed. Furthermore, in Chapter 4,
variability between aerosol populations in the boundary layer and in the free troposphere was
observed but the composition of these aerosol populations could not be determined with the
observations available. Collecting filter samples to determine size-resolved aerosol composition
by scanning electron microscopy with energy-dispersive X-ray spectroscopy (SEM-EDS), following
the methods in Sanchez-Marroquin et al. (2019), would address both of these open questions.
Samples could be collected using ground-based filter samplers at the Copper River Delta and
on Middleton Island to investigate the aerosol composition at the source and after transport. In
addition, samples could be collected from the aircraft; the inlet system has two parallel inlets
meaning one filter can be collected for INP analysis and one for SEM-EDS analysis at the same
time. This would help to identify what controls the ice-nucleating activity of dust from the
Copper River and identify if there is an additional aerosol source in the free troposphere as
observed in Chapter 4. Determining the surface area of aerosol sampled onto filters on the aircraft
using SEM-EDS rather than the underwing optical probes would also address the uncertainties
associated with biases when sampling aerosol from an aircraft that are outlined in Chapter 4.

In-situ observations of cloud microphysical and bulk properties from the FAAM BAe-146 aircraft
would allow validation of remote sensing retrievals and comparison of cloud properties (e.g.
liquid water path) with measured INP concentrations. In addition, in Chapter 3 regions where
secondary ice production was likely to be enhancing the ice crystal number concentration in cloud
were identified but determining the mechanism responsible for this was not possible. Imaging
probes on the aircraft can capture particles from 15 µm to 6 mm to quantify their shape and
determine the particle size distribution. The size of ice crystals can be used to identify how
they have formed (Korolev and Leisner, 2020), hence this data may allow SIP mechanisms to be
identified.

Finally, remote sensing observations are needed to investigate cloud properties over a longer time
scale than is possible to measure from an aircraft, specifically to apply the method outlined in
Chapter 3 to retrieve ice crystal number concentration. Radar and lidar instruments installed on
Middleton Island could be used to make long-term observations in conjunction with the proposed
(almost) continuous INP observations from PINE. This would be a significant improvement over
the INP sampling approach in Chapter 3 where the samples were collected over 56 hours. A
further uncertainty of the approach in Chapter 3 is associated with the measurement of the
vertical air motions. To address this, a radar wind profiler could be installed with the radar and
lidar and the vertical air motion determined following the approach in Radenz et al. (2018).
Remote sensing instruments can also be deployed on moveable platforms which allows more
flexibility in measurement location, hence the proposed remote sensing instruments could be
installed on a ship. This presents additional challenges due to the motion of the platform but
instruments can be stabilised or the motion recorded and corrected for (Moran et al., 2012; Protat
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and McRobert, 2020). The FAAM BAe-146 aircraft also offers the potential for remote sensing
that would allow observations to be made from above and below cloud. At present the aircraft
is not equipped with radar however radar, doppler wind lidar and aerosol lidar instruments
have been proposed for the upcoming mid-life upgrade of the aircraft. Lidar can also be used to
investigate aerosols and INPs. Ansmann et al. (2008) and Wieder et al. (2022) propose methods
to determine INP concentrations by combining parametrisations of INPs with lidar data. The
availability of ship or aircraft-borne aerosol lidar alongside the multitude of aerosol and INP
observations proposed here opens up the possibility of testing and validating these methods.

5.4 Closing remarks

The formation and evolution of mixed-phase clouds is governed by complex and intertwined
processes; from the nucleation of ice at a scale of just a few nanometres, to the influence of
synoptic-scale weather systems spanning 100s of kilometres. Quantifying these processes is of
crucial importance to better understand our climate, now and in a rapidly warming world. This
thesis approaches the gaps in our knowledge of ice-nucleating particles and ice formation in
clouds from different angles in an attempt to untangle some of these complexities. The work has
provided new observations in diverse regions around the world and developed novel techniques
that can be applied to many more, both of which contribute to our overall understanding of the
role of ice-nucleating particles in the climate system.
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Appendix to Chapter 2

A

Fig. A.1.: Sampling efficiency of the impactor at different wind speeds. Shaded regions represent the
different size bins of the impactor (A: > 2.5 µm, B: 1-2. µm, C: 0.5-1 µm, D: 0.25-0.5 µm)

Fig. A.2.: Map of the Copper River watershed showing vegetation types. Land cover data from U.S.
Geological Survey National Land Cover Database (NLCD), geospatial data such as waterways, boundaries
and National Parks from State of Alaska Open Data Geoportal, background map from MapTiler and
OpenStreetMap, lower left inset derived from Landsat 8 Collection 2 Tier 1 calibrated top-of-atmosphere
(TOA) reflectance
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Fig. A.3.: Comparison of modelled dust concentration and N INP with varying mean particle size in 10
day FLEXPART simulations starting on 14th October 2019. All model parameters are the same as for runs
presented in the main body of the paper, including a total emitted mass of 15 kt.

Fig. A.4.: Comparison of modelled dust concentration and N INP with varying initial dust emissions mass in
10-day FLEXPART simulations starting on 14th October 2019. All model parameters are the same as model
runs presented in the main body of the paper, including a mean particle size of 1 µm.
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Fig. A.5.: Results of X-Ray diffraction on 45 µm surface samples showing the percentage of each mineral in
the sample determined using Total Pattern Analysis Solutions (TOPAS) analysis of Rietveld refinement of
powder X-ray diffraction (XRD) patterns
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Background subtraction

B

Raw data from INP droplet freezing experiments needs to go through multiple steps to finally
arrive at a usable INP concentration, one part of this is background subtraction. This is where
the background INP activity, determined from handling blanks, is removed from the sample data.
This appendix includes details of this process, adapted from an instructional jupyter notebook
available on my GitHub. The steps involved are explained using three experiments from one
sample and handling blanks collected at Summit Station, Greenland as an example.

1. Prepare sample data
The raw data contains a record of the temperature at which each droplet in the experiment froze,
which can be expressed in terms of the fraction of frozen drops at each temperature (fice(T )):

f(T ) = 1 − N(T )
Ntot

(B.1)

where N(T ) is the number of unfrozen droplets at temperature T , Ntot is the total number of
droplets.

Fig. B.1.: Fraction frozen for three repeat experiments for one sample and all handling blanks (in grey)
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1.1 Bin data and combine repeat runs

In order to do the background subtraction we need all the data to be in the same temperature bins.
The temperature interval is chosen based on the dataset such that there are not too many bins
with 0 counts, but not a huge number of counts in the bins (Vali, 2019). In this case, temperature
bins of 1◦C are used.

Fig. B.2.: Fraction frozen after data has been binned into 1◦C temperature bins. The mean and standard
deviation is determined by calculating the mean and standard deviation of the number of freezing events in
each bin.

1.2 Calculate the differential nucleus spectrum (k(T ))

Next, we need to calculate k(T ). This value represents the differential nucleus spectrum; the
number of sites active within the interval T to T + ∆T . This is different to K(T ) which is the
cumulative nucleus spectrum. Most INP data is shown in the cumulative space however in order
to compare samples to the background you need to compare k(T ) at each temperature interval
and subtract the background from this, rather than from the cumulative K(T ). Figure 4 in Vali
(2019) gives a good example of why we use k(T ) and not K(T ). k(T ) is given by the following
equation:

k(T ) = − 1
Vd · ∆T

· ln
(

1 − ∆N

N(T + ∆T )

)
(B.2)

where Vd is the droplet volume, ∆T is the width of the temperature bins, ∆N is the number of
droplets that froze in that temperature bin and N is the total number of droplets unfrozen at
temperature T + ∆T .
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1.3 Calculating errors
a) Samples with repeat experiments
When samples are in suspension it is common to do multiple µL-NIPI experiments for each sample.
For example, in the analysis for Chapters 2 and 3 of this thesis, experiments were repeated three
times. To combine them, the mean counts are calculated in each temperature bin and the mean
is used to calculate a mean k(T ). The variability associated with these runs is then represented
by the standard deviation of the counts (σ∆N ) and used to calculate the error in k(T ) (σk(T )):

σ2
k(T ) =

[
1

Vd∆T
· 1

N(T + ∆T ) − ∆NT

]2
σ2

∆NT
(B.3)

b) Samples without repeat experiment
In some cases, such as when using the droplet-on-filter technique, the experiments can only
be done once. This means error bars cannot be represented using a standard deviation of the
measurements. Instead, σ∆N is calculated based on the fact that the number of freezing events
per temperature interval is discrete and independent of the other intervals and so should be
expected to follow a Poisson distribution. A Poisson distribution is calculated like so:

P (x, λ) = λxe−λ

x! (B.4)

where x is the number of occurrences, λ is the expected number of occurrences, e is Euler’s
number and ! is the factorial function. By using observed counts in each interval, ∆N , as the
expected value, λ, we can generate a range of Poisson distributed numbers for each temperature
interval. The standard deviation of these values is then σ∆N used in Eq. B.3 to calculate σk(T )

Fig. B.3.: Mean differential spectrum (k(T )) for the three experiments, with errors bars representing the
standard deviation of the experiments (blue) and calculated based on a Poisson distribution of counts (red)
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2. Prepare background data

2.1 Bin handling blank data and calculate background k(T )

In order to compare our sample data to the handling blanks we need an ’average’ background. To
calculate this we bin the handling blank data into the same temperature intervals as the sample
data, then calculate the mean counts and standard deviation counts of all the handling blanks
and finally calculate the mean k(T ) of the handling blanks.

Fig. B.4.: Mean k(T ) for all handling blanks. Error bars represent the standard deviation

3. Background subtraction and INP calculation

3.1 Subtract background from sample data

Next the mean background k(T ) values are subtracted from the mean sample k(T ) values to get
our background subtracted, k(T )sub, values:

k(T )sub = k(T )sample − k(T )bg (B.5)

Total error for k(T )sub is calculated by combining the sample standard deviation (or Poisson
error) and the background standard deviation in quadrature:

σtot =
√

σ2
sample + σ2

bg (B.6)
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3.2 Calculate the cumulative spectrum (K(T ))
After the background subtraction has been applied, k(T )sub can be converted back to a cumulative
value, K(T ). This is the cumulative spectrum, meaning the number of sites active above T per
unit sample volume. There are a number of ways to calculate K(T ), including directly from
fice(T ):

K(T ) = − 1
Vd

· ln(1 − f(T )) (B.7)

However, since we already have k(T ) we can simply perform a numerical integration:

K(T ) =
T∑
0

k(T )sub · ∆T (B.8)

Fig. B.5.: Mean cumulative spectrum (K(T )) before (blue) and after (red) background subtraction

3.3. Calculate INP concentrations
Finally, INP concentrations are calculated.

3.3a wash-off samples
For samples prepared using the wash-off method (like at Summit), we use the following equa-
tion:

NINP(T ) = − ln(1 − f(T ))
Vd

· Vw

Va
(B.9)

This can also be shown as:
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NINP(T ) = K(T ) · Vw

Va
(B.10)

where NINP(T ) is the concentration of INPs at temperature T , Vw is the volume of water used
to wash the samples from the filters and Va is the volume of air sampled corrected to standard
temperature and pressure.

3.3b Droplet-on-filter samples
For the drop-on method (e.g. for FAAM filter samples) the equation is:

NINP(T ) = K(T ) · VdAfil

Vaα
(B.11)

Where Vd is the droplet volume, Va is the volume of air sampled, Afil is the area of filter exposed
to aerosol particles (11 ± 2 cm2) and α is the area of each droplet exposed to the filter (0.9 ±
0.1 mm2 1 µ droplets).

Fig. B.6.: Ice-nucleating particle concentration before (blue) and after (red) background subtraction.

In this example, there is only a very minor difference after the background subtraction has been
applied because the data is well above the mean background. However, when the data is closer
to the background there can be a larger difference. When the data falls entirely within the
background, the data is consistent with a measurement of zero but the top of the error bars
represents a possible upper limit, an example of this is shown in Fig. B.7.
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Fig. B.7.: K(T ) and N INP before (blue) and after (red) background subtraction for a case where the data
all falls below the mean background
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Automatic droplet freezing detection

C

Previously, analysis of the video output of droplet freezing experiments as used in this thesis
required significant manual input, each frame of the video was checked for freezing events and
manually recorded with a mouse click. This is time-consuming and subject to human error,
especially when there are a large number of droplets present and freezing events are easy to miss.
Previous attempts to automatically analyse these videos had been unsuccessful, however, most
of these used motion detection applied to the whole frame of the video to detect changes. This
leads to incorrect detection of freezing events due to vibrations in the video, changes to lighting,
frost formation on the cold stage and other potential movements. Additionally, freezing events
are often missed due to the small change compared to variations in the whole frame. To solve
this, I applied a different approach by first detecting the droplets in the frame and then using the
change in pixel value within these droplets when freezing occurs to detect freezing events.

C.1 Droplet detection

A key step in the detection of freezing events is first being able to accurately detect droplets
within the frame. To do this I used a circle hough transform, a feature extraction technique
used in digital image processing to detect circles in images. The openCV python package was
used to apply this technique (Bradski, 2000). In some cases, droplets were incorrectly detected
and required manual correction. This was achieved by creating a graphical user interface (GUI),
as shown in Fig. C.1, with the capability to manually add or remove droplets. The droplet
detection threshold can also be adjusted, to account for the differences between the wash-off and
droplet-on-filter techniques.
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Fig. C.1.: Droplets detected and marked in red using graphical user interface for analysis of droplet freezing
experiment videos

C.2 Freezing event detection

Once the droplets have been detected, methods to detect freezing can be applied to each droplet
individually. In this case, we exploit the fact that droplets change colour as they freeze. First,
the images are converted to grayscale images so that each pixel has a value between 0 and 255,
where 0 is black and 255 is white. In experiments using the University of Leeds Microlitre by
immersed particle instrument (µL-NIPI), droplets get darker when they freeze meaning the mean
pixel value within the droplet reduces, as demonstrated in Figure C.2. This was implemented
by calculating the mean pixel value in each droplet in each frame and then comparing it to the
preceding frame. When the change from one frame to the next exceeds a certain threshold then a
freezing event is recorded.

Fig. C.2.: Example of change in colour as a droplet freezes (left) and decrease in mean pixedl value (right)
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To ensure that the event is not detected multiple times as the droplet fully freezes once a freezing
event has been detected in a droplet it is no longer ‘watched’ by the programme. Once the frame
in which each droplet freezes has been identified, the temperature of the cold stage at the time
of each freezing event is retrieved from the cold stage temperature log which is recorded at the
same time as the video. In the GUI, droplets are marked in blue (see Fig. C.3) once they have
been detected as frozen so that incorrectly identified or missed events can be identified and
manually corrected. However, this is rarely required; in a test of 20 experiments each containing
approximately 50 droplets, 2 events were incorrectly identified. In addition, comparisons between
the previous manual method and this automatic detection method show good agreement. An
example of such a comparison is shown in Fig. C.4.

Fig. C.3.: Detected freezing events in blue during the automatic analysis of droplet freezing experiment
video

Fig. C.4.: Comparison of fraction frozen curves for videos analysed manually (blue) and using the automatic
approach (orange)
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