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Abstract

Studying the structural and functional properties of biological molecules using single-molecule techniques has been fundamental in establishing a comprehensive understanding of the mechanisms that govern complex living systems. The aim of this thesis was to develop a dielectrophoretic nanotweezers setup to provide a new approach for applying and measuring dielectrophoretic forces on individual particles in aqueous solution. To achieve this goal, dual-barrel quartz nanopipettes were filled with pyrolytic carbon, forming a pair of nanoelectrodes at their tip. Their size and shape were characterised both through SEM imaging and electrochemical cyclic voltammetry. By applying low AC voltages (< 1 V) between these nanoelectrodes, very strong and highly inhomogeneous electric fields were generated at the nanopipette’s tip to form dielectrophoretic nanotweezers. The frequency of the electric field was tuned so that individual entities were either attracted or repelled depending on their dielectric properties. In this work, experimental measurements of the dielectrophoretic force acting on single polystyrene beads (2 μm) were acquired by single particle tracking on an inverted fluorescence microscope. The spatial coordinates of individual beads were extracted from their trajectories as a function of time under trapping conditions. The force magnitude, measured from their velocity over distance from the nanotweezers tip, was found in the femtonewtons range for a set of applied voltages and frequencies. In addition, the electric field distribution was simulated close to the nanotweezers tip by a finite element model developed for this system. Estimations of the dielectrophoretic force magnitude for different nanotweezers geometries were also performed. Overall, the simple operational mechanism and design of these dielectrophoretic nanotweezers combined with their ability to be controlled in three-dimensions, make them a versatile and promising platform for single-particle manipulation and force probing.
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Figure 2.1 Schematic illustration of the basic principles behind the operation of optical tweezers. a) When the wavelength of light is larger than the particle (Rayleigh scatterer), the gradient force depends on the object’s polarisability. For a bead with greater polarisability than its surrounding medium, $F_{\text{grad}}$ (black arrow) attracts the particle towards the focus of the beam at its axis of symmetry against $F_{\text{scat}}$ (red arrow) which tends to move it along the direction of the light. b) When the wavelength of light is smaller than the particle, reflected rays by the bead lose momentum which is transferred to the sphere leading to $F_{\text{reflection}}$ (red arrow) in the same direction with the propagation of light. Refracted rays through the bead gain momentum form the particle resulting in $F_{\text{refraction}}$ (black arrow) which acts in the opposite direction of $F_{\text{reflection}}$. Controlled trapping and manipulation of the bead is achieved when these two forces become equal in magnitude. Reproduced from [12].

Figure 2.2 Schematic illustrations of standard optical tweezers configurations for single-molecule force spectroscopy measurements. a) Liquid crystalline microspheres with kinesin motor proteins attached to their surface from one end and to a microtubule from the other. The torsional stiffness of the molecule was observed by controlling the rotation of the bead through the laser beam. Adapted from [18]. Single trap configuration where a molecule’s end is attached to a dielectric bead held by the light beam and its other is bound b) either on a passivated microscope glass slide or c) attached to another bead held by a glass micropipette. Reproduced from [20]. d) Dual trap configuration where two separate dielectric beads are held by two laser beams, respectively, and a molecule is attached between them. Reproduced from [22].

Figure 2.3 Schematic illustration of most widely used magnetic tweezers configuration for single-molecule force spectroscopy. A pair of permanent magnets located on top of the sample under investigation which is bound between a magnetic bead, usually paramagnetic or superparamagnetic, and a flow chamber fixed on top of an inverted microscope. The field $B$ produced between the magnets induces a moment $m_0$ and hence a force on the bead, analogous to its gradient. A fluorescent marker is attached on the flow chamber for calibrating vertical displacements of the bead. Note that N and S are abbreviations for magnetic north and south pole, respectively. Reproduced from [32].

Figure 2.4 Schematic illustration of magnetic tweezers configurations for single-molecule torque measurements. a) A pair of permanent magnets located on top of the sample under investigation which is bound between a magnetic bead and a flow chamber fixed on top of an inverted microscope. By adjusting the position of the magnets or by rotating them, the magnetic bead responds to such changes accordingly and as a result, the attached molecule can either be stretched or rotated. Reproduced by [2]. b) Single magnet aligned with the bead-molecule system to investigate its torque during transcription by an RNA polymerase molecule which was fixed on the glass coverslip. Reproduced by [36]. c) Cylindrical permanent magnet for applying forces, together with a much smaller magnet bound on its side at opposite orientation giving rise to desired torques on a tethered molecule between a magnetic bead and the surface of a glass slide. Reproduced by [38]. d) Supercoiled individual DNA molecules by rotating a pair of magnets which were then attracted towards the focal plane, parallel to the microscope glass cover, by an additional magnet positioned on the side. Reproduced by [39].

Figure 2.5 Single-molecule force spectroscopy with AFM. a) Schematic illustrations of the atomic force microscope which is composed of a cantilever and a nanometre-sized sharp tip (yellow) positioned above a piezoelectric scanning stage (grey). A molecule (purple) is attached between the cantilever’s tip and the stage surface (bronze). Displacement of the latter induces a force on the molecule which deflects the cantilever
and shifts the position of the laser beam (red), reflected off the cantilever's back, on a photodetector (PSD). Reproduced from [2]. **b)** Schematic representation of the indentation stages of an atomic microscope probe (cantilever-tip) to a biological system. The cantilever approaches the sample surface (I), creates contact (II) and indents (III) to probe mechanical responses. Then, single-molecule force probing can be achieved by retracting it (IVA), keeping it a constant height (IVB) or applying a constant force (IVC) to the trapped entity. Reproduced from [47].

**Figure 2.6** Single-molecule force spectroscopy with acoustic tweezers. **a)** Schematic illustration of two pairs of interdigital transducers (IDTs), positioned opposite to each other, generating planar acoustic standing waves. The nodes (blue) and antinodes (red) spots can be controlled by adjusting the wavelength and phase of these two oscillations. The inset shows a path across the xyz plane for a trapped particle. Reproduced from [58]. **b)** Numerical 3D simulation showing a model of the acoustic field distribution around a single trapped particle for the waves generated in a). Reproduced from [58]. **c, i)** Schematic of the acoustic tweezers integrated in a flow chamber on top of an inverted microscope. **c, ii)** The flow chamber is fixed between two glass slides and on top of the thicker one an acoustic piezo stage, sputtered with aluminium, is generating acoustic waves. **c, iii)** A single DNA molecule tethered between the upper glass surface and a micrometre-sized polystyrene bead is extended or compressed due to the presence of acoustic waves. The reference bead is attached to the upper glass for calibrating the z-displacement of the tethered bead. Reproduced from [62].

**Figure 2.7** Schematic illustrations of dielectrophoretic platforms for single-molecule manipulation. **a)** Interdigitated gold microelectrodes (IDEs) with a 9 nm insulating separation gap where individual nanoparticles (red spheres) were trapped upon application of low peak amplitude AC voltages (~200 mV, 100 kHz – 10 MHz) between each pair (yellow). The colour map shows the electric field distribution away from these gaps. Reproduced from [69]. **b)** Palladium electrodes (beige) were separated by an 8 nm insulating layer of HfO$_2$ from a graphene monolayer (black mesh), onto which gold electrodes (yellow) were formed to complete the circuit. Single entities were trapped at the 4 edges of this layer by applying low voltages (~400 mV) and achieving very strong forces. Reproduced from [70]. **c)** DNA molecules are first attracted towards the tip of a nanopipette immersed in aqueous medium and then translocated through its aperture and towards inside the pore. Molecules were attracted by applying AC voltages at the gold-coated surfaces outside the nanopipette tip while translocations were driven by a 10 V DC voltage between an electrode inside and outside the nanopipette. Reproduced from [73]. **d)** A pair of semi-elliptical closely-spaced (10 – 20 nm) carbon nanoelectrodes pyrolytically formed at the tip of a dual-barrel nanopipette traps individual molecules (DNA, RNA) and organelles (mitochondrion) in solution or inside a living cell by applying low peak amplitude AC voltages. Reproduced from [10].

**Figure 2.8** Schematic illustrations of non-dielectrophoretic platforms for single-molecule manipulation. **a)** A spherical DNA-origami (red) attached on a lipid passivated (yellow) silicon-nitride nanopore (grey) which blocks its opening only from one side. Particles (purple) close to the formed nano-cavity get trapped due to local electroosmotic flow (dotted lines) depending on their shape and size. Reproduced from [76]. **b)** 2D projection of an array of electrostatic fluidic traps. (Top left) Simulated electric potential distribution inside three slits. (Right) 3D zoomed representation of a fluorescent protein trapped in one slit with key dimensions of the trap shown. Scatter plot indicates the position of tracked molecules. Reproduced from [78].

**Figure 2.9** Schematic illustrations of imaging geometry used in epifluorescence (inverted) configuration for wide-field microscopy. The beam emitted from the light source (blue) is focused on the back side of a microscope objective lens (OL) through a Köhler lens (KL) and dichroic mirror (DM). Once the wavelength is absorbed by a fluorescent molecule, the latter gets excited and emits a different wavelength (green) which passes through an
OL, DM, filter(s) and is focused on the camera sensor via a tube lens (TL). Reproduced from [79]. ..............................................................- 34 -

**Figure 2.10** Basic concepts for single-molecule localisation and single-particle tracking. a) (Left) Measured intensity profile on a camera sensor, emitted by a fluorescent molecule and blurred due to light diffraction. (Middle) Intensity profile fitted by a model function to estimate the two-dimensional position of the molecule. (Right) Uncertainty in the position estimate from the model function fitting. b) The two-dimensional position of a diffusing fluorescent molecule is recorded over a sequence of time intervals. By applying single-molecule localisation, the spatial trajectory of this molecule can be extracted. Reproduced from [79]..............................................................- 36 -

**Figure 2.11** Basic principles of electrophoresis and dielectrophoresis. a) A uniform electric field is formed between two parallel microelectrodes. A spherical particle with a fixed negative charge moves towards the electrode of opposite polarity (+), while another polarisable spherical particle remains static as its surface charge distribution is opposite and equal between its poles. b) A non-uniform electric field is generated between two microelectrodes of different geometry where polarisable spherical particles are either attracted or repelled from the bottom electrode based on their intrinsic dielectric properties. Reproduced from [94]..............................................................- 39 -

**Figure 2.12** Schematic representation of three spherical DEP models (left), graphs for Ref C Mω over a frequency range from 0 to 10^10 Hz (middle) and one example of spherical model molecules (right). a) Homogeneous spherical particle model for a polystyrene bead εp *, σp * immersed in aqueous solution εm *, σm *. Positive DEP occurs at high frequencies while nDEP at low. b) Single-shell spherical particle model for the core εp *, σp * and lipid bilayer εs *, σs * of a liposome. Negative DEP takes place at very low and high frequencies, with pDEP dominating in between. c) Double-shell spherical particle model for the cytoplasm εp *, σp *, membrane εs1 *, σs1 * and wall of a cell. Strong pDEP occurs at high frequencies and very weak nDEP at low. Reproduced from [6]. .......- 42 -

**Figure 2.13** Schematic representation of three ellipsoidal models. a) Homogeneous oblate model with semi-axes a = b > c. b) Homogeneous prolate model with semi-axes a = b < c. c) Elongated prolate model of radius r and length l. Reproduced from [6]....- 43 -

**Figure 2.14** Schematic illustration of counterion cloud distribution (positive charges) around a negatively charged a) protein and b) DNA molecule when an electric field is absent (left column) and present (right column). The negative charges on the biomolecules are not shown. Reproduced from [7]..............................................................- 44 -

**Figure 2.15** Schematic illustration of AC a) electroosmosis flow ±Fq and b) electrothermal flow close to the surface of two electrodes of opposite polarity ±V0cosωt. This direction for electrothermal flow occurs at frequencies ω below the crossover frequency f C M, 0 while for higher ones the flow reverses to the opposite direction, which means upwards from the electrode gap. Reproduced from [7]..............................................................- 46 -

**Figure 2.16** Schematic illustrations for most common fabrication techniques of nanoelectrodes. a) Nanogap gold micro-electrodes based on a combination of atomic layer lithography, photolithography and tape peeling. A layer of alumina was deposited on top of a patterned gold substrate via atomic layer lithography. Then, another layer of Au was deposited on top of the alumina without making a contact with the bottom Au substrate. The excess gold layer was peeled off to form the nanogap between two electrodes. Lastly, lithography and ion milling were used to create an array of such electrodes. Reproduced from [69]. b) Platinum nanoelectrode with a conical tip surrounded by insulating glass. A Pt microwire was placed inside a glass needle-like capillary after laser-pulling it. The protruding wire at the capillary’s tip was placed at the centre of a counter ring-shaped Pt electrode inside an electrochemical etching solution where a sharp point was formed after the application of an AC bias. The resulting microwire was insulated by paint electrodeposition. Reproduced from [116]. c) A glass
capillary is heated at the middle of its longest dimension to initially bring in contact and seal the glass and metal wire surfaces inside. Further heating is applied to pull the capillary and wire apart at their two ends, resulting in two almost identical conical-shaped nanoelectrodes which are insulated along their circumference by glass. Reproduced from [120].

Butane gas was injected inside a quartz glass nanopipette and maintained at higher than the atmospheric pressure values. Then, the nanopipette tip was inserted into a glass capillary where Argon gas was flowing from the opposite direction to prevent oxidation of the tip during heating. Lastly, a Bunsen burner was used to heat the butane gas up to ~900 °C for a few seconds until it thermally decomposed and filled the nanopipette barrel with pyrolytic carbon. Reproduced from [132].

**Figure 2.17** Nano electrode characterisation techniques. **a)** A scanning electron microscope (SEM) image of a 220 nm Pt disk-shaped nanoelectrode encapsulated in quartz glass. Reproduced from [136]. **b)** A transmission electron microscope (TEM) image of a 6 nm Pt disk-shaped nanoelectrode encapsulated in quartz glass. Reproduced from [136]. **c)** Schematic illustration for diffusive mass transport field distribution on a macro electrode and micro electrode surface. Reproduced from [114]. **d)** The steady-state voltammetric (current-voltage) response of a 172 nm Pt disk-shaped nanoelectrode in an electrolyte solution containing a redox mediator. The electrode radius is estimated from the magnitude of the steady-state limiting current \( i_{ss} \), the concentration \( c_r \) and diffusion coefficient \( D_r \) of the dissolved electroactive mediator. Reproduced from [136].

**Figure 3.1** SEM images for quartz glass nanopipettes. **a)** Side view of a single-barrel nanopipette taper demonstrating its approximately conical-shaped geometry. **b)** Tilted view (~30°) of a single-barrel nanopipette with filament focusing on its 130 nm tip aperture. **c)** Tilted view (~30°) of a single-barrel nanopipette focusing on its 136 nm tip aperture. **d)** Bottom view of a single-barrel nanopipette focusing on its 522 nm tip aperture. **e)** Tilted view (~30°) of a double-barrel nanopipette focusing on its semi-elliptical tip apertures \( (a_1 = 47 \pm 3 \text{ nm}, a_2 = 31 \pm 1 \text{ nm}) \). **f)** Tilted view (~30°) of a double-barrel nanopipette focusing on its semi-elliptical tip apertures \( (a_1 = 545 \text{ nm}, a_2 = 437 \text{ nm}) \). Note that images in panels **a)**, **b)**, **c)** and **e)** were acquired by myself in the cleanroom facilities of the University of Leeds. All nanopipettes were fabricated with Programme 1 and sputtered externally with a ~5 nm iridium layer to aid with imaging. Images in panels **d)** and **f)** were acquired with the help of Dr Alexander Kulak (School of Chemistry, University of Leeds). These nanopipettes were fabricated with Programme 2 and imaged without any modification.

**Figure 3.2** **a)** Schematic illustration of the experimental configuration for the electrochemical characterisation of a nanopipette filled with and immersed in 0.1 M KCl. **b)** The equivalent electrochemical circuit of the nanopipette system. The resistance inside the nanopipette pore \( R_{apore} \) together with the resistance between the tip opening and the surface of the external bath walls \( R_{access} \) compose the total resistance of the circuit which can be analytically estimated by Equation 3.1.

**Figure 3.3** **a)** Schematic illustration of the Arduino-based pyrolytic carbon deposition configuration for the fabrication of carbon nanopipette-based electrodes. **b)** Temperature profile generated at the centre of the heating coil and experienced by the nanopipette tip. **c)** Pictures of a quartz glass nanopipette (transparent) and a carbon-filled nanopipette (black) fabricated by the Arduino-based setup.

**Figure 3.4** Scanning electron microscope (SEM) images for quartz glass double-barrel nanopipette-based carbon electrodes fabricated via the pyrolytic deposition procedure described in Section 3.3. These pair of nanoelectrodes were utilised as dielectrophoretic nanotweezers for single-molecule manipulation and force probing in Chapter 5. **a)**, **c)** Side views of conically-shaped nanopipettes with two semi-elliptical openings at the tip.
b) Top zoomed in view of the nanopipette tip shown in a). d) Top zoomed in view of the nanopipette tip shown in c). All SEM micrographs were acquired by Dr Alexander Kulak, as described in Section 3.6.3.

Figure 3.5 SEM images of quartz glass double-barrel nanopipette-based carbon electrodes a), c) before and b), d) after the application of focused ion beam (FIB) milling at the tip surface. Pipettes in the left column show carbon recession inside the semi-elliptical pores while the geometry at the tip orifice was rough due to the applied heating during pyrolysis. The same pipettes are shown in the right column following removal of excessive glass wall material by a focused beam of accelerated Ga⁺ ions perpendicular to the tip surface, resulting in a smooth and flat surface where semi-elliptical carbon nanoelectrodes (black domain) are considered co-planar. Note that quartz glass theta barrel nanopipette with two semi-elliptical domains representing pyrolytically deposited carbon (grey semi-elliptical cones at the middle). An 8° inner-half cone angle was applied to extrude the tip geometry shown in b). The glass domain was removed from the design. The aqueous solution was designed as a cube of 30 μm width, depth and 3 μm height. Inset shows a 3D view of the geometry. b) Nanopipette tip geometry with \( a_1 = 160 \text{ nm} \), \( a_2 = 150 \text{ nm} \) and \( h/2 = 75 \text{ nm} \). A 55 nm gap (w) separated the two nanoelectrodes, while the wall thickness along the x-axis (t) was equal to 60 nm. These tip dimensions were obtained from the double-barrel nanopipette-based carbon electrodes shown in Figure 3.4b.

Figure 4.1 a) 2D view (xy-plane) of COMSOL CAD geometry of nanotweezers immersed in aqueous solution. The nanotweezers were designed as a 5 μm long truncated conical double-barrel nanopipette with two semi-elliptical domains representing pyrolytically deposited carbon (grey semi-elliptical cones at the middle). An 8° inner-half cone angle was applied to extrude the tip geometry shown in b). The glass domain was removed from the design. The aqueous solution was designed as a cube of 30 μm width, depth and 3 μm height. Inset shows a 3D view of the geometry. b) Nanopipette tip geometry with \( a_1 = 160 \text{ nm} \), \( a_2 = 150 \text{ nm} \) and \( h/2 = 75 \text{ nm} \). A 55 nm gap (w) separated the two nanoelectrodes, while the wall thickness along the x-axis (t) was equal to 60 nm. These tip dimensions were obtained from the double-barrel nanopipette-based carbon electrodes shown in Figure 3.4b.

Figure 4.2 3D view of the generated mesh in COMSOL for a) the entire geometry of the model and b) the nanotweezers tip and bath solution common plane. The mesh was created with free tetrahedral elements after dividing first the parallel edge boundaries at the separation gap between the two nanoelectrodes.

Figure 4.3 a) 2D view (xz-plane at \( y = 0 \text{ nm} \)) of the electrical potential distribution across the entire geometry. A voltage \( (V_{pk}) \) of +600 mV (red) and -600 mV (blue) was applied to the top boundary of the left and right semi-elliptical domain, respectively. b) Zoomed in 2D view of a) highlighting the significant drop in voltage when transiting from the highly conductive carbon domain to water.

Figure 4.4 a) 2D view (xz-plane at \( y = 0 \text{ nm} \)) of the electric field distribution around the nanotweezers tip region. A voltage of +600 mV (red) and -600 mV (blue) was applied to the top boundary of the left and right semi-elliptical domain, respectively, leading to a
maximum value of ~45 MV/m. b) 2D view (yz-plane at x = 0 nm) of the electric field distribution around the nanotweezers tip region. Colour plots represent the electric field magnitude $E = Ex2 + Ey2 + Ez2$ across the xz- and yz-planes at y = 0 nm and x = 0 nm, respectively, and contour lines the electric field vector $E$. Figure 4.5 Electric field magnitude $E$ as a function of distance from the nanotweezers tip at $z = -1 \mu m$, when a set of voltages $\pm Vpk$ were applied to the top boundaries of the semi-elliptical carbon nanoelectrodes. The curves represent $E$ for $-5 \mu m \leq y, x \leq 5 \mu m$ across the a) xz-plane and b) yz-plane, respectively. In both cases, maximum values were reported at the nanotweezers tip centre ($x = y = 0 \mu m$), gradually decreasing away from the tip. As $Vpk$ became lower, $E$ decreased accordingly. The full-width at half-maximum (FWHM) of the curves in a) was larger by 600 nm than the curves in b). Small differences (~0.1 kV/m) were observed for the peak values between a) and b).

Figure 4.6 Simulated dielectrophoretic force magnitude $FDEP$ as a function of distance from the nanotweezers tip at $z = -1 \mu m$, when a set of voltages $\pm Vpk$ were applied to the top boundaries of the semi-elliptical carbon nanoelectrodes. The curves in a) represent $FDEP$ across the xz-plane for $-5 \mu m \leq y \leq 5 \mu m$ while in b) $FDEP$ across the yz-plane for $-5 \mu m \leq x \leq 5 \mu m$. In both cases, maximum values were reported at the nanotweezers tip centre ($x = y = 0 \mu m$) gradually decreasing away from the tip. As $Vpk$ became lower, $FDEP$ decreased accordingly. The full-width at half-maximum (FWHM) of the curves in a) was larger by 600 nm than the curves in b). Small differences were also observed for the peak values between a) and b).

Figure 4.7 Simulated dielectrophoretic force magnitude $FDEP$ as a function of distance from the nanotweezers tip at $z = -1 \mu m$, for a set of separation gaps between the nanoelectrodes when $Vpk = \pm 600 \text{ mV}$ was applied to their top boundaries. The curves in a) represent $FDEP$ across the xz-plane for $-5 \mu m \leq y \leq 5 \mu m$ while in b) $FDEP$ across the yz-plane for $-5 \mu m \leq x \leq 5 \mu m$. In both cases, maximum values were reported at the nanotweezers tip centre ($x = y = 0 \mu m$) gradually decreasing away from the tip. As the separation gaps became larger, $FDEP$ increased dramatically. The full-width at half-maximum (FWHM) of the curves in a) was larger by 600 nm than the curves in b). Small differences were also observed for the peak values between a) and b).

Figure 4.8 Simulated dielectrophoretic force magnitude $FDEP$ as a function of carbon recession depth inside the nanopipette tip at $z = -1 \mu m$, for a range of $Vpk$ and a 55 nm gap between the nanoelectrodes at the tip plane. The curves in a) represent $FDEP_{max}$ across the xz-plane for $-5 \mu m \leq y \leq 5 \mu m$ while in b) $FDEP_{max}$ across the yz-plane for $-5 \mu m \leq x \leq 5 \mu m$. In both cases, maximum values were reported for no recession and gradually decreased as carbon was deposited further from the tip. As $Vpk$ increased, $FDEP_{max}$ ascended as well. Small or even negligible differences were observed for the peak values between a) and b).

Figure 4.9 Nanotweezers impedance in air. a) Simplified circuit diagram where an AC signal ($Vpk, f app$) is applied between a pair of carbon nanopipette electrodes when they are left in air. Carbon domains were considered purely resistive ($RC$) while the glass separating and surrounding them capacitive ($CG$). b) 2D view (xz-plane at $y = 0 \text{ nm}$) of the electrical potential distribution near the nanopipette tip (100 nm recession depth). A voltage ($Vpk$) of +600 mV (red) and -600 mV (blue) was applied to the top boundary of the left and right semi-elliptical domain, respectively. The applied frequency was 100 kHz and black lines illustrate the current density ($J$). Bode plots of the simulated impedance magnitude ($|Z|$) and phase ($\phi$) as a function of applied frequency for three different recession depths (0, 100 and 500 nm). Figure 4.10 Nanotweezers impedance in water. a) Simplified circuit diagram where an AC signal ($Vpk, f app$) is applied between a pair of carbon nanopipette electrodes when they are immersed in water. Carbon and water domains were considered purely resistive ($RC, Rwater$) while the glass separating and surrounding them capacitive ($CG$). b) 2D
view (xz-plane at y = 0 nm) of the electrical potential distribution near the nanopipette tip (100 nm recession depth). A voltage ($V_{pk}$) of +600 mV (red) and -600 mV (blue) was applied to the top boundary of the left and right semi-elliptical domain, respectively. The applied frequency was 100 kHz and black lines illustrate the current density ($J$). Bode plots of the simulated impedance c) magnitude ($|Z|$) and d) phase ($\phi$) as a function of applied frequency for three different recession depths (0, 100 and 500 nm). ................................ 112 -

Figure 4.11 Nanotweezers impedance in water with a 2 μm bead trapped at their tip. a) Simplified circuit diagram where an AC signal ($V_{pk}$, $f_{app}$) is applied between a pair of carbon nanopipette electrodes when they are immersed in water with a 2 μm bead trapped at their tip. Carbon, water and bead domains were considered purely resistive ($R_C$, $R_{water}$, $R_{bead}$) while the glass separating and surrounding them capacitive ($C_g$). b) 2D view (xz-plane at y = 0 nm) of the electrical potential distribution near the nanopipette tip (100 nm recession depth). A voltage ($V_{pk}$) of +600 mV (red) and -600 mV (blue) was applied to the top boundary of the left and right semi-elliptical domain, respectively. The applied frequency was 100 kHz and black lines illustrate the current density ($J$). Dotted black line represents the boundary of the trapped bead. Bode plots of the simulated impedance c) magnitude ($|Z|$) and d) phase ($\phi$) as a function of applied frequency for three different recession depths (0, 100 and 500 nm). ............................................- 114 -

Figure 5.1 Acquired ELS intensity curves for zeta potential measurements of 2 μm carboxylate-modified polystyrene latex beads in 1 mL of aqueous solution (975 μL of x104 diluted beads stock solution in type 1 H2O mixed with 25 μL of 10x PBS). The sample was run 3 times (coloured curves) with 92 recordings per run at 25 °C and the measurements were reported as the mean ± standard deviation ($\zeta \pm \delta \zeta$). These values represent the peak and half-width at half-maximum for each curve. Note that intensity values shown on vertical axis are multiplied by 10⁷ and are expressed in arbitrary units.

..................................................................................................................................- 126 -

Figure 5.2 Schematic 2D (xz plane) illustrations of the forces acting on a spherical latex bead at $t_i = 0$ and $s_i$, where the viscosity of the solution is $\eta_0$, $F_g$ is acting against $FB$. Since $pp > pm$, the bead moves towards the glass slide with a velocity $v_i$, which gives rise to $F_{drag}$ that has the same direction with $FB$. b) After approximately 10 mins $t_f$, as the bead approaches the glass surface, the viscosity of the solution becomes $\eta_{eff}$. At a distance $sf$ electrostatic repulsion between the surface of the particle and the glass $Fe$ acts against gravity bringing the latex bead to its equilibrium state $v_f \ll v_i$. At this point, the particle undergoes Brownian motion due to local thermal fluctuations, diffusing in the 3D plane (xyz). .............................................................................- 130 -

Figure 5.3 a) Example of a 2D trajectory (x, y) of a 2 μm carboxylate-modified polystyrene latex bead in H2O diffusing on top of a cover glass. The colour bar on the right refers to the elapsed time of 13.4 s (NT = Nseg = 1000 data points) with purple corresponding to the start and yellow to the end of the recorded acquisition. b) The mean squared displacement (MSD) as a function of lag time ($\tau$) for the full trajectory (Nseg = 1000, black curve) shown in a). The cyan and orange curves represent the MSD vs $\tau$ for two (Nseg = 500) and three (Nseg = 333) segments of the full trajectory, respectively. Note that the last data point from NT was excluded when splitting it into 3 shorter trajectories. The remaining segments (Nseg = 25, 50, 100, 200 and 250) are not displayed to improve data visualisation at short lag times [0, 4 s]. .................................................- 132 -

Figure 5.4 a) MSD curve as a function of lag time ($\tau$) for one of the three segmented trajectories with Nseg = 333 where only the first 6 points (black data points) were considered for the applied unweighted linear fitting (red dashed line) to obtain the slope $D \ast$. b) Probability density function (PDF) of the slopes ($D \ast$) obtained from the three segmented trajectories for $n = 6$ and Nseg = 333. From this distribution, the mean value and standard deviation of the slopes were extracted with $D \ast \pm s_D \ast = 0.62 \pm 0.03 \mu m 2/s$. xvi
Note that $D \pm sD$ were calculated from the slopes of $N_{seg}/NT$ segmented trajectories for each $N_{seg}$ by fitting the first $n$ points.  

**Figure 5.5** Relative error of the slope ($sD +/− D$) obtained from unweighted linear fitting to the MSD $−\tau$ curve as a function of the number of fitting points ($n$) for $N_{seg}/NT = 2$ (cyan), 3 (orange), 4 (green), 5 (red), 10 (pink), 20 (brown) and 40 (pink markers). The black arrow points to the minimum relative error ($\sim 5\%$) at $n = 6$ which is defined as the optimum number of fitting points for the accuracy of the slope. Note that both axes are plotted in logarithmic scale to enhance data visualisation.  

**Figure 5.6 a)** Probability density function distributions of diffusion coefficients ($D$) in relation to the number of the segmented trajectories with equal length ($N_{seg}/NT$). Values for $D$ were obtained by unweighted linear fitting to the MSD $−\tau$ curves ($D = D +/− 1$) using the first $n = 6$ data points. The dashed grey line ($N_{seg}/NT = 1$) represents the diffusion coefficient for the time-averaged MSD of the full trajectory with $NT = 1000$ and is used as reference for the symmetry of the segmented trajectories. **b)** Mean values of the diffusion coefficients ($D$, black squares) and standard deviations ($sD$, black error bars) taken from the distributions’ peak and half-width at half-maximum (HWHM) shown in a) as a function of the segmented trajectories length ($N_{seg}$). Analytical values for the standard deviations ($\sigma D$, red error bars) were calculated based on Qian et al. (1991) [80] from $\sigma D = \pm 2Dn/3N_{seg} − n/2$ for $n = 6$ to assess the accuracy of the measured $sD$. The dashed grey line ($DT$) represents the diffusion coefficient for the time-averaged MSD of the full trajectory with $NT = 1000$ and is used as a guide for the eye to highlight the close agreement with $D$.  

**Figure 5.7 a)** Schematic for the top view ($xy$-plane) of a glass slide (light grey) with a PDMS ring (darker grey) attached, containing 400 µL of the sample (latex beads in $H_2O$ (cyan)). Labels I – IV indicate locations transition pattern where trajectories of 4 individual beads (20 in total) diffusing close to the glass surface were recorded. For each set of measurements, the acquisition of the first and last 2 trajectories had a gap of 30 min. The dotted lines represent the areas boundaries where latex beads were optically detected. Note that dimensions are not on scale. **b)** Probability density function distributions of diffusion coefficients ($DT$) for individual beads as a function of sets of 20 measurements. Each set was acquired on a different day by applying the same experimental conditions. Values $DT$ were obtained by unweighted linear fitting to the MSD $−\tau$ curves ($DT = D +/− 1$) of the full trajectories using the optimum number $n$ of data points.  

**Figure 5.8 a)** Probability density function distributions of the correction factor $γ \parallel$ for the dynamic viscosity of solution $\eta_0$ as a function of 6 sets with 20 measurements. Each set was calculated by inputting the respective $DT$ distribution from Figure 5.7b into the Stokes-Einstein equation (Equation 5.12) for $T = 25^\circ C$. The cyan dashed line represents unhindered free diffusion $γ \parallel = 1$. Since the recorded trajectory of diffusing beads was 2D ($xy$ plane), the correction factor for perpendicular diffusion to the glass surface $γ \perp$ was ignored. **b)** Probability density function distribution of the correction factor $γ \parallel$ for the dynamic viscosity of solution $\eta_0$ as a function of all 120 measurements from a). The mean value and standard deviation of $γ \parallel$ were calculated from the peak and HWHM of the PDF distribution, respectively, and found equal to 1.5 $±$ 0.5. Since $γ \parallel > 1$, the diffusion of latex beads in $H_2O$ was hindered due to hydrodynamic interactions with the glass surface.  

**Figure 5.9** Dynamic bulk viscosity correction factors for a spherical particle $rp = 2 \mu m$ diffusing in parallel to a solid boundary at a distance $s$ between the two surfaces. The red dotted line represents no hindered diffusion $γO = 1$. The grey dashed-dotted line represents Brenner’s parallel correction factor which is valid when $s \approx 0$, while the black dashed line represents Faxén’s parallel correction factor which is valid when $s \gg 0$. The distance $st$ where $γ \parallel F − γ \parallel B$ became minimum was considered the transition point.
so when $\gamma > 2.76$, $\gamma \parallel B$ was applied and when $\gamma \leq 2.76$, $\gamma \parallel F$. The horizontal axis is set in logarithmic scale.

**Figure 5.10** Real part of the Clausius-Mossotti factor $Re \gamma$ over a range of applied frequencies ($0 - 1$ GHz) for 2 $\mu$m carboxylate-modified polystyrene latex beads suspended in water. The crossover frequency $f \gamma$, $0$ is the point where the black dashed line meets the blue curve and was calculated equal to $1.01 \pm 0.01$ MHz. For frequencies lower than $f \gamma$, $0$, pDEP occurred with latex beads being attracted towards high electric field regions (values at the left side between dotted black line and blue curve). For frequencies higher than $f \gamma$, $0$, nDEP occurred with latex beads being attracted towards low electric field regions (values at the right side between black dotted line and blue curve). The absolute magnitude of $Re \gamma$ for both pDEP and nDEP reached up to 0.5. Note that the horizontal axis is displayed in logarithmic scale.

**Figure 5.11** a) First $t = 0$ s and b) last $t = 2.6$ s frame from a recording of a fluorescent latex bead (2 $\mu$m) in water on top of a cover glass being trapped towards the tip of the dielectrophoretic nanotweezers. The purple curve represents the trajectory of the bead under trapping conditions and the purple circle around the bright spots the estimated diameter (2 $\mu$m) of the detected particle. Positive dielectrophoresis was achieved by applying a sinusoidal waveform of $V_{rms} = 600$ mV and $f_{app} = 10$ kHz between the pair of carbon nanoelectrodes at the nanopipette tip. Small differences in the intensity of the fluorescent bead were observed which proved that any displacement along the z-axis could be considered negligible. Note that the nanotweezers tip and bead were considered in the same focal plane. The nanotweezers used for this measurement were modified with FIB milling and had a 55 nm separation gap.

**Figure 5.12** Schematic illustrations for the two-dimensional projections (xz- and xy-planes) of the dielectrophoretic force probing system a) A sinusoidal waveform with $V_{rms} = 600$ mV and $f_{app} = 10$ kHz was applied to a pair of nanotweezers (double-barrel nanopipette-based carbon nanoelectrodes). When immersed in 400 $\mu$L of water, including 2 $\mu$m carboxylate-modified polystyrene latex beads, a highly-non uniform electric field $E$ was generated at the tip region. The bead’s centre of mass was considered to be 1 $\mu$m away the nanotweezers tip along the z-axis, while the distance between its surface and the glass slide $s$ was found approximately equal to 700 nm. Once the nanotweezers approached an individual diffusing bead, positive dielectrophoresis occurred and the bead was attracted towards their tip centre. During its motion under trapping conditions, two forces were applied to the bead at opposite directions, $F_{DEP}$ and $F_{drag}$. Note that dimensions are not to scale. b) Focusing on the xy-plane where the bead surface and nanotweezers tip were aligned, these two forces were analysed in their x- and y-components depending on the angle between the two bodies. Based on $F = ma$, and due to $m = 4.4 \times 10 - 15$ kg, it is assumed that $F_{DEP} \approx F_{drag} = 6\pi\eta eff rpv$. The magnitude of the dielectrophoretic force was determined by measuring the bead’s velocity $v$ along its trajectory via single particle tracking. Note that dimensions are to scale for this panel. The bead’s position was recorded over time in epifluorescence mode through a 60x oil-immersion objective with a sCMOS camera.

**Figure 5.13** a) Radial distance $r = xt - xt'2 + yt - yt'2$ between an individual 2 $\mu$m latex bead and the nanotweezers tip surface as a function of time. The data points were acquired from the bead’s two-dimensional trajectory while the fitted green curve was obtained by data smoothing based on a Savitzky-Golay filter. A window size of 7, polynomial order of 2 and “interp” mode were selected for fitting these data points. b) Measured dielectrophoretic force magnitude experienced by an individual 2 $\mu$m latex bead over the smoothed distance from the nanotweezers tip. Black data points represent $F_{DEP}$ calculated from the time derivative of the smooth radial distance $rSgt$ while the green curve is the fitting obtained by further smoothing of the already smoothed $rSgt$. 
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Note that a window size of 101, fourth order polynomial and “interp” mode were selected for smoothing the already smoothed \( rSGt \) from 7 to 14 \( \mu \text{m} \). Figure 5.14 Measured dielectrophoretic force magnitude with 5 nanotweezers (NT1, NT2, NT3, NT4 and NT5) experimented by an individual 2 \( \mu \text{m} \) latex bead over the smoothed distance from the nanotweezers tip for a range of applied electrical potentials, a) 600 mV, b) 400 mV, c) 200 mV and d) 100 mV at 10 kHz. Data smoothing was applied to each set of measurements from separate nanotweezers. The resulting trends suggest that for the first few \( \mu \text{m} \) away from the nanotweezers tip the force acting on the bead increases non-linearly. Then, it enters a region of stronger electric field gradients, reaching the maximum value. Figure 5.15 First (left column) and last (right column) frames of an individual bead attracted towards the nanotweezers tip for 10 kHz and a, b) 600 mV, c, d) 400 mV, e, f) 200 mV and g, h) 100 mV. The purple curve represents the bead's trajectory. Figure 5.16 Radial displacement (\( r \)) of an individual 2 \( \mu \text{m} \) latex bead when attracted (600 mV, 10 kHz) towards the nanotweezers tip surface (FIB milled) as a function of the recorded number of frames. The vertical dashed red lines represent the edges of the frame range that electroosmosis occurred. Figure 5.17 Mean maximum measured value (black squares) and standard error of the mean (red bars) of the dielectrophoretic force extracted from the trajectory of individual 2 \( \mu \text{m} \) latex beads in H\(_2\)O over a range of applied electrical potentials \( V_{\text{rms}} \) with a frequency of a) 10 kHz, b) 100 kHz c) 500 kHz and d) 1 MHz. All data were individually smoothed before calculating the mean and error. Figure 5.18 First (left column) and last (right column) frames of an individual bead being a, b) attracted at 10 kHz, e, f) repelled at 20 MHz from the nanotweezers tip or c, d) freely diffusing at 1 MHz for an applied electrical potential of 600 mV. The purple curves represent the beads’ trajectories. Figure 5.19 a) Radial distance \( r_t \) between an individual 2 \( \mu \text{m} \) latex bead and the nanotweezers tip surface as a function of time. Data points were acquired from its 2D trajectory while the fitted green curve was obtained by data smoothing. A window size of 23, polynomial order of 2 and “mirror” mode were selected. b) Dielectrophoretic force magnitude over the smoothed distance from a). Black data points represent \( F_{\text{DEP}} \) calculated from the time derivative of \( rSGt \) in a) while the green curve is the fitting obtained by further smoothing. The resulting trend suggests that for the first \( \sim 500 \) nm away the nanotweezers tip the force acting on the bead increases from \( \sim \) 0 F to \( \sim \) 80 FN. Note that a window size of 7, second order polynomial and “interp” mode were selected. Figure 5.20 Mean maximum measured value (black squares) and standard error of the mean (red bars) of the dielectrophoretic force extracted from the trajectory of individual 2 \( \mu \text{m} \) latex beads in H\(_2\)O over a range of applied frequencies \( f_{\text{app}} \) with a voltage of a) 600 mV, b) 400 mV c) 200 mV and d) 100 mV. No data could be recorded at 20 MHz for \( V_{\text{rms}} = 100, 200 \) mV. All sets of 5 measurements per condition were individually smoothed before calculating the mean and standard error of the mean. Weighted non-linear least squares fitting was applied to the data based on Equation 2.3. Figure 5.21 a) Picture of the imaging configuration built around an inverted fluorescence microscope (Olympus IX81). The labelled microscope stage, micromanipulator, sCMOS camera, Tungsten lamp, Mercury lamp, LED light and signal generator are the key components of this experimental setup. b) Zoomed picture on the microscope stage showing a PDMS ring attached to a cover glass on top of the objective lens. The PDMS well was filled with 400 \( \mu \text{L} \) latex beads solution. A set of nanotweezers was clamped on the designed holder mounted on the micromanipulator stage. The positive terminal and ground of the circuit were connected via copper wires to the deposited carbon via the back of the double-barrel nanopipette.
Figure 5.22 a) Snapshot of a fluorescent latex bead (2 μm) diffusing in H₂O on top of a cover glass. b) Trajectory (purple curve) of a freely diffusing latex bead (2 μm) in H₂O on top of a cover glass. Single particle tracking was performed with Fiji’s plugin, Trackmate. Both images were recorded by a sCMOS camera at 2x2 binning mode with a 60x oil-immersion objective lens.

Figure 5.23 Snapshot of a fluorescent latex bead (2 μm) diffusing in H₂O on top of a cover glass close to quartz glass double-barrel nanopipette-based carbon nanoelectrodes, the so-called nanotweezers. The nanotweezers tip and bead were considered in the same focal plane. Note that the geometry of the nanopipette shown (yellow dotted line) is its projection after illumination via a LED light on the side. The contrast of the originally recorded image was adjusted to aid with visualisation.

Figure 5.24 Radial distance from the nanotweezers tip (displacement) as a function of time when a bead moves towards the tip under DEP trapping. Coordinates (0, 0) represent the starting position of the bead away from the tip. The black points represent experimental data acquired from single particle tracking measurements while the green curve is the trend of smoothed data based on the algorithm in Section 5.10.10. Two sliding bars at the bottom indicate the values for the window size and polynomial order selected, while the box on the right allows selection of the mode that would give the optimum fitting results.

Figure 6.1 Characterisation of quartz glass double-barrel nanopipette-based carbon electrodes based on a) SEM imaging and b) cyclic voltammetry with hexaaammineruthenium(III) chloride $\text{RuNH}_3\text{Cl}_3$ as the electrochemical reduction-oxidation mediator in 0.1 M potassium chloride (KCl) solution.

Figure 6.2 3D view of the electric field distribution around the nanotweezers tip for an applied voltage $V_{pk} = 600 \text{ mV}$ and an electrode separation gap of 55 nm. Lines show the direction of the electric field vector, while the colour map illustrates the magnitude of the electric field magnitude.

Figure 6.3 Measured dielectrophoretic force over the distance from the nanotweezers tip covered by a 2 μm latex bead when under trapping conditions $V_{pk, \text{rms}} = 600 \text{ mV}$, $f_{\text{app}} = 10 \text{ kHz}$. The black data points were extracted from its 2D trajectory while the green curve was obtained by applying a data smoothing algorithm.

Figure 6.4 a) 2D (xy-plane) trajectory (pink curve) of a ~3 μm trapped GUV at the nanotweezers tip when 600 mV and 10 MHz were applied. The white spot represents its initial position before getting attracted towards the tip. b) Measured smoothed dielectrophoretic force (purple curve) as a function of the distance from the nanotweezers tip with a maximum value of 120 fN for 600 mV and 10 MHz.

Figure 6.5 Measured impedance a) magnitude $R$ and b) phase $\theta$ of a 470 Ω resistor connected in series to one of the two carbon nanoelectrodes after the application of a 600 mV and 100 kHz AC signal. The nanotweezers were immersed in different aqueous solutions for each measurement (solutions are labelled on the horizontal axis). Blue data points represent values obtained with a pair of FIB milled nanotweezers having a 2 μm latex attached to its tip surface. The orange ones represent data obtained from another FIB milled pair of nanotweezers without beads attached.

Figure A.1 Schematic and representative data for conductive-pulse measurements of double-stranded DNA translocation through a nanopipette. (a) A nanopipette (12.5 nm pore radius), filled with a 0.3 nM solution of 4.8kbp dsDNA in 0.1 M KCl, is immersed in a solution of the same electrolyte with and without the presence of 50% (w/v) PEG 35K. The application of a negative potential to an Ag/AgCl quasi-reference electrode inside the nanopipette with respect to a ground electrode in the external solution causes outbound migration of DNA molecules, initially present in the nanopipette solution. (b)
Experimental (curves) and simulated (points) voltammograms of the nanopipette in the presence (orange) and absence (gray) of PEG in the outside solution. Current trace recorded upon translocation of a dsDNA molecule through the nanopipette aperture with (orange trace) and without (gray trace) the presence of PEG in the external solution. .... - 209 -

**Figure A.2** Simulated ion distributions close to the nanopipette tip at ±500 mV in the presence and absence of PEG in the external solution. Average concentration $C_{av} = \frac{1}{2}K^+ + Cl^-$ with (a, b) and without (c, d) PEG in the external solution for an applied voltage of (a, c) -500 mV and (b, d) 500 mV. (e) Average ion concentrations along the nanopipette axis of symmetry (red dashed line in a) in presence (orange) and absence (gray) of PEG for negative (dashed curves) and positive (solid curves) bias applied. The diameter of the nanopipette is 25 nm and the internal and external solution is 0.1 M KCl for both PEG and no PEG but in the PEG case, the external solution also contains PEG 35K. ................................................................. - 212 -

**Figure A.3** Visualization of the relative contributions of different physical processes to the transport rates of $K^+$ and $Cl^-$ at ± 500 mV with PEG in the outer solution. The lengths of the arrows represent the magnitude of the total transport rate (black) across the respective equipotential line (dashed gray), which is the sum of electrophoretic (red) and diffusive (blue) contributions. In addition, the arrows being parallel to the z-axis and the ions positions were selected for illustration purposes only. Arrows for negligible diffusive contributions are not shown in the plot for ease of representation. The colour map in the background represents the average ion concentration and the dotted line at the nanopipette aperture the interface between the inner and the external solution. ....- 214 -

**Figure A.4** Proposed mechanism of current enhancement upon a dsDNA molecule translocation. (a) The translocation of a dsDNA molecule through the nanopipette causes a temporary displacement of the interface ($\Delta z$) between the pore and external solution (blue dashed line) which results in a temporary ion enrichment in the nanopipette tip region (note: the illustrations are not in scale and geometries were chosen for illustration purposes only). (b) Simulated average ion concentration along the axis of symmetry ($r = 0$ nm) for 0 nm (black), 2 nm (cyan) and 30 nm (magenta) interface displacement. (c) Simulated (black curve) and experimental (coloured points) current peak maxima ($\Delta i$) for different interface displacements towards the external solution and sizes of dsDNA molecules translocating through the nanopipette tip aperture towards the bath, respectively. The error bars represent the standard deviation of the experimental current peak maxima values. The horizontal coordinate of experimental data points was chosen according to the expected $\Delta z$ (Table ST7.1, Supporting Information 1). .................. - 216 -

**Figure B.1** SEM micrographs of unsuccessful pyrolytic carbon deposition inside quartz glass single-barrel nanopipettes. a) Fully sealed nanopipette tip with melted glass after extreme heating. b) Melted nanopipette tip after extreme heating with a large carbon surface being exposed by the side. c) Broken nanopipette tip. Pyrolytic carbon deposition is observed at the inner glass wall (rough surface). d) Fully sealed nanopipette tip with melted glass after extreme heating. ................................................................. - 220 -

**Figure B.2** Scanning electron microscope (SEM) images of quartz glass double-barrel nanopipette-based carbon electrodes a), c) before and b), d) after the application of focused ion beam (FIB) milling at the tip surface. At the left column, carbon was covered by melted glass inside the semi-elliptical pores. At the right column, excessive glass wall was removed by a focused beam of accelerated Ga$^+$ ions perpendicular to the tip surface, resulting in a smooth and flat surface where semi-elliptical carbon nanoelectrodes (black domain) are considered co-planar. Note that quartz glass theta capillaries were laser pulled with Programme 2 and the nanopipettes external wall was not sputtered with a conductive layer so that the carbon nanoelectrodes could be used as dielectrophoretic
nanotweezers. Any protrusions in the geometry of the outer glass walls were due to salt contamination during electrochemical measurements that was not removed after cleaning. Dr Stuart Micklethwaite (LEMAS, University of Leeds) acquired the SEM micrographs and performed FIB milling at the regions of interest I selected. Figure B.3 Cyclic voltammograms at different scan rates (10, 50, 100, 200 and 500 mV/s) for a conventional planar macroelectrode (1 mm in diameter) when immersed in 10 mM RuHex and 0.1 M KCl. A three-electrode configuration was used for these measurements. Figure B.4 Sigmoid cyclic voltammograms (cyan curve) for a pair of semi-elliptical carbon nanoelectrodes a), c) before and b), d) after FIB milling of the quartz glass double-barrel nanopipette tip. The carbon nanoelectrodes are presented in Figure 3.4d. A potential sweep from 0 to -400 mV was repeated 3 times with a 50 mV/s scan rate. The curves represent the last reduction process. A three-electrode system, where the carbon nanoelectrode acted as the working electrode, was used for these measurements. Linear fitting (red dashed lines) between two points at the baseline and plateau was applied to estimate the mass transport limiting current \( i_{ss} \) at the standard redox potential (black dotted line at -200 mV). The presence of capacitive currents in the system is responsible for the plateau region not being stationary.
List of tables

Table 3.1 Laser-puller parameters programme (Programme 1) for fabrication of nanopipettes with long taper and ~120 nm tip aperture ..................................................... - 60 -
Table 3.2 Laser-puller parameters programme (Programme 2) for fabrication of nanopipettes with short taper and ~400 nm tip aperture ................................................. - 60 -
Table 3.3 Typical laser pulling times for the fabrication of single- and double-barrel nanopipettes after the application of Programmes 1 and 2. ........................................ - 60 -
Table 3.4 Typical resistance values for single-barrel quartz glass nanopipettes with or without filament fabricated with Programme 1 or 2. The measured tip radius of nanopipettes fabricated with the same programmes are included as well as the estimate values for $\theta_{pore}$. .................................................................................. - 60 -

Table 4.1 Electrical conductivity $\sigma$ and relative permittivity $\varepsilon_r$ for the materials allocated to the two domains of nanotweezers geometry in the COMSOL model .................. - 95 -
Table 4.2 Electric field magnitude peak and full-width at half-maximum (FWHM) values across the xz- and yz-planes at $z = -1 \mu m$, for $y = x = 0 \mu m$, respectively, over a range of applied voltages $\pm V_{pk}$. .................................................................................. - 101 -
Table 4.3 Simulated dielectrophoretic force peak and full-width at half-maximum (FWHM) values across the xz- and yz-planes at $z = -1 \mu m$, for $y = x = 0 \mu m$, respectively, over a range of applied voltages $\pm V_{pk}$. .................................................................................. - 104 -
Table 4.4 Simulated dielectrophoretic force peak and full-width at half-maximum (FWHM) values at a $\pm 45^\circ$ angle across the xy-plane at $z = -1 \mu m$, for $V_{pk} = \pm 600$ mV. - 104 -
Table 4.5 Simulated dielectrophoretic force peak and full-width at half-maximum (FWHM) values across the xz- and yz-planes at $z = -1 \mu m$, for $y = x = 0 \mu m$, respectively, over a range of nanoelectrodes separation gaps at $V_{pk} = \pm 600$ mV .......................................................... - 106 -
Table 4.6 Simulated dielectrophoretic force magnitude across the xz- and yz-planes at $z = -1 \mu m$, for $y = x = 0 \mu m$, respectively, over a range of $V_{pk}$ and recession depths for a nanoelectrode gap distance of 55 nm. ........................................................................ - 108 -
Table 4.7 Simulated total impedance magnitude ($|Z|$) and phase ($\phi$) in three different configurations (air, water, water and bead) for $V_{pk} = 0.6$ V, $f_{app} = 100$ kHz and 100 nm carbon recession. .................................................................................. - 115 -

Table 5.1 Measured mean zeta potential values and standard deviations ($\zeta \pm \delta \zeta$) of 2 $\mu m$ carboxylate-modified polystyrene latex beads in 1 mL of aqueous solution (975 $\mu L$ of x$10^4$ diluted beads stock solution in Milli-Q $H_2O$ mixed with 25 $\mu L$ of 10x PBS), acquired by ELS. The sample was run 3 times (coloured curves) with 92 recordings per run at 25 $^\circ$C and $\zeta \pm \delta \zeta$ values represented the peak and half-width at half-maximum, respectively, for each curve in Figure 5.1. .................................................................................. - 125 -
Table 5.2 Mean values and standard deviations for the diffusion coefficient of individual beads for the first ($DTi$) and last ($DTf$) 10 measurements of sets obtained over 6 consecutive days. $DTi$, $DTf$ and $\delta DTi$, $\delta DTf$ were calculated from the peak and HWHM of each PDF distribution, respectively. .................................................................................. - 139 -
Table 5.3 Average measured shear viscosity of Milli-Q $H_2O$ at 25 $^\circ$C recorded every 30 s [30, 300 s] after 3 repetitions. .................................................................................. - 169 -
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1D</td>
<td>one-dimensional</td>
</tr>
<tr>
<td>2D</td>
<td>two-dimensional</td>
</tr>
<tr>
<td>3D</td>
<td>three-dimensional</td>
</tr>
<tr>
<td>AC</td>
<td>alternating current</td>
</tr>
<tr>
<td>ACEO</td>
<td>alternating current electroosmosis</td>
</tr>
<tr>
<td>ACET</td>
<td>alternating current electrothermal flow</td>
</tr>
<tr>
<td>AFM</td>
<td>atomic force microscopy</td>
</tr>
<tr>
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Chapter 1
Introduction

1.1 Motivation

Biological molecules are the building blocks of living systems. Unravelling their structural and functional properties could lead to a comprehensive description of the mechanisms that govern cellular arrangements and even entire organisms. Conformational changes to a biomolecule or its interaction with other entities increase the temporal and spatial heterogeneity within a system [1]. The dynamics of such interactions, from cellular cargo transportation to muscle contraction, are principally regulated by forces. Over the past decades, our ability to investigate these fundamental processes has been transformed by the development of techniques based on single-molecule force spectroscopy (SMFS). These techniques allow force probing of individual molecules and cells with sub-piconewton resolution [2].

Although ensemble measurement methods in biophysics have provided important information about the average state of a system, any differences within seemingly identical organisations (i.e., cells), such as in viscosity or concentration of molecules in aqueous solution, cannot be detected. In contrast, single-molecule studies permit researchers to acquire data in real-time and with nanometre resolution for individual entities. This information can then enable the understanding of key mechanisms at larger length scales and eventually build a picture of a whole organism’s heterogeneity [3]. The difference between ensemble and single-molecule measurements can be explained with the use of an analogy based on the emission spectrum of electromagnetic radiation. Imagine two closely spaced (few nanometres) molecules that carry a fluorescent label, one emitting at a wavelength equal to blue and the other to yellow. If both get excited at the same time and are imaged from a long distance, the observer will report the presence of a single fluorescent molecule emitting green colour, instead of two separate ones emitting at different wavelengths [4].

The most established and widely used single-molecule force spectroscopy tools are the optical tweezers, magnetic tweezers and atomic force microscopy (AFM). Their differences exist not only in the experimental configuration but in the applied forces range as well as in spatial and temporal resolution [1], [2]. In brief, optical tweezers operate by
focusing a laser beam through a high numerical aperture microscope objective lens to trap, manipulate, apply and probe calibrated forces to refractive objects. When the dimensions of the sample of interest fall below the sub-micrometre range, interactions with the trapping light become weak and integration of artificial handles (i.e., micron-sized polystyrene or silica beads) is required. Magnetic tweezers resemble the optical ones with the key difference that they utilise a magnetic field generated by a pair of magnets to apply forces or torques on handles which are mainly micron-sized super-paramagnetic beads. Lastly, atomic force microscopy relies on a silicon-based tip attached to a metal cantilever which moves vertically towards the specimen’s surface and interacts with it through Van der Waals attraction or Coulomb repulsion. It is known for its ability to perform both imaging and force measurements with high precision which depends on the cantilever material and geometry [3], [4].

In more recent years, acoustophoresis and dielectrophoresis (DEP), two well-established techniques for manipulating and sorting cells in aqueous solutions, have attracted interest as emerging single-molecule force spectroscopy tools. On one hand, acoustic tweezers operate with sound waves which generate air pressure gradients to trap individual biological particles across a wide range of sizes (from nanometres to millimetres). The acoustic force relies on the relative speed of sound between the entity and the medium. In the case of small molecules, it is expected to be dominated by other forces so the use of handles would also be required here [5]. On the other hand, dielectrophoretic tweezers could be considered the electrokinetic equivalent of magnetic tweezers, as they rely on the generation of inhomogeneous electric fields through the application of an electric potential, mainly alternating current (AC) voltages, between two or more electrodes [6].

Depending on the dielectric properties of polarisable biological molecules and their surrounding medium, the gradient of these non-uniform electric fields can implement an attractive or repulsive force on such entities by tuning the frequency of the applied signal. Significant attributes of dielectrophoretic manipulation include the instrumentation simplicity, electrodes’ design flexibility and its ability to trap a wide range of particle sizes from few nanometres to several millimetres without the need of tethering on handles [7]. Moreover, biomolecules are found in a variety of shapes, either spherical or ellipsoidal with or without additional layers surrounding their cores. This complexity and heterogeneity are beneficial for trapping only the analyte of interest from a mixed population via dielectrophoresis. However, at the same time, their sophisticated dielectric properties in combination with the intricate cell environment are not easily predictable with theoretical models which makes describing dielectrophoresis phenomena hard [6].
Currently, an important challenge for single-molecule force spectroscopy tools is the transition from *in vitro* to *in vivo* studies. As mentioned above, the dynamics of biomolecular interactions have been extensively investigated so far *in vitro*, where the impact of a parameter of the system can be isolated. Nevertheless, it is of great importance for the functional force probing to be performed in the molecules’ natural environment, even though such experiments are challenging due to the delicate structure of cells [4]. For example, intracellular manipulation or force sensing with an AFM tip requires the penetration of cell wall which can be highly invasive. Additionally, for optical and magnetic and acoustic tweezers, artificial handles would need to be inserted inside living cells which could have bio-incompatibility or cytotoxic effects.

An additional tool for single-molecule manipulation and sensing, offering single-cell penetration and performing *in vivo* measurements is nanopipettes [8]. They are typically made of glass and possess a geometry similar to a truncated cone (needle-like), with a tip diameter that can vary from tens of micrometres to a few nanometres and a total length of several centimetres. This small sharp tip, which is fabricated easily and reproducibly, diminishes damage to the cell wall upon penetration, as well as intracellular entities in proximity, and can be spatially controlled in three dimensions (3D). Nanopipettes can also be functionalised by conductive materials, such as carbon or platinum, to comprise a nanoelectrode [9].

The combination of dual nanoelectrodes separated by a thin glass septum, when immersed into an aqueous medium, offers an alternative type of dielectrophoretic tweezers. A great demonstration of such a configuration reflects on the work performed by Nadappuram et al. (2019) [10] where minimally invasive dielectrophoretic tweezers were developed and utilised for capturing and extracting individual biological molecules (proteins, nucleic acids), as well as single organelles (mitochondrion), from living cells. This type of tweezers was based on a dual-barrel nanopipette (fabricated from theta-shaped capillaries) that was filled with pyrolytic carbon and acted as two electrodes with a separation distance of approximately 20 nm at the nanopipette’s tip. The application of AC voltages (~1 V peak) produced significantly high electric field gradients ($10^{28} \text{ V}^2 \text{m}^{-3}$) close to the electrodes which led to the attraction of the entities under investigation for particular frequencies.

Inspired by this work, this project aims in developing this configuration of dielectrophoretic tweezers further and validating it as a new approach to apply and probe sub-piconewton forces on single particles. Firstly, a device was developed to fabricate dual-carbon nanoelectrodes starting from dual-barrel quartz nanopipettes. By applying AC voltages smaller than 1 V between these nanoelectrodes, very strong and highly inhomogeneous electric fields can be generated at the nanopipette’s tip to form
dielectrophoretic nanotweezers. The frequency of the electric field can be tuned so that individual entities are either attracted or repelled depending on their dielectric properties. Overall, the simple operational mechanism and design of these dielectrophoretic nanotweezers combined with their ability to be manipulated in three dimensions, make them a versatile and promising platform for single-molecule manipulation and force probing for a wide variety of entities.

Here, data are presented on the measurement of the dielectrophoretic forces acting on individual polystyrene latex beads that are 2 μm in diameter by optically tracking their displacement during a manipulation timeframe. In addition, using finite element simulations, the electric field distribution was also simulated close to the nanotweezers and the force magnitude applied on a single particle under manipulation was estimated, along its simulated trajectory. Subsequently, this thesis is expected to add an additional dimension for single-particle force spectroscopy that has the potential to further our understanding on the dynamics of biomolecular and particular interactions. The following section provides a brief outline of my PhD thesis, listing the contents of each chapter.
In this section, the structure and contents of each chapter and section of my Ph.D. thesis are briefly outlined. To start with, Chapter 2 provides an extensive literature review covering the key aspects of this project, as follows:

- **Section 2.2** mentions the currently established single-molecule force spectroscopy techniques, such as optical, magnetic, acoustic and electrical tweezers, as well as atomic force microscopy.
- **Section 2.3** summarises recent advances in single molecule fluorescence microscopy and single particle tracking.
- **Section 2.4** explains the theoretical background behind the phenomenon of dielectrophoresis, the current models that describe entities of different shape, as well as other electrokinetic phenomena that occur due to the application of electric potentials in aqueous solutions and discusses the dielectrophoretic impedance spectroscopy of biomolecules and nanoparticles.
- **Section 2.5** lists fabrication and characterisation techniques for nanoelectrodes, as well as a range of applications on single-molecule manipulation.

Chapter 3 focuses on the fabrication and characterisation of dielectrophoretic nanotweezers which are based on dual-barrel nanopipettes coated and filled internally with carbon via a pyrolytic deposition instrument I constructed. In more detail:

- **Section 3.2** describes the fabrication of single- and dual-barrel nanopipettes, as well as their characterisation. The dimensions of their tip (pore opening diameter, glass wall thickness) are measured by electrochemical and imaging techniques.
- **Section 3.3** introduces a new instrumentation for fabricating the dielectrophoretic nanotweezers by coating such nanopipettes internally with carbon and turning them into nanoelectrodes.
- **Section 3.4** analyses the characterisation of these nanoelectrodes based on electrochemical and imaging techniques again. In addition, focused-ion beam (FIB) and scanning electron microscopy (SEM) are used to turn their tip into a significantly smoother planar surface.
- **Section 3.5** mentions all the methods and materials used to fabricate and characterise nanopipettes and carbon-based nanoelectrodes.

Chapter 4 concentrates on simulating the electric field distribution generated between two closely-spaced carbon nanoelectrodes when immersed in aqueous solution by finite element method modelling. Specifically:
• **Section 4.2** explains the three-dimensional design of the finite element model for the carbon nanoelectrodes in water, the boundary conditions and physics implemented, as well as the material properties allocated to each domain.

• **Section 4.3** illustrates the two- and three-dimensional distribution of the electrical potential and electric field modulus between these two nanoelectrodes.

• **Section 4.4** provides estimations for the dielectrophoretic force magnitude 1 μm away the nanotweezers tip. The effect of changes in the gap separating the two nanoelectrodes on the dielectrophoretic force is also studied. Additionally, the effect of carbon recession inside the nanopipette pore opening on the dielectrophoretic force distribution at the nanotweezers tip is investigated.

• **Section 4.5** presents a revised version of the model introduced in the previous sections which simulated the electrical impedance across the dielectrophoretic nanotweezers when they were left in air, immersed in water and trapped a 2 μm spherical particle at their tip while immersed in water.

Here, it is important to clarify that due to the COVID-19 pandemic, and labs not being accessible for several months, my PhD work was adjusted accordingly during that period and the main focus was shifted to finite element modelling with COMSOL. Part of the work conducted then was directly relevant to the main aim of my PhD thesis, as listed in the bullet points above for Chapter 4, and another very large part was related to a side project, done in collaboration with Fabio Marcuccio [11], which was recently published in a peer-reviewed journal. The content of this published work was not directly related to the work presented in this thesis and was not included. However, the main text of the published work can be found in Appendix A. Links for the supporting information file and model report are provided there as well.

Then, Chapter 5 focuses on developing and validating a protocol to measure femtonewton dielectrophoretic forces acting on individual latex beads in water with the nanotweezers described in Chapter 3. To be more precise:

• **Section 5.2** explains how the electric conductivity of beads in aqueous medium can be calculated based on their zeta potential which is obtained by electrophoretic light scattering measurements.

• **Section 5.3** describes a statistical analysis on measuring the diffusion coefficient of the beads in water as accurately as possible, when the system has reached its equilibrium state, based on single particle tracking and wide-field fluorescence microscopy.

• **Section 5.4** assesses whether the two-dimensional (2D) motion of freely diffusing beads on top of the microscope slide is hindered due to the distance between
these two charged surfaces which could lead to changes in the surrounding medium viscosity.

- **Section 5.5** shows how the effective measured viscosity of the medium surrounding the beads is used to estimate the distance between their outer surface and the top surface of the microscope cover glass.

- **Section 5.6** analyses the dielectric properties of the polarisable beads-water system under the presence of AC electric fields. The real part of the Clausius-Mossotti factor is calculated from the electric permittivity and conductivity of the beads, measured in Section 5.2, and water. Then, the crossover frequency of this system is calculated to define the frequencies range where beads get attracted to or repelled away from the nanotweezers tip.

- **Section 5.7** establishes a new protocol for measuring and analysing the dielectrophoretic forces applied on individual latex beads by single particle tracking and wide-field fluorescence microscopy. A data smoothing algorithm is presented as well.

- **Section 5.8** analyses how the dielectrophoretic force generated by the nanotweezers on individual beads is affected by changes in two parameters, the applied voltage and frequency of an AC signal.

Finally, Chapter 6 summarises the project objectives achieved in the previous chapters, discusses the key findings, concludes whether the dielectrophoretic nanotweezers can be considered as a valid additional platform in single-molecule force spectroscopy, and shows preliminary data on the trapping of individual lipid vesicles as well as using them for single-molecule detection based on impedance spectroscopy techniques.
Chapter 2
Literature review

2.1 Introduction

In comparison with the traditional ensemble experiments, where large groups of molecules are studied simultaneously, single-molecule techniques offer the advantages of observing rare events, collecting information for non-uniform systems and understanding their structural and functional properties in real-time [1]. At first, the basic principles and applications of some single-molecule force spectroscopy techniques are presented. The techniques reviewed include optical, magnetic, acoustic, electrical tweezers and atomic force microscopy (AFM). Then, fluorescence imaging microscopy, which has been a central component of single-molecule force spectroscopy since its inception, is explained with key focus on single-particle tracking techniques.

The chapter then describes the fundamental theory on dielectrophoresis (DEP) for a homogeneous spherical particle, including mentions of multi-shell spherical and non-spherical particles. Recently, dielectrophoretic-based platforms have been applied for manipulating, trapping, sorting, separating or characterising single entities [6]. Dielectrophoresis has also been combined with electrochemical impedance spectroscopy for single particle/molecule detection which could allow label-free sensing. In an electrokinetic system based on dielectrophoretic forces, however, two more phenomena are frequently observed, the electroosmosis and electrothermal flow which are also discussed in this chapter. Lately, DEP devices based on nanoneedles have shown great potential in manipulating single molecules inside living samples without affecting their viability. Therefore, the final section is concentrated on analysing the fabrication and characterisation processes of such platforms, along with recent applications.
2.2 Single-molecule force spectroscopy techniques

2.2.1 Optical tweezers

Light carries linear and angular momentum so when a photon collides with a polarisable spherical particle, the particle experiences gradient ($\vec{F}_{\text{grad}}$) and scattering ($\vec{F}_{\text{scat}}$) forces by the photon. If the wavelength of light is larger than the particle (Rayleigh scatterer), the gradient force depends on the object’s polarisability [1]. For a laser beam given by a Gaussian function, the generated electric field is non-uniform, so the formed dipole across the particle is attracted to or repelled away from the beam’s region of maximum intensity. In addition, the object also absorbs and scatters (reflects or refracts) part of the beam which leads to $\vec{F}_{\text{scat}}$ acting along the direction of the light propagation. Figure 2.1a illustrates this scenario, with $\vec{F}_{\text{grad}}$ (black arrow) attracting the particle towards the focus of the beam at its axis of symmetry against $\vec{F}_{\text{scat}}$ (red arrow) which tends to move it along the direction of the light [12].

However, when the wavelength of light is smaller than the particle, the applied forces on the body can be described by ray optics. Based on energy conservation within a system and the fact that absorption, reflection or refraction of the beam by the object change light’s momentum, an equal change in the momentum of the particle is expected to take place [1]. As shown in Figure 2.1b, reflected light loses momentum which is transferred to the sphere leading to $\vec{F}_{\text{reflection}}$ (red arrow) applied in the same direction as the propagation of light. Moreover, refracted light gains momentum from the particle resulting in $\vec{F}_{\text{refraction}}$ (black arrow) which acts in the opposite direction of $\vec{F}_{\text{reflection}}$. Controlled trapping and manipulation for a spherical object is achieved when these two forces become equal in magnitude [12].

In their simplest configuration, optical tweezers utilise a continuous laser beam focused through a high numerical aperture microscope objective lens, so that micrometre or nanometre-sized entities get trapped near the centre of the focal area [1]. By altering the beam’s focal point, the captured body can be manipulated in three dimensions. Optical tweezers can also enable the measurement of forces and displacements of the sample in real-time [4]. In most experiments, biological molecules under investigation need to be tethered onto micron-sized beads (usually from 0.2 – 5 μm in diameter). The force exerted on the molecule has equal magnitude but opposite direction to the force.
experienced by the trapped bead. Any displacement caused by this force on the bead leads to changes in the momentum of the laser beam which can be detected via photodetectors. This is the basic principle of single-molecule force probing on optical tweezers for nanometre sized entities [12].

![Schematic illustration of the basic principles behind the operation of optical tweezers](image)

**Figure 2.1** Schematic illustration of the basic principles behind the operation of optical tweezers. **a)** When the wavelength of light is larger than the particle (Rayleigh scatterer), the gradient force depends on the object’s polarisability. For a bead with greater polarisability than its surrounding medium, $F_{\text{grad}}$ (black arrow) attracts the particle towards the focus of the beam at its axis of symmetry against $F_{\text{scat}}$ (red arrow) which tends to move it along the direction of the light. **b)** When the wavelength of light is smaller than the particle, reflected rays by the bead lose momentum which is transferred to the sphere leading to $F_{\text{reflection}}$ (red arrow) in the same direction with the propagation of light. Refracted rays through the bead gain momentum form the particle resulting in $F_{\text{refraction}}$ (black arrow) which acts in the opposite direction of $F_{\text{reflection}}$. Controlled trapping and manipulation of the bead is achieved when these two forces become equal in magnitude. Reproduced from [12].

Arthur Ashkin introduced the first optical trap by managing to trap and transport micron-sized latex spheres immersed in water with radiation pressure forces generated by laser beams [13]. In 1986, Ashkin and his colleagues [14] published another pioneering study where they presented the first optical tweezers system. This was based on a single tightly focused laser beam that could trap in all three dimensions dielectric particles of different
sizes, from 25 nanometres to 10 micrometres, in aqueous solution. A year later [15], Ashkin et al. achieved in vivo manipulation of living bacteria and viruses by utilising an improved laser system emitting infrared light. For this work, Ashkin was awarded the 2018 Nobel Prize in Physics. As discussed in the following paragraphs, optical tweezers have become one of the most established tools for manipulating and probing forces from biological specimens both in vitro and in vivo, from single molecules to single cells [12].

One of the most widely explored proteins with optical tweezers has been kinesin, a cytoskeleton motor protein that carries molecules along microtubules in eukaryotic cells. In 1993, Svoboda et al. proved that each step of kinesin’s motion is 8 nm long [16] when a maximum trapping of ~1.5 pN was applied on silica beads attached to individual molecules. Ten years later, another study from Block’s group [17] focused on whether the hand-over-hand (different head is leading per step) or inchworm (same head is leading per step) model described best the kinesin’s movement. By attaching such single molecules on 500 nm beads while trapping them with optical tweezers, they found that kinesin’s motion on microtubules is best described by an asymmetric hand-over-hand pattern. More recently, Ramaiya et al. (2017) [18] demonstrated that this motion mechanism also includes rotation which could induce spinning of its cargo. The authors adjusted the common optical trap configuration by adding a rotation detector based on liquid crystalline microspheres (Figure 2.2a).

Single-molecule force spectroscopy with optical tweezers then quickly expanded towards applications related to nucleic acids (deoxyribonucleic acid (DNA) and ribonucleic acid (RNA) molecules) [19], [20]. The classic configuration is based on a single trap, where a molecule’s end is attached to a dielectric bead held by the light beam while the other end is tethered either to a glass slide or attached to another bead held by a glass nanopipette (Figures 2.2b and 2.2c, respectively) [19], [20]. Although the addition of a micropipette into the configuration increases complexity, additional information about the biological sample can be obtained by its capability for rotation and extension. Another common configuration for optical tweezers is the dual-trap. As Figure 2.2d displays, and when compared to the previous case (Figure 2.2c), instead of the glass micropipette a second laser beam is used to trap another dielectric microsphere and the molecule attached between them can be manipulated by moving the two beads [20].

Depending on the optical tweezers’ setup and the applied forces to the tethered molecule, there are three different modes for recording data [19]. The pulling or force-extension mode, which can be used for both single- and dual-traps, is based on recording the responses of a tethered molecule to either a force or an extension ramp. Then, the constant force or force-clamp mode relies on a constant force applied on the tethered
molecule throughout the measurement. This can be achieved by changing the position of the passivated glass slide or micropipette or bead held by the optical trap. Lastly, during the passive or extension clamp mode which is also the simplest one, the optical traps position is fixed and any tensions acting on the entity are monitored in real-time under constant extension [19].

**Figure 2.2** Schematic illustrations of standard optical tweezers configurations for single-molecule force spectroscopy measurements. **a**) Liquid crystalline microspheres with kinesin motor proteins attached to their surface from one end and to a microtubule from the other. The torsional stiffness of the molecule was observed by controlling the rotation of the bead through the laser beam. Adapted from [18]. **b**) Single trap configuration where a molecule’s end is attached to a dielectric bead held by the light beam and its other is bound either on a passivated microscope glass slide or **c**) attached to another bead held by a glass micropipette. Reproduced from [20]. **d**) Dual trap configuration where two separate dielectric beads are held by two laser beams, respectively, and a molecule is attached between them. Reproduced from [22].
Starting with the elastic properties of DNA, the extension of individual single- or double-stranded DNA molecules (ssDNA, dsDNA respectively) has led to the recording of force-extension curves which provide information about the nucleic acid’s mechanical dynamics. Smith et al. (1996) [21] stretched ssDNA and dsDNA molecules with a force magnitude of 800 pN and 65 pN, respectively, and measured their lengths at their maximum extension. In 2011, Gross et al. [22] attempted to explain in greater detail how a DNA molecule responds to mechanical stress. By using a dual-trap configuration and attaching three ends of a dsDNA molecule between two dielectric beads, they found that the molecule started unpeeling upon extension as shown in Figure 2.2d. Recently, researchers from the same group [23] managed to generate negatively supercoiled DNA molecules with the standard dual-trap optical tweezers. This assay offered rapid and controllable measurements and coupled force spectroscopy with fluorescence imaging, as well as quick buffer exchange.

An additional deeply investigated molecule is RNA polymerase, an enzyme that takes part in the transcription of DNA by unbinding its double-strand to synthesise RNA. The dual-trap optical tweezers configuration has been widely employed for studying DNA-RNA interactions. Shaevitz et al. (2003) [24] investigated transcriptional elongation by attaching a DNA and RNA molecule to separate beads which were optically manipulated. The entire bead-molecules-bead complex was suspended in solution which reduced noise and drift originated from the instruments. Following the same dual-trap system, Hodges et al. (2009) [25] monitored individual RNA polymerase molecules during DNA transcription and proved that RNA is continuously rectifying nucleosomal fluctuations. In another study based on the same optical trapping configuration, Fazal et al. (2015) [26] observed the initiation stages of RNA polymerase II transcription along a DNA molecule in real-time.

Besides the applications mentioned so far, different configurations for single-molecule optical trapping have been suggested over the past decade. It is worth clarifying that the following methods have not been utilised for force spectroscopy measurements yet but could succeed in the near future. For instance, Roxworthy et al. (2012) [27] developed an alternative single-molecule optical trapping technique based on plasmonic bowtie-shaped nano-antenna arrays. These nanostructures operate with low power input offering 20 times higher efficiency than the optical tweezers configurations shown in Figure 2.2 and achieved trapping, sorting and manipulation of individual sub-micrometre particles (polystyrene beads). Moreover, Pang and Gordon (2012) [28] demonstrated optical trapping of individual bovine serum albumin (BSA) molecules with a hydrodynamic radius of 3.4 nm by using a dual-nanohole in a gold (Au) film. The strong applied forces achieved stable trapping and led such individual proteins to unfolding, but
without offering specificity. Lastly, Lin et al. (2018) [29] presented opto-thermoelectric nanotweezers which benefited from requiring low power to operate and had simple implementation. This type of tweezers relied on optically heating thermo-plasmonic substrates for trapping and manipulating metal nanoparticles.

All the studies discussed in this section have provided significant breakthroughs in single-molecule force spectroscopy but, at the same time, they have been conducted in highly controlled environments. It still remains a challenge to bridge the gap between in vitro and in vivo measurements with a few exceptions. Blehm et al. (2013) [30] managed to trap cytoskeletal cargos after calibrating the optical trap in the cytoplasm, while Goldman et al. (2015) [31] demonstrated unblocking of a clogged channel by optically pulling the immobile protein chain. However, the main obstacle is the inability to selectively trap individual entities inside living cells, even when beads are in the intracellular environment, because most organelles have slightly higher refractive index than the cytoplasm. Other limitations for the optical tweezers are their low throughput, temporal and spatial resolution as well as the manipulation speed. Instrumental noise, slow response of the stage compared to changes in the measured signal or beads position due to hydrodynamic drag flow are some of the factors that could be optimised [12].

2.2.2 Magnetic tweezers

Another well-established tool for single-molecule force spectroscopy are the magnetic tweezers. This type of tweezers benefits from its low cost, simple instrumentation and operation, as well as their ability to manipulate a broad range of biological molecules [1]. Their basic working principle relies on a magnetic field produced between a pair of magnets which induces magnetic momentum and hence a force on individual magnetic beads. As illustrated in Figure 2.3, the most common instrumentation consists of two permanent magnets (or electromagnets) located on top of the sample under investigation which is bound between a magnetic bead, usually paramagnetic or superparamagnetic, and a flow chamber fixed on top of an inverted microscope [32]. The beads, which can be trapped even outside the flow chamber, are usually in the micrometre scale and the forces applied to them can vary from tens of femtonewtons to hundreds piconewtons.

The magnetic field gradient changes over relatively large distances (~1 mm) so the applied force on the tethered bead is considered constant relative to its movement along much shorter length scales. This allows magnetic tweezers to operate without complicated active force feedback as in the case of optical tweezers. Furthermore, by
adjusting the position of the external magnets or by rotating them, the magnetic bead responds to such changes accordingly and as a result, the attached molecule can either be stretched or coiled [2], [4]. In 1950, Crick and Hughes [33] were the first ever to move magnetic particles inside the cytoplasm of cells by using externally applied magnetic fields. Four decades later, Smith et al. (1992) [34] demonstrated stretching of individual DNA molecules with magnetic tweezers. The sample was bound between a magnetic microbead and the surface of a microscope glass slide. Following this technique, Strick et al. (1996) [35] managed to coil single DNA molecules by rotating the magnetic beads, as schematically displayed in Figure 2.4a.

Figure 2.3 Schematic illustration of most widely used magnetic tweezers configuration for single-molecule force spectroscopy. A pair of permanent magnets located on top of the sample under investigation which is bound between a magnetic bead, usually paramagnetic or superparamagnetic, and a flow chamber fixed on top of an inverted microscope. The field $\vec{B}$ produced between the magnets induces a moment $\vec{m}_0$ and hence a force on the bead, analogous to its gradient. A fluorescent marker is attached on the flow chamber for calibrating vertical displacements of the bead. Note that N and S are abbreviations for magnetic north and south pole, respectively. Reproduced from [32].
Forces causing rotation act as regulators in cellular processes like transcription, replication, recombination, and supercoiling of DNA [1]. As reported in the previous paragraph, magnetic tweezers are able to apply and probe torques to individual molecules (Figure 2.4a). However, direct torque measurement is limited with their...
traditional design since the strong field gradient experienced by the bead dominates any torque originated by the tethered molecule [32]. Multiple approaches have been reported to tackle this limitation. For instance, Harada et al. (2001) [36], used a single magnet that was aligned with the bead-molecule system to investigate its torque during transcription by an RNA polymerase molecule which was fixed on the glass coverslip. This configuration, presented in Figure 2.4b, generates magnetic fields that induce extremely low rotation to the bead, lower than the expected torque magnitude caused by the molecule.

Moreover, Gore et al. (2006) [37] attached a non-magnetic fluorescent bead at the side of a DNA molecule which was tethered between a magnetic bead and the coverslip surface. Then, by stretching the molecule along the vertical axis, they tracked optically the fluorescent bead and observed maximum twist of the double helix at ~30 pN. Lipfert et al. (2010) [38] employed a cylindrical permanent magnet for applying forces, coupled with a much smaller magnet bound on its side at opposite orientation which gave rise to desired torques (Figure 2.4c). This approach enabled the generation and measurement of both forces and torques directly from single biomolecules. Lastly, in an attempt to visualise the dynamics of twisted loops along the DNA double helix, the so-called plectonemes, van Loenhout et al. (2012) [39] supercoiled individual DNA molecules by rotating a pair of magnets which were then attracted towards the focal plane, parallel to the microscope glass cover, by an additional magnet positioned on the side (Figure 2.4d).

Single-molecule force spectroscopy methods mainly lack high experimental throughput but advances in the imaging tools have led to magnetic tweezers being used to study in parallel a population of single molecules, under the same conditions [32]. As previously mentioned, magnetic tweezers generate fields that can be considered uniform for approximately 1 mm and thus they can trap numerous biological molecules, such as ATP synthases (~ 10 nm) or DNA molecules (long axis ~ 15 μm) [1]. A novel method of high throughput magnetic traps was introduced by De Vlaminck et al. [32] who managed to track systematically 450 targeted beads each bound to single DNA molecules and acquired data for the dynamics of almost 80% of the samples.

Nevertheless, high-throughput magnetic tweezers usually lack an accurate force calibration and the acquired quantitative data is limited to small forces mainly due to the camera open shutter time. Ostrofet et al. [40] demonstrated that by reducing this time to 25%, the position of the bead was recorded accurately (relative error ~10%) at low image acquisition frequency, and the force was calibrated with no need for corrections. Furthermore, optical and magnetic tweezers have been combined in an attempt to decouple the generation of force from its measurement [1]. In 2013, van Loenhout et al.
[41] created this type of trap to define the position of proteins bound on DNA molecules. Lastly, Zhou et al. (2015) [42] demonstrated a magneto-optical tweezer which improved temporal resolution for monitoring molecules undergoing rotation for different applied frequencies and noted that their design could be improved by tuning the amount of heat the magnetised beads absorb.

Further design alterations of the magnetic tweezers standard configurations have allowed three-dimensional control of the molecules under investigation. In 2002, Gosse and Croquette [43] introduced a system of six electromagnets with their poles on top of a bead which was rotated across the 3D plane. The forces experienced by the tethered molecule ranged from 50 fN to 20 pN. Following a similar approach, Chiou et al. [44] fabricated lithographic magnetic nanotweezers on a flow cell. Six micro-electromagnets were embedded hexagonally on the same plane allowing linear and angular manipulation of individual DNA molecules. The bead's vertical displacement was controlled by a circular ring at the centre. This combination generated large field gradients when compared to traditional designs due to the proximity of the poles. Later, Schuerle et al. (2013) [45] presented the "MiniMag", a system of 8 electromagnets capable of generating oscillating magnetic fields and controlling the position of entities in 3D for both upright and inverted microscopy with zero restrictions in the rotational plane.

Nanofabricated magnetic tweezers use small coils which have lower inductance and lead to faster experiments [1]. This design handled very smartly the generation of Joule heating. From one hand, the coil was attached to the flow cell where a big part of resistive heating was deposited without affecting the magnetic field. From the other hand though, this smaller coil and the proximity of the magnets produced a significant amount of Joule heating which could be controlled only by setting a maximum value for the applied currents so that they would not affect the magnetic field. Gonzalez et al. (2015) [46] showed how custom-designed magnetic tweezers composed of Helmholtz coils and lithographically nanofabricated “islands” provided accurate control for the positioning and alignment of magnetic particles and bacteria. A common drawback of all these designs is their fixed position regarding the studied molecules, hence the movement of the flow cell in relation to the microscope stage is impossible because the magnetic field lines need to be focused on the centre of the objective focal point [1].

In general, single-molecule force spectroscopy with magnetic tweezers is a versatile and powerful technique but with several limitations. To start with, entities interacting with magnetic fields are difficult to manipulate. Although there are not many magnetic biomolecules, a small number of proteins with such properties that also can associate with metal clusters has been reported [1], [2], [4]. In addition, the large geometry of the magnetic poles and the fact that they need to be positioned near the sample makes their
integration with microscopes rather complicated. This was one of the reasons magnetic and optical tweezers were combined. As for most techniques, little progress has been reported on selective single-molecule manipulation inside living cells, even when beads are in the intracellular environment. Finally, three-dimensional translation of individual entities under trapping conditions still remains a great challenge and has been achieved only with highly sophisticated configurations [2], [4].

### 2.2.3 Atomic force microscopy (AFM)

Atomic force microscopy (AFM) is a powerful tool which has also been extensively used for single-molecule force spectroscopy [4]. Its mechanism is based on a cantilever with a very sharp tip that approaches, and then binds to the target molecule which is immobilised on a surface [47]. The sample platform is fixed on a piezoelectric mechanism which can be controlled with sub-Angstrom precision in all three dimensions (Figure 2.5a). Once this stage moves and the separation distance between the surface and the cantilever tip increases, the tethered molecule between them stretches under tension leading to the displacement of the cantilever [1], [47]. Consequently, the reflected laser beam off the cantilever’s backside is displaced while a photodetector senses this spatial shift and eventually quantifies both the extension and the force applied on the tethered molecule. It is worth mentioning that this nanometre-sized tip can either attract or repel individual molecules through Van der Waals and Coulombic forces, respectively [1], [2].

AFM offers the ability to perform single-molecule force measurements with piconewton resolution under physiological conditions [47]. However, placing the tip (stage III, Figure 2.5b) into crowded systems can sometimes lead to random binding or to the adsorption of unwanted contaminants. As a result, it can be hard to distinguish whether the AFM tip has attached to the targeted molecule, the desired location or to multiple sites on that entity. To eliminate non-specific interactions, chemical modification or attachment of synthetic handles (i.e., micrometre-sized beads) to the cantilever’s tip is required. The target molecule is tethered between the handle and stage, as previously reported for optical and magnetic tweezers [4].

In general, cantilevers are manufactured in different shapes and coatings which affect their stiffness and hence spring constants [2]. To acquire precise force measurements by AFM, its cantilever needs to be properly calibrated before the start of an experiment. The most widely used calibration techniques are based on comparing it with a reference cantilever of a fixed stiffness value, using thermal vibrations, adding known particle masses or measuring its resonant frequency [1], [2]. Nevertheless, for single-molecule
force spectroscopy experiments the cantilever stiffness needs to be relatively low in order to probe piconewton forces. When its spring constant is reduced though, the sensitivity is limited because the tip becomes more susceptible to thermal noise and hydrodynamic drag. However, appropriate changes in the cantilever’s shape and dimensions diminish such effects [48].

![Figure 2.5 Single-molecule force spectroscopy with AFM. a) Schematic illustrations of the atomic force microscope which is composed of a cantilever and a nanometre-sized sharp tip (yellow) positioned above a piezoelectric scanning stage (grey). A molecule (purple) is attached between the cantilever’s tip and the stage surface (bronze). Displacement of the latter induces a force on the molecule which deflects the cantilever and shifts the position of the laser beam (red), reflected off the cantilever’s back, on a photodetector (PSD). Reproduced from [2]. b) Schematic representation of the indentation stages of an atomic microscope probe (cantilever-tip) to a biological system. The cantilever approaches the sample surface (I), creates contact (II) and indents (III) to probe mechanical responses. Then, single-molecule force probing can be achieved by retracting it (IVa), keeping it a constant height (IVb) or applying a constant force (IVc) to the trapped entity. Reproduced from [47].](image)

Initial single-molecule studies with AFM were based on applying different force magnitudes to observe their dynamics at sub-nanometre resolution [47]. For example, Rief et al. (1997) [49] performed vertical stretching of dextran filaments under different loads to understand the mechanical properties and conformational changes of these polymers with Angstrom precision. In 2003, Marshall et al. [50] explored the influence of applied tensile forces on the lifetime of the bond between a selectin and ligand molecule. These entities mediate the interaction of leukocytes with vascular membranes after the
occurrence of an infection or tissue injury. By using AFM, the authors showed that an increase in shear stress by the cellular wall led to an initial increase and then decrease in the selectin-ligand bond lifetime. Fernandez and Li (2004) [51] then distinguished several folding stages of a small protein after maximum extension where they measured its entire length.

More recent approaches probe the mechanical properties of individual biomolecules in highly sophisticated ways [47]. For instance, changes in the cantilever geometry, as well as in its flexural and torsional properties allowed the monitoring of protein flexibility by applying extensions across its domain with a microsecond temporal resolution under physiologically relevant conditions [52]. Rico et al. (2011) [53] optimised the indentation mode of AFM to study the degree of deformation on individual membrane proteins in their native folded state and concluded that their crystal structure contributed significantly to the mechanical stability of the molecule. Bimodal AFM is an alternative method to monitor the dynamics of water-soluble or membrane proteins. By exciting two separate modes of the cantilever and modulating the applied frequency the structural topography and flexibility of single proteins can be mapped simultaneously [54]. This mode allows measurements under very low applied loads, for the standards of AFM (30 – 40 pN).

Other types of biomolecules that have been investigated by AFM are microtubules, DNA origami and lipid vesicles [47]. In 2003, de Pablo et al. [55] proved that the elasticity of microtubules has a linear response at small loads and a non-linear response at higher tension which can lead to structural collapse. Moreover, the axial compressibility of individual DNA tetrahedra with nanometre dimensions, a type of DNA origami, was assessed under high forces applied by the AFM cantilever with permanent deformation occurring between 70 and 200 pN [56]. Lastly, Vorselen et al. (2017) [57] defined the degree of lamellarity for individual small multilamellar lipid vesicles by penetrating up to 5 lipid bilayers with AFM nanoindentations. They also found that these vesicles have a higher stiffness constant compared to small unilamellar vesicles.

The studies mentioned above are a small fraction of the application of AFM to probe the mechanical properties of individual molecules, such as proteins, nucleic acids, lipid membranes and cells [47]. However, further developments in single-molecule force spectroscopy with AFM need to be introduced to overcome some of its current limitations. Measuring forces in the sub-piconewton range, acquiring measurements at smaller timescales and conducting in vivo experiments are three main examples. Changes in the cantilever geometry and material properties have already contributed towards this direction but its combination with multimethodological approaches, such as integration with optical or magnetic tweezers, are expected to promote force measurements inside living cells [4].
2.2.4 Acoustic tweezers

So far, this review has focused on the most widely established single-molecule force spectroscopy methods which are based on optical, magnetic and mechanical forces. Another platform that has found application in studying the physical properties of single biological entities are the acoustic tweezers. Their working principle relies on acoustic waves that generate pressure gradients to trap individual molecules [5]. These acoustic or sound waves propagate in parallel to the travelling direction of bioparticles and oscillate between their pressure nodes, peak amplitudes at maximum pressure regions, and pressure antinodes, lowest amplitudes at minimum pressure regions. So, the molecules will be forced to move towards either nodes or antinodes based on their physical properties [1].

Although they are classified into three major categories, the standing-wave, travelling-wave and acoustic streaming tweezers, in this subsection only standing-wave acoustic tweezers are discussed [5]. To form such a wave, two interdigital transducers (IDTs), positioned opposite to each other, each generate a travelling wave which end up being superimposed. The nodes and antinodes positions can be controlled by adjusting the wavelength and phase of these two oscillations. To achieve three-dimensional manipulation with acoustic tweezers, two pairs of such sound wave transducers are required (Figure 2.6a). Trapping individual molecules along the vertical axis results from the generation of fluid flow at nodes/antinodes which counteracts gravitational, buoyancy or viscous drag forces [1]. Guo et al. (2016) [58] demonstrated 3D trapping of microparticles and cells with this instrumentation. By tuning the phase and amplitude of acoustic waves they managed to lift, translate and position single cells and cellular assemblies in a precise and non-invasive way. Figure 2.6b displays their numerical simulation for modelling the acoustic field near a trapped particle created by superimposing two orthogonal standing waves.

Acoustic waves can be generated by kilohertz to megahertz frequencies which makes acoustic tweezers versatile, as they can trap particles within a size range from 100 nm to 1 cm [5]. In 2016, Baresch et al. [59] utilised a single acoustical beam to trap elastic particles in three dimensions. The forces experienced by beads, with a diameter smaller than 1 mm, were higher than 1 μN. The ability to move manually the beam focus in combination with the translation of the stage allowed precise manipulation of particles in damage free conditions, as the power used was ~50 W/cm². Chen et al. (2017) [60] fabricated single-beam acoustic tweezers based on an ultrasonic transducer that could be tuned selectively to manipulate individual microparticles. Acoustic tweezers based on single beam transducer have also been used to study calcium signalling inside living...
Hwang et al. (2015) [61] monitored the propagation of calcium inside breast cancer cells by manipulating fibronectin-coated microbeads.

Figure 2.6 Single-molecule force spectroscopy with acoustic tweezers. a) Schematic illustration of two pairs of interdigital transducers (IDTs), positioned opposite to each other, generating planar acoustic standing waves. The nodes (blue) and antinodes (red) spots can be controlled by adjusting the wavelength and phase of these two oscillations. The inset shows a path across the xyz plane for a trapped particle. Reproduced from [58]. b) Numerical 3D simulation showing a model of the acoustic field distribution around a single trapped particle for the waves generated in a). Reproduced from [58]. c, i) Schematic of the acoustic tweezers integrated in a flow chamber on top of an inverted microscope. c, ii) The flow chamber is fixed between two glass slides and on top of the thicker one an acoustic piezo stage, sputtered with aluminium, is generating acoustic waves. c, iii) A single DNA molecule tethered between the upper glass surface and a micrometre-sized polystyrene bead is extended or compressed due to the presence of acoustic waves. The reference bead is attached to the upper glass for calibrating the z-displacement of the tethered bead. Reproduced from [62].

In general, acoustic trapping, handling, and sorting of single cells have proved to be a well-founded technique [4]. It has not been too long ago though since acoustic tweezers were utilised for single-molecule manipulation [5]. In 2015, Sitters et al. [62] developed
an acoustic force spectroscopy device capable of measuring and applying forces, from sub- to hundreds piconewtons, on multiple individual molecules at the same time with a temporal resolution lower than a millisecond. The right inset (iii) of Figure 2.6c illustrates a DNA molecule tethered between a polystyrene microsphere and the glass coverslip. An acoustic standing wave was formed inside the fluidic chamber and pushed the bead towards the nodes/antinodes which led to stretching of the bound entity. Then, by comparing the bead’s displacement with the applied force magnitude, information regarding structural and functional properties of the tethered DNA were obtained. Due to multiple nodes and antinodes in the chamber, high throughput was also achieved while generated heat was maintained in much lower rates compared to the case of optical tweezers [62].

A year later, further reconfigurations of this acoustic tweezers design allowed better imaging resolution for optical tracking of beads and the application of forces up to 350 pN. The acoustic field gradient was also optimised by using different frequencies simultaneously [63]. More recent developments seem to promise higher control and flexibility in trapping single particles. In 2019, Marzo and Drinkwater [64] introduced holographic acoustic tweezers where a system of multiple sound emitters achieved high throughput single-particle manipulation in air medium. Up to 25 millimetre-sized spherical particles were lifted and translated in 2D and 3D at the same time. The authors developed an algorithm which could form different trap configurations by rearranging the transducers. Bogatyr et al. (2022) [65] presented an acoustophoresis-based technique to quantify the size, compressibility and density of multiple individual entities in a non-uniform population. The acoustic force exerted on single cells and giant unilamellar vesicles (GUVs) was measured by tracking their orbits in relation to Stokes drag and buoyant forces.

In conclusion, acoustic tweezers are an additional versatile technique in the single-molecule force spectroscopy toolbox which addresses efficiently some of the limitations of other methods. Individual particles can be manipulated with a spatial resolution ranging from hundreds of nanometres to centimetres because acoustic waves with kHz to MHz frequencies can easily be applied [5]. They are considered a biocompatible option since their power is similar to the one used for ultrasonic imaging and are capable of handling both synthetic and living cells. Moreover, acoustic single-molecule manipulation does not depend on the optical, magnetic or electrical properties of an entity and does not require specific media as they can be used in air or liquid. They can also manipulate both fluids and particles in fluids or select both individual molecules and larger populations [1], [4].
Despite all these advantages, acoustic tweezers are several steps behind the level of the most established single-molecule force spectroscopy tools (optical, magnetic tweezers and AFM). Their main disadvantage is limited spatial resolution. Acoustic tweezers do not offer the same precision with optical tweezers as the former operate at much lower frequencies [5]. Besides their contribution on cell manipulation and sorting, the vast majority of studies is restricted only to in vitro experiments [4]. However, their non-invasive deep penetration attribute makes them a strong candidate for intracellular force probing once technological developments are in place.

2.2.5 Electrical tweezers

There are a broad range of biophysical techniques that rely on electrical forces for single-molecule manipulation either in the form of electrostatic traps or electrokinetic tweezers [1]. The first type is based on Coulombic attraction or repulsion between two charged surfaces while the second one depends on the generation of electric fields, between at least two electrodes to trap and manipulate individual entities with a size that can range from few nanometres up to millimetres [5]. An extensive analysis on the differences between electrophoresis and dielectrophoresis is provided in Section 2.4. Key parameters in this single-molecule force spectroscopy method are the electrical properties of the entities, such as their surface charge or polarisability, as well as the surrounding medium’s. Since this project is focused on dielectrophoretic tweezers, this subsection is mainly focused on reporting studies based on this technique with a few noteworthy exceptions.

Dielectrophoretic tweezers are based on the generation of inhomogeneous electric fields through the application of an electric potential, mainly alternating current (AC) voltages, between two or more electrodes [6]. Depending on the dielectric properties of polarisable biological molecules and their surrounding medium, the gradient of these non-uniform electric fields can deliver an attractive or repulsive force on such entities by tuning the frequency of the applied voltage. Significant attributes of dielectrophoretic manipulation include the instrumentation simplicity, electrodes’ design flexibility and its ability to trap a wide range of particle sizes without the need of tethering on handles [7]. Moreover, biomolecules are found in a variety of shapes, either spherical or ellipsoidal with or without additional layers surrounding their cores. This complexity and heterogeneity are beneficial for trapping only the analyte of interest from a mixed population. However, at the same time, their sophisticated dielectric properties in combination with the intricate
cell environment are not easily described with theoretical models which makes the elucidation of dielectrophoresis phenomena particularly complex [6].

Most recent advancements have achieved highly controllable manipulation of individual biomolecules with electrical forces but without the capability of determining the force magnitude experienced by each molecule. In 2005, Hölzel et al. [66] trapped and released single proteins on demand between the sharp tips of two gold electrodes on a silicon substrate. The electric field gradient, hence, the forces applied on the molecules, were tuned by changing the electrode separation (tens to hundreds nanometres) and exceeded thermal diffusion which was expected in the sub-femtonewton range. Brownian motion of diffusing molecules in solution has been harnessed by electrokinetic traps of similar design which managed to hold and manipulate single proteins, viral particles and lipid vesicles without the need for tethering [67]. Moreover, Giraud et al. (2011) [68] were the first ones to demonstrate attraction and repulsion of individual RNA molecules via interdigitated microelectrodes (IDEs) and total internal reflection fluorescence microscopy (TIRF) without knowing their dielectric properties in advance.

Barik et al. (2016) [69] pushed the design specifications of IDEs to the nanometre scale, as they fabricated gold electrodes with smaller than 10 nm gap between them. The configuration shown in Figure 2.7a allowed trapping of polystyrene nanoparticles, quantum dots and nanodiamond particles across a millimetre-sized zone by applying extremely low voltages (~200 mV) which generated DEP forces of approximately 200 fN. This diminishes the presence of unwanted heat or bubble formation caused by electrochemical reactions. In the past, the challenges linked with application of high potentials in solution were major concerns for dielectrophoretic single-molecule manipulation. A year later, Barik et al. (2017) [70] optimised further their device by integrating a graphene layer and used its edges as trapping areas for nanoparticles and biological molecules. In more detail, an 8 nm insulating gap separated palladium electrodes with the graphene monolayer where gold electrodes were making contact to complete the circuit (Figure 2.7b). By applying a bias of approximately 400 mV, four trapping locations were created with forces recorded 10 times higher than the one generated using conventional metal electrodes. Eventually, the combination of such high forces and low voltages could overcome a major limitation for graphene sensors which is the diffusion-limited transport of biomolecules.

An additional well-established platform for single-molecule detection and manipulation is solid-state nanopores and especially glass nanopipettes. Over the past two decades, this tool has improved molecular throughput, sensitivity and detection resolution, as well as contributed to measuring single-molecule kinetics and achieving single-cell manipulation [71]. Its most common configuration consists of an elongated glass
truncated cone, with a pore opening at its tip that can vary from a few nanometres to several micrometres, filled with and immersed in an aqueous electrolyte including the molecules of interest. Single-molecule manipulation is achieved by applying a bias between one electrode in the bath solution and another in the back of the nanopipette. Depending on the voltage polarity, molecules will translocate either from the bath solution towards inside the pore, or the other way around. From a collaborative study between Ivanov’s and Dekker’s groups [72], an innovative method of controlling single-molecule transportation between a dual pore nanopipette was reported. The two nanopores were separated by a 20 nm glass septum and individual DNA molecules were either bridged or translocated between them with almost complete efficiency, improved temporal resolution and non-compromised signal quality.

An interesting way to utilise single-molecule dielectrophoretic trapping and detection was suggested by Freedman et al. (2016) [73], [74] who used gold-coated nanopipettes immersed in an aqueous electrolyte. In the first citation [73], as illustrated in Figure 2.7c, an AC voltage was applied to the outer gold-coated surface (5 nm thickness) at the nanopipette tip (25 nm diameter) for capturing 10 kbp dsDNA molecules in electrolyte solution while a 10 V DC voltage between the electrodes inside the nanopipette pore and external solution was used for the detection of molecules passing through the tip opening. Single molecules were detected at a concentration of 5 fM with a rate of 52.5 events per second which improved the detection limit of existing platforms at that time by 1000 times while preserved its productive output. However, it was observed that DNA molecules were subjected to two forces at higher voltages, the dielectrophoretic force and the electrothermal flow which was generated due to temperature non-uniformity of the medium around the nanopipette.

Furthermore, Freedman et al. (2013) [74] used these gold-coated nanopipettes to dielectrophoretically form surface-enhanced Raman spectroscopy (SERS) substrates. Gold nanoparticles in the external solution were attracted and concentrated around the tip aperture where they got self-assembled and then were detected through SERS. The dielectrophoretic force acting on the nanoparticles was measured by recording their trajectories through fluorescent imaging and was ranging from approximately 50 to 300 fN, depending on the applied frequency of the AC signal. In 2019, Nadappuram et al. [10] reported single-molecule trapping and extraction from living cells with dielectrophoretic nanoscale tweezers and without affecting the cells’ functional integrity. These nanotweezers were composed of dual-barrel quartz glass nanopipettes filled internally with pyrolytic carbon, forming two closely spaced nanoelectrodes separated by 10 – 20 nm glass at the tip of the nanopipette. These nanoelectrodes enabled the accurate manipulation, trapping, releasing and extracting of nucleic acids and organelles.
from solutions with a concentration as low as 100 fM driven by one of the strongest dielectrophoretic forces ever reported, based on the currently available literature, which arose at the tip from the application of ~3 V.

**Figure 2.7** Schematic illustrations of dielectrophoretic platforms for single-molecule manipulation. **a)** Interdigitated gold microelectrodes (IDEs) with a 9 nm insulating separation gap where individual nanoparticles (red spheres) were trapped upon application of low peak amplitude AC voltages (~200 mV, 100 kHz – 10 MHz) between each pair (yellow). The colour map shows the electric field distribution away from these gaps. Reproduced from [69]. **b)** Palladium electrodes (beige) were separated by an 8 nm insulating layer of HfO$_2$ from a graphene monolayer (black mesh), onto which gold electrodes (yellow) were formed to complete the circuit. Single entities were trapped at the 4 edges of this layer by applying low voltages (~400 mV) and achieving very strong forces. Reproduced from [70]. **c)** DNA molecules are first attracted towards the tip of a nanopipette immersed in aqueous medium and then translocated through its aperture and towards inside the pore. Molecules were attracted by applying AC voltages at the gold-coated surfaces outside the nanopipette tip while translocations were driven by a 10 V DC voltage between an electrode inside and outside the nanopipette. Reproduced from [73]. **d)** A pair of semi-elliptical closely-spaced (10 – 20 nm) carbon nanoelectrodes pyrolytically formed at the tip of a dual-barrel nanopipette traps individual molecules (DNA, RNA) and organelles (mitochondrion) in solution or inside a living cell by applying low peak amplitude AC voltages. Reproduced from [10].
It is worth highlighting the achievements of the experiments from this [10] and its contribution to a more comprehensive understanding of the cellular environment by bringing the single-molecule/organelle manipulation and cell biology closer. For instance, single-stranded DNA (22 bases) was removed from the cell nucleus, while RNA molecules were extracted from the cytoplasm of live human cells for single-cell DNA and gene expression analyses. The carbon nanotipette tweezers were also capable of handling single organelles, as the authors demonstrated the removal of single mitochondria from mice neuron cells. Overall, they suggested that modifications could be easily applied to this type of nanotweezers to be combined with numerous electrochemical scanning techniques for the measurement of single-cell gene expression [10]. In a further optimisation of this design, Tang et al. (2021) [75] demonstrated trapping and sub-millisecond detection of individual mononucleotides and proteins of numerous sizes by quantum mechanical tunnelling probes. These probes were fabricated by electrodepositing gold controllably at the previously mentioned nanotweezers tip and the distance between the two electrodes could be tuned with high precision. Single-molecule dielectrophoretic trapping was achieved by applying an AC voltage between them in combination with a DC bias that gave rise to quantum tunnelling.

Electric traps have also been developed with the standard design of solid-state nanopores, where an insulating plane with a nanometre-sized pore connects two reservoirs that contain the analyte under investigation in electrolyte solution. Schmid et al. (2021) [76] recently presented the NEO-trap, a relatively simple but powerful nanopore-based electroosmotic trap that achieved trapping and detection of individual proteins with sub-millisecond resolution while each measurement could be hours long. The NEO-trap consists of a spherical DNA-origami attached on a lipid passivated silicon-nitride nanopore which blocks its opening only from one side (Figure 2.8a). Particles close to the formed nano-cavity get trapped due to local electroosmotic flow and depending on their shape and size, different electrical signals are recorded. Finally, fluidic slits have also been used for field-free single-molecule trapping [77], [78]. By tuning the design of these slits or the ionic strength of the electrolyte solution, individual particles (Au particle, latex beads, lipid vesicles) were electrostatically captured and optically monitored for several hours [77]. Ruggeri et al. (2017) [78] proved that this configuration provided significantly accurate measurements of the electric charge of single trapped molecules in real time and with high throughput. This technique, which was named “single-molecule electrometry”, demonstrated precise detection of changes in the 3D conformation of nucleic acids or proteins that are directly linked to the charge distribution along a macromolecule.
2.2.6 Summary of single-molecule force spectroscopy techniques

To summarise, single molecule force spectroscopy techniques are valuable tools for studying the mechanical properties and interactions of individual molecules. The techniques reviewed in Section 2.2 include optical, magnetic, acoustic, electrical tweezers and atomic force microscopy. As discussed, each technology come with its advantages and disadvantages depending on the experimental conditions. One of the most established techniques, the optical tweezers, use focused laser beams to trap and manipulate micro- and nanoscale particles, including biomolecules. The force on the trapped object is determined by the laser’s intensity gradient. Optical tweezers can measure forces with piconewton precision but they are limited within this range. There is no physical contact between the trapping laser beam and the sample, minimizing mechanical perturbations, although high-powered lasers and high numerical aperture lens are usually required. As a consequence, their maintenance can be expensive and technically challenging. They can also quickly measure multiple molecules, with a size range approximately between 100 nm and 1 mm, in parallel but their effectiveness can be influenced by the sample’s optical properties and size.

Figure 2.8 Schematic illustrations of non-dielectrophoretic platforms for single-molecule manipulation. a) A spherical DNA-origami (red) attached on a lipid passivated (yellow) silicon-nitride nanopore (grey) which blocks its opening only from one side. Particles (purple) close to the formed nano-cavity get trapped due to local electroosmotic flow (dotted lines) depending on their shape and size. Reproduced from [76]. b) 2D projection of an array of electrostatic fluidic traps. (Top left) Simulated electric potential distribution inside three slits. (Right) 3D zoomed representation of a fluorescent protein trapped in one slit with key dimensions of the trap shown. Scatter plot indicates the position of tracked molecules. Reproduced from [78].
Another single molecule force probing technique are the magnetic tweezers which use magnetic beads attached to molecules of interest. An external magnetic field is applied to manipulate the beads and, indirectly, the attached molecules. The force is determined by the strength of the magnetic field. Magnetic tweezers can exert forces spanning from piconewtons to tens of nanonewtons. Multiple molecules can be manipulated simultaneously allowing for high-throughput experiments, they can be used in various environments and are suitable for studying DNA, proteins, and other biomolecules. Magnetic tweezers typically have lower spatial resolution compared to AFM and optical tweezers while they are primarily suited for stretching experiments and may not be ideal for other applications. The force applied to the molecule is inferred from the motion of the magnetic beads, which can introduce uncertainties.

Another well-established technique is AFM which uses a sharp tip attached to a cantilever to measure forces between the tip and the sample surface. It measures the deflection of the cantilever caused by these forces, allowing for precise force measurements. AFM can achieve sub-nanometre resolution in force measurements, it can be used in various environments, including liquid and air, and can measure a wide range of forces. However, it is not suitable for very high forces due to the potential for tip-sample damage, it can be time-consuming to collect data on multiple molecules and requires skilled users and careful calibration. Next, acoustic tweezers represent a unique and emerging technology which harnesses the mechanical forces generated by acoustic waves to control and manipulate microparticles or biological molecules in a non-contact and label-free manner. Single particle manipulation is achieved without physical contact with the sample, avoiding potential damage or interference caused by probes or surfaces which is particularly useful for delicate biological samples. They offer high throughput and can trap a variety of particles, including cells, bacteria and microbeads. The acoustic forces are generally gentle and can be used to manipulate sensitive biological specimens without altering their viability or functionality but high spatial resolution can be challenging. Moreover, their effectiveness can vary based on the size, density, and compressibility of the particles being manipulated.

Finally, there are a broad range of biophysical techniques that rely on electrical forces for single-molecule manipulation either in the form of electrostatic traps or electrokinetic tweezers. Lately, an increasing interest has emerged for dielectrophoretic force probing nanotweezers which use non-uniform electric fields to manipulate and probe biological molecules or particles. This method is particularly useful for studying the electrical and mechanical properties of particles, or their interactions with other molecules and surfaces mainly in microfluidic systems or other controlled environments. Like the acoustic tweezers, DEP nanotweezers are non-destructive and do not require physical contact.
with the molecules, making them suitable for studying delicate biological samples. They offer label-free force probing, avoiding the need for fluorescent markers that may interfere with the biological properties being studied.

DEP nanotweezers also allow precise control of the forces acting on particles sized between 1 nm and 1 mm, enabling detailed investigations of the particles’ physical properties. Since they are based on pair of electrodes, they offer high flexibility in their design and instrumentation but at the same time the application of electric fields can generate heat, which may affect biological samples, so careful control of the conditions is required to mitigate this. One of their main disadvantage is that DEP primarily works with dielectric particles. Some of the key benefits of the nanopipette-based dielectrophoretic nanotweezers, which are presented and discussed in the next chapters, are their spatial resolution, as they can be precisely controlled in three dimensions and the ability to probe very gentle forces (in the range of tens of femtonewtons) compared to the previously mentioned techniques. Most importantly, they are minimally invasive when penetrating a cell and could potentially allow intracellular force probing measurements without the need of handles.
2.3 Single-molecule fluorescence microscopy (SMFM)

Fluorescence imaging microscopy has been a central component of single-molecule force spectroscopy since its inception [79]. The general concept is based on fluorescently labelled or auto-fluorescent entities becoming bright when they absorb light against a dark background in a way that does not affect their structural or functional properties providing useful information on their geometry, dynamics and interactions. Compared to previous spectroscopy methods based on ensemble average measurements, optical parameters such as brightness, duration, emission wavelength and polarisation can now be defined for individual particles with a significantly improved spatial and temporal resolution [79]. This allows the direct observation of properties that reveal the heterogeneity within a system (i.e., cells, polymers) or intermediate states of molecular kinetic transitions which would not be detectable by ensemble measurements.

This section mainly focuses on one application of single-molecule fluorescence microscopy (SMFM), called single-particle tracking (SPT) [80], which is heavily used in Chapter 5 for monitoring the two-dimensional trajectory of individual molecules and measuring any applied dielectrophoretic forces on them. Further microscopy-based modifications have allowed three-dimensional single-molecule localisation but will not be covered here as it is not linked to the work presented in the next chapters. Analysing the recorded orbits of single-molecules unravels important information on the status of their motion which can either diffuse, be spatially confined, interact with other molecules in proximity or even move due to a combination of these [80]. To achieve single-molecule concentration for in vitro experiments, diluting the fluorescent probe is the most typical method while for in vivo experiments other techniques need to be followed, such as quenching or photobleaching many emitters or activating specific molecules at a time [79]. Although in vitro single-molecule imaging is much more straightforward than in vivo, where intracellular crowding and interactions with other structures or organelles affect the trajectory of the molecule under observation, it provides a realistic representation of the entity’s behaviour in its native biological environment.

Single-particle tracking relies on single-molecule localisation (Figure 2.10a), where single fluorescent entities are imaged while their two-dimensional spatial trajectories (x and y coordinates) are recorded at sequential time points, as displayed in Figure 2.10b, by an array detector (i.e., sensitive camera) [79]. So far, multiple types of microscopes have been used for single-molecule imaging with the most common being wide-field, confocal, total-internal reflection (TIRF) and two-photon microscopes [81]. Each
configuration can achieve different precision on localising the position of individual molecules depending on the experimental conditions required and the system under investigation. Epifluorescence or inverted microscopes for 2D single-molecule wide-field imaging usually produce a Gaussian illumination spot, which can range from few to tens of micrometres, on the plane where the molecules of interest diffuse. As a result, all fluorescent molecules that are excited with the wavelength of the beam are detected simultaneously without the need of scanning across the plane [79]. To achieve this the light source (i.e., laser beam) is focused on the back side of the microscope objective, as illustrated in Figure 2.9.

![Figure 2.9](image)

**Figure 2.9** Schematic of imaging geometry used in epifluorescence (inverted) configuration for wide-field microscopy. The beam emitted from the light source (blue) is focused on the back side of a microscope objective lens (OL) through a Köhler lens (KL) and dichroic mirror (DM). Once the wavelength is absorbed by a fluorescent molecule, the latter gets excited and emits a different wavelength (green) which passes through an OL, DM, filter(s) and is focused on the camera sensor via a tube lens (TL). Reproduced from [79].

The microscope objective lens is the most important optical component of such systems with its numerical aperture (NA), which depends on the refractive index between the sample and the lens, determining the resolution of the obtained image. However, light diffraction limits the capability of single-molecule localisation from its emission distribution [79]. The numerical aperture of the most advanced infinity-corrected microscope objectives can reach up to 1.3 – 1.5, which means that for a light of 500 nm
wavelength the minimum spot of a single entity that can be observed would not be smaller than ~200 nm. It is worth noting that NA of greater than 0.95 can only be achieved with immersion lenses, using either oil or water. Moreover, even when the optimum optical configurations and brightest fluorophores are used, background signal can severely affect the image acquisition. Filtering background light is required for single-molecule imaging with integrated filters on microscopes also reducing auto-fluorescence and scattering. As illumination by the excited molecules passes again through the objective, photons are collected by the camera sensor. Improving the efficiency at which photons are converted to photoelectrons has contributed significantly to single-molecule imaging [79].

Thermal noise is usually generated by the electronics inside cameras which leads to noise when photoelectrons are converted to a signal voltage. Charge-coupled device (CCD) cameras are much more prone to such noise compared to electron-multiplying CCD (EMCCD) and scientific complementary metal oxide semiconductor (sCMOS) ones. Both camera types have demonstrated quantum efficiencies close to 95% each with their own technology, either via charge multiplication before readout for EMCCD or engineering low read noise in the first place for sCMOS [79]. In summary, before conducting a single-molecule imaging experiment, the signal-to-background ratio (SBR) or contrast and intensity of light source have to be carefully considered. Even if SBR is kept at a constant value though, the signal-to-noise ratio is increased by amplifying the intensity of the beam which depends on the maximum intensity a fluorophore can emit. Actually, the latter illumination saturates when the fluorophore reaches its maximum number of photons before photobleaching which adds additional noise to the system. This and background light are noise sources that highly affect modern detectors [82].

With all these types of noise involved in single-molecule imaging, post-acquisition techniques have been developed to estimate accurately and precisely the position of molecules under investigation. These techniques are based on algorithms that can extract valuable information from noisy images [79]. The point spread function (PSF) is the three-dimensional diffraction pattern from the illumination emitted by an individual molecule and transmitted through the high numerical objective. The average intensity produced by a molecule is proportional to a cross-section of this function scaled by the total amount of photons in the signal and the constant background noise (left image in Figure 2.10a). Within a region of interest (ROI), where one molecule is present and emitting, the image produced by the camera is subject to noise and binned into pixels, producing a specific signal at each pixel.
For two-dimensional localisation, the PSF is brightest close to the molecule’s position and darker further from it so an algorithm could allocate the maximum brightness to the centre of the molecule and predict its position profile based on the surrounding distribution (middle image in Figure 2.10a) [79]. These estimators are computationally efficient but limited as the maximum value is sensitive to noise and pixel size leading eventually to low precision (right image in Figure 2.10a). Least-squares fitting and maximum likelihood estimation are two methods that can improve these limitations by fitting the image data to respective functions. Recently, several open access single-particle tracking software packages have been released and found wide application in the single-molecule imaging field. One of the most commonly known platforms is TrackMate [83], a Fiji (ImageJ) plugin with three classes of algorithms that offer automated, semi-automated and manual particle-tracking depending on the molecule’s

**Figure 2.10** Basic concepts for single-molecule localisation and single-particle tracking. **a)** (Left) Measured intensity profile on a camera sensor, emitted by a fluorescent molecule and blurred due to light diffraction. (Middle) Intensity profile fitted by a model function to estimate the two-dimensional position of the molecule. (Right) Uncertainty in the position estimate from the model function fitting. **b)** The two-dimensional position of a diffusing fluorescent molecule is recorded over a sequence of time intervals. By applying single-molecule localisation, the spatial trajectory of this molecule can be extracted. Reproduced from [79].
motion in the recording. It can also be easily customised based on the user’s needs by importing additional scripts to improve data analysis and is operatable for 1D, 2D and 3D image acquisitions. Other honourable mentions for single-molecule tracking, each with its own implementation and advantages, have been published by Rösch et al. (2018) [84], Granik et al. (2019) [85], Hou et al. (2020) [86] and Kuhn et al. (2021) [87].
2.4 Dielectrophoresis (DEP)

After a short description of single-molecule fluorescence microscopy and its contribution to the field of single-molecule force spectroscopy, the focus of this review is shifted again to electrical trapping and in particular to dielectrophoresis. This section begins by explaining its key concepts and defining the dielectrophoretic force acting on a polarisable spherical particle when immersed in a dielectric medium. In addition, I comment on how the frequency of applied AC signals determines the polarity of the force or how more complex shapes of the manipulated entity affect this equation, from multiple shells around the core of a spherical particle to prolate and oblate geometries, or the slightly more delicate properties of biological macromolecules (i.e., DNA, RNA, proteins). Lastly, two electrohydrodynamic phenomena that usually take place in combination to dielectrophoresis, the so-called electroosmosis and electrothermal flow, are presented before summarising prospects of this technique in the single-molecule field.

2.4.1 Dielectrophoretic force on spherical homogeneous particles

In 1951, Pohl [88] established a novel physical concept, named “dielectrophoresis (DEP)” which was defined as the resulting motion of polarisable particles or liquids due to the application of a non-uniform electric field. The following two decades, Pohl and colleagues started to utilise dielectrophoresis as a tool to separate living from dead cells [89] and accumulate cell populations at specific locations within a circuit, such as the tip of an electrode [90]. Their research inspired the global scientific community to consider dielectrophoresis as an effective option for handling and sorting particles, especially biological ones [91]. Several recent applications on single-molecule manipulation with dielectrophoretic tweezers based on IDEs or nanopipette-based electrodes were mentioned in great detail in Section 2.2.5 (Figure 2.7).

The application of an electric field between two or more electrodes to an entity with a defined polarisability (\(\alpha\)) leads to temporal redistribution of its surface charges, resulting in the formation of a dipole or multipoles [92]. When the field lines are uniform, as shown in Figure 2.11a, the Coulomb forces between the particle’s poles are equal and opposite (red and green arrows), so the net force becomes zero and there is no movement of the induced polarised particle. However, when the field is non-uniform and the particle’s surface charges are unevenly distributed at its poles, the overall force obtains a finite
value which as a result induces particle motion (Figure 2.11b) [7]. It is worth clarifying that this net force is responsible for polarisable charged biological entities, such DNA, RNA and protein molecules, but also neutral ones, like single cells [93]. This phenomenon should not be confused with electrophoretic motion which depends on the polarity of the fixed electric charge (positive or negative) a particle carries in combination to the polarity of the applied electric field (left particle in Figure 2.11a).

The dielectrophoretic force that acts on an induced polarised particle ($\vec{F}_{DEP}$) with a dipole moment ($\vec{p}$), polarisability ($a$) and a finite electric field gradient ($\nabla \vec{E}$) is described by the following equation [94]:

$$\vec{F}_{DEP} = (\vec{p} \cdot \nabla) \cdot \vec{E}$$  \hspace{1cm} (2.1),

where

$$\vec{p} = a \cdot \vec{E}$$  \hspace{1cm} (2.2).

Consequently, when the electric field is uniform its gradient equals to zero ($\nabla \cdot \vec{E} = 0$), hence there is no dielectrophoretic force acting on the particle (right particle in Figure 2.11a). It should be noted that this equation is valid only under the dipole approximation,
which states that the dipole length needs to be smaller than the estimated dimension of the inhomogeneity of the electric field. In other words, its magnitude must not change considerably across the dimensions of this dipole, otherwise, multipole force terms need to be added to the expression [95].

The time-averaged dielectrophoretic force experienced by a homogeneous sphere of radius \( r_p \), relative electrical permittivity \( \varepsilon_p \) and conductivity \( \sigma_p \) when immersed in a medium of \( \varepsilon_m \) and \( \sigma_m \) is described by Equation 2.3 [94]. This is considered the most basic model and is illustrated in Figure 2.12a. Here, it is worth clarifying that dielectrophoresis can be used with both direct (DC) and alternating (AC) current fields. By using the time-averaged relation, any force components arising from DC fields, such as electrophoretic, will average to zero and be eventually eliminated [95]. This equation is as follows:

\[
\langle \vec{F}_{DEP} \rangle = 2\pi \varepsilon_0 \varepsilon_m r_p^3 * Re \left[ \frac{\varepsilon_p^* - \varepsilon_m^*}{\varepsilon_p^* + 2\varepsilon_m^*} \right] * \nabla |\vec{E}_{rms}|^2 \]  (2.3),

where \( \nabla |\vec{E}_{rms}|^2 \) is the gradient of the squared non-uniform root mean square value of the electric field, \( \varepsilon_0 \) is the vacuum permittivity (F/m), \( \varepsilon_p^*, \varepsilon_m^* = \varepsilon_p - j\sigma_p / \omega \) are the relative complex electrical permittivity of the particle and medium respectively with \( j = \sqrt{-1} \) and \( \omega \) the angular frequency of the applied AC signal. The ratio of these complex permittivity terms is called the Clausius-Mossotti (or Maxwell-Wagner) factor and describes the polarisability of the particle as a function of \( \omega \) [91]:

\[
f_{CM}(\omega) = \frac{\varepsilon_p^* - \varepsilon_m^*}{\varepsilon_p^* + 2\varepsilon_m^*} \]  (2.4).

The two equations above suggest that the magnitude of the dielectrophoretic force is directly linked to the particle’s volume \( r_p^3 \), \( Re[f_{CM}(\omega)] \) and gradient of the electric field squared. Therefore, it is dependent on the angular frequency \( (\omega) \) of the applied field, the relative electric permittivity and the conductivity of the polarised particle \( (\varepsilon_p, \sigma_p) \) and medium \( (\varepsilon_m, \sigma_m) \). As a consequence, the real part of the Clausius-Mossotti factor plays a crucial role in the direction of the dielectrophoretic force acting on the particle [92]. When \( Re[f_{CM}(\omega)] > 0 \), the particle moves towards regions where the electric field magnitude is maximum. This phenomenon is called positive dielectrophoresis (pDEP) (right particle in Figure 2.11b). However, when this becomes negative \( Re[f_{CM}(\omega)] < 0 \), the particle is repelled away from regions of maximum electric field magnitude and it is called negative dielectrophoresis (nDEP) (left particle in Figure 2.11b) [95].

From the definition of the complex relative electrical permittivity and Equation 2.4, it can be derived that at high frequencies \( (\omega \to \infty) \), the particle functions as a capacitor
because the dielectric displacement is leading the applied field by \( \pi/2 \) and hence the DEP force is influenced only by the permittivity of the particle and the medium \((\varepsilon_p, \varepsilon_m)\) [96]. At low frequencies \((\omega \to 0)\), the displacement current has less influence than the conduction of free charges of the Clausius-Mossotti factor, and thus the dielectrophoretic force is governed by the conductivity of both the particle and medium \((\sigma_p, \sigma_m)\). The graph in the middle of Figure 2.12a displays how the real part of this factor changes as a function of the angular frequency \((\omega)\) for a polystyrene latex bead in the case of \(\varepsilon_p < \varepsilon_m\) and \(\sigma_p < \sigma_m\). Positive dielectrophoresis is expected at higher frequencies while nDEP at low. The frequency value at which \(\text{Re}[f_{CM}(\omega)] = 0\) is the crossover frequency \((f_{CM,0})\) and that is where no DEP force is applied on the particle [96].

### 2.4.2 Dielectrophoretic force on particles of different shapes

Although the homogeneous spherical model has been extensively applied for manipulating biological micro- and nanoparticles, more comprehensive models are required for describing the effect of DEP for structurally complex biomolecules, like DNA, and cells [6]. A bioanalyte, such as a cell membrane or other aqueous cellular compartments with varying bio-functionality, is comprised of various types of charged chemical groups or polarisable molecules with non-identical dielectric properties. More frequently, the structure of biological particles consists of a core surrounded by one or more different layers which could all affect the polarisation between their interfaces. Therefore, the homogeneous spherical model cannot properly describe their dielectric properties and that is why single-, double- or even multi-shell models are required [6]. For instance, Figure 2.12c provides a schematic illustration of a cell with an inner core (cytoplasm), surrounded by two shells (a cell membrane and wall) of radii \(r_1, r_2, r_3\) and effective complex permittivity terms \(\varepsilon_p^*, \varepsilon_s^1, \varepsilon_s^2\), respectively. This representation is called the double-shell model and it describes the dielectrophoretic characteristics of bioparticles of such structures.

Nevertheless, biological particles are diverse in size, shape and structure with most of them being non-spherical and expressing varying electrophysiological characteristics [97]. In comparison to spherical particles, ellipsoidal ones are not polarised symmetrically across the axes of the applied electric field and thus its frequency determines the orientation of the particle [98]. Due to the alternating orientation of these particles to the electric field, a polarisation factor that depends on the direction of the DEP field was introduced, the so-called depolarisation factor \((A_d)\). Two of the most frequently used ellipsoidal shapes in dielectrophoretic models are the oblate and prolate ellipsoids, as
illustrated in Figure 2.13a and 2.13b, respectively. Moreover, an elongated version of the prolate ellipsoid model is utilised to describe the majority of rod-shaped entities [99], where a slightly different expression for the applied dielectrophoretic force was adopted (Figure 2.13c).

Figure 2.12 Schematic representation of three spherical DEP models (left), graphs for $Re[f_{CM}(\omega)]$ over a frequency range from 0 to $10^{10}$ Hz (middle) and one example of spherical model molecules (right). a) Homogeneous spherical particle model for a polystyrene bead ($\varepsilon_p^*, \sigma_p^*$) immersed in aqueous solution ($\varepsilon_m^*, \sigma_m^*$). Positive DEP occurs at high frequencies while nDEP at low. b) Single-shell spherical particle model for the core ($\varepsilon_p^*, \sigma_p^*$) and lipid bilayer ($\varepsilon_s^*, \sigma_s^*$) of a liposome. Negative DEP takes place at very low and high frequencies, with pDEP dominating in between. c) Double-shell spherical particle model for the cytoplasm ($\varepsilon_p^*, \sigma_p^*$), membrane ($\varepsilon_m^*, \sigma_m^*$) and wall of a cell. Strong pDEP occurs at high frequencies and very weak nDEP at low. Reproduced from [6].
Proteins and nucleic acids, such as DNA and RNA, are responsible for the function of a cell, from its structural integrity to regulation and communication with other cells [6]. Throughout the past decades, the scientific community has been trying to understand their principal mechanisms by manipulating such molecules through dielectrophoretic platforms. So far, numerous biomolecules with different structure, shape, size and chemical composition have successfully been sorted, trapped and separated due to their electrodynamic characteristics. Therefore, understanding the theoretical principles of how DEP acts on biological molecules is crucial for the development of more advanced applications in the future [100].

The dielectrophoretic force applied on biomolecules is strongly dependant on the ion cloud that surrounds them [6]. Almost all of them, especially DNA and proteins, have a
finite surface charge when they are immersed in an aqueous environment which results in a formation of electric double shells due to the attraction of counterions from the medium (left column, Figure 2.14) [7]. Figure 2.14b shows a DNA strand as a negatively charged coil-like configuration enveloped by positive counterions. When an electric field is applied to this DNA bundle, the surrounding counterions distribution shifts opposite to the negative surface charge of the macromolecule resulting in an effective dipole. This polarisation happens only if it is quicker than the relaxation of the counterions cloud, otherwise, the dipole moment does not exist due to the neutralisation of the counterions layer.

![Figure 2.14](image)

Figure 2.14 Schematic illustration of counterion cloud distribution (positive charges) around a negatively charged a) protein and b) DNA molecule when an electric field is absent (left column) and present (right column). The negative charges on the biomolecules are not shown. Reproduced from [7].

Proteins with their intricate structural conformations exhibit dynamic behaviour in various media that are very complex to explain [6]. This is one of the reasons, their dielectric response and mechanisms regarding DEP phenomena are still not fully understood or expressed via a model. Currently, the commonly accepted theory is the classical one
which states that DEP events can occur on a protein only if ultra-high electric field gradients (> $10^{16}$ V$^2$/m$^3$) are achieved and significantly exceed other forces, like Brownian motion [101]. On the other hand, experiments have also indicated that a further mechanistic understanding should be included in the theoretical explanation for the DEP of proteins to account for interactions with the counterions atmosphere or intrinsic polarisation effects [6]. A recent study by Seyedi and Mathyushov [102] stated that the calculated DEP forces on proteins based on the classical theory model were underestimated, but further validations of their model on different proteins are required for reliability.

In a recent publication, Pethig [103] argued that the currently accepted theory regarding the Clausius – Mossotti factor for DEP experiments which involve proteins and other macromolecules with fixed dipole moments needs to be replaced due to its inaccuracy. He also claimed that the standard theory regarding the dielectrophoresis of non-polar and extremely charged macromolecules, like DNA, requires revision since it lacks a valid explanation for the rise of interfacial charges by molecular interactions in the counterions atmosphere. Furthermore, the author suggests that for a specific frequency range the positive dielectrophoretic force applied on proteins should depend on the electric field gradient and not on its gradient squared, which would be only exhibited by the negative DEP. Finally, the current theory does not take into consideration the effects that arise from particles with non-symmetric surface charge distribution and further investigation needs to be undertaken [103].

### 2.4.4 Electroosmosis and electrothermal flow

The phenomenon of the bulk movement of a fluid that surrounds a charged surface after the application of an electric field is called electroosmosis (Figure 2.15a) [7], [104]. This surface charge attracts counterions from the aqueous electrolyte which form an electric double layer. The counterions that have bonded strongly with the charged surface are considered as the Stern layer, while the rest create a diffuse layer that reaches the electroneutral part of the fluid [95]. The advantages of electroosmotic flow, like its uniform profile, straightforward fluidic interface and no requirement for pumping mechanism, have led to its application in microfluidic designs [105]. However, its strong dependence to the electrochemical properties of the medium, need for high applied voltages (kV range) that could lead to undesired products (bubble formation) and heat production can limit the electroosmosis function in devices.
The effect described in the previous paragraph is a result of direct-current (DC) applied voltages. Hence, some of the factors which regulate the electroosmotic flow are the electric field, pH, ionic strength of the solution and temperature [106]. When the electric field increases, electroosmosis increases proportionally with very high values leading to Joule heating. Additionally, higher pH, larger temperature and lower ionic strength of the medium increase electroosmotic flow too [95]. Nevertheless, the application of AC voltages on the electrodes give rise to induced charge electroosmosis (ICEO) or AC electroosmosis (ACEO). During the first half-cycle of the wave, the same mechanism as described for DC electroosmosis occurs. In the second half-cycle though, the polarity of both the electrodes surface and double layer change so the force magnitude and direction remain stable [7].

Figure 2.15 Schematic illustration of AC a) electroosmosis flow ($\pm F_q$) and b) electrothermal flow close to the surface of two electrodes of opposite polarity ($\pm V_0 \cos \omega t$). This direction for electrothermal flow occurs at frequencies ($\omega$) below the crossover frequency ($f_{CM,0}$) while for higher ones the flow reverses to the opposite direction, which means upwards from the electrode gap. Reproduced from [7].

However, two important factors need to be accounted for the manufacture of AC electroosmotic devices. The first one is related to the reversal of ACEO flow which occurs when high voltages are applied in combination with a frequency range of 10 – 100 kHz. At low frequencies, Faradaic charging takes place between the electrolyte and the electrode, while at high frequencies, the double layer is over-filled by ions. The second factor is associated with the concentration of the bulk in salt, which above a certain limit (~10 mM), leads to rapid decay or even diminishes the ACEO flow [7]. Another crucial electrohydrodynamic phenomenon arises from inhomogeneities in the electric permittivity and conductivity of the medium, and it is called electrothermal flow (Figure 2.15b). In AC systems, high applied voltages often lead to Joule heating which generates temperature gradients that increase the conductivity of the fluid, decrease its permittivity and eventually induce electrothermal flow [105].
Subsequently, the electric field is also reduced to achieve charge conservation, finally resulting in a local charge density that varies with the electrostatic force [7]. Since the AC electrothermal flow of the medium is largely affected by its conductivity, especially for electrolytes that are more conductive than 0.1 S/m, the design of dielectrophoretic systems must keep it within a specific range. It has been shown that ACET flow almost vanished in experiments that involved proteins or DNA molecules with buffers of a few mS/m, while it became significant for conductivities above the S/m threshold [7]. Sridharan et al. (2011) [106] were the first ever to investigate the influence of Joule heating on electrothermal flow in an insulator-based dielectrophoretic device.

After experimental and finite element method studies, the authors concluded that under DC-biased AC voltages, the electric field interacts with the emerging fluid flow due to localised non-uniformities in the materials’ properties. Two years later, the same group [107] upgraded the simulation model that described these events by predicting the locations of electrothermal flow circulations in a three-dimensional design. Lastly, dielectrophoretic experiments always need to consider these two electrohydrodynamic phenomena. Freedman et al. [73] studied both experimentally and theoretically (simulations) temperature gradients in the electrolyte of a nanopipette system due to Joule heating. All their results showed that for a voltage range between -400 mV and -700 mV, no significant change in temperature occurred since the ionic current remained stable and did not increase the conductance of the fluid.

2.4.5 Dielectrophoresis-based platforms

As mentioned in Section 2.2, numerous platforms have been developed for single-molecule manipulation and force spectroscopy by implementing optical, magnetic, acoustic and atomic force microscopy configurations. In addition, dielectrophoresis has attracted significant interest from the research community due to its advantageous properties. However, it has been acknowledged that metal-based devices have also disadvantages [108]. One restriction for metal electrodes in aqueous solution is the application of signals with frequencies below ~5 kHz where the formation of unwanted electrochemical species, electrolysis effects as well as electroosmotic fluid flow may arise. A potential solution has been suggested by not creating a direct contact between the charged surface of the electrodes and the solution (contactless DEP) [108]. Another limitation for electrode-based DEP (eDEP) is the operation in an electrolyte solution with a conductivity below ~1 S/m which may be inappropriate when mimicking the physiological conditions of a biomolecule. This issue was also addressed by changing the design and using insulator-based dielectrophoretic platforms (iDEP) [108].
To summarise, a plethora of geometries and implementations of electrodes have been reported over the past years for assessing the manipulation of particles [6]. Nevertheless, an optimal design or fabrication technique have not been achieved yet because different platforms have proved to be more suitable for a range of dielectrophoretic applications [108]. For instance, electrode-based dielectrophoresis produces high magnitude electric fields with just a few volts, but at the same time, fouling effects or electrolysis may arise. In contrast, insulator-based dielectrophoresis may involve a cheaper and quicker fabrication method, but higher potentials are required for achieving the desired forces which could lead to unwanted effects. Due to the applications immediately linked to this project, the next section is focused exclusively on the fabrication and characterisation of nanopipette-based electrodes.

2.4.6 DEP impedance spectroscopy on biomolecules and nanoparticles

Besides single-molecule manipulation and force probing, dielectrophoresis-based platforms have also been used for single-particle detection. Dielectrophoretic impedance spectroscopy is an emerging and promising analytical technique that combines the principles of dielectrophoresis (DEP) and electrochemical impedance spectroscopy (EIS) for the manipulation, detection and characterization of biomolecules and nanoparticles. EIS is a technique that provides information about the electrical properties of a particle by recording changes in resistance and capacitance of a circuit at the surface of an electrode [109]. It can detect subtle changes in the impedance spectra caused by the presence, concentration, size, and surface properties of particles. Unlike other analytical techniques (i.e., fluorescence microscopy) that require the labelling or modification of samples, DEP-EIS allows for their label-free detection without altering their intrinsic characteristics. A few examples of dielectrophoretic impedance spectroscopy for single particle detection are discussed below.

In 2006, Mureau et al. [110] presented a fast and accurate method based on dielectrophoresis in combination with impedance spectroscopy to detect and study the dielectric properties of single-walled carbon nanotubes. They accurately distinguished metallic from semiconducting proportions of single-walled carbon nanotubes in the same solution. Their results outperformed Raman spectroscopy for the specific conditions used and agreed with data collected by optical absorption. A frequency range between 1 and 15 MHz was chosen to dielectrophoretically collect only the metallic ones within 60 s while full characterisation of the dielectric properties of both species was achieved.
between 250 kHz and 13 MHz. Later, Hamada et al. (2013) [111] developed a 2-microelectrode configuration to manipulate and detect bacteria. An electrode close to the inlet of the microfluidic channel was used to repel bacteria by negative dielectrophoresis (nDEP) away from this region. Another electrode close to the outlet of the channel was utilised instead to detect the repelled bacteria from the inlet with positive dielectrophoresis (pDEP). Since bacteria possess intrinsic electrical impedance, upon their arrival on the second electrode, a change in the electrical impedance of the electrode was monitored.

As discussed above, the electrode design and configuration are important factors for dielectrophoretic impedance spectroscopy. Koklu et al. (2017) [112] studied the differences between fractal and planar gold nanoelectrodes and investigated which geometry generated higher electric field gradients. The magnitude of the dielectrophoretic forces experienced by both yeast cells and colloidal gold microparticles increased (both for pDEP and nDEP) when fractal electrodes were used compared to planar. The dielectrophoretic force was calculated from the particle’s velocity under trapping conditions based on single-particle tracking. The different DEP responses were investigated by measuring the microfluidic device impedance and the potential drop across the electrolyte. Recently, Bhatt et al. (2019) [113] combined dielectrophoresis and impedance spectroscopy to study DNA molecules for the first time. Polymer reaction chain products (labelled/non-labelled PCR) were labelled by gold nanoparticles and were concentrated at the centre of two electrodes due to the presence of an electric field gradient between them. The double layer capacitance, and hence the impedance, across the pair of electrodes was measured for an extended range of frequencies (10 Hz – 10 MHz) towards the end of the dielectrophoretic trapping. Results from this study provided an increased detection signal to noise ratio and specificity of PCR products just by introducing fluorescent gold nanoparticles.

Overall, dielectrophoresis-impedance spectroscopy has emerged as one of the most promising single-particle detection methods mainly due to their accurate, rapid and easy nature of measurement with micro- or nanoelectrodes. Its ability to manipulate, trap on demand and characterise particles or biomolecules based on their dielectric properties makes it a valuable tool for researchers seeking to advance their understanding of biological and physical systems at the micro- and nanoscale. Its main advantage over other techniques, such as fluorescent microscopy, is label-free trapping and detection which allows studying the properties of individual biomolecules without the need for modification. However, it also presents challenges at this stage (i.e., sensitivity) that must be addressed for wider adoption and more robust applications in the future.
2.5 Nanoelectrodes

Nanoelectrodes can be considered as conductive surfaces with dimensions ranging from few to hundreds nanometres [114]. At this scale, mass transport dominates diffusion at the nanoelectrodes surface making them a significantly capable platform to study electrochemical processes. Over the past decades, this tool has found broad applications as electrochemical probes for single-molecule detection, manipulation, single-cell analysis and high-resolution electrochemical imaging [115]. In this section, I will first focus on reporting the most widely applied fabrication techniques for different nanoelectrode configurations, especially those based on nanopipettes. Then, I will analyse electrochemical methods to characterise in real time key parameters of their geometry and response to external stimuli. Finally, I will discuss examples of using nanoelectrodes in single-molecule manipulation and detection, as well as single-cell probing and analysis.

2.5.1 Fabrication of nanoelectrodes

In the currently available literature, a wide range of nanoelectrode types have been presented based on numerous geometries such as disk-shaped, hemispherical, ring-shaped, band-shaped, cylindrical and interdigitated (IDEs) [114]. Over the years, several approaches have been developed and adopted to fabricate nanoelectrodes with these geometries. The first one follows bottom-up manufacturing processes including photolithography, electron beam lithography and focused ion beam (FIB) milling where a metal layer is formed either on the top or bottom of a substrate [115]. These techniques are mainly used to fabricate interdigitated or arrays of nanoelectrodes, as shown in Section 2.2.5, for the work of Barik et al. (2016) [69] where they constructed nanogap gold micro-electrodes based on a combination of atomic layer lithography, photolithography and tape peeling. A layer of alumina (Al₂O₃) was deposited on top of a patterned gold (Au) substrate via atomic layer lithography (Figure 2.16a). Then, another layer of Au was deposited on top of the alumina without making a contact with the bottom Au substrate. The excess gold layer was peeled off to form the nanogap between two electrodes. Lastly, lithography and ion milling were used to create an array of such electrodes [69].

The second fabrication method is based on electrochemical or thermal etching of thin cylindrical metal wires, usually platinum (Pt), which results in nanoelectrodes with a conical-shaped tip. Slevin et al. (1999) [116] achieved this by fitting Pt microwires inside
glass needle-like capillaries after laser-pulling them. The protruding wire at the capillary’s tip was placed at the centre of a counter ring-shaped Pt electrode inside an electrochemical etching solution where a sharp point was formed after the application of an AC bias (Figure 2.16b). The resulting microwire was insulated by paint electrodeposition. By slightly adjusting this procedure, Sun et al. (2001) [117] and Watkins et al. (2003) [118] managed to fabricate nanometre-sized Pt electrodes while, much earlier, Strein and Ewing (1992) [119] had already achieved sub-micron electrodes fabrication by using carbon fibres instead of metal wire inside a glass capillary.

Another widespread fabrication technique for nanoelectrodes has been reported by laser pulling metal wires, mainly Pt again, inside glass capillaries [115]. A commercial laser-based micropipette puller heats and seals the glass and wire surfaces inside, as illustrated in Figure 2.16c. Further heating is applied to pull the capillary and wire apart at their two ends, resulting in two almost identical conical-shaped nanoelectrodes which are insulated along their circumference by glass [115]. Small amounts of glass that might have remained on the metal tip of the nanoelectrode could be removed by either polishing or chemical etching procedures. In 2002, Katemann and Schuhmann [120] demonstrated fabrication of Pt nanoelectrodes with a diameter as small as 10 nm after polishing them via rotation on a polishing plate inside a drop of water.

The last nanoelectrodes fabrication method mentioned in this short review depends on the pyrolytic deposition of carbon inside quartz glass capillaries [115]. In this procedure, an organic gas (methane, butane, acetylene or mixture) is injected into quartz glass capillaries, heated up to high temperatures (~1000 °C) at which it gets thermally decomposed, and fills the capillary with deposited graphitic carbon. In 1978, Blaedel and Mabbott [121] presented pyrolytic carbon film electrodes inside glass rods after filling them with natural gas that did not contain oxygen and heating in with a torch. Wong and Xu (1995) [122] used methane, instead, for their gas source and managed to construct carbon electrodes with diameter close to 100 nm under 4 minutes, whereas McNally and Wong (2001) [123] achieved it with acetylene. Moreover, glass nanopipettes have been filled reproducibly with carbon via chemical vapour deposition (CVD) where the capillary is placed in a furnace that reaches the required temperature under a gaseous mixture which contains Argon (Ar) and methane [93], [124]–[129]. The formed disk-shaped or cavity-like carbon nanoelectrodes at their tip can be optimised either by chemical etching, to remove glass and expose carbon further [124], [125], or focused ion beam (FIB) milling, to make the tip surface smoother and more homogeneous [126].
Schematic illustrations for most common fabrication techniques of nanoelectrodes. 

a) Nanogap gold micro-electrodes based on a combination of atomic layer lithography, photolithography and tape peeling. A layer of alumina was deposited on top of a patterned gold substrate via atomic layer lithography. Then, another layer of Au was deposited on top of the alumina without making a contact with the bottom Au substrate. The excess gold layer was peeled off to form the nanogap between two electrodes. Lastly, lithography and ion milling were used to create an array of such electrodes. Reproduced from [69].

b) Platinum nanoelectrode with a conical tip surrounded by insulating glass. A Pt microwire was placed inside a glass needle-like capillary after laser-pulling it. The protruding wire at the capillary’s tip was placed at the centre of a counter ring-shaped Pt electrode inside an electrochemical etching solution where a sharp point was formed after the application of an AC bias. The resulting microwire was insulated by paint electrodeposition. Reproduced from [116].

c) A glass capillary is heated at the middle of its longest dimension to initially bring in contact and seal the glass and metal wire surfaces inside. Further heating is applied to pull the capillary and wire apart at their two ends, resulting in two almost identical conical-shaped nano-electrodes which are insulated along their circumference by glass. Reproduced from [120].

d) Butane gas was injected inside a quartz glass nanopipette and maintained at higher than the atmospheric pressure values. Then, the nanopipette tip was inserted into a glass capillary where Argon gas was flowing from the opposite direction to prevent oxidation of the tip during heating. Lastly, a Bunsen burner was used to heat the butane gas up to ~900 °C for a few seconds until it thermally decomposed and filled the nanopipette barrel with pyrolytic carbon. Reproduced from [132].
However, chemical vapour deposition is an expensive, time-consuming and not easily accessible technique for fabricating pyrolytic carbon nanoelectrodes. For this reason, a cost-effective and time-efficient benchtop alternative was introduced by Takahashi et al. (2011) [130] (Figure 2.16d). Initially, quartz theta glass capillaries (which have a similar cross-sectional geometry to the Greek letter θ) were laser pulled to form dual-barrel nanopipettes. Butane gas was injected to one of the two barrels, as the other one was blocked with an adhesive sealing, and maintained at higher than the atmospheric pressure values. Then, the nanopipette tip was inserted into a glass capillary where Argon gas was flowing from the opposite direction to prevent oxidation of the tip during heating. Lastly, a Bunsen burner was used to heat the butane gas up to ~900 °C for a few seconds until it thermally decomposed and filled the nanopipette barrel with pyrolytic carbon. McKelvey et al. (2013) [131] adopted the same technique to deposit pyrolytic carbon inside both barrels of theta capillaries and produced carbon nanoelectrodes with a nanometre-sized gap between them. Pyrolytic carbon was also deposited in single-barrel nanopipettes which could be further optimised by chemically etching their tip to expose larger surface of carbon [132].

Nevertheless, this benchtop method proved to be not as reproducible as chemical vapour deposition. To tackle this limitation, Wilde et al. (2018) [133] developed an automated configuration based on a moving heating coil for the fabrication of carbon nanoelectrodes. The basic principles follow the method mentioned in the previous paragraph with the main difference that, instead of a Bunsen burner, a heating coil was mounted on a moving stage around the nanopipette. The heat generated from this coil was controlled by a power supply and the temperature on the nanopipette tip was adjusted by moving the position of the coil which the authors programmed to achieve controlled values at specific time intervals. Although they managed to improve the reproducibility rate, further modification of the carbon nanoelectrodes tip was suggested by either chemical etching or focused ion beam (FIB) milling. Recently, an additional polishing strategy was introduced by Gao et al. (2022) [134] where paraffin coating protection was used to avoid breaking the surrounding glass material. The process was monitored in real time with an impedance meter to form homogeneous and smooth carbon nanodisk electrodes, removing any existing irregularities on their surface. Finally, nanopipettes can be turned into electrodes by electrophoretic deposition of different metals, such as gold, platinum, silver and copper, on their tips [135].
2.5.2 Characterisation of nanoelectrodes

Small differences or inconsistencies in the geometry of a nanoelectrode could lead to changes in their electrochemical properties [136]. Consequently, characterising their shape and size are of significant importance for undertaking sensitive measurements. Nanoelectrodes are usually characterised by electron-based microscopy, either scanning electron microscopy (SEM) or transmission electron microscopy (TEM), as well as numerous electrochemical techniques. Although electron microscopy provides detailed characterisation for the geometry of a nanoelectrode, with SEM mapping mainly its outer and TEM its inner size and shape, the presence of insulating materials (i.e., glass) causes charging effects under imaging conditions which could limit the spatial resolution of each instrument [115]. In contrast, electrochemical techniques have the advantage of achieving a quick estimate of the nanoelectrode size if its geometry is known or predicted in advance. Nevertheless, any results obtained from such methods require verification with electron microscopy.

Scanning electron microscopy has demonstrated the ability to characterise the three-dimensional geometry of nanoelectrodes with a spatial resolution on the order of 1 to 2 nm which depends though on the instrumentation, the skills of the operator and the conductance of the nanoelectrode [136]. Figure 2.17a displays an SEM image of a Pt disk-shaped nanoelectrode with a radius of approximately 200 nm encapsulated in quartz glass. Transmission electron microscopy can achieve higher spatial resolution than SEM, but specific configurations and mounting stages for nanoelectrodes are required to obtain clear images [115]. Figure 2.17b shows a TEM image of a Pt disk-shaped nanoelectrode of 3 nm radius sealed in quartz glass. Here, the high-energy electrons used in TEM, penetrated the thin insulating glass domain and provided a two-dimensional representation of the Pt nanoelectrode at the centre due to the contrast between the nanowire and surrounding quartz. In general, as the insulating domain becomes thicker, the more difficult gets to acquire a clear TEM image of the nanoelectrode [136].

Traditional electrochemical techniques, such as voltammetry, have also been implemented for the characterisation of nanoelectrodes [114]. Usually the reduction and oxidation (phenomena related to exchange of electrons) processes of reactive molecules in electrolyte solution are examined by measuring the generated current between the nanoelectrode and a counter macroelectrode (diameter > 20 μm) after the application of DC bias. While for macroelectrodes in solution mass transport occurs perpendicular to the surface of the electrode (left schematic in Figure 2.17c), once its dimensions reach the sub-micrometre regime radial diffusion emerges as well with its field distribution.
depending always on the size and shape of the electrode (right schematic in Figure 2.17c) [114]. Due to the small size of nanoelectrodes, a stationary diffusion layer is rapidly established adjacent to its interface with the aqueous solution leading to relatively high mass transport locally. This phenomenon is called steady-state mass transport and once established, the cathodic and anodic curves in a cyclic voltammogram (CV) overlap each other in a sigmoid-like (“S”) trend [136] (Figure 2.17d).

**Figure 2.17** Nanoelectrode characterisation techniques. a) A scanning electron microscope (SEM) image of a 220 nm Pt disk-shaped nanoelectrode encapsulated in quartz glass. Reproduced from [136]. b) A transmission electron microscope (TEM) image of a 6 nm Pt disk-shaped nanoelectrode encapsulated in quartz glass. Reproduced from [136]. c) Schematic illustration for diffusive mass transport field distribution on a macroelectrode and microelectrode surface. Reproduced from [114]. d) The steady-state voltammetric (current-voltage) response of a 172 nm Pt disk-shaped nanoelectrode in an electrolyte solution containing a redox mediator. The electrode radius is estimated from the magnitude of the steady-state limiting current ($i_\infty$), the concentration ($c_r$) and diffusion coefficient ($D_r$) of the dissolved electroactive mediator. Reproduced from [136].
In chronoamperometry, the generated diffusion-limited steady-state current \( (i_{ss}) \) between a disk-shaped nanoelectrode and a counter macroelectrode when immersed in an electrolyte solution with dissolved electroactive mediator can be described by Oldham’s equation, a modified version of Cottrell’s general equation (not described here), as follows [137]:

\[
i_{ss} = 4n_e F D_r c_r r_e
\]  

(2.5)

where \( n_e \) is the number of electrons exchanged between the redox molecule and the electrode’s surface, \( F \) is Faraday’s constant, \( r_e \) is the radius of the disk-shaped nanoelectrode surface, \( D_r \) and \( c_r \) is the diffusion coefficient and bulk concentration of the redox mediator dissolved in the electrolyte solution, respectively. The value of \( i_{ss} \) is obtained from the sigmoidal steady-state voltammogram, similar curve to the one presented in Figure 2.17d, by subtracting its magnitude at the plateau region (at \( \sim 0.8 \text{ V} \)) with the intercept at 0 V [114]. Alternative modified forms of the Cottrell equation describe various shapes of nanoelectrodes. A more detailed explanation and analysis is provided in Chapter 3 where cyclic voltammetry was applied to characterise nanopipette-based carbon electrodes in a solution that contains hexaammineruthenium chloride and potassium chloride.

Despite the various electrochemical techniques developed to assess the geometry of nanoelectrodes, almost none has demonstrated a comprehensive and real time analysis [115]. If the properties of the redox species are known in advance, the diffusion-limited steady-state current is used only to estimate the size of a nanoelectrode. For instance, potential absorbance of contaminants on the electrode’s surface during the electrochemical measurements could significantly affect the current magnitude leading to underestimation of its surface diameter. Consequently, electron microscopy imaging (SEM or TEM) of nanoelectrodes is suggested to verify any estimation of their size or shape obtained by electrochemical analysis. Ideally, a combination of both methods should be undertaken to characterise with as high resolution as possible the geometry of a nanoelectrode [115].

### 2.5.3 Applications of nanoelectrodes

In Section 2.2.5, where a few examples of single-molecule manipulation were presented, trapping and detection with different configurations of nanoelectrodes [10], [69], [70], [73]–[75]. Here, some additional applications are mentioned to highlight their high sensitivity and spatial resolution. To start with, the size, shape, concentration and diffusion coefficients of nanoparticles were determined accurately after observing
electrochemically individual collision events on a carbon nanoelectrode’s surface [132]. In addition, the same electrode type was utilised to attach individual nanoparticles on its surface and study their intrinsic electrocatalytic behaviour [138]. Yang et al. (2019) [129] fabricated cavity carbon nanopipette electrodes and used this open-tube geometry to perform fast-scan cyclic voltammetry to detect neurotransmitters, such as dopamine molecules. Moreover, stochastic detection of individual freely diffusing in solution redox molecules was achieved upon repeated oxidation and reduction processes between two closely spaced (70 nm) electrodes in a microfabricated nanofluidic device [139].

Nanoelectrodes have also been used as imaging probes. In 2011, Takahashi et al. [130] introduced dual-barrel carbon nanoelectrodes for probing chemical and topographical properties of a solution or substrate, respectively. These techniques are called scanning electrochemical microscopy (SECM) and scanning ion conductance microscopy (SICM) [131]. Finally, nanoelectrodes have proved a promising tool for conducting experiments inside living cells due to their minimally-invasive and spatially controllable properties. Actis et al. (2014) [140] functionalised carbon nanopipette-based electrodes with Pt to penetrate tissue (brain slices) or isolated living cells and perform electrochemical measurements without affecting their function. In the same year, Li et al. (2014) [94] claimed successful amperometric observation of individual exocytotic events inside single synapses. A similar configuration and technique were utilised by Marquitan et al. (2016) [141] to quantify intracellular hydrogen peroxide molecules in a single-cell level.
Chapter 3
Nanotweezers fabrication and characterisation

3.1 Introduction

As discussed in the previous chapter, the combination of two nanopipette-based electrodes, when immersed into an aqueous medium, offers an alternative type of dielectrophoretic tweezers. Such a configuration was demonstrated by Nadappuram et al. (2019) [10] where minimally invasive dielectrophoretic nanotweezers were developed and utilised for capturing and extracting individual biological molecules (proteins, nucleic acids), as well as single organelles (mitochondria), from living cells. These nanotweezers were based on a double-barrel nanopipette where both nanopores at its tip were filled with pyrolytic carbon and acted as two nanoelectrodes with a separation distance of approximately 20 nm. The application of AC voltages produced high electric field gradients close to the electrodes which led to the trapping of single entities.

In this chapter, I will discuss how quartz glass single- and double-barrel nanopipettes are fabricated via laser pulling, how scanning electron microscopy and electrochemical measurements can be used to characterise the dimensions and geometry of these nanopipettes. Moreover, I will present an alternative method for fabricating nanopipette-based carbon electrodes based on an Arduino controller. Then, SEM and cyclic voltammetry are utilised to geometrically characterise these nanoelectrodes. Finally, additional modification of the nanopipette tip by focused ion beam (FIB) milling will be demonstrated to create well-defined surfaces at the nanopipette tip.
3.2 Fabrication and characterisation of quartz glass nanopipettes

In this section, I explain the procedure of fabricating single-barrel and double-barrel quartz glass nanopipettes on a commercially available laser puller. Nanopipettes are a category of solid-state nanopores, shaped like truncated hollow cones with a tip orifice in the nanometre range [142]. Once fabricated, it is crucial to define their pore opening(s) size and insulating wall thickness at the tip. As described in the previous chapter, and in particular in Section 2.4.2, these properties of a glass nanopipette can be characterised by both scanning electron microscopy (SEM) and electrochemically. For simplicity, I performed these two techniques first for single-barrel nanopipettes for which the tip aperture is considered disk-shaped and then for the double-barrel ones that have two semi-elliptical pore openings with an insulating septum separating them at the tip. SEM measurements were undertaken first to verify with high accuracy the nanopipette’s dimensions and to correlate them with the selected parameters on the laser puller. Then, their electrochemical resistance was quantified upon application of a bias between two electrodes in solution (one immersed inside the nanopipette and the other in an external bath solution). This measurement can be used to estimate the size of the nanopipette tip aperture and compare it with values obtained from SEM imaging.

3.2.1 Fabrication of quartz glass nanopipettes

At first, single-barrel capillaries with filament (QF120-90-10) were selected for tuning the parameters of the laser puller to obtain nanopipettes with a tip aperture in the hundreds of nanometres range (~100 – 400 nm). Their outer and inner diameters are equal to 1.2 mm and 0.9 mm (see Figure 3.7b, Section 3.6.1), respectively, and match the dimensions of the double-barrel quartz glass capillaries (see Figure 3.7c, Section 3.6.1) that will be eventually used for fabricating the desired nanopipettes. Consequently, any set of parameters selected for the former is expected to provide similar results for the latter. The glass filament inside the single-barrel capillaries helps the wetting process. An in-depth analysis of this technique is presented in Section 3.2.3.
After multiple adjustments in the “Heat”, “Filament”, “Velocity”, “Delay” and “Pull” values of the laser puller (for more information refer to Section 3.6), two types of single-barrel nanopipettes were achieved. The first one had a longer taper and tip aperture approximately equal to 120 nm, while the second one had a shorter taper and tip aperture approximately equal to 400 nm. Besides the difference in the nanopipette pore opening, the taper length is expected to be an important factor in the nanopipette’s structural integrity during the pyrolytic carbon deposition. The two line laser puller programmes, Programmes 1 and 2, are shown in Table 3.1 and Table 3.2 above. Here, it is worth noting that the laser puller parameters are instrument specific and may vary from pull to pull [10], [73], [143]. Furthermore, the same set of parameters was used to fabricate double-barrel nanopipettes. As mentioned in Section 3.6.2, when the time required to complete the laser pulling of a specific type of capillaries (pulling time) does not exceed the average value by more than 10%, it can be assumed that the shape and size of the nanopipette is reproducible. However, it is expected that the pulling time of double-barrel capillaries will be significantly larger than the one for single-barrel because of the additional glass domain at their centre instead of just a filament. A few examples of these pulling times are listed in Table 3.3.

### Table 3.1 Laser-puller parameters programme (Programme 1) for fabrication of nanopipettes with long taper and ~120 nm tip aperture.

<table>
<thead>
<tr>
<th>Line</th>
<th>Heat</th>
<th>Filament</th>
<th>Velocity</th>
<th>Delay</th>
<th>Pull</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>770</td>
<td>4</td>
<td>30</td>
<td>125</td>
<td>95</td>
</tr>
<tr>
<td>2</td>
<td>770</td>
<td>3</td>
<td>40</td>
<td>130</td>
<td>150</td>
</tr>
</tbody>
</table>

### Table 3.2 Laser-puller parameters programme (Programme 2) for fabrication of nanopipettes with short taper and ~400 nm tip aperture.

<table>
<thead>
<tr>
<th>Line</th>
<th>Heat</th>
<th>Filament</th>
<th>Velocity</th>
<th>Delay</th>
<th>Pull</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>750</td>
<td>4</td>
<td>30</td>
<td>150</td>
<td>80</td>
</tr>
<tr>
<td>2</td>
<td>625</td>
<td>3</td>
<td>40</td>
<td>135</td>
<td>150</td>
</tr>
</tbody>
</table>

### Table 3.3 Typical laser pulling times for the fabrication of single- and double-barrel nanopipettes after the application of Programmes 1 and 2.

<table>
<thead>
<tr>
<th>Quartz glass capillary</th>
<th>Laser puller programme</th>
<th>Pulling time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>QF120-90-10</td>
<td>1</td>
<td>6.46</td>
</tr>
<tr>
<td>QF120-90-10</td>
<td>2</td>
<td>9.92</td>
</tr>
<tr>
<td>QT120-90-7.5</td>
<td>1</td>
<td>11.92</td>
</tr>
<tr>
<td>QT120-90-7.5</td>
<td>2</td>
<td>16.37</td>
</tr>
</tbody>
</table>
3.2.2 SEM imaging characterisation of quartz glass nanopipettes

Scanning electron microscope (SEM) imaging was performed on fabricated quartz glass nanopipettes to obtain an accurate understanding of their shape as well as measure the dimensions of their tip aperture and surrounding insulating wall thickness. Figure 3.1 presents a representative SEM micrograph for every nanopipette type fabricated throughout this project. The side view of a single-barrel nanopipette with filament fabricated with Programme 1 verifies the approximately conical-shaped geometry of its taper which is hundreds of micrometres long, as shown in Figure 3.1a. The external non-linear shape variations along its vertical length agree with the findings from Perry et al. (2016) [144] who characterised with high precision the geometry of such nanopipettes by transmission electron microscopy (TEM) imaging. At higher magnification, the pore opening and insulating wall thickness at the sample’s tip (Figure 3.1b) were found equal to $130 \pm 10$ nm and $32 \pm 2$ nm, respectively.

The glass filament forms a small cylindrical domain inside the nanopipette’s pore which aids in filling the nanopipette with aqueous solution until the end of the tip when its diameter is small ($< 100$ nm). Mean and standard error of the mean values were acquired after 5 repetitions for each length. Moreover, a single-barrel nanopipette without filament, fabricated with Programme 1, had a tip aperture diameter equal to $136 \pm 10$ nm and wall thickness equal to $27 \pm 6$ nm (Figure 3.1c). These dimensions are in close agreement with the ones stated above for a nanopipette with filament. However, when Programme 2 was selected for the fabrication of single-barrel nanopipettes without filament, its tip aperture increased to a $522 \pm 27$ nm diameter, as displayed in Figure 3.1d.

Interestingly, the same effect was observed for double-barrel (theta) nanopipettes, although their tip geometry is considered elliptical rather than circular. Following the schematic in Figure 3.5b of Section 3.6, a rectangle of width $w$ splits the ellipse at the centre into two semi-ellipses (pore apertures) surrounded by a concentric elliptical shell of thickness $t$. These semi-ellipses have a common minor axis $h$ and a major semi-axis $a$ which would be equivalent to half of the major axis of an ellipse. In fact, Programme 1 provided two slightly different semi-elliptical pore openings at the tip ($a_1 \neq a_2$). For the top opening in Figure 3.1e, $a_1 = 47 \pm 3$ nm, while for the bottom one $a_2 = 31 \pm 1$. The minor axis, separating glass septum width and surrounding wall thickness were $h = 87 \pm 3$ nm, $w = 12 \pm 2$ nm and $t = 13 \pm 2$ nm, respectively.
Figure 3.1 SEM images for quartz glass nanopipettes. a) Side view of a single-barrel nanopipette taper demonstrating its approximately conical-shaped geometry. b) Tilted view (~30°) of a single-barrel nanopipette with filament focusing on its 130 nm tip aperture. c) Tilted view (~30°) of a single-barrel nanopipette focusing on its 136 nm tip aperture. d) Bottom view of a single-barrel nanopipette focusing on its 522 nm tip aperture. e) Tilted view (~30°) of a double-barrel nanopipette focusing on its semi-elliptical tip apertures ($a_1 = 47 \pm 3$ nm, $a_2 = 31 \pm 1$ nm). f) Tilted view (~30°) of a double-barrel nanopipette focusing on its semi-elliptical tip apertures ($a_1 = 545$ nm, $a_2 = 437$ nm). Note that images in panels a), b), c) and e) were acquired by myself in the cleanroom facilities of the University of Leeds. All nanopipettes were fabricated with Programme 1 and sputtered externally with a ~5 nm iridium layer to aid with imaging. Images in panels d) and f) were acquired with the help of Dr Alexander Kulak (School of Chemistry, University of Leeds). These nanopipettes were fabricated with Programme 2 and imaged without any modification.
In addition, the application of Programme 2 resulted also in two not completely symmetrical semi-elliptical pore openings at the tip ($a_1 \neq a_2$, Figure 3.1f). For the top opening, $a_1 = 545 \pm 1$ nm and for the bottom one $a_2 = 437 \pm 2$ nm. The minor axis, separating glass septum width and surrounding wall thickness were $h = 599 \pm 1$ nm, $w = 33 \pm 6$ nm and $t = 18 \pm 3$ nm, respectively. The mean and standard error of the mean values were obtained after 5 measurements for each dimension. Overall, this slight asymmetry in the tip geometry is attributed to the laser beam heating first one side of the glass.

### 3.2.3 Electrochemical characterisation of quartz glass nanopipettes

![Figure 3.2](image-url)

**Figure 3.2** a) Schematic illustration of the experimental configuration for the electrochemical characterisation of a nanopipette filled with and immersed in 0.1 M KCl. b) The equivalent electrochemical circuit of the nanopipette system. The resistance inside the nanopipette pore ($R_{pore}$) together with the resistance between the tip opening and the surface of the external bath walls ($R_{access}$) compose the total resistance of the circuit which can be analytically estimated by Equation 3.1.
The experimental setup for the electrochemical characterisation of quartz glass nanopipettes is illustrated in Figure 3.2a. A nanopipette with filament was filled with 0.1 M KCl electrolyte solution and immersed into an external bath containing 0.1 M KCl solution. A complete electrochemical circuit was established when an Ag/AgCl quasi-reference electrode was immersed in this external bath and a second Ag/AgCl electrode (0.25 mm in diameter, GoodFellow, Huntingdon, UK), which acted as the working electrode, was inserted in the nanopipette. When a DC potential bias is applied between these two electrodes, anodic or cathodic electron exchange, depending on its polarity, is described by \( \text{Ag} + \text{Cl}^- \rightarrow \text{AgCl} + \text{e}^- \) or \( \text{AgCl} + \text{e}^- \rightarrow \text{Ag} + \text{Cl}^- \), respectively [145]. Consequently, for a negative bias \( \text{K}^+ \) ions are attracted towards the electrode inside the nanopipette and simultaneously \( \text{Cl}^- \) ions are transferred towards the electrode in the external solution.

However, the surface of glass nanopipettes is negatively charged and when immersed in an aqueous solution an electric double layer of mainly opposite charges is formed at this interface. A detailed explanation of this phenomenon is included in Chapter 5 where the conductivity of a spherical particle is measured in solution. Due to this layer of positive charges, the recorded current at negative biases will be larger than the one at positive bias. This phenomenon is called ion current rectification and has been analysed extensively for glass nanopipettes [145]. If the nanopipette is assumed as a shortened truncated hollow cone, then the electrochemical resistance of this circuit can be analytically calculated. As Figure 3.2b displays, the total resistance \( R \) is a combination of the resistance inside the conical pore \( R_{\text{pore}} \) with the resistance \( R_{\text{access}} \) between the pore opening at the tip and any substrate in close proximity (external bath walls) [144]. The nanopipette glass walls are considered as capacitors \( C_g \).

Following this hypothesis, the resistance of a single-barrel quartz glass nanopipette filled with and immersed in the same electrolyte solution depends on its tip aperture radius \( r_{\text{tip}} \), length of the pore \( L_{\text{pore}} \), electrical conductivity of solution \( \sigma_m \), inner half-cone angle \( \theta_{\text{pore}} \) and is described by the following equation [146]:

\[
R = R_{\text{pore}} + R_{\text{access}} = \frac{L_{\text{pore}}}{\pi \sigma_m r_{\text{tip}} \left( r_{\text{tip}} + L_{\text{pore}} \tan(\theta_{\text{pore}}) \right)} + \frac{1}{4 \sigma_m r_{\text{tip}}} \tag{3.1}
\]

which for \( L_{\text{pore}} \tan(\theta_{\text{pore}}) \gg r_{\text{tip}} \) [144] simplifies to:

\[
R = \frac{1}{\sigma_m r_{\text{tip}}} \times \left( \frac{1}{\pi \tan(\theta_{\text{pore}})} + \frac{1}{4} \right) \tag{3.2}
\]

The condition \( L_{\text{pore}} \tan(\theta_{\text{pore}}) \gg r_{\text{tip}} \) is assumed valid for nanopipettes, so Equation 3.2 will be applied for the analysis below. Nevertheless, it is worth clarifying that this
approach relies heavily on the rough estimation that the inner-half cone angle of the nanopipette is constant throughout its entire length. Perry et al. (2016) [144] proved that accurate nanopipette characterisation is achieved by combining different methods, such as TEM and optical microscopy. This study demonstrated that the nanopipette’s geometry is not described by an ideal truncated cone because its inner and outer half-cone angles change gradually along its length. Despite their findings, this electrochemical technique is still applied extensively for rough estimations of a nanopipette’s tip size and shape [147]. When combined with SEM images of the tip, the electrochemical resistance provides a time-efficient alternative to verify the reproducibility of its geometry.

Based on the conclusions above, the electrochemical resistance of a quartz glass nanopipette was recorded with a patch-clamp amplifier (MultiClamp 700B, Molecular Devices, San Jose, CA, USA) in voltage-clamp mode. In this configuration, one electrode was used to measure the voltage and the other one to provide the current required to keep the recorded voltage constant in the cell. At a gain of 1, the amplitude of the current output pulse, which usually is in the millivolts range but depends on the nanopipette geometry, corresponded to 1 nA. Therefore, the nanopipette resistance obtained from the amplifier’s software is calculated from Ohm’s law \( R = \frac{V}{I} \). Table 3.4 lists some of the measured resistance values for single-barrel quartz glass nanopipettes with or without filament, fabricated with either Programme 1 or 2.

**Table 3.4** Typical resistance values for single-barrel quartz glass nanopipettes with or without filament fabricated with Programme 1 or 2. The measured tip radius of nanopipettes fabricated with the same programmes are included as well as the estimate values for \( \theta_{\text{pore}} \).

<table>
<thead>
<tr>
<th>Sample</th>
<th>Capillary</th>
<th>Programme</th>
<th>( R ) (MΩ)</th>
<th>( r_{\text{tip}}^{\text{SEM}} \pm \delta r_{\text{tip}}^{\text{SEM}} ) (nm)</th>
<th>( \theta_{\text{pore}} ) (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Q120-90-7.5</td>
<td>2</td>
<td>261 ± 14</td>
<td>7.91</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Q120-90-7.5</td>
<td>2</td>
<td>261 ± 14</td>
<td>7.68</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>QF120-90-10</td>
<td>1</td>
<td>261 ± 14</td>
<td>8.77</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>QF120-90-10</td>
<td>1</td>
<td>261 ± 14</td>
<td>8.28</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>QF120-90-10</td>
<td>2</td>
<td>261 ± 14</td>
<td>8.27</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>QF120-90-10</td>
<td>2</td>
<td>261 ± 14</td>
<td>8.02</td>
<td></td>
</tr>
</tbody>
</table>

Single-barrel nanopipettes fabricated with Programme 1 had an electrochemical resistance of approximately 7.5 MΩ, while the resistance for ones fabricated with Programme 2 was between 26.2 MΩ and 27.6 MΩ. Based on Equation 3.2, the tip radii obtained from SEM imaging (Section 3.2.2) and a solution conductivity of 1.299 S/m (for
more information see Section 3.6.4), the inner half-cone angle for each sample was estimated. The mean and standard of the mean error for the values in the last column of Table 3.4 were equal to $8.1 \pm 0.2^\circ$. By considering this value constant for every fabricated nanopipette in this work, their tip aperture can be evaluated based on Equation 3.2 and compared with the respective values obtained with SEM imaging. Each time the resistance changed significantly from the values above, the laser puller parameters were optimised to compensate this effect and produce again the expected results.
3.3 Fabrication of carbon nanopipette-based electrodes

As mentioned in Section 2.5.1, carbon nanopipette-based electrodes are commonly fabricated by pyrolytic carbon deposition which is based on thermal decomposition of a hydrocarbon gas. Usually, a mixture of butane and propane is heated to high temperatures (~1000 °C) leading to deposition of graphitic carbon (porous material) on the surface of the inner pore(s) of the nanopipette until it completely fills the nanopipette opening [148]. So far, fabrication of carbon nanopipette-based electrodes has been achieved mainly by two configurations. The first one was reported by Takahashi et al. (2011) [130] (refer to Section 2.5.1), where a quartz glass nanopipette was filled with an organic gas, its tip was sealed inside another quartz capillary from where Argon gas was flowing towards the tip to create inert conditions and prevent oxidation. Then, a gas blow torch heated the tip of the nanopipette until carbon was fully deposited inside its pore.

The limiting factor of this technique is the gas blow torch. Heating is the most crucial aspect for the reproducibility of the process, and the blow gas torch output fluctuates during every run due to the consumption of its fuel source. Additionally, the distance between the flame and the nanopipette tip could not be accurately controlled which adds further variability. My first attempts for fabricating carbon nanopipette-based electrodes following this technique provided a ~10% successful yield. This percentage was deemed insufficient for the number of nanoelectrodes required for the purposes of this project, as well as cost-ineffective due to wasting many glass capillaries. Here, it is worth clarifying that only quartz capillaries are suitable for this procedure as its material properties are maintained intact at the high temperatures applied during carbon deposition. Other commercially available capillaries, such as borosilicate glass, have not been used so far due to their intolerance to such high temperatures [10], [75], [130]–[134].

To tackle this issue, in 2018, Wilde et al. [133] developed an automated configuration based on the key aspects of the previous instrumentation but replacing the blow gas torch with a conductive coil-shaped wire. This heating coil was connected to a power supply, which provided the required current to achieve high temperatures around it, and it was also mounted on a moving stage to increase or decrease the produced temperature by bringing it closer or away from the area of interest. At first, a sensor that mimicked the nanopipette tip probed the temperature in real time and was used to create a heating profile that would achieve carbon pyrolysis. Then, the nanopipette was placed at the centre of this coil instead and was heated following this profile. The automated procedure reached a significantly higher fabrication yield compared to the one previously
mentioned but increased considerably the complexity and cost of the fabrication process. Nevertheless, when compared to other pyrolytic deposition techniques, the instrumentation by Wilde et al. (2018) [133] is considered easier to use and more cost-efficient.

Inspired by the last configuration, a slightly different version from the setup reported by Wilde et al. (2018) [133] was constructed which achieved also an improved fabrication rate of disk-shaped nanoelectrodes compared to the one based on Takahashi et al. (2011) [130]. In this configuration, shown in Figures 3.3a and 3.10, the moving stage was replaced with an Arduino system connected to a DC power supply and a K-type temperature probe (Omega) mounted inside the counter-flow ceramic capillary. The Arduino was programmed to read the temperature in real time (1 count/sec) and control the output from the power supply, hence the heat generated by the coil, to achieve specific temperature values at selected time points. Probing the temperature experienced by the nanopipette tip in real time, allowed any variation in the heat produced by the coil to be compensated through the PID-controller and power supply system so that the desired values were reached.

This configuration allows complete control of the most important parameter in the pyrolysis process and offers good reproducibility. The overall process takes less than 10 minutes, is compatible with both single- and double-barrel nanopipettes, while the successful fabrication of disk-shaped nanoelectrodes increases to approximately 33%. A detailed operational protocol is provided in Section 3.6.6. In brief, the fabricated quartz nanopipette is mounted under the coil with its tip sealed and protected inside another ceramic capillary, as shown in Figure 3.3a, where Argon gas is constantly flowing at low rates to create an inert environment for the nanopipette tip and aid with its cooling after the maximum temperature is reached. The thermometer sensor is also fixed inside this capillary. At this point, the nanopipette is injected with a butane/propane gas until maximum pressure is achieved (usually ~3 bar) and then, Argon gas is used to reach a pressure of 4.2 bar which remains constant throughout the entire process. The heating coil delivers the designed temperature profile inputted in the Arduino controller (Figure 3.3b) which is run twice. During the first cycle, a thin layer of carbon is deposited on the inner nanopipette walls, while during the second one, carbon fills entirely the nanopipette pore forming a disk-shaped electrode at its tip. A macroscopic picture of a carbon nanopipette-based electrode is depicted in Figure 3.3c (black) next to a bare nanopipette (transparent). The black part of the nanopipette is where carbon has been deposited.
Despite the increased success rate of this configuration, a significant number of nanopipettes (around 67%) could not be used as disk-shaped nanoelectrodes after the pyrolytic carbon deposition. Two observed phenomena were responsible for this inefficiency: the glass wall melting at the tip, which resulted in either partial or complete occlusion of the deposited carbon surface (Figures B.1a and B.1d in Appendix Section B.1); and the formation of a “cavity” at the tip where a thin layer of carbon was formed inside the walls close to the orifice with a bulkier domain further inside connecting them (U-shaped geometry, Figures B.1b and B.1c in Appendix Section B.1). The former prevented electrical connection between the deposited carbon and electrolyte solution (open circuit), while the latter had a much longer active surface, equivalent to a macroelectrode, thereby losing the advantages a nanoelectrode offers. However, further

Figure 3.3 a) Schematic illustration of the Arduino-based pyrolytic carbon deposition configuration for the fabrication of carbon nanopipette-based electrodes. b) Temperature profile generated at the centre of the heating coil and experienced by the nanopipette tip. c) Pictures of a quartz glass nanopipette (transparent) and a carbon-filled nanopipette (black) fabricated by the Arduino-based setup.
modification of the tip into a smooth, flat surface is possible with several techniques such as focused ion beam (FIB) milling [126], [133], chemical etching [75] or mechanical polishing [134]. In some cases, the electrode diameter at the tip aperture remains in the nanometre range and is fully functional.

FIB offers the most precise, time-efficient but also expensive milling compared to the other two techniques for both single- and double-barrel carbon nanoelectrodes. It is part of a dual-beam instrument that performs SEM imaging in parallel, offering real time feedback for accurate sample material etching. As already explained, SEM relies on an electron beam while FIB on an ion beam. In particular, a reservoir of gallium (Ga) is in contact with a conical tungsten tip (10 – 20 nm diameter) and upon the application of a high electric field, it flows towards the end of this tip [149]. Once Ga$^+$ ions are accelerated down the FIB column and towards the surface of the sample, they enter its bulk and remove particles causing material etching. Chen et al. (2016) [126] proved with TEM imaging that the focused Ga$^+$ beam is described by a Gaussian distribution with ~10 nm broadening at FWHM leading to a perfectly smooth tip of a nanopipette-based carbon electrode that is rounded at the edges.

It can also be conducted without sputtering conductive material on to the sample’s surface, although this process is generally recommended for higher quality images. Furthermore, most carbon nanoelectrodes fabricated via pyrolytic deposition have a recessed tip (carbon does not reach the outer walls) and by applying FIB milling the hollow part of the tip is removed, exposing the formed disk-shaped surface. To achieve this with chemical etching, hazardous chemicals (i.e., potassium hydroxide) are required and further SEM imaging to verify the extent of glass etching. Mechanical polishing is probably the least accurate technique for nanometre-sized tips as it is polished against a hard surface which could cause uncontrolled breaking of the glass wall at the edges or unequal material removal for double-barrel nanoelectrodes. For the purposes of this work FIB milling was the only technique conducted for smoothing the carbon electrodes surface at the nanopipette tip and an extensive analysis is included in the following section.
3.4 Characterisation of nanopipette-based carbon electrodes

The fabricated nanoelectrodes, described in Section 3.3, were characterised both by SEM imaging and electrochemical voltammetric measurements to investigate the dimensions of their tip orifice, glass wall thickness and separation gap between the two semi-elliptical electrodes for double-barrel nanopipettes. SEM imaging was performed in the same way as described in Section 3.2.2 for quartz glass nanopipettes with the difference that FIB milling was also performed for a small number of samples. Electrochemical characterisation was conducted by cyclic voltammetry. The tip size of disk-shaped carbon nanoelectrodes was determined analytically through the recorded current magnitude, the number of exchanged electrons, the concentration and diffusion coefficient of the redox mediator.

3.4.1 SEM imaging characterisation of nanopipette-based carbon electrodes

Disk-shaped carbon nanoelectrodes are expected to be obtained upon pyrolytic deposition. To assess this hypothesis, define their shape and measure their size at the tip region, scanning electron microscope (SEM) imaging was performed, as previously described in Section 3.2.2 and also in Section 3.6.3 for quartz glass nanopipettes. The samples were not sputtered externally with any metal layer to allow reusing them for electrochemical characterisation and force probe measurements. The potential addition of a conductive layer at the outer walls would give rise to unwanted electrochemical responses, affecting the characterisation of the carbon surface. Figure 3.4 shows typical SEM micrographs for two double-barrel semi-elliptical carbon nanoelectrodes (4 electrodes in total). In all images the external insulating domain of the nanopipette seems to remain intact following the heating procedure, isolating the deposited carbon inside and exposing only the surface formed close to the tip aperture. This finding proves that the pyrolysis setup developed for this project is capable of delivering the desired outcome. It should be noted that any geometries protruding from the outer glass wall are related to contamination after the fabrication procedure or during sample loading on the SEM instrument.

Nevertheless, as expected due to its small thickness (<100 nm), the glass wall at the tip orifice exhibited signs of melting leading to changes in its initial semi-elliptical shape (see
Figure 3.1f). For the double-barrel nanopipettes, the glass septum between the two nanoelectrodes acts as a supporting domain preventing complete collapse of the glass wall towards the centre which could potentially cause full sealing of the carbon surfaces. This phenomenon was observed more frequently for single-barrel carbon nanoelectrodes. A few examples of severe glass wall damage are included in Section B.1 (Figure B.1, Appendix B). In addition, recessed carbon deposition was observed at most nanoelectrodes tips. As depicted in the left channel of Figure 3.4d, carbon material does not extend until the end of the tip orifice. Instead, the image suggests that pyrolytic deposition occurred only inside the nanopipette pore. Since SEM imaging does not provide information for material properties inside the nanopipette, the actual dimensions of the formed carbon surface cannot be accurately determined. Instead, the pore opening and glass wall thickness at the tip are the only quantifiable parameters by assuming semi-elliptical geometries.

**Figure 3.4** Scanning electron microscope (SEM) images for quartz glass double-barrel nanopipette-based carbon electrodes fabricated via the pyrolytic deposition procedure described in Section 3.3. These pair of nanoelectrodes were utilised as dielectrophoretic nanotweezers for single-molecule manipulation and force probing in Chapter 5. **a), c)** Side views of conically-shaped nanopipettes with two semi-elliptical openings at the tip. **b)** Top zoomed in view of the nanopipette tip shown in a). **d)** Top zoomed in view of the nanopipette tip shown in c). All SEM micrographs were acquired by Dr Alexander Kulak, as described in Section 3.6.3.
Based on the top view images in Figures 3.4b and 3.4d, both small and large variability between the two barrels were identified, respectively. The left barrel in Figure 3.4b had a major semi-axis \(a_1\) equal to 161 ± 2 nm and a minor semi-axis \(h/2\) equal to 81 ± 2 nm, while its right barrel had a 154 ± 2 nm major semi-axis \(a_2\). The glass septum separating the two barrels \(w\) was 62 ± 2 nm wide and the thickness of the glass surrounding wall \(t\) was equal to 59 ± 5 nm. Moreover, the left barrel in Figure 3.4d had \(a_1 = 234.4 ± 0.7\) nm, \(a_2 = 102 ± 5\) nm and \(h/2 = 115.0 ± 3\) nm, while \(w = 36 ± 2\) nm and \(t = 75 ± 10\) nm. The mean and standard error of the mean values were obtained after 5 measurements for each length in ImageJ.

These two examples demonstrated the level of variability in the dimensions of the fabricated carbon nanoelectrodes. While the geometry of the tip in Figure 3.4b is described by two almost symmetrical pore openings, the one in Figure 3.9d shows a slight difference between the major semi-axes \(a_1 \neq a_2\). Besides this, the pore openings \((a_1, a_2, h)\), glass septum \(w\) and surrounding wall thickness \(t\) at the tip between the two carbon nanoelectrodes were all different. Although both quartz glass capillaries were initially laser pulled with Programme 2, which as explained in the previous section it was supposed to provide semi-elliptical openings with \(a_1 \approx a_2 \approx 500\) nm, the size of the tip orifices observed in Figure 3.4 were significantly smaller. This can be attributed to two factors: the pulling time during nanopipette fabrication and the degree of glass wall melting at the tip during pyrolysis. The former was diminished by keeping nanopipettes with similar laser pulling times, while the latter was largely uncontrollable.

This finding combined with carbon being recessed at the tip raised the need for further optimisation of the double-barrel carbon nanoelectrodes tip to increase reproducibility and control over their sizes and shape. The width of the glass septum \(w\) that separates the two nanoelectrodes at the tip is considered the most important parameter in this geometry. This distance determines the magnitude of the electric field gradient that can be generated upon the application of an electric potential between them, and hence the magnitude of the dielectrophoretic force applied on dielectric particles diffusing close to the nanopipette tip. Bringing the two nanoelectrodes' surfaces on the same plane significantly increases the control over the formed non-uniform electric fields between them which is highly desirable for the application of the nanotweezers in this work (Chapter 5). Such modification of the nanopipette tip was performed with focused ion beam (FIB) milling in parallel to SEM imaging. Further details about its operation and image analysis are included in Section 3.3 and 3.6.7.

In brief, Dr Stuart Micklethwaite (Leeds Electron Microscopy and Spectroscopy Centre, University of Leeds) milled both the insulating quartz glass and deposited carbon at the tip by accelerating Ga⁺ ions perpendicular to the tip with a step as small as 10 nm until
a smooth surface was obtained. SEM imaging was performed at the same time to monitor the milling process. Based on the conical geometry that nanopipettes possess, it was expected that as material was being removed from the tip the size of the disk-shaped nanoelectrodes would increase proportionally. For this reason, it was crucial to mill as little material as possible so that nanometre-sized electrodes were not turned into microelectrodes. An in-depth analysis of the effect such changes in the nanopipette tip geometry would have on the generated electric field is provided in Chapter 4 via finite element simulations.

Figure 3.5 SEM images of quartz glass double-barrel nanopipette-based carbon electrodes a), c) before and b), d) after the application of focused ion beam (FIB) milling at the tip surface. Pipettes in the left column show carbon recession inside the semi-elliptical pores while the geometry at the tip orifice was rough due to the applied heating during pyrolysis. The same pipettes are shown in the right column following removal of excessive glass wall material by a focused beam of accelerated Ga⁺ ions perpendicular to the tip surface, resulting in a smooth and flat surface where semi-elliptical carbon nanoelectrodes (black domain) are considered co-planar. Note that quartz glass theta capillaries were laser pulled with Programme 2 and the nanopipettes external wall was not sputtered with a conductive layer so that the carbon nanoelectrodes could be used as dielectrophoretic nanotweezers. Any protrusions in the geometry of the outer glass walls were due to salt contamination during electrochemical measurements that was not removed after cleaning. Dr Stuart Micklethwaite (LEMAS, University of Leeds) acquired the SEM micrographs and performed FIB milling at the regions of interest I selected.
Figure 3.5 depicts the difference in the tip geometry of double-barrel nanopipette-based carbon electrodes before and after the application of FIB milling. Focusing on the left column of Figure 3.5 (panels a, c), the roughness at the tip surface is evident as well as carbon being recessed inside the nanopipette pores, especially in panel c where the glass septum and surrounding wall were at different planes. Nevertheless, FIB milling allows the creation of a smooth and flat surface, turning the carbon nanoelectrodes into disk-shaped surfaces aligned in the same plane. Following the analysis included in Section 3.6.7 on measuring accurately lengths from SEM/FIB images (Figure 3.11b), the left barrel in Figure 3.5b had $a_1 = 992$ nm while for its right barrel $a_2 = 928$ nm. The minor semi-axis was found to be equal for the two barrels, $h = 613$ nm. The glass septum separating them was $w = 541$ nm and the thickness of the glass surrounding wall ($t$) was $398$ nm.

In contrast to the high degree of symmetry between the two nanoelectrodes in Figure 3.5b, the tip geometry in Figure 3.5d had $a_1 = 710$ nm, $a_2 = 887$ nm, $h/2 = 284$ nm, $w = 180$ nm and $t = 74$ nm. This asymmetry originates from the way quartz glass capillaries are manufactured industrially and could not be optimised. The large differences between the septum width ($w$) and wall thickness ($t$) were due to larger portion of glass and carbon material being milled out of the nanopipette in panel b compared to the one in panel d.

Two additional SEM images of FIB milled nanopipette-based carbon nanoelectrode are presented in Figure A.2 (Appendix A.1). Here, it is worth clarifying that in cases where perfectly flat and co-planar nanoelectrodes are not needed, imaging every one of them by SEM is time consuming and could affect its structural integrity (i.e., electrostatic charging, damage during sample handling). This technique to assess the size and shape of the nanoelectrodes tip should be used less frequently, and once the desired geometry has been achieved reproducibly, other quicker bench-top techniques should be applied, such as electrochemical characterisation by cyclic voltammetry which is explained in the next section.

### 3.4.2 Electrochemical characterisation of nanopipette-based carbon electrodes

Electrochemical characterisation of double-barrel nanopipette-based carbon electrodes based on voltammetric techniques has been extensively applied in the past to estimate the nanoelectrode radius, as discussed in Section 2.5.2. In this work, cyclic voltammetry, which relies on oxidation (loss of e\(^-\)) and reduction (gain of e\(^-\)) processes of molecules in solution, was performed. The electrochemical circuit consisted of three electrodes: a
working (carbon nanoelectrode, WE), counter (Pt wire, CE) and reference (Ag/AgCl/3M KCl, RE) electrode (Figure 3.9). All three were connected to a potentiostat (VSP, BioLogic) from one end and immersed in a 0.1 M KCl supporting electrolyte including 10 mM RuHex (hexaammineruthenium (III) chloride) which acted as the redox mediator, from their other end. Section 3.6.5 includes a schematic illustration and picture of the setup (Figure 3.9) as well as further information on each component. Upon the application of a potential, the generated current passes between the WE and CE while the potential is controlled between the RE and WE [150].

Electrochemical phenomena associated with nanoelectrodes originate from changes in the transport of ions in solution [137]. For disk-shaped electrodes, which are the main focus of this work, as the electrode size decreases, diffusion of redox species onto the electrode becomes hemispherical. This time-dependent change leads to an increase in the surface occupied by the diffuse layer (angle relative to electrode increases), and eventually becomes greater than the electrode. Consequently, a significantly larger number of RuHex molecules over time and area arrive at the electrode’s surface compared to planar diffusion [137]. In contrast to conventional macroelectrodes (> 50 μm in diameter), the generated current does not rely on the electrode’s surface area but its disk radius (Equation 2.5) [151]. The cyclic voltammograms obtained with nanoelectrodes are characterised by sigmoidal trends with oxidation and reduction being overlapped, while conventional ones by the common peak-shaped curves (Figure B.3, Appendix B.2).

Cyclic voltammograms were performed to calculate the current generated by the one-electron exchange between the [Ru(NH₃)₆]Cl₃ molecules and the carbon surface of the semi-elliptical nanoelectrodes. The required potential to initiate this process was approximately -200 mV versus the reference point of Ag/AgCl/3M KCl [133]. Following this, three cycles of a potential sweep were applied from 0 mV to -400 mV and with a scan rate between 20 – 500 mV/s. This range was selected to verify that current was independent from the scan rate value, as expected from Equation 2.5, \( i_{ss} = 4n_e F D_r c_r r_e \).

By considering a diffusion coefficient of 9.1 x 10⁻¹⁰ m²/s for 10 mM [Ru(NH₃)₆]Cl₃ [10], [75], [152], the radius of the carbon nanoelectrodes was estimated by the recorded current \( (i_{ss}) \). It is worth clarifying that this estimation assumes that disk-shaped electrodes instead of semi-elliptical were formed at the nanopipette tip, hence differences in the sizes obtained with SEM imaging and cyclic voltammetry were expected [10], [75].
Figure 3.6 displays sigmoid cyclic voltammograms for the one electron reduction of 10 mM RuHex in 0.1M KCl before (left column) and after (right column) FIB milling of the nanopipette tip for the pair of carbon nanoelectrodes shown in Figure 3.5. Based on the experimental conditions mentioned above, the radius of the nanoelectrodes was...
estimated by rearranging Equation 2.5 into \( r_e = i_{ss}/4n_F D_1 c_r \), where the only unknown parameter is the steady-state current. It has to be noted that the trend of the obtained voltammograms showed a linear increase for voltages between -300 mV and -400 mV instead of reaching a plateau. This is due to the presence of a capacitive current in addition to the one flowing between the working and counter electrodes [137]. Quartz glass has a negative surface charge and when immersed in solution, an electric double layer is established which creates current flow along the glass wall. If we assume the electrolyte solution as a resistor, then the electric double layer is a capacitor connected in series.

This phenomenon is commonly observed in nanoelectrodes when performing cyclic voltammetry and commercially available software packages have been developed to extract the mass transport limiting current. Inspired by the software package “Aftermath” developed by Pine Research Instrumentation (Durham, NC, USA), I prepared a Python script (https://github.com/dsoulias/depNanotweezers) that performs the following analysis. Since the applied voltage was constantly swept from 0 to -400 mV, linear fitting (red dashed lines in Figure 3.6) was applied between two points on the baseline of the current (-10 mV and -30 mV) and another two points on the plateau (-300 mV and -350 mV) region. Then, the difference in current between the fitted red lines at the standard redox potential (dotted vertical black line in Figure 3.6), which was always at the midpoint of this range (-200 mV), was considered equal to the steady-state current \( (i_{ss} = i_{fit, plateau}(-200) - i_{fit, baseline}(-200)) \). The mean value and standard error of the mean obtained from three reduction and oxidation repetitions (six in total) provided a good estimation for the current magnitude.

From the voltammogram in Figure 3.6b, the steady-state current was measured equal to -1071 ± 24 pA with an estimated disk-shaped radius of 305 ± 16 nm. Revisiting the dimensions for the same nanoelectrode obtained from SEM imaging in the previous section (Figure 3.5b), there is only a small difference between them. The minor semi-axis \((h/2\) in Figure 3.11b) was found equal to 284 nm while half of the major semi-axis \((a_1/2\) in Figure 3.11b) had a length of 443.5 nm. Considering the assumption of the electrode shape being disk-shaped instead of semi-elliptical, the electrochemical characterisation provided a fair estimation. In addition, the steady-state current from the voltammogram in Figure 3.6a, which represented the same electrode before its tip was milled, had a mean value of -313 ± 5 pA with an estimated radius of 89 ± 1 nm. As expected, etching the nanopipette tip to make it smoother and flat resulted in increasing the electrode radius by approximately 216 nm.

Similar results were observed for the second nanoelectrode of this double-barrel nanopipette (Figure 3.5d). From the voltammogram in Figure 3.6d, the mean value of \( i_{ss} \)
was found equal to -700 ± 99 pA with an average radius of 199 ± 28 nm. The respective dimensions from SEM imaging were 284 nm for the minor semi-axis and 355 nm for half of the major semi-axis. The same nanoelectrode prior to FIB milling (Figure 3.6c), provided a -237 ± 3 pA steady-state current and a 68 ± 1 nm radius. This nanoelectrode was also smaller before modified, as the previous one. Both before and after FIB milling, the two closely-spaced nanoelectrodes had similar sizes which agree with the image in Figure 3.5d. Additional examples of double-barrel nanopipette-based carbon nanoelectrode can be found in Appendix B.2.

Overall, these findings proved that electrochemical characterisation of carbon nanoelectrodes is useful when assessing their type. Acquiring sigmoid cyclic voltammograms demonstrated electrical connection between the carbon surface at the tip and the electrolyte solution. In addition, it verified the formation of disk-shaped, or at least disk-like-shaped, geometry at the nanopipette tip. Their size was usually underestimated due to the assumption of being disk-shaped instead of semi-elliptical with estimated dimensions not diverging significantly from the actual values. However, the technique lacks the ability to determine the width of the glass septum separating the two nanoelectrodes or the thickness of the glass wall that surrounds them. To measure these dimensions and assess the reproducibility of voltammetric responses, SEM imaging is recommended at some point in this process, but not frequently as it would affect its surface properties. In general, the combination of the two techniques offers an accurate characterisation of the fabricated nanoelectrodes size and shape which is important before conducting single-molecule force probing experiments.
3.5 Conclusions

To summarise, in this chapter, I have initially explained in detail the fabrication of quartz glass single- and double-barrel nanopipettes via laser pulling. Two different programmes were created to form tip openings either with a ~120 nm or ~400 nm diameter. The size and shape of the nanopipette tip aperture were characterised by scanning electron microscopy imaging as well as electrochemical measurements of the nanopore resistance. The combination of these two techniques allowed the estimation of the inner half-cone angle of nanopipettes made of quartz glass capillaries with an outer and inner diameter equal to 1.2 mm and 0.9 mm, respectively, and was found approximately equal to 8°. Then, I developed a new configuration for fabricating carbon nanopipette-based electrode via pyrolytic carbon deposition. Although previous techniques have reported successful formation of disk-shaped carbon nanoelectrodes at the tip of nanopipettes, they either lacked reproducibility [130] or optimised the setup to such an extent in order to obtain better results that increased the complexity of building the setup and operating it [133].

Inspired by the latter approach, an Arduino PID-controller was introduced to probe the temperature produced by a heating coil in real-time and adjust the output of the power supply so that it precisely followed the desired temperature profile. This technique achieved greater fabrication yield compared to the first setup, reduced operation and construction complexity, while offered benchtop access at a much lower cost. Furthermore, the fabricated carbon nanoelectrodes at the tip of double-barrel nanopipettes were characterised with SEM imaging. In most cases, the glass wall was not affected by the extreme heating applied during pyrolysis which further strengthens the efficiency of the developed fabrication technique. Interestingly, I observed that carbon was not deposited until the tip openings and was instead recessed. This prevented quantification of the actual dimensions of the nanoelectrodes with SEM, as only the tip size and shape could be studied. As a result, additional modification (FIB milling) was performed to obtain smooth and co-planar disk-shaped nanoelectrodes. At this stage it was demonstrated that the two barrels were not completely identical but this resulted from inconsistencies during the manufacturing process of the capillaries.

Additionally, electrochemical characterisation of both modified and non-modified nanopipette tips was conducted by cyclic voltammetry. The difference between the estimated radius and the one obtained by SEM was not in agreement. However, it was concluded that a combination of these two techniques provided a more accurate characterisation of the carbon nanoelectrodes size. In conclusion, there are several
techniques that can be applied for the fabrication and characterisation of disk-shaped carbon nanoelectrodes, each with its own advantages and disadvantages. Here, I would like to suggest that to improve the fabrication of carbon nanoelectrodes a different approach should be adopted. As mentioned in Section 3.3, the setup I developed throughout this work has the capability of depositing a thin layer of carbon inside the nanopipette walls. This was achieved only during the first run of the heating profile. If instead of performing the pyrolysis after the fabrication of nanopipettes, quartz glass capillaries were coated internally with a thin layer of carbon first and then were laser pulled into nanopipettes, a perfectly smooth and flat pair of carbon nanoelectrodes would form at the tip. Attention is needed though as this process might affect the optics on the laser puller.
3.6 Materials, experimental methods and setups

This section contains information related to the materials used for fabricating and characterising pyrolytic carbon nanopipette-based electrodes, as well as the experimental methods and configurations developed for data acquisition and analysis.

3.6.1 Quartz glass capillaries

Single-barrel quartz capillaries with (QF120-90-10, World Precision Instruments Ltd) and without (Q120-90-7.5, World Precision Instruments Ltd) filament were used for initial nanopipette characterisation and pyrolytic carbon deposition experiments. Double-barrel, also called theta (θ), quartz capillaries (QT120-90-7.5, World Precision Instruments Ltd) were selected for the fabrication of pyrolytic carbon nanopipette-based electrodes which were then implemented as dielectrophoretic nanotweezers for single-molecule force spectroscopy measurements. As illustrated in Figure 3.7, the outer diameter of all these capillaries is equal to 1.2 mm while their inner is equal to 0.9 mm. A tolerance of 0.03 mm and 0.02 mm is expected based on the manufacturer specifications for the outer and inner diameter of the capillaries, respectively.

![Figure 3.7 Schematic illustration of quartz glass capillaries geometries. a) Single-barrel capillary with an outer and inner diameter equal to 1.2 mm and 0.9 mm, respectively. b) Single-barrel capillary with glass filament at the side of the inner hollow domain. This type has the same dimensions as the one in a). c) Double-barrel (theta, θ) capillary with a glass septum dividing the inner hollow domain into two identical semi-elliptical open channels. The inner and outer diameter are again the same as in a).](image-url)
3.6.2 Laser-based nanopipette pulling

A P-2000 (Sutter Instrument) laser-based micropipette pulling instrument was used to fabricate nanopipettes. At first, a glass capillary was mounted between two metal screw-fixed clamps so that its centre was situated inside a protective box where a carbon dioxide (CO\textsubscript{2}) laser beam was focused. Once the laser beam was activated, the capillary was heated and became pliable locally (STEP 1, Figure 3.8b). At that moment, mechanical weights connected to either side of the clamps pulled the capillary in opposite directions leading to the formation of an hourglass-like geometry (STEP 2, Figure 3.8b). Further heating and pulling caused the division of the capillary into two almost identical sharp nanopipettes (STEP 3, Figure 3.8b). Considerable deviations in the overall pulling time value (> 10%) for otherwise fixed parameters indicate changes in its size or shape. Furthermore, the size of the resulting nanopipette tip aperture can be tuned by adjusting the laser puller’s parameters which are displayed in arbitrary units. In addition, multiple sets of these parameters, called lines, can be selected in a single run for achieving the desired dimensions. There are five parameters, as follows:

- “Heat” sets the laser output power and hence the energy supplied to the glass capillary.
- “Filament” controls the width of this laser beam emitted on the capillary surface.
- “Velocity” adjusts the pulling speed under constant load by the weights on the sides of the clamped capillary.

---

Figure 3.8 a) Picture of the P-2000 (Sutter Instrument) laser-based micropipette pulling instrument. The top two white arrows indicate the location of the metal screw-fixed clamps where the glass capillary is mounted, while the bottom ones highlight the location of the mechanical weights connected to the clamps. b) Schematic illustration of the three steps for nanopipette fabrication. In STEP 1, a CO\textsubscript{2} laser heats the glass capillary at its centre. In STEP 2, two mechanical weights pull the pliable now capillary ends towards opposite directions upon further heating. In STEP 3, further pulling results in the division of the capillary into two almost identical sharp nanopipettes. Reproduced from [147].
• “Delay” is the time between the moment heat switches off and hard pull gets activated.
• “Pull” controls the force applied by these weights.

3.6.3 Scanning electron microscope (SEM) imaging of quartz glass nanopipettes and carbon nanoelectrodes

Initial imaging of quartz glass nanopipettes was performed on a Zeiss LEO 1530 scanning electron microscope at the cleanroom facilities in the School of Electronic and Electrical Engineering of the University of Leeds. Sample preparation consisted of sputtering its external surface with a ~5 nm Iridium layer, mounting the nanopipette on the microscope holder with double-sided tape and placing it inside the SEM chamber under vacuum. Note that images with curved glass surfaces were due to electrostatic charging that caused the sample to drift during imaging. Further imaging of quartz glass nanopipettes and carbon nanoelectrodes were conducted with the help of Dr Alexander Kulak (School of Chemistry, University of Leeds) on a Nova NanoSEM450 scanning electron microscope (3 kV, ~5.0 mm working distance). Dr Alexander Kulak mounted the sample, operated the instrument and acquired images while I guided him to the regions of interest for each sample. This instrument was equipped with a circular backscatter detector which made imaging non-conductive samples without coating possible. As a result, glass nanopipettes and carbon nanoelectrodes were not sputtered with a conductive layer. The difference in image resolution can be seen in Figure 3.11 between panels a, b, c, d and panels e, f. All lengths from SEM micrographs were measured via ImageJ, an open access image processing programme developed by Schneider et al. (2012) [153].

3.6.4 Electrolyte solutions

0.1 M KCl

7.455 g of potassium chloride (KCl, 7447-40-7, Sigma-Aldrich) were diluted in 1 L of Milli-Q type 1 water (18.2 MQ*cm at 25 °C, Milli-Q EQ7000, Merck, Darmstadt, Germany) to form 0.1 M KCl solution. Conductivity measurements were carried out using Fisherbrand™ Traceable™ Conductivity Meter Pen (Cat. No. 15-078-200).
10 mM $[\text{Ru(NH}_3\text{)}_6\text{]Cl}_3$ in 0.1 M KCl

0.31 g of hexaammineruthenium trichloride ($[\text{Ru(NH}_3\text{)}_6\text{]Cl}_3$, 14282-91-8, Sigma-Aldrich) were diluted in 100 mL of 0.1 M KCl by magnetically stirring the mixture for 10 minutes, to form 10 mM $[\text{Ru(NH}_3\text{)}_6\text{]Cl}_3$ solution.

### 3.6.5 Electrodes configurations for electrochemical measurements

**Two-electrode configuration**

Silver wires with a 0.25 mm diameter (Ag, GoodFellow, Huntingdon, UK) were immersed in sodium hypochlorite for 2 hours to form Ag/AgCl electrodes. After washing them with Milli-Q type 1 water, they were used in a two-electrode system as working and quasi-reference electrodes, respectively. Since very low currents flew between them, the reference electrode worked as counter electrode at the same time. One end of each electrode was connected to a patch-clamp (MultiClamp 700B, Molecular Devices, San Jose, CA, USA) while the other end was immersed in electrolyte solution. All measurements were performed inside a Faraday cage to reduce external electrical noise.

![Figure 3.9](image)

**Figure 3.9** Computer-aided design (CAD) of the three-electrode configuration used in electrochemical characterisation of carbon nanoelectrodes. The carbon nanoelectrode (WE), Pt wire (CE) and Ag/AgCl/3M KCl glassy electrode were mounted on a holder so that their tips were immersed in the electrolyte solution including the redox active species. The yellow surface represents the Faraday cage inside which all measurements took place to reduce electrical noise from the surrounding environment.
Three-electrode configuration

In the three-electrode system, the carbon nanoelectrode acted as the working electrode, a 3M Ag/AgCl glassy electrode acted as the reference electrode and a Pt wire with 0.5 mm in diameter acted as the counter electrode (Figure 3.9). All three electrodes were connected to 5-channel potentiostat (VSP, BioLogic Science Instruments, Seyssinet-Pariset, France). The Ag/AgCl/3M KCl (saturated) option was selected as the reference electrode in the settings for the reference point when probing voltages. All measurements were performed inside a Faraday cage to reduce external electrical noise.

3.6.6 Arduino-based pyrolytic carbon deposition operation procedure

There are four main steps for the pyrolytic deposition of carbon inside a nanopipette’s tip which are illustrated in Figure 10. Firstly, the backside of a nanopipette (grey conical structure, Figure 3.10a) is connected to a Tygon tube (blue tube in Figure 5.10a, Tygon S3 E-3603, Saint Gobain) with a 2.38 mm and 0.79 mm outer and inner diameter, respectively. The left three-way valve in Figure 3.10a is set to allow butane/propane gas in the nanopipette until ~3 bar pressure is achieved. In parallel, the ceramic counter-flow capillary (beige cylinder) is placed under the heating coil (black coil) while the right three-way valve is set to allow Argon gas of ~0.5 bar pressure to create an inert environment for the nanopipette tip and minimise the chances of oxidation. The ARDUINO keeps the temperature inside the ceramic capillary, where the K-type thermocouple probe is fixed, at 25 °C by controlling the current generated by the PSU.

Secondly, the nanopipette is moved to the right until its tip reaches the centre of the heating coil (CrFeAl allow wire or Kanthal-A1 wire). Then, the ceramic counter capillary (outer diameter 1.2, inner diameter 0.8 mm, Al-23 insulating tube, Y24G061, Alfa Aesar) is moved to the left until it touches the nanopipette’s outer walls under the heating coil (Figure 3.10b). At this point, the right and left three-way valves are set to let Ar (Argon 99.998%, ISO 14175-I1-Ar, BOC) flow into the nanopipette until ~4.2 bar pressure is achieved. The pressure inside the ceramic capillary falls to 0 bar. Thirdly, the two-way valve just before the nanopipette is turned by 90° to isolate the gas mixture inside the nanopipette (Figure 3.10c). The right 3-way valve is fixed to provide again ~0.5 bar Ar gas pressure in the ceramic capillary.
Figure 3.10 2D schematic illustrations of the pyrolytic carbon deposition steps for the fabrication of carbon nanopipette-based electrodes.
Then, the heating programme was selected on the Arduino PID-controller (Arduino Uno) which tuned the output of the DC power supply (SPS 1560 PFC, Voltcraft) to generate 1000° inside the heating coil, as measured by the K-type thermocouple probe in the ceramic capillary (Figure 3.10c). This programme is run twice to fill the nanopipette tip with deposited pyrolytic carbon. Finally (STEP 4, Figure 3.10d), once the system has cooled down to 25 °C, the carbon-filled nanopipette is detached from the tube and all gas sources are switched off.

### 3.6.7 SEM/FIB imaging/milling of double-barrel nanopipette-based carbon nanoelectrodes

A Helios™ G4 PFIB UXe DualBeam™ FIB/SEM instrument was operated by Dr Stuart Micklethwaite (LEMAS, School of Chemical and Process Engineering, University of Leeds). Each dual-barrel quartz glass nanopipette was attached to a stage holder with carbon paste, without sputtering any metal conductive layer at the outer surface of the nanopipette and mounted on the SEM stage under vacuum conditions. FIB milling was performed one nanopipette tip at a time, with each having different amount of material being removed. Figure 3.11a shows a diagram of how the exact dimensions of the carbon nanoelectrodes were extracted from the SEM micrographs upon analysis on ImageJ. The nanopipette tip plane had a 38° angle with the SEM detector, while the focused ion beam targeted it at a 90° angle.

Based on the imaging configuration shown in Figure 3.11a, the dimensions of the semi-elliptical nanoelectrodes ($a_1, a_2, h, w$ and $t$) were calculated by applying corrections to

\[
\text{Figure 3.11 a)} \quad \text{Schematic diagram of SEM imaging and FIB milling configuration. b)} \quad \text{The measured dimensions ($a_1, a_2, w, h$ and $t$) on ImageJ of semi-elliptical nanoelectrodes at the nanopipette tip were corrected by the geometrical analysis shown in a).} 
\]
measurements on ImageJ from the two-dimensional SEM images. Lengths measured along the horizontal axis (x-axis) of the image were compensated based on $x^* = \frac{x}{\sin(38^\circ)}$ (Figure 3.11a). Lengths along the vertical axis (y-axis) needed no compensation as they were equal in the projected and actual image of the nanopipette tip. So, to calculate any of the dimensions illustrated in Figure 3.11b, the following equation was used $w = \sqrt{w_y^2 + w_x'^2}$, where $w_y$ was the measured length along the vertical axis (y-axis) of the image and $w_x'$ the compensated measured length along the horizontal axis (x-axis) of the image. The same technique was also applied for $a_1, a_2, h$ and $t$. 
Chapter 4
Simulations of the electric field distribution at the nanotweezers

4.1 Introduction

A spatial gradient in an electric field is generated between two electrodes when they differ in size or shape. This electric field gradient gives rise to dielectrophoretic forces that act on polarisable entities within the field's range. To trap and manipulate nano- or microscale molecules with such forces, their magnitude needs to be at least in the femtonewtons regime to overcome others produced by Brownian motion, electroosmosis or electrothermal flow [10]. In fact, the dielectrophoretic force is proportional to the gradient of the square of the electric field \( \nabla |\vec{E}|^2 \) which relies on the applied voltage squared \( (V_{pk}^2) \). Hence, larger forces can be achieved by increasing the applied voltage. However, high voltages usually lead to unwanted electrothermal, electrochemical or electroosmotic effects, so bringing the electrodes closer has proved to be a more efficient option. Nadappuram et al. (2019) [10] managed to achieve a gradient for the electric field squared as high as \( 10^{28} \frac{V^2}{m^3} \) by reducing this gap to 10 – 20 nm. For example, a minimum value of \( 10^{16.4} \frac{V^2}{m^3} \) was required to overcome Brownian motion of a 10 kbp (kilo-base pair) dsDNA molecule in solution [73].

Since the electric gradient depends critically on the geometry and arrangement of the electrodes, it was of great importance to understand it for the nanopipette-based carbon nanoelectrodes configuration. As a consequence, this chapter presents a finite element method simulation that aims to calculate the magnitude of dielectrophoretic forces experienced by individual dielectric entities, generated by dual-channel nanopipette-based tweezers. The model geometry was based on a truncated cone consisting of two semi-elliptical channels filled with carbon, immersed in H\textsubscript{2}O. A potential bias was applied between the top boundaries of the carbon domain to mimic the experimental conditions. This was expected to lead to the formation of a highly non-uniform electric field around the nanotweezers tip region that could be used for trapping individual particles via dielectrophoresis. The aim of the work presented here was to get a better understanding of the operation of these dielectrophoretic nanotweezers and find the optimal conditions
to apply in the experimental measurements. The effect of parameters related to both the geometry of the nanotweezers configuration and the applied signal were investigated.
4.2 Design of finite element model for nanotweezers in water

Every physical phenomenon depends on the geometry, material properties and boundary conditions of a system, each having their unique level of complexity. Solving analytically differential equations of such systems is often not possible, and as a result, numerical methods which provide approximated solutions to problems have to be employed, with the finite element method (FEM) being one of the most widely used [154]. FEM is based on dividing the geometry of the problem into a larger number of small shapes, the so-called elements, and applying the physical principles directly to each one of them (varying degrees of linearisation may be applied within elements). In general, building computational models by using finite element methods requires four steps [155]. Firstly, designing the geometry of the model as accurately as possible but without leading to extremely long computational time intervals. Secondly, the meshing which is the division of the geometry into elements leading to the simplification of the solution with the most common shapes being the triangles and quadrilaterals for 2D studies, and the tetrahedrons and hexahedrons for 3D studies [154]. Then, material properties allocation to domains, boundaries or points of the geometry, and finally, setting the boundary and initial conditions of the system.

Here, a three-dimensional finite element model (FEM) was developed to simulate the distribution of generated inhomogeneous AC electric field between a pair of semi-elliptical nanopipette-based carbon electrodes when immersed in water (H₂O). FEM simulations were performed by using the commercial finite element solver COMSOL Multiphysics 5.6 with the “Electric Currents” physics package from the “AC/DC Module”. Moreover, by investigating the electric field gradient \( \nabla |\vec{E}|^2 \), the dielectrophoretic force magnitude around the nanotweezers tip could be estimated for a selection of parameters. These involved the applied electrical potential between the nanoelectrodes, their separation distance and the presence of carbon recessions at their tip. The nanotweezers configuration did not offer any significant form of symmetry in terms of boundary conditions. Although mirror symmetry existed, different initial conditions were applied between these boundaries. As a result, a three-dimensional model was chosen to solve the current conservation equation based on Ohm’s law (Equation 4.1) by using the scalar electric potential \( \mathcal{V} \) (Equation 4.2) as the dependent value.

\[
\vec{J} = \sigma \vec{E} + \vec{J}_e
\]  

(4.1),

and
\[ \vec{E} = -\nabla V \]  

(4.2).

where \( \vec{j} \) is the current density (A/m\(^2\)), \( \vec{j}_e \) the externally generated current (A/m\(^2\)), \( \vec{E} \) the electric field (V/m), \( V \) the electrical potential (V) and \( \sigma \) the electrical conductivity of the domain (S/m). Stationary studies, which are used when field variables are in steady-state conditions and do not change over time like time-dependent ones, were selected to simulate the voltage, electric field magnitude and gradient distributions along the x-, y- and z-axes. In this section, I explain the reasoning behind the simplified geometry designed in this model, as well as the allocation of initial boundary conditions and meshing of the geometry.

### 4.2.1 Model geometry design and material properties

So far, in most studies involving glass nanopipettes [10], [11], [73], [144], [145] (refer to Appendix A for more information), a more simplified approach has been adopted when designing their geometry compared to the actual one [144]. Following these models, I designed the nanotweezers 3D geometry when immersed in aqueous solution with the COMSOL CAD software as shown in Figure 4.1a (inset). The nanotweezers consisted of a 5 μm long truncated conical double-barrel nanopipette with two semi-elliptical domains representing pyrolytically deposited carbon (grey semi-elliptical cones at the middle). This length was considered sufficient for the needs of this model as explained in the next section. An 8° inner-half cone angle was applied to extrude the tip geometry in Figure 4.1b. The glass domain, surrounding the two carbon domains, was considered as an ideal insulator (no current passes through) at this point and was deducted from the design to aid with model convergence (lower computational power required). In Section 4.5, a revised version of the model included the glass domains to simulate the total impedance of the nanotweezers circuit. The aqueous solution was designed as a cubical domain of 30 μm width, 30 μm depth and 3 μm height.

Figure 4.1a presents a 2D view (xz-plane) of the designed geometry highlighting its truncated conical shape. It is worth noting that the tip surface was designed on the same plane with the top surface of the aqueous medium to achieve contact between them. Immersing the nanopipette tip deeper into the solution, as in an actual experiment, would not change the simulation results significantly but would increase greatly the computational effort required. In Section 4.4, where the effect of recessed carbon deposition at the nanopipette tip is investigated, a slight change in the design was applied. The carbon surface closer to the tip was set at the plane mentioned above while the deducted glass domain protruded the bath solution. Furthermore, Figure 4.1b
illustrates a 2D view (xy-plane) of the nanotweezers tip size and shape. Each semi-elliptical barrel had a major semi-axis of $a_1 = 160$ nm and $a_2 = 150$ nm, respectively, and a minor semi-axis $h/2 = 75$ nm. A 55 nm gap ($w$) separated the two nanoelectrodes, while the wall thickness across the x-axis ($t$) was equal to 60 nm. These tip dimensions were obtained from the double-barrel nanopipette-based carbon electrodes shown in Figure 3.4b and represented the most common dimensions for the nanotweezers used for experimental measurements in Chapter 5.

![Figure 4.1](image)

**Figure 4.1 a)** 2D view (xy-plane) of COMSOL CAD geometry of nanotweezers immersed in aqueous solution. The nanotweezers were designed as a 5 μm long truncated conical double-barrel nanopipette with two semi-elliptical domains representing pyrolytically deposited carbon (grey semi-elliptical cones at the middle). An 8° inner-half cone angle was applied to extrude the tip geometry shown in b). The glass domain was removed from the design. The aqueous solution was designed as a cube of 30 μm width, depth and 3 μm height. Inset shows a 3D view of the geometry. **b)** Nanopipette tip geometry with $a_1 = 160$ nm, $a_2 = 150$ nm and $h/2 = 75$ nm. A 55 nm gap ($w$) separated the two nanoelectrodes, while the wall thickness along the x-axis ($t$) was equal to 60 nm. These tip dimensions were obtained from the double-barrel nanopipette-based carbon electrodes shown in Figure 3.4b.

For COMSOL’s “Electric Currents” module, two material properties were required. The electrical conductivity and relative permittivity of both the aqueous solution (Milli-Q H$_2$O) and pyrolytically deposited carbon which are listed in Table 4.1. For Milli-Q H$_2$O, the electrical conductivity was experimentally measured by the filtering unit while its relative electrical permittivity at $T = 25$ °C, has been well characterised [152]. In contrast, no attempts have been reported yet to determine these properties for the carbon material deposited pyrolytically inside quartz glass nanopipettes. However, McEvoy et al. (2012) [148] demonstrated electrical characterisation of thin conducting carbon films formed after applying chemical vapour deposition, a similar but significantly more accurate technique than the one developed in Chapter 3. The authors found an electrical conductivity of approximately $5 \times 10^4$ S/m for films with a thickness larger than 100 nm and proved that their crystal structure was similar to graphite. Additionally, Dovbeshko et al. (2015) [156] found that the relative electrical permittivity of thin pyrolytic carbon...
films was equal to 5. In this simulation, I assumed that the nanotweezers would have a similar electrical conductivity as this was the only available reference value in literature.

**Table 4.1** Electrical conductivity ($\sigma$) and relative permittivity ($\varepsilon_r$) for the materials allocated to the two domains of nanotweezers geometry in the COMSOL model.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Material</th>
<th>$\sigma$ (S/m)</th>
<th>$\varepsilon_r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bath solution</td>
<td>Milli-Q H$_2$O</td>
<td>$5.5 \times 10^{-6}$</td>
<td>79</td>
</tr>
<tr>
<td>Nanoelectrodes</td>
<td>Pyrolytic Carbon (Graphite)</td>
<td>$5 \times 10^4$</td>
<td>5</td>
</tr>
</tbody>
</table>

### 4.2.2 Initial boundary conditions

The next step in building this finite element model was the allocation of initial conditions on the domains and boundaries of the designed geometry. To achieve this the “AC/DC Module” was chosen in COMSOL, and in particular the “Electric currents” package. This physics interface relies on solving a current conservation equation based on Ohm’s law (Equation 4.1) by using the scalar electric potential (Equation 4.2) as the dependent variable. A reference impedance ($Z_{ref}$) of 50 $\Omega$ was used by default. Current conservation was applied to all domains and boundaries in the system, while different $\sigma$ and $\varepsilon_r$ values were probed depending on the assigned material in the domain (Table 4.1). Electric insulation ($\mathbf{n} \cdot \mathbf{j} = 0$) was chosen for all external boundaries of the geometry with no initial voltages applied ($V_0 = 0$ $V$). A positive electrical potential $+V$ was assigned to the top surface boundary of the left semi-elliptical truncated cone in Figure 4.1a and a negative $-V$ to the top surface boundary of the left one.

Since a stationary solver was selected for the simulations in this chapter, time-dependent phenomena that would be present in an experiment, were not considered. In general, DEP occurs for both DC and AC voltages. Additional electric field induced forces acting on dielectric particles, such as electrophoresis, are usually much stronger than dielectrophoresis [95]. The big difference between them and DEP is that the latter depends on the gradient while the former on the electric field. When the oscillation of an AC field is fast enough, its time-averaged force equals to zero. However, the gradient does not change polarity ($\vec{F}_{DEP} \sim \nabla |\vec{E}|^2$) in an AC field, so the force points always in the same direction and is not equal to zero when taking the time-average [95]. The reasoning
behind the application of opposite voltages between the two nanoelectrodes, instead of using a positive terminal and a ground, is related to the sinusoidal AC signal applied during a trapping experiment. In steady-state, these voltages (peak root-mean-square \( V_{pk, rms} \) used during the experimental measurements) represented a snapshot of the peak-to-peak potential difference of this AC signal.

### 4.2.3 Mesh of the geometry

![Figure 4.2 3D view of the generated mesh in COMSOL](image)

Figure 4.2 3D view of the generated mesh in COMSOL for **a)** the entire geometry of the model and **b)** the nanotweezers tip and bath solution common plane. The mesh was created with free tetrahedral elements after dividing first the parallel edge boundaries at the separation gap between the two nanoelectrodes.

Figure 4.2 depicts the final mesh for the entire geometry of the model and a zoomed-in section of the common plane between the nanotweezers tip and the bath solution. It was created by dividing the parallel edge boundaries that separate the two nanoelectrodes at the tip, into 15 boundaries with a 10 nm length. Then, the “Boundary layers” option was selected for meshing the remaining boundaries and domains. The final mesh contained 61,319 elements with an average mesh element quality of 69.0%. The latter is a dimensionless quantity between 0 and 100%, where 100% represents a perfectly regular element, in the chosen quality measure, and 0 represents a degenerated element. Further details regarding all the steps required to design the geometry of this model, apply the same boundary conditions and mesh are provided in Appendix C in the form of a COMSOL model report.
4.3 Distribution of electrical potential and electric field at the nanotweezers tip region

In this section, I first simulated the electrical potential distribution across all 2D planes (xy, xz and yz) of the model geometry. Colour plots are provided to visualise changes in magnitude. Then, the same technique was used to determine the electric field magnitude and visualise its lines distribution in three dimensions. In the designed geometry, the nanotweezers tip was fixed 3 μm above the bottom surface of the aqueous solution. The reason for doing this was to replicate the trajectory of a potentially trapped 2 μm latex bead when experiencing a dielectrophoretic force by the nanotweezers. As it will be explained in Chapter 5, latex beads suspended in water tend to freely diffuse approximately 700 nm above the top surface of a cover glass. During experiments, a bead’s top surface and the nanotweezers tip are assumed to be on the same plane. Based on this, the distance between the tip surface and the bead’s centre of mass would be ~1 μm. That is why the magnitude of multiple electric potentials, as well as the electric field’s, were probed 1 μm away the nanotweezers tip.

4.3.1 Electrical potential distribution

Figure 4.3a illustrates the electrical potential distribution upon the application of $V_{pk, rms} = \pm 600$ mV across the xz- and yz-planes at $y = 0$ nm and $x = 0$ nm, respectively. Since the two semi-elliptical domains were filled with conductive carbon, there was no significant drop in the applied voltage. Following the colour scale, where red represented $+600$ mV and blue $-600$ mV, the voltage magnitude remained unchanged until the tip boundaries ($z = 0$ nm, Figure 4.3b). At this point, the nanotweezers tip was in direct contact with H₂O, where the conductivity was almost $10^{10}$ times lower. This resistive region led to a sharp decrease in voltage for a length of approximately 200 nm below and 400 nm along the interface ($z < 0$ nm and $y = 0$ nm, respectively, in Figure 4.3c). In addition, as depicted in Figure 4.3b, the difference in size between the carbon nanoelectrodes at the tip caused an asymmetric voltage distribution in that region. The larger the surface of the nanoelectrode was, the longer distance it took for the electrical potential to reach 0 V.
It is commonly known that surfaces such as quartz glass and graphitic carbon carry a finite surface charge [95]. As explained in Chapters 3, when immersed in aqueous solution an electric double layer of mainly counterions is formed at the solid-liquid interface. This layer acts as a capacitor and in an electrical circuit would be connected in series to the resistance of the pyrolytic carbon domain, affecting slightly the distribution of the electrical potential at that region. Nevertheless, neither the surface charge of the nanopipette quartz glass wall nor the pyrolytic carbon could be accurately quantified. At this point, the glass domain was deducted from the rest of the geometry. Since in this work only water was used, this capacitive contribution could be assumed negligible as the number of charged ions in the solution is much smaller than in a typical electrolyte (i.e., KCl, NaCl). However, in Section 4.5 the glass domains are included in a revised version of the model to simulate the total impedance of the nanotweezers circuit.

### 4.3.2 Electric field distribution

Based on Equation 4.2, the electric field magnitude can be calculated from the gradient of the electrical potential. In the previous section, it was observed that the highest gradient in this system occurred at the interface between carbon and H$_2$O. Consequently, the largest electric field magnitude was expected to arise at the same region which was verified by the colour plots in Figure 4.4. In Figure 4.4a, the two-dimensional (xz-plane,
y = 0 nm) distribution of the electric field lines (black curves), generated around the nanotweezers tip upon the application of $V_{pk} = \pm 600$ mV, is displayed. The colour scale represents the electric field magnitude $|\vec{E}| = \sqrt{E_x^2 + E_y^2 + E_z^2}$. From these simulations, the formed field was characterised as spatially inhomogeneous, meeting the main requirement for achieving dielectrophoresis. A maximum value (red colour) of $\sim 4.5 \times 10^7$ V/m was obtained at the tip edges of the separation gap between the two nanoelectrodes. The gradient of this simulated value squared $\left( \nabla |\vec{E}|^2 \approx 10^{23} V^2/m^3 \right)$ was in good agreement with the one reported by Freedman et al. (2016) [73] for a similar nanopipette-based configuration modelled in COMSOL.

In contrast, when investigating the yz-plane at x = 0 nm (Figure 4.4b), smaller electric field maximum values were reported (green colour). In fact, the field distribution across this plane appeared to have a more spherical symmetry when compared to the ones across the xz-plane who were highly non-uniform closer to the tip but became more symmetrical as moving away. Based on this, it was of great importance to study the electric field magnitude distribution along $z = -1 \mu m$ where a latex bead (2 \mu m in diameter) would move in the case of being dielectrophoretically attracted towards the nanotweezers tip.
The electric field magnitude \( |\vec{E}| \) as a function of distance from the nanotweezers tip at \( z = -1 \, \mu m \), when a set of voltages \( \pm V_{pk} \) were applied to the top boundaries of the semi-elliptical carbon nanoelectrodes. The curves represent \( |\vec{E}| \) for \(-5 \, \mu m \leq y, x \leq 5 \, \mu m \) across the a) xz-plane and b) yz-plane, respectively. In both cases, maximum values were reported at the nanotweezers tip centre \((x = y = 0 \, \mu m)\), gradually decreasing away from the tip. As \( V_{pk} \) became lower, \( |\vec{E}| \) decreased accordingly. The full-width at half-maximum (FWHM) of the curves in a) was larger by 600 nm than the curves in b). Small differences (~0.1 kV/m) were observed for the peak values between a) and b).

The electric field magnitude \( |\vec{E}| \) as a function of distance from the nanotweezers tip at \( z = -1 \, \mu m \), when a set of voltages \( \pm V_{pk} \) were applied to the top boundaries of the semi-elliptical carbon nanoelectrodes are presented in Figure 4.5. The curves in Figure 4.5a represent \( |\vec{E}| \) across the xz-plane for \(-5 \, \mu m \leq y \leq 5 \, \mu m \), while in Figure 4.5b \( |\vec{E}| \) across the yz-plane for \(-5 \, \mu m \leq x \leq 5 \, \mu m \). In both cases, maximum magnitudes were reported at the nanotweezers tip centre \((x = y = 0 \, \mu m)\) which gradually decreased as moving away from the tip. For \( V_{pk} = \pm 600 \, mV \), \( |\vec{E}|_{xz}^{max} = 7.7 \, kV/m \) and \( |\vec{E}|_{yz}^{max} = 7.5 \, kV/m \). This finding demonstrated a small difference between the peak electric field magnitude of the xz- and yz-planes at the symmetry axis \((x = y = 0 \, nm)\). In both planes, \( |\vec{E}|^{max} \) decreased proportionally to the applied voltage \( V_{pk} \) \((\pm 400 \, mV, \pm 200 \, mV, \pm 100 \, mV)\). These magnitudes are listed in Table 4.2 together with the full-width at half-maximum (FWHM) values from the curves in Figures 4.5a and 4.5b. For \(-5 \, \mu m \leq y \leq 5 \, \mu m \), \( \Delta y_{FWHM} \) was 600 nm larger than the full-width at half-maximum (\( \Delta x_{FWHM} \)) for \(-5 \, \mu m \leq x \leq 5 \, \mu m \), as already noticed from Figure 4.4. This was a first indication that the trapping area would extend to greater lengths across the xz-plane compared to the yz-plane. Consequently, the
possibility of trapping an individual 2 μm dielectric particle via DEP would be larger in the case shown in Figure 4.5a than the one in Figure 4.5b.

**Table 4.2** Electric field magnitude peak and full-width at half-maximum (FWHM) values across the xz- and yz-planes at z = -1 μm, for y = x = 0 μm, respectively, over a range of applied voltages ±$V_{pk}$.

| ±$V_{pk}$ (mV) | $|\vec{E}_{xz}|_{\text{max}}$ (kV/m) | $\Delta y_{FWHM}$ (μm) | $|\vec{E}_{yz}|_{\text{max}}$ (kV/m) | $\Delta x_{FWHM}$ (μm) |
|----------------|------------------------------------|------------------------|------------------------------------|------------------------|
| 600            | 7.7                                | 2.2                    | 7.5                                | 1.6                    |
| 400            | 5.1                                | 2.2                    | 5.0                                | 1.6                    |
| 200            | 2.6                                | 2.2                    | 2.5                                | 1.6                    |
| 100            | 1.3                                | 2.2                    | 1.2                                | 1.6                    |
4.4 Estimation of the dielectrophoretic force magnitude close to the nanotweezers tip

Based on Equation 2.3, the dielectrophoretic force magnitude experienced by a homogeneous spherical dielectric particle when suspended in aqueous solution is directly proportional to the gradient of the electric field magnitude squared, \( \vec{F}_{\text{DEP}} \sim \nabla |\vec{E}|^2 \).

In the previous section, \( |\vec{E}| \) was simulated across the entire 3D geometry of the model and its magnitude was determined 1 \( \mu \)m away the nanotweezers tip across the z-axis for a range of 10 \( \mu \)m along the x- and y-axes, separately. By calculating the spatial derivative of the squared variable \( |\vec{E}| \) across the z-axis, the magnitude of \( \vec{F}_{\text{DEP}} \) was estimated along this x- and y-range. To get a broad understanding of the experimental results in Chapter 5, a 1 \( \mu \)m radius particle and relative electrical permittivity of the medium equal to 79 were assumed. The real part of the Clausius-Mossotti factor, which describes the polarisability of the system, was considered \( \text{Re}[f_{CM}(\omega)] = 0.5 \) for an applied AC signal with a 10 kHz frequency. The selection of these values is explained in Sections 5.7 and 5.8. In this section, I also investigated how the dielectrophoretic force distribution changes at a \( \pm45^\circ \) angle between the xz- and yz-planes, for different widths separating the two nanoelectrodes at the nanotweezers tip and for carbon being recessed inside the nanopipette glass domain.

### 4.4.1 Dielectrophoretic force distribution around the nanotweezers tip region

To probe the z-component of the dielectrophoretic force magnitude experienced by a hypothetically present 2 \( \mu \)m particle at \( z = -1 \) \( \mu \)m along a 10 \( \mu \)m length on the xz- and yz-planes, the following command was inputted in COMSOL:

\[
2\pi \varepsilon_0 \varepsilon_m r^3 p \ast \text{Re}[f_{CM}(\omega)] \ast d|\vec{E}|^2/dz,
\]

where \( \varepsilon_0 \) is the vacuum permittivity (F/m), \( \varepsilon_m = 79 \) the relative electrical permittivity of H\(_2\)O, \( r_p = 1 \) \( \mu \)m and \( \text{Re}[f_{CM}(\omega)] = 0.5 \) at 10 kHz. This system mimicked the experimental conditions in Chapter 5 where positive dielectrophoresis was used to attract individual polystyrene beads towards the nanotweezers tip surface. The \( d|\vec{E}|^2/dx \) and \( d|\vec{E}|^2/dy \) components were found to have negligible contribution to \( |\vec{F}_{\text{DEP}}| \), hence were not included in the final calculations.
Figure 4.6 shows the simulated dielectrophoretic force magnitude $|\vec{F}_{DEP}|$ as a function of the distance from the nanotweezers tip at $z = -1 \mu m$, when a set of voltages $\pm V_{pk}$ were applied to the top boundaries of the semi-elliptical carbon nanoelectrodes. The curves in a) represent $|\vec{F}_{DEP}|$ across the xz-plane for $-5 \mu m \leq y \leq 5 \mu m$ while in b) $|\vec{F}_{DEP}|$ across the yz-plane for $-5 \mu m \leq x \leq 5 \mu m$. In both cases, maximum values were reported at the nanotweezers tip centre ($x = y = 0 \mu m$) gradually decreasing away from the tip. As $V_{pk}$ became lower, $|\vec{F}_{DEP}|$ decreased accordingly. The full-width at half-maximum (FWHM) of the curves in a) was larger by 600 nm than the curves in b). Small differences were also observed for the peak values between a) and b).

In both planes, $|\vec{F}_{DEP}|^{max}$ decreased proportionally to the applied voltage $V_{pk}$ ($\pm 400 \text{ mV}$, $\pm 200 \text{ mV}$, $\pm 100 \text{ mV}$), as expected from $|\vec{F}_{DEP}|^{max} \sim V_{pk}^2$. These magnitudes are listed in Table 4.3 together with the full-width at half-maximum (FWHM) values from the curves.
in Figures 4.6a and 4.6b. For \(-5 \mu m \leq y \leq 5 \mu m\), \(\Delta y_{FWHM}\) was 600 nm larger than the full-width at half-maximum (\(\Delta x_{FWHM}\)) for \(-5 \mu m \leq x \leq 5 \mu m\). This difference agreed with the one reported in Table 4.2 proving that the force distribution depends on the electric field magnitude. As Barik et al. (2016) [69] suggested, the maximum thermal force on a 2 \(\mu m\) particle is estimated to be \(-2 fN (T = 25^\circ C)\). Consequently, depending on \(V_{pk}\), the dielectrophoretic force would overcome the one due to thermal energy a few \(\mu m\) away from the nanotweezers tip.

Table 4.3 Simulated dielectrophoretic force peak and full-width at half-maximum (FWHM) values across the xz- and yz-planes at \(z = -1 \mu m\), for \(y = x = 0 \mu m\), respectively, over a range of applied voltages \(\pm V_{pk}\).

<table>
<thead>
<tr>
<th>(\pm V_{pk} (mV))</th>
<th>(\overline{F}<em>{DEP}^{max}</em>{xz} (fN))</th>
<th>(\Delta y_{FWHM} (\mu m))</th>
<th>(\overline{F}<em>{DEP}^{max}</em>{yz} (fN))</th>
<th>(\Delta x_{FWHM} (\mu m))</th>
</tr>
</thead>
<tbody>
<tr>
<td>600</td>
<td>773</td>
<td>1.5</td>
<td>711</td>
<td>0.9</td>
</tr>
<tr>
<td>400</td>
<td>344</td>
<td>1.5</td>
<td>304</td>
<td>0.9</td>
</tr>
<tr>
<td>200</td>
<td>86</td>
<td>1.5</td>
<td>76</td>
<td>0.9</td>
</tr>
<tr>
<td>100</td>
<td>22</td>
<td>1.5</td>
<td>19</td>
<td>0.9</td>
</tr>
</tbody>
</table>

Table 4.4 Simulated dielectrophoretic force peak and full-width at half-maximum (FWHM) values at a \(\pm 45^\circ\) angle across the xy-plane at \(z = -1 \mu m\), for \(V_{pk} = \pm 600 mV\).

<table>
<thead>
<tr>
<th>(\pm V_{pk} (mV))</th>
<th>Angle ((^\circ))</th>
<th>(\overline{F}_{DEP}^{max} (fN))</th>
<th>(\Delta y_{FWHM} (\mu m))</th>
</tr>
</thead>
<tbody>
<tr>
<td>600</td>
<td>0</td>
<td>773</td>
<td>1.5</td>
</tr>
<tr>
<td>600</td>
<td>45</td>
<td>664</td>
<td>1.1</td>
</tr>
<tr>
<td>600</td>
<td>-45</td>
<td>678</td>
<td>1.2</td>
</tr>
</tbody>
</table>

However, the initial position of a potentially trapped latex bead could be located at any angle in 2D from the centre of the nanotweezers tip surface. To assess this possibility, the dielectrophoretic force was simulated at a \(\pm 45^\circ\) angle between the xz- and yz-planes, for \(z = -1 \mu m\). Table 4.4 displays the force peak values along 1D lines across the xy-plane for these two angles. The coordinates \((x, y)\) of the first and last point of the line at \(45^\circ\) were \((-5 \mu m, -5 \mu m)\) to \((5 \mu m, 5 \mu m)\) and at \(-45^\circ\) were \((5 \mu m, -5 \mu m)\) to \((-5 \mu m, 5 \mu m)\). In contrast to what has been found so far, the peak force value decreased by approximately 13% at an angle of \(\pm 45^\circ\). Moreover, for both cases, the trapping area
became slightly narrower with the full-width at half-maximum shifting from 1.5 \( \mu m \) to \(~1.2 \mu m\). This observation is directly related to the non-uniformity of the electric field lines around the nanotweezers tip. As a result, the initial position of a spherical particle located on the same plane (xy-plane) with the tip would affect the dielectrophoretic force magnitude. The particle’s trajectory towards the nanotweezers tip would also be impacted leading to different force-distance curves.

4.4.2 Effect of nanoelectrodes gap on dielectrophoretic force

Figure 4.7 Simulated dielectrophoretic force magnitude \( |\vec{F}_{DEP}| \) as a function of distance from the nanotweezers tip at \( z = -1 \mu m \), for a set of separation gaps between the nanoelectrodes when \( V_{pk} = \pm 600 \text{ mV} \) was applied to their top boundaries. The curves in a) represent \( |\vec{F}_{DEP}| \) across the xz-plane for \(-5 \mu m \leq y \leq 5 \mu m\) while in b) \( |\vec{F}_{DEP}| \) across the yz-plane for \(-5 \mu m \leq x \leq 5 \mu m\). In both cases, maximum values were reported at the nanotweezers tip centre (\( x = y = 0 \mu m \)) gradually decreasing away from the tip. As the separation gaps became larger, \( |\vec{F}_{DEP}| \) increased dramatically. The full-width at half-maximum (FWHM) of the curves in a) was larger by 600 nm than the curves in b). Small differences were also observed for the peak values between a) and b).

The highest simulated electric field gradients, and dielectrophoretic force magnitudes, were acquired at the nanoelectrodes edges of the glass domain that separates them at the tip surface. However, all results presented so far were for a separation gap of 55 nm. Based on SEM images provided in Chapter 3, this distance varied between nanotweezers. To evaluate at what extent the separation gap between the two nanoelectrodes at the tip affected the dielectrophoretic force distribution, I redesigned
the geometry of the model. Since 55 nm was the smallest length observed by SEM imaging, two additional gaps were selected to cover all possible cases, 275 nm and 550 nm. The remaining geometry was scaled according to the increase in the separation gap, by a factor of 5 and 10, respectively. Figure 4.7 presents again the z-component of the dielectrophoretic force at \( z = -1 \mu m \) along a 1D line across the xz- and yz-planes when \( V_{pk} = \pm 600 \text{ mV} \). Additionally, Table 4.5 includes the peak force and full-width at half-maximum for the three separation gaps across both directions.

**Table 4.5** Simulated dielectrophoretic force peak and full-width at half-maximum (FWHM) values across the xz- and yz-planes at \( z = -1 \mu m \), for \( y = x = 0 \mu m \), respectively, over a range of nanoelectrodes separation gaps at \( V_{pk} = \pm 600 \text{ mV} \).

| Gap (nm) | \( |F_{DEP}^\text{max}_{xz}| \) (fN) | \( \Delta y_{FWHM} \) (µm) | \( |F_{DEP}^\text{max}_{yz}| \) (fN) | \( \Delta x_{FWHM} \) (µm) |
|---------|-----------------|----------------|-----------------|----------------|
| 55      | 773             | 1.5            | 711             | 0.9            |
| 275     | 595 x 10^2      | 1.5            | 581 x 10^2      | 1.0            |
| 550     | 270 x 10^3      | 2.1            | 255 x 10^3      | 1.5            |

From Figure 4.7, it is evident that the increase in the gap separating the nanoelectrodes influenced significantly the dielectrophoretic force peak distribution. In both cases, maximum values were reported at the nanotweezers tip centre (\( x = y = 0 \mu m \)) gradually decreasing away from the tip. As the separation gaps became larger, \( |F_{DEP}^\text{max}| \) increased dramatically at \( z = -1 \mu m \) from the nanopipette tip. This force magnitude should not be confused with the one at \( z = 0 \mu m \) where the opposite effect was observed. The smaller the separation gap, the higher \( |F_{DEP}^\text{max}| \) was at the nanopipette tip surface but also the more concentrated around it, having decayed considerably to greater than a few hundreds of nanometres away from the tip.

However, a 2 µm bead would never experience the force magnitude at the edges of the nanoelectrodes as its centre of mass would stop moving at \( z = -1 \mu m \). For a gap of 275 nm, \( |F_{DEP}^\text{max}| \) increased by approximately 80 times from the value at 55 nm, while for a gap of 550 nm this increase was ~350 times larger. The difference in full-width at half-maximum (FWHM) between the curves in a) and b) remained constant at 600 nm. Larger differences were observed for the peak values between a) and b). It is important to clarify that increase in the separation gaps means proportional increase in the remaining dimensions of the nanotweezers tip. As the active surface of the nanoelectrodes
becomes bigger ($A$), and since its electrical resistivity ($\rho_e$) and length ($L$) remained constant, the resistance of the carbon domains is expected to decrease ($R = \frac{\rho_e L}{A}$) allowing larger current values flowing through the interface between carbon and $H_2O$. This is the main reason behind the dramatic increase in the simulated dielectrophoretic force.

4.4.3 Effect of recessed carbon at the nanopipette tip on the dielectrophoretic force distribution

Finally, the last study performed with this finite element model was the effect of recessed carbon towards inside the nanopipette tip on the distribution of the dielectrophoretic force experienced by a hypothetical $2 \mu m$ latex bead along the $z = -1 \mu m$ axis. Although the extent of this recession could not be quantified by SEM imaging, its occurrence was visually verified. Actually, when performing FIB milling on nanopipette tips filled with carbon it was noticed that recession did not exceed $500 \text{ nm}$ of depth. Based on this, I

![Figure 4.8](image-url) Simulated dielectrophoretic force magnitude $|\vec{F}_{DEP}|$ as a function of carbon recession depth inside the nanopipette tip at $z = -1 \mu m$, for a range of $V_{pk}$ and a $55 \text{ nm}$ gap between the nanoelectrodes at the tip plane. The curves in a) represent $|\vec{F}_{DEP}|_{\text{max}}$ across the xz-plane for $-5 \mu m \leq y \leq 5 \mu m$ while in b) $|\vec{F}_{DEP}|_{\text{max}}$ across the yz-plane for $-5 \mu m \leq x \leq 5 \mu m$. In both cases, maximum values were reported for no recession and gradually decreased as carbon was deposited further from the tip. As $V_{pk}$ increased, $|\vec{F}_{DEP}|_{\text{max}}$ ascended as well. Small or even negligible differences were observed for the peak values between a) and b).

Finally, the last study performed with this finite element model was the effect of recessed carbon towards inside the nanopipette tip on the distribution of the dielectrophoretic force experienced by a hypothetical $2 \mu m$ latex bead along the $z = -1 \mu m$ axis. Although the extent of this recession could not be quantified by SEM imaging, its occurrence was visually verified. Actually, when performing FIB milling on nanopipette tips filled with carbon it was noticed that recession did not exceed $500 \text{ nm}$ of depth. Based on this, I
conducted a parametric study for two recession depths, one with 100 nm and another with 500 nm. The separation gap between the carbon nanoelectrodes at the nanotweezers tip was 55 nm and a range of electrical potentials was applied to their top boundaries, as in Section 4.4.1. Simulated results are provided in Figure 4.8 and Table 4.6.

Table 4.6 Simulated dielectrophoretic force magnitude across the xz- and yz-planes at z = -1 μm, for y = x = 0 μm, respectively, over a range of $V_{pk}$ and recession depths for a nanoelectrode gap distance of 55 nm.

<table>
<thead>
<tr>
<th>Depth (nm)</th>
<th>±100 mV</th>
<th>±200 mV</th>
<th>±400 mV</th>
<th>±600 mV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$</td>
<td>F_{DEP}</td>
<td>_{x,z}$ max (fN)</td>
<td>$</td>
</tr>
<tr>
<td>0</td>
<td>22</td>
<td>19</td>
<td>86</td>
<td>76</td>
</tr>
<tr>
<td>100</td>
<td>14</td>
<td>14</td>
<td>58</td>
<td>57</td>
</tr>
<tr>
<td>500</td>
<td>4</td>
<td>4</td>
<td>17</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>154</td>
<td>154</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The simulated dielectrophoretic force peak magnitude as a function of the carbon recession depth inside the nanopipette tip at z = -1 μm is illustrated in Figure 4.8 for a range of $V_{pk}$ and a 55 nm gap between the nanoelectrodes at the tip plane. The curves in Figure 4.8a represent $|F_{DEP}|_{x,z}^{max}$ across the xz-plane for -5 μm ≤ y ≤ 5 μm while in Figure 4.8b $|F_{DEP}|_{y,z}^{max}$ across the yz-plane for -5 μm ≤ x ≤ 5 μm. In both cases, maximum values were reported for no recession and gradually decreased as carbon was deposited further from the tip. As $V_{pk}$ increased, $|F_{DEP}|^{max}$ ascended proportionally. Small to negligible differences were observed for the peak values between the two cases. The descending trends in Figure 4.8, as carbon was deposited further inside the tip openings, had a two-fold explanation. On one hand, the distance across the z-axis between the edges of the nanoelectrodes and a trapped spherical particle increased linearly with recession. The glass walls at the tip would prevent any further attraction towards the carbon surfaces. On the other hand, when the carbon nanoelectrodes where co-planar the electric field gradient at their edges was stronger. When inside the nanopipette, the electric field lines were almost parallel to the glass wall with a direction towards outside the tip opening. This was one of the main reasons FIB milling of the tip was performed on recessed nanotweezers.
4.5 Simulation of the nanotweezers impedance

So far, glass domains separating and surrounding the two carbon domains inside the nanopipette have been excluded from the FEM model to simplify simulations. However, treating this electrical circuit as purely resistive while applying an AC signal is a scenario not expected to take place in an experiment. In fact, when a pair of electrodes is brought in close proximity, such as the nanotweezers, parasitic capacitance could arise between them, affecting the AC signal [112]. To assess this phenomenon, a revised FEM simulation was developed based on the one described in Chapter 4.2. The main differences were the addition of the previously removed glass domains and the use of a frequency dependent solver instead of a stationary. In this section, the nanotweezers impedance magnitude and phase were simulated for three cases. Firstly, for when left in air, secondly when immersed in water and finally when a 2 μm spherical particle (latex bead) was trapped at their tip while immersed in water.

4.5.1 Nanotweezers impedance in air

In the first case, the revised model was used to simulate the total impedance of the nanotweezers system when an AC signal was applied between the two nanoelectrodes and left in air, not immersed in any solution. The electric potential of this signal was \( V_{pk} \) = 0.6 V while the frequency ranged from 1 to \( 10^7 \) Hz. The model geometry, materials, boundary conditions and mesh were left unchanged from the previous version of the model, except the domain representing air which had a relative electric permittivity \( \varepsilon_r \) of 1 and electric conductivity \( \sigma \) of \( 10^{-14} \) S/m. Figure 4.9a shows a simplified circuit schematic of this nanotweezers configuration where the two carbon domains are described by two resistors \( R_C \) connected in series to a capacitor \( C_g \) which was the glass septum separating them.

For this RC circuit, the total impedance (magnitude and phase) was simulated for three carbon recession depths (0, 100 and 500 nm) as for the estimation of the dielectrophoretic force in Section 4.4.3. The colour plot in Figure 4.9b illustrates the electrical potential distribution close to the nanopipette tip, with red representing the maximum and blue the minimum value, at 100 kHz and 100 nm recession depth. The distribution is similar to the one shown in Figure 4.3, except the voltage drop in the glass septum reaching 0 V at the symmetry axis. The black lines starting from the top left electrode boundary, passing through the separation domain and ending at the top right
electrode boundary represent the x- and y-components of the current density ($j_x, j_y$). This is already an indication of current passing through the capacitor while there is no conductive connection between the two nanoelectrodes.

![Simplified circuit diagram](image1)

![2D view](image2)

**Figure 4.9** Nanotweezers impedance in air. **a)** Simplified circuit diagram where an AC signal ($V_{pk}, f_{app}$) is applied between a pair of carbon nanopipette electrodes when they are left in air. Carbon domains were considered purely resistive ($R_C$) while the glass separating and surrounding them capacitive ($C_g$). **b)** 2D view (xz-plane at $y = 0$ nm) of the electrical potential distribution near the nanopipette tip (100 nm recession depth). A voltage ($V_{pk}$) of +600 mV (red) and -600 mV (blue) was applied to the top boundary of the left and right semi-elliptical domain, respectively. The applied frequency was 100 kHz and black lines illustrate the current density ($\vec{j}$). Bode plots of the simulated impedance magnitude ($|Z|$) and **d)** phase ($\phi$) as a function of applied frequency for three different recession depths (0, 100 and 500 nm).

Evaluation of the nanotweezers impedance for each recession depth was performed on the carbon domains. Results always returned complex impedance ($Z = R + jX$), where $R$ is the resistance and $X$ the reactance, hence the impedance magnitude was calculated...
from $|Z| = \sqrt{R^2 + X^2}$ and the impedance phase from $\phi = \tan^{-1}(X/R)$. In Figure 4.9c, the impedance magnitude was equal to tens of MΩ at low frequencies (1 – 10 Hz) and gradually decreased at higher frequencies (> 10 Hz) without reaching a plateau in the selected range. Higher magnitudes were achieved when no recession was present, while small differences were noted between 100 and 500 nm recession depths. In contrast, based on Figure 4.9d, the trend of the impedance phase showed a decline up to 100 Hz at -1.50 rad and became flat for frequencies higher than 1 kHz. Since all phase values were negative, the circuit was capacitive with the current leading the voltage. Based on the three curves, carbon recession did not seem to affect the impedance phase.

### 4.5.2 Nanotweezers impedance when immersed in water

Although results from the previous section already showed the nanotweezers circuit being capacitive when in air, these conditions do not describe the ones during an experiment. As a result, the domain representing air was replaced with water in the model by using the material properties mentioned in Section 4.2, mimicking the nanotweezers being immersed in water. The remaining parameters were kept unchanged. As Figure 4.10a depicts, the nanotweezers circuit has an additional element, the resistance from water ($R_{\text{water}}$), connected in parallel to $C_g$. By comparing the electric potential distribution illustrated in Figure 4.10b with the one in 4.9b, the voltage seems to reach 0 V (green) much closer to the tip for the latter. The applied voltage was $V_{pk} = 0.6$ V, applied frequency 100 kHz and recession depth 100 nm. The black lines, representing current density, spread much further into the water domain rather than through the glass septum as in Figure 4.9b.

Evaluation of the nanotweezers impedance was performed in the same way as in Section 4.5.1, with results being in the form of $Z = R + jX$. The impedance magnitude when carbon was deposited up to the nanopipette tip aperture (0 nm) was constant at ~200 kΩ up to 100 Hz but decreased gradually for higher frequencies (Figure 4.10c). As the recession depth increased, the impedance magnitude followed a similar trend but became larger starting at ~600 kΩ for 100 nm depth and at ~1 MΩ for 500 nm depth. These findings suggest that the further inside carbon was formed, the larger was the voltage drop. Based on Figure 4.10d, the impedance phase was close to 0 rad up to 100 Hz, decreased considerably between 100 Hz and 10 kHz where it reached a plateau at approximately -1.5 rad up to 10 MHz. Small differences were observed between the three recession depths with 500 nm noting a drop at lower frequencies compared to 0 nm. The negative values of the impedance phase suggested that this circuit was also capacitive.
This conclusion justifies the statements made in Section 3.4.2 for currents not being stationary in the plateau region (sigmoid cyclic voltammograms, Figure 3.6) due to the presence of additional capacitive currents which affected the measured signal. Although the system modelled here is not identical to that for electrochemical characterisation of carbon nanoelectrodes, it contributes to a more comprehensive understanding on the losses within such a circuit. Here, it is worth also clarifying that during electrochemical

---

**Figure 4.10** Nanotweezers impedance in water. **a)** Simplified circuit diagram where an AC signal ($V_{pk}, f_{app}$) is applied between a pair of carbon nanopipette electrodes when they are immersed in water. Carbon and water domains were considered purely resistive ($R_C, R_{water}$) while the glass separating and surrounding them capacitive ($C_g$). **b)** 2D view (xz-plane at $y = 0$ nm) of the electrical potential distribution near the nanopipette tip (100 nm recession depth). A voltage ($V_{pk}$) of +600 mV (red) and -600 mV (blue) was applied to the top boundary of the left and right semi-elliptical domain, respectively. The applied frequency was 100 kHz and black lines illustrate the current density ($\vec{J}$). **c)** Bode plots of the simulated impedance magnitude ($|Z|$) and **d)** phase ($\phi$) as a function of applied frequency for three different recession depths (0, 100 and 500 nm).
characterisation measurements there was no electrical connection between the two carbon nanoelectrodes as in the model, because each nanoelectrode was characterised separately from the other.

4.5.3 Nanotweezers impedance when immersed in water with a trapped spherical bead at the tip

Taking the model in the previous section one step further, a 2 μm in diameter bead was designed with its top edge meeting the nanopipette tip aperture. This system mimicked a latex bead being trapped at the nanotweezers tip during a dielectrophoretic force probing measurement. To assess whether the presence of the trapped bead at the tip would affect the total impedance of the circuit, a relative electric permittivity $\varepsilon_r = 2.56$ and $\sigma = 6$ mS/m were allocated to the bead’s domain while the remaining model properties and parameters were left unchanged. The final form of the circuit schematic is presented in Figure 4.11a with an additional resistor ($R_{\text{bead}}$) being connected in parallel to $R_{\text{water}}$. By comparing again, the electric potential distribution illustrated in Figure 4.11b with the one in 4.10b, the voltage seems to reach 0 V (green) almost at the tip aperture for the latter. The applied voltage was $V_{pk} = 0.6$ V, applied frequency 100 kHz and recession depth 100 nm. The black lines, representing current density, spread into the water domain similar to the ones in Figure 4.10b.

Evaluation of the nanotweezers impedance was performed in the same way as in Sections 4.5.1 and 4.5.2, with results being in the form of $Z = R + jX$. The impedance magnitude when carbon was deposited up to the nanopipette tip aperture (0 nm) was constant at ~8 kΩ up to 1 kHz but decreased gradually for higher frequencies (Figure 4.11c). As the recession depth increased, the impedance magnitude followed a similar trend but became larger starting at ~400 kΩ for 100 nm depth and at ~1 MΩ for 500 nm depth. These findings agree with the ones in Section 4.5.2 that the further inside carbon was formed, the larger was the voltage drop but with the first two cases (0 and 100 nm) having lower impedance magnitudes. This could be attributed to the presence of the trapped bead at the nanotweezers tip. Based on Figure 4.11d, the impedance phase was close to 0 rad up to 100 Hz, decreased considerably between 100 Hz and 10 kHz where it reached a plateau at approximately -1.5 rad up to 10 MHz for the two recessed depths (100 and 500 nm). For the 0 nm depth, the curve jumped at ~0.5 rad for 100 kHz and started decreasing again towards -1.5 rad at higher frequencies. Small differences were observed between the 100 and 500 nm recession depths with 500 nm noting a drop at
lower frequencies compared to 100 nm. The negative values of the impedance phase suggested that the circuit remained capacitive.

Figure 4.11 Nanotweezers impedance in water with a 2 µm bead trapped at their tip. a) Simplified circuit diagram where an AC signal ($V_{pk}, f_{app}$) is applied between a pair of carbon nanopipette electrodes when they are immersed in water with a 2 µm bead trapped at their tip. Carbon, water and bead domains were considered purely resistive ($R_C, R_{water}, R_{bead}$) while the glass separating and surrounding them capacitive ($C_g$). b) 2D view (xz-plane at y = 0 nm) of the electrical potential distribution near the nanopipette tip (100 nm recession depth). A voltage ($V_{pk}$) of +600 mV (red) and -600 mV (blue) was applied to the top boundary of the left and right semi-elliptical domain, respectively. The applied frequency was 100 kHz and black lines illustrate the current density ($\mathbf{j}$). Dotted black line represents the boundary of the trapped bead. Bode plots of the simulated impedance c) magnitude ($|Z|$) and d) phase ($\phi$) as a function of applied frequency for three different recession depths (0, 100 and 500 nm).

Overall, the impedance magnitude decreased as more components were added in the nanotweezers circuit. The impedance phase had different trends between the case in air...
and the ones in water but always being within the same range (0 to 1.5 rad). The case of the nanotweezers being immersed in water with a trapped bead at their tip aperture was interesting at 100 kHz when no carbon recession was present, as the phase increased dramatically to -0.5 rad. This was the only value to deviate significantly from the general trend. Actually, these parameters could potentially be used in an experiment where the detection of an individual bead being trapped at the nanotweezers tip could be monitored by this shift in the impedance phase. Table 4.7 below summarises the impedance magnitude and phase for the three configurations discussed in Section 4.5 when $V_{pk} = 0.6$ V, $f_{app} = 100$ kHz and carbon recession was 100 nm inside the nanopipette.

**Table 4.7** Simulated total impedance magnitude ($|Z|$) and phase ($\phi$) in three different configurations (air, water, water and bead) for $V_{pk} = 0.6$ V, $f_{app} = 100$ kHz and 100 nm carbon recession.

| Conditions       | $|Z|$ (kΩ) | $\phi$ (rad) |
|------------------|-----------|--------------|
| air              | 3.65      | -1.57        |
| water            | 2.09      | -1.57        |
| water + bead     | 1.62      | -1.53        |
4.6 Conclusions

To summarise, in this chapter, I presented a new three-dimensional finite element model based on a simplified geometry for the nanotweezers configuration when immersed in water. This model can be used as tool to simulate the experimental conditions discussed in the next chapter and get a better understanding of the physical processes involved. The model geometry was based on a truncated cone consisting of two semi-elliptical channels filled with carbon, immersed in a cubical domain that represented H\textsubscript{2}O. The simulation was based on the “Electric currents” package of the “AC/DC Module” from COMSOL Multiphysics software. Based on this, the main initial boundary conditions applied to the geometry of the model were a positive and negative electrical potential at the top surface of the carbon nanoelectrodes. The geometry was meshed into smaller 3D elements where the software solved the stationary equations. Further details regarding the geometry of this model, initial boundary conditions and mesh are provided in Appendix C in the form of a COMSOL model report.

Furthermore, I simulated the electrical potential distribution across all 2D planes (xy, xz and yz) of the model geometry, as well as the electric field magnitude and visualised its lines distribution in three dimensions. Both variables were determined as a function of the distance from the nanotweezers tip and for a range of applied voltages. In the designed geometry, the nanotweezers tip was fixed 3 μm above the bottom surface of the aqueous solution. The reason for doing this was to replicate the trajectory of a potentially trapped 2 μm latex bead when experiencing a dielectrophoretic force by the nanotweezers. For $V_{pk} = \pm 600$ mV, the simulated electric field modulus was found $|\vec{E}|_{xz}^{\text{max}} = 7.7$ kV/m and $|\vec{E}|_{yz}^{\text{max}} = 7.5$ kV/m, demonstrating small differences between the xz- and yz-planes when crossing the symmetry axis ($x = y = 0$ nm). In both planes, $|\vec{E}|_{xz}^{\text{max}}$ decreased proportionally to the applied voltage $V_{pk}$ (±400 mV, ±200 mV, ±100 mV). For $-5 \mu m \leq y \leq 5 \mu m$, $\Delta y_{FWHM}$ was 600 nm larger than the full-width at half-maximum ($\Delta x_{FWHM}$) for $-5 \mu m \leq x \leq 5 \mu m$. This was a first indication that the trapping area would extend to greater lengths across the xz-plane compared to the yz-plane.

Based on the findings regarding the electric field distribution, I then estimated the dielectrophoretic force magnitude close to the nanotweezers tip by calculating the spatial derivative of the squared variable $|\vec{E}|$ across the z-axis. The magnitude of $\vec{F}_{DEP}$ was probed along 1D lines drawn on 2D planes (xz- and yz-planes) for a range of applied voltages and as a function of the distance from the nanotweezers tip. For $V_{pk} = \pm 600$ mV, $|\vec{F}_{DEP}|_{xz}^{\text{max}} = 773$ fN and $|\vec{F}_{DEP}|_{yz}^{\text{max}} = 711$ fN, demonstrating small differences
between the peak force magnitudes on the xz- and yz-planes when crossing the symmetry axis \((x = y = 0 \text{ nm})\). In both planes, \(\left| \vec{F}_{\text{DEP}} \right|_{\text{max}} \) decreased proportionally to the applied voltage \(V_{pk} \) (\(\pm 400 \text{ mV}, \pm 200 \text{ mV}, \pm 100 \text{ mV} \)), as expected from \(\left| \vec{F}_{\text{DEP}} \right|_{\text{max}} \sim V_{pk}^2 \).

As Barik et al. (2016) [69] suggested, the maximum thermal force on a 2 \(\mu\)m particle is estimated to be \(~2 \text{ fN \((T = 25 \degree C)\). Consequently, depending on } V_{pk} \text{, the dielectrophoretic force would overcome the one due to thermal energy a few } \mu \text{m away from the nanotweezers tip.}

I also investigated how the dielectrophoretic force distribution changed at a \(\pm 45\degree\) angle between the xz- and yz-planes, for \(z = -1 \mu\)m. The initial position of a potentially trapped latex bead could be located at any angle on a 2D plane from the centre of the nanotweezers tip surface. In contrast to what was found before, the peak force value decreased by approximately 13\% at an angle of \(\pm 45\degree\). Moreover, for both cases, the trapping area became slightly narrower with the full-width at half-maximum shifting from 1.5 \(\mu\)m to \(~1.2 \mu\)m. This observation was directly related to the non-uniformity of the electric field lines around the nanotweezers tip. In conclusion, the initial position of a spherical particle located on the same plane (xy-plane) with the tip affected the dielectrophoretic force magnitude. The particle’s trajectory towards the nanotweezers tip would also be impacted leading to different force-distance curves.

Moreover, the effect of the widths separating the two carbon nanoelectrodes at \(z = -1 \mu\)m away from the nanotweezers tip was studied. It was found that an increase in the gap separating the nanoelectrodes influenced significantly the dielectrophoretic force peak distribution. In both cases, maximum values were reported at the nanotweezers tip centre \((x = y = 0 \mu\)m\) gradually decreasing away from the tip, agreeing with the previous results. As the separation gaps became larger, \(\left| \vec{F}_{\text{DEP}} \right| \) increased dramatically. For a gap of 275 nm, \(\left| \vec{F}_{\text{DEP}} \right| \) increased by approximately 80 times from the value at 55 nm, while for a gap of 550 nm this increase was \(~350 \text{ times larger. However, proportional increase in the remaining dimensions of the nanotweezers tip were expected based on SEM imaging. Finally, the effect of carbon recession, further inside the nanopipette tip, on the dielectrophoretic force magnitude was assessed for a set of recession depths and applied voltages. Maximum values were reported for no recession and gradually decreased as carbon was deposited further from the tip. This was one of the main reasons FIB milling of the tip was performed on recessed nanotweezers. As } V_{pk} \text{ increased, } \left| \vec{F}_{\text{DEP}} \right|_{\text{max}} \text{ ascended proportionally.}

Finally, a revised FEM simulation was developed based on the one described in Chapter 4.2 to assess the effect of potential parasitic capacitance between a pair of carbon nanopipette-based electrodes on the AC signal. Previously, glass domains separating
and surrounding the two carbon domains inside the nanopipette had been excluded from the FEM model to simplify simulations. However, treating this electrical circuit as purely resistive while applying an AC signal is a scenario not expected to take place in an experiment. In fact, when a pair of electrodes is brought in close proximity, such as the nanotweezers, parasitic capacitance could arise between them, affecting the AC signal [112]. Based on that, the main differences between the two versions of the model were the addition of the previously removed glass domains and the use of a frequency dependent solver instead of a stationary. The nanotweezers impedance magnitude and phase were simulated for three cases. Firstly, for when left in air, secondly when immersed in water and finally when a 2 μm spherical particle (latex bead) was trapped at their tip while immersed in water. All simulations were carried for three recession depths (0, 100 and 500 nm) as in Section 4.4.3. The impedance magnitude decreased as more components were added in the circuit while the phase had different trends between the case in air and the ones in water but always being within the same range (0 to -1.5 rad). The case of the nanotweezers being immersed in water with a trapped bead at their tip aperture was interesting at 100 kHz when no carbon recession was present, as the phase increased dramatically to -0.5 rad. This was the only value to deviate significantly from the general trend. Overall, the negative impedance phase values verified the circuit being capacitive and justified previous statements of capacitive currents in Chapter 3.

In general, the work presented in this chapter could be considered a valuable tool in understanding the physical phenomena involved in dielectrophoretic trapping of individual entities with the nanotweezers. In the next chapter, experimental measurements on single-entity trapping and force probing with the dielectrophoretic nanotweezers are presented and discussed. Direct comparisons to the values for the dielectrophoretic force magnitude obtained in this chapter are made to assess both the accuracy of the simulation and experimental results.
Chapter 5
Probing femtonewton forces with dielectrophoretic nanotweezers

5.1 Introduction

So far, I have discussed the fabrication and characterisation of the nanotweezers (Chapter 3), as well as the simulation of non-uniform electric field generated upon the application of an AC signal between the two carbon nanoelectrodes at the tip region (Chapter 4). The next steps were to use these nanotweezers to trap dielectrophoretically individual polystyrene latex beads in water and probe the forces acting on them across the two-dimensional plane as a function of distance from the nanoelectrodes' tip surface. Before this could be addressed, however, it was necessary to first study the motion and characteristics of beads when immersed in H₂O without any external forces applied. Electrophoretic light scattering measurements were performed to determine their zeta potential, while single particle tracking was applied to measure their diffusion coefficient at equilibrium state. From this value, changes in the bulk viscosity of the solution due to the occurrence of hydrodynamic interactions between a bead and the glass slide were studied.

Following this, the average distance between a bead and the glass surface was estimated to understand where the nanotweezers tip should be positioned for the force probing experiments to assume exclusive 2D motion. To characterise the polarisability of the beads-H₂O suspension when AC fields were generated at the nanotweezers tip, the real part of the Clausius-Mossotti factor was determined as a function of the applied frequency. This predicted at what frequency ranges pDEP and nDEP would take place. Then, a new technique was developed to measure the dielectrophoretic force experienced by individual beads under trapping conditions through single particle tracking. The spatial coordinates were extracted from the trajectory of each bead over time. From these, their velocity was calculated as a function of time. Since the dielectrophoretic force was equal to the Stokes drag force at every time point, the force magnitude was defined by this velocity profile. The effect of the applied voltage and frequency between the nanotweezers on the dielectrophoretic force was investigated by
applying a range of sub-volt voltages and kilohertz to megahertz frequencies. Comparisons to the simulated values obtained in Chapter 4 provided further information about the geometry of the nanotweezers used in the experimental measurements.

The key questions addressed in this chapter are:

1. How could the electrical conductivity of a carboxylate-modified polystyrene latex bead immersed in water be measured?

   In Section 5.2, electrophoretic light scattering measurements were performed to determine the zeta potential of carboxylate-modified polystyrene beads in water. A slightly more conductive electrolyte solution was chosen to acquire meaningful measurements for this value. Nevertheless, the obtained zeta potential was then used to estimate the electrical conductivity of the particle which could then be utilised in determining the polarisability of this suspension under the application of an AC signal.

2. How accurately could the diffusion coefficient of an individual bead immersed in H$_2$O be measured by single particle tracking?

   In Section 5.3, the two-dimensional trajectory of individual freely diffusing beads in H$_2$O on top of a glass slide was recorded on an inverted fluorescence microscope by using single particle tracking. The x- and y-coordinates were used to calculate their time averaged mean squared displacement as a function of lag time for all available displacements. By applying linear fitting between these two variables, the optimum number of fitting points and trajectory length were statistically evaluated. Based on that, the mean diffusion coefficient of individual beads was measured from a trajectory including 1000 data points.

3. How could the effective dynamic viscosity of water surrounding an individual bead be assessed when diffusing close to a glass surface?

   In Section 5.4, the analysis for the diffusion coefficient of latex beads in H$_2$O solution was used to assess whether their diffusion was hindered due to hydrodynamic interactions with the top surface of the cover glass, where most beads were found at equilibrium. From this, a correction factor for the bulk viscosity of the solution was calculated and applied to measure the effective viscosity of H$_2$O surrounding individual beads when diffusing close to a glass surface. Data sets were collected over 6 consecutive days after applying the same experimental conditions. The effect of temperature in the beads’
diffusion coefficients was also studied by recording their trajectories while in Brownian motion both at the start of sample illumination and 30 minutes afterwards.

4. How could the average distance between the diffusing bead and the top surface of a cover glass be estimated?

In Section 5.5, the measured effective viscosity of H$_2$O was used to assess the distance between the bottom surface of an individual bead and the top surface of the glass slide. This distance was estimated by applying Faxen’s and Brenner’s approximations, for particle motion only parallel to the glass wall top surface.

5. How could the polarisability of the beads-H$_2$O suspension be assessed under the application of an AC signal?

In Section 5.6, the polarisability of the beads-H$_2$O suspension under the application of an AC signal was analytically obtained. By using the electrical conductivity of latex beads, which was measured in Section 5.2, and the aqueous solution together with their known relative electrical permittivities, the real part of the Clausius-Mossotti factor was analytically measured as a function to the applied frequency. This could predict the frequency ranges at which positive and negative dielectrophoresis would occur.

6. How could the magnitude of the dielectrophoretic force experienced by individual beads close to the nanotweezers tip be determined?

In Section 5.7, I explain the developed technique to measure dielectrophoretic forces experienced by individual latex beads under trapping conditions based on single particle tracking. After integrating the nanotweezers on the inverted fluorescent microscope and placing their tip 1 μm above the 2D plane where most beads diffused, AC signals of sub-volt voltages and tens of kHz frequencies were applied to achieve pDEP. From the individual trajectories of trapped beads, their spatial coordinates were extracted for a range of time frames. By taking their time derivative, their velocity was defined as a function of the distance from the nanotweezers tip. Since, the dielectrophoretic force was equal to the Stokes drag force at every time point, their velocity was used to measure the magnitude of the dielectrophoretic force. A data smoothing algorithm was developed to filter noise created from the time derivatives.
7. How could the electrical potential and frequency of an AC signal affect the dielectrophoretic force magnitude exerted by the nanotweezers?

Finally, in Section 5.8, the effect on the dielectrophoretic force magnitude by the electrical potential and frequency of the applied AC signal between the nanotweezers were investigated. A range of voltages (100 mV, 200 mV, 400 mV and 600 mV) and frequencies (10 kHz, 100 kHz, 250 kHz, 500 kHz, 750 kHz, 1 MHz and 20 MHz) were applied to assess changes in the dielectrophoretic force. This frequency range was selected to verify whether pDEP and nDEP occurred at low and high values, respectively. Comparisons to simulated results from Section 4.4 were performed, to conclude whether the average nanotweezers used throughout these experiments had recessed carbon electrode surface inside the tip opening and whether the separation distance between the two carbon nanoelectrodes was close to 55 nm.
5.2 Measuring the electrical conductivity $\sigma_p$ of carboxylate-modified polystyrene latex beads in aqueous solution

In general, when a surface carrying a net charge is immersed in an aqueous solution, an electrostatic potential $\phi_0$ is generated at the interface between solid and liquid. This leads to attracting counterions (ions of opposite charge to surface) from the solution and repelling co-ions (ions of equal charge to surface) [95]. As a result, a larger number of counterions and a smaller number of co-ions compared to the bulk occupies the region close to this interface which is known as the diffuse region of the electrical double layer (EDL). Eventually, this additional surface charge brought into solution is balanced by the presence of counterions, and on a global scale (bulk), the system is electroneutral. The Poisson – Boltzmann equation for a point charge in a uniform solution below describes the distribution of the electric potential away from this interface (along the $z$ axis), considering surface charge screening by counterions:

$$\nabla^2 \phi(z) = -\frac{q}{\varepsilon_0 \varepsilon_m} \sum_i n_{0,i} z_i e^{-\phi(z) z_i (k_B T)}$$  \hspace{1cm} (5.1),

where $q$ is the elementary charge (C), $\varepsilon_0$ the vacuum permittivity (F/m), $\varepsilon_m$ the relative electrical permittivity of the medium, $n_{0,i}$ the number density of ions in bulk ($m^{-3}$), $z_i$ the ion valence, $k_B$ Boltzmann’s constant (J/K) and $T$ the solution temperature (K). Although there is no analytical solution for this equation for a spherical particle (i.e., ion, bead), Debye and Hückel provided an approximate solution for the case of low surface potentials [91], [95]. This is known as the thick double layer limit, and the electric potential distribution is described by:

$$\phi(z) = \phi_0 \ast e^{-\kappa z}$$  \hspace{1cm} (5.2).

The potential function (Equation 5.2) shows an exponential decay across the diffuse layer until a particular length, the Debye length ($\kappa^{-1}$ or $\lambda_D$), where electrostatic interactions of charged spherical particles in solution become weak because of ionic screening. For a symmetric electrolyte, where $z = z_+ = z_-$, the Debye length is defined as:

$$\kappa^{-1} = \lambda_D = \frac{\varepsilon_0 \varepsilon_m k_B T}{2 z^2 q^2 n_0} = \frac{\varepsilon_0 \varepsilon_m R T}{2 c_b F^2}$$  \hspace{1cm} (5.3),
where \( c_b \) is the bulk solution concentration (mol/m\(^3\)), \( F \) the Faraday constant (C/mol), \( R \) the gas constant (J/[K*mol]) and \( T \) the solution temperature (K).

Firstly, it is worth clarifying that between the charged surface and diffuse region there is an additional layer of counterions which are tightly bound on the surface, the so-called Stern layer. In this layer, which is one or two hydrated ions thick (ions surrounded by water molecules due to electrostatic interaction), \( \phi_0 \) drops linearly from the charged surface to the \( \zeta \) (zeta potential) at the interface between the Stern and diffuse layers. This interface is most commonly defined as the slip plane and represents the boundary between stationary (ions within Stern layer) and moving (ions in diffuse region) fluid. Then, as mentioned above, \( \phi \) drops exponentially for a length equal to \( \kappa^{-1} \). Secondly, although further refinements of the EDL model exist in literature [91], [95] they will not be covered here, as they fall outside the scope of the work presented in this chapter. Thirdly, an analytical solution for Equation 5.1 was derived by Gouy and Chapman in 1913 [95] for the case of planar surfaces which is equivalent to the thin double layer limit for spherical particles. However, for low surface potential values (\( \phi_0 < 50 \text{ mV} \)) this solution is equal to the Debye – Hückel approximation, hence the Gouy – Chapman theory is also not included in this chapter.

For the dielectrophoretic trapping system, the charged surfaces immersed in water, which are described extensively in Section 5.10, can be classified into planar and spherical. The surface of the carbon nanoelectrodes, nanopipette quartz glass wall surrounding them, borosilicate microscope cover glass, PDMS ring that keeps the aqueous solution in place and latex beads are all considered planar. The reason for assuming beads being planar and not spherical, was because their diameter (2 \( \mu \text{m} \)) is orders of magnitude larger than a typical Debye length in \( \text{H}_2\text{O} \). The negatively charged surface of the beads prevents aggregation thanks to electrostatic repulsion. Measuring the value of the beads’ surface charge density is important for determining their electrical surface conductivity, as well as the bulk polarisability (Clausius-Mossotti factor, Section 5.6), when immersed in water. For low surface charge densities, as expected in this case, the potential at the slip plane (\( \zeta \)) can be quantified experimentally. Note that such measurements were applied only for latex beads, as the remaining surfaces did not comply with the specifications of the available equipment. To define the zeta potential of such surfaces, an electrokinetic analyser (i.e., SurPASS, Anton Paar) would be needed but access to this type of instrument was not possible. Nevertheless, determining their surface charge would not contribute significantly to understanding the system since all experiments were conducted in \( \text{H}_2\text{O} \) and not in salt solutions.

As explained in Section 5.10.2, the zeta potential of the latex beads was measured by electrophoretic light scattering (ELS) in 1 mL solution composed of 975 \( \mu \text{L} \) water (beads
stock solution diluted $10^4$ times in Milli-Q H$_2$O) and 25 μL 10x PBS. Once the sample was pipetted in the capillary cell, a DC voltage was applied between two gold (Au) electrodes which set the beads in motion under the influence of a generated electric field. Although all experiments, described further in this chapter, were undertaken in water, a small volume of PBS was added exclusively for the zeta potential measurements to improve the acquired signal intensity. The minimum volume of 10x PBS required for valid measurement of the beads’ $\zeta$ value was 25 μL.

Figure 5.1 illustrates the recorded intensity signal over measured zeta potential of the particles for three repetitions, while Table 5.2 lists the mean values of $\zeta$ and their standard deviations ($\delta\zeta$). The mean and standard error of the mean from these measurements were found equal to $\bar{\zeta} \pm \sigma_{\zeta} = -2.4 \pm 0.5$ mV. For similar systems, no zeta potential values were found in literature so comparisons with reference values were performed for $\sigma_p$ further below. Although its average relative error is significantly high ($\delta\bar{\zeta}/\bar{\zeta} = 2$) which minimises the precision of the acquisition, the measurement accuracy falls to $\sim 21\%$. Eventually, $\sigma_p$ will be used to estimate the Clausius-Mossotti factor and define the crossover frequency between positive and negative dielectrophoresis. As discussed in Section 5.6, this deviation from the mean value $\bar{\zeta}$ has a negligible effect when determining the crossover frequency.

Table 5.1 Measured mean zeta potential values and standard deviations ($\zeta \pm \delta\zeta$) of 2 μm carboxylate-modified polystyrene latex beads in 1 mL of aqueous solution (975 μL of x10$^4$ diluted beads stock solution in Milli-Q H$_2$O mixed with 25 μL of 10x PBS), acquired by ELS. The sample was run 3 times (coloured curves) with 92 recordings per run at 25 °C and $\zeta \pm \delta\zeta$ values represented the peak and half-width at half-maximum, respectively, for each curve in Figure 5.1.

<table>
<thead>
<tr>
<th>Repetition</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\zeta$ (mV)</td>
<td>-2.58</td>
<td>-3.31</td>
<td>-1.25</td>
</tr>
<tr>
<td>$\delta\zeta$ (mV)</td>
<td>4.46</td>
<td>4.82</td>
<td>5.04</td>
</tr>
</tbody>
</table>
A spherical particle’s conductivity in solution \( (\sigma_p) \) can be described by the sum of its Stern layer conductance \( (K_S) \) and the bulk conductivity of its core \( (\sigma_{p,\text{bulk}}) \) [157]:

\[
\sigma_p = \sigma_{p,\text{bulk}} + \frac{2K_S}{r_p} \tag{5.4},
\]

where \( r_p \) is the radius of the sphere. For latex beads, it can be assumed that \( \sigma_{p,\text{bulk}} \approx 0 \) [157], [158] which means that their total conductivity mainly depends on \( K_S \). Since the electrical double layer is composed of the Stern and diffuse layers, the Stern layer conductance can also be divided in the same way. If we assume that \( K_{S,i} \) and \( K_{S,d} \) are the inner Stern and diffuse layer conductance, respectively, then:

\[
K_S = K_{S,i} + K_{S,d} \tag{5.5}.
\]

Overall, the surface conductance can be defined by multiplying the charge density \( \rho_q \) within the region of interest and the counterion mobility \( \mu \) [159], [160]. For the inner Stern layer, when \( r_p \gg \kappa^{-1} \), \( K_{S,i} \) is equal to:

\[
K_{S,i} = \rho_{q,i} \mu_t = -\varepsilon_0 \varepsilon_m \zeta \mu_t \left( \frac{1 + \kappa r_p}{r_p} \right) \tag{5.6},
\]
where $\kappa$ is the inverse Debye length, $\rho_{q,d}$ the charge density and $\mu_i$ the counterion mobility within the inner Stern layer. In the diffuse layer, under the presence of an electric field, ions interact with the field and move at higher velocities along the charged surface leading to a volume of fluid flowing beyond the slip plane [157]. This phenomenon is called electroosmosis and it takes place in addition to movement of charges due to conduction. Based on that, for a symmetrical electrolyte, the surface conductance $K_{S,d}$ is described by [157]:

$$K_{S,d} = \rho_{q,d}\mu_d = \left(\frac{4F^2c_bDz^2}{RT\kappa}\right) \left(1 + \frac{3m}{z^2}\right) \left(\cosh\left(\frac{zq\zeta}{2k_BT}\right) - 1\right)$$  \hspace{1cm} (5.7),

where $D$ is the diffusion coefficient of the counterion and $m$ is a dimensionless parameter which characterises the contribution of electroosmotic ion flux to the surface conductance, as follows:

$$m = \left(\frac{RT}{F}\right)^2 \frac{2e_0\epsilon_m}{3\eta_0D}$$  \hspace{1cm} (5.8),

where $\eta_0$ is the dynamic viscosity of the suspending bulk medium. The diffusion coefficient for the inner and diffuse Stern layers are assumed equal to the bulk when simple ions are involved (i.e., Na$^+$, Cl$^-$) [157], [159], but the diffusion coefficient of the ions in the inner layer is expected smaller than this.

So, the first step in measuring the electrical conductivity of 2 $\mu$m carboxylate-modified polystyrene beads was to calculate the Debye length when they were immersed in the sample solution mentioned earlier (97.5% H$_2$O + 2.5% 10x PBS) that was used for the zeta potential measurements. In the 10x PBS (pH 7.4), the dominant electrolyte is NaCl with an initial ionic strength equal to 1.37 M but since it was diluted further in 975 $\mu$L H$_2$O, its final bulk concentration drops to approximately 34 mM. By assuming $c_b \approx 34$ mM at 25 °C, the electrical double layer length was $\kappa^{-1} \approx 1.7$ nm and since this value is significantly smaller compared to the radius of the beads ($r_p = 1$ $\mu$m), the surface conductance for the inner Stern and diffuse layers were evaluated from Equations 5.6 and 5.7, respectively.

As $\zeta = -2.4 \pm 0.5$ mV indicates, in this system, latex beads are expected to carry a low negative charge due to their surface modification and attract positively charged ions, Na$^+$. Based on values found in published literature [152], the diffusion coefficient and mobility of Na$^+$ ions at infinite dilution is $D_{Na^+} = 1.334 \times 10^{-9}$ m$^2$/s and $\mu_{Na^+} = D_{Na^+}F/RT = 5.2 \times 10^{-8}$ m$^2$/V*s, respectively. In addition, NaCl is a symmetric electrolyte with a valence of $z = 1$ and at 34 mM concentration $\eta_0 = 0.99$ mPa*s. Inputting all these parameters in Equations 5.6, 5.7 and 5.8, I obtained $K_{S,i} = (5 \pm 1) \times 10^{-11}$ S and $K_{S,d} = \ldots$
(3.07 ± 0.02) x 10^9 S with m = 0.23. Following Equation 5.5, the total surface conductance is equal to the sum of $K_{S,i}$ and $K_{S,d}$, with $K_S = 3.12 ± 0.03$ nS.

Finally, from Equation 5.4 and the fact that the bulk conductivity of latex particles can be ignored ($\sigma_{p,\text{bulk}} = 0$ [157]), the conductivity of 2 μm latex beads ($\sigma_p$) is estimated at 6.24 ± 0.05 mS/m. Typical conductivities for micron-sized latex beads in distilled (DI) water are in the order of ~1 mS/m [158] and 6.3 mS/m in 1 mM KCl [161]. The calculated value for $\sigma_p$ is in good agreement (0.95% difference) with the one for 1 mM KCl which could be due to the addition of 25 μL 10x PBS in the solution. Although $\sigma_p$ is in the same order of magnitude with the value for water, there was no agreement between them. Nevertheless, the measured conductivity $\sigma_p$ will be revisited in Section 5.6 where the dielectric properties, and in particular the Clausius – Mossotti factor ($f_{CM}$), of these latex beads will be investigated when immersed in H₂O under the application of an alternating current (AC) electric field.
5.3 Measuring the diffusion coefficient of individual beads by single particle tracking

When inside static water (Section 5.10.1) and on top of a microscope glass surface (Sections 5.10.4 and 5.10.5), latex beads experience different types of forces [95]. Along the vertical z-axis, gravity \( \vec{F}_g = \frac{4}{3} \pi r_p^3 g \rho_p \) is acting against buoyancy \( \vec{F}_B = \frac{4}{3} \pi r_p^3 g \rho_m \).

Since the beads’ density \( \rho_p = 1055 \text{ kg/m}^3 \) [152] is larger than water’s \( \rho_m = 1000 \text{ kg/m}^3 \) [152], they begin to sediment towards the top surface of the cover glass, as illustrated in Figure 5.2a. At \( t = 0 \text{ s} \) and for \( T = 25 \degree C \), the total force acting on a latex bead is \( \vec{F}_T = \vec{F}_g + \vec{F}_B = -2.25 \text{ f/N} \). During its downward motion with a velocity \( \vec{v} \) to the bottom of this well, the particle experiences the Stokes’ drag force which acts at the opposite direction and is described for small Reynolds’ number \( \left( Re = \frac{\text{inertial forces}}{\text{viscous forces}} \ll 1 \right) \) as follows [162]:

\[
\vec{F}_{\text{drag}} = 6\pi \eta_0 r_p \gamma \vec{v}
\]  

(5.9),

where \( \gamma \) is a correction factor for the measured dynamic bulk viscosity \( \eta_0 \). For unhindered diffusion \( \gamma = 1 \), while for hindered \( \gamma > 1 \). Further analysis on this parameter is included in the following section (Section 5.4). The factor 6 is a constant that represents no-slip boundary conditions at the surface of the bead. In the case of slip boundaries, which it is assumed do not apply here, the value is replaced by 4 [162].

For large distances from the charged glass surface \( (s_i) \), the particle in fluid experiences a resistance to its motion which is related to the bulk viscosity of the solution (Figure 5.2a). As it approaches the charged substrate however, pressure gradually builds between the particle and glass surface which results in a change in the local viscosity [162]. In this case, the correction factor in Equation 5.9 becomes greater than 1 and its product with \( \eta_0 \) provides the effective viscosity of the region \( (\eta_{eff}) \). This increased viscosity increases the Stokes’ drag force, acting against further sedimentation of the particle. At the same time, since both the glass substrate and bead surfaces are negatively charged, electrostatic repulsion \( (\vec{F}_e) \) takes place between them [162]. Consequently, this electrostatic force is also acting against the bead’s hindered sedimentation (Figure 5.2b). Once it is at a distance \( s_f \) from the glass surface, the sum of the opposing forces becomes zero and the particle reaches the equilibrium state where does not accelerate further. Due to thermal fluctuations in the region, the particle undergoes Brownian motion, diffusing along the three-dimensional plane (xyz) [162].
This irregular motion of suspended particles in a liquid due to thermal energy (molecular kinetic theory) is described by their diffusion constant, as follows:

\[ D = \mu_p k_B T \]  

(5.10),

where \( \mu_p \) is the mobility of the particle in solution and is described as:

\[ \mu_p = \frac{\vec{v}}{F_{\text{drag}}} \]  

(5.11),

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure.png}
\caption{Schematic 2D (xz plane) illustrations of the forces acting on a spherical latex bead \((\varepsilon_p, \rho_p)\) when inside solution \((\varepsilon_m, \rho_m)\). \textbf{a)} At \( t_i = 0 \) and \( s_i \), where the viscosity of the solution is \( \eta_0 \), \( \tilde{F}_g \) is acting against \( F_B \). Since \( \rho_p > \rho_m \), the bead moves towards the glass slide with a velocity \( \vec{v}_i \), which gives rise to \( \tilde{F}_{\text{drag}} \) that has the same direction with \( \vec{F}_B \). \textbf{b)} After approximately 10 mins \((t_f)\), as the bead approaches the glass surface, the viscosity of the solution becomes \( \eta_{\text{eff}} \). At a distance \( s_f \) electrostatic repulsion between the surface of the particle and the glass \((\tilde{F}_e)\) acts against gravity bringing the latex bead to its equilibrium state \((\vec{v}_f \ll \vec{v}_i)\). At this point, the particle undergoes Brownian motion due to local thermal fluctuations, diffusing in the 3D plane \((xyz)\).} 
\end{figure}
The combination of Equations 5.9 and 5.11 in 5.10 is known as the Stokes-Einstein equation [162]:

\[
D = \frac{k_B T}{6\pi r_p \eta_0 \gamma}
\]  

(5.12).

According to Michalet [163], a statistically accurate value for the diffusion coefficient of a single freely diffusing particle can be obtained by linearly fitting its mean squared displacement (MSD) curve as a function of time with an optimum number of data points. Based on Einstein’s density equation [164], the 2D coordinates \( \vec{r}(t) = [x(t), y(t)] \) of a bead undergoing free diffusion can be described as a Gaussian probability:

\[
\rho(\vec{r}, t) = \rho_0 e^{-\frac{\vec{r}^2}{4Dt}}
\]  

(5.13).

After a delay \( \tau \), the two-dimensional mean squared displacement of the particle is [80]:

\[
\rho(\tau) = 4D\tau
\]  

(5.14).

This equation is valid when the available diffusion space \( L \) is large enough so that the measurement time interval is shorter than \( \frac{L^2}{4D} \) [80]. In another work, Ernst and Köhler [165] demonstrated how the diffusion coefficient of an individual particle can be measured accurately by two-dimensional single particle tracking. After recording a very long trajectory with more than \( 1.5 \times 10^5 \) time points, they divided it into shorter segments and treated them as individual trajectories. Then, for each segment, they calculated the slope of the mean squared displacement over lag time and by statistically comparing the values between all segmented trajectories, they defined the optimum number of fitting points needed. Their findings proved that this optimum number does not depend on the length of the segments.

In this section, following this technique, I will measure the diffusion coefficient of individual beads, suspended in \( \text{H}_2\text{O} \) on top of a microscope glass cover, from their recorded trajectories. Each trajectory consisted of 1000 data points and was obtained as described in Section 5.10.8. It is worth clarifying that the results shown below represent the trajectory of one latex bead, which was used as an example out of a larger number of recorded trajectories (120 in total) for individual beads. In addition, all data presented below were analysed with a single Python script (https://github.com/dsoulias/depNanotweezers).
The entire two-dimensional trajectory \((N_T)\) of the 2 \(\mu\)m carboxylate-modified polystyrene latex bead diffusing in H\(_2\)O on top of a cover glass that will be analysed in this section is shown in Figure 5.3a. The start of the recorded acquisition that lasted 13.4 s \((N_T = N_{seg} = 1000\) data points\) is displayed in darker colours (purple) while the end is in lighter ones (yellow). The first step towards calculating the bead’s diffusion coefficient from its 2D orbit was to divide its trajectory \((N_T)\) into \(N_{seg}/N_T\) shorter trajectories which had 25, 50, 100, 200, 250, 333 and 500 data points, respectively. For the case of \(N_{seg} = 333\), the last data point from \(N_T\) was excluded when splitting it into 3 shorter trajectories. For every trajectory, segmented or not, the mean squared displacement (MSD) was calculated for all available displacements \(n\) (from 1 to \(N_{seg}\)) at a given duration \((\tau = n \Delta t)\) by inputting the radial \((x, y)\) and temporal \((t)\) coordinates of the bead into an alternative form of Equation 5.13 as follows:
\[
\bar{\rho}_n = \frac{1}{(N - n)} \sum_{i=1}^{N-n} (\bar{\tau}_{i+n} - \bar{\tau}_i)^2
\]  \hspace{1cm} (5.15).

Figure 5.3b shows this value as a function of lag time (\( \tau \)) for \( N_{seg} = 333, 500 \) and \( N_T = 1000 \). Based on Equation 5.14, since the system is two-dimensional and the bead is undergoing normal diffusion (Brownian motion), its diffusion coefficient can be obtained by the slope of these curves (\( D = 4D^* \)). When \( N_{seg} < N_T \), even for the ones not shown in Figure 5.3b, unweighted linear fitting was applied to each curve for calculating the slope to the first \( n \) data points. Consequently, the slope \( (D^*) \) was determined as a function of \( n \) with \( N_{seg} \) values obtained from each curve. As an example, Figure 5.4a presents the linear fitting for the first \( n = 6 \) points from one of the orange MSD – \( \tau \) curves \( (N_{seg} = 333) \) in Figure 5.3b.

**Figure 5.4** a) MSD curve as a function of lag time (\( \tau \)) for one of the three segmented trajectories with \( N_{seg} = 333 \) where only the first 6 points (black data points) were considered for the applied unweighted linear fitting (red dashed line) to obtain the slope \( D^* \). b) Probability density function (PDF) of the slopes \( (D^*) \) obtained from the three segmented trajectories for \( n = 6 \) and \( N_{seg} = 333 \). From this distribution, the mean value and standard deviation of the slopes were extracted with \( \bar{D}^* \pm s_{D^*} = 0.62 \pm 0.03 \mu m^2/s \). Note that \( \bar{D}^* \pm s_{D^*} \) were calculated from the slopes of \( N_{seg}/N_T \) segmented trajectories for each \( N_{seg} \) by fitting the first \( n \) points.

To statistically assess \( D^* \), at first, probability density functions (PDF) were utilised to find the mean and standard deviation of the slopes of \( N_{seg}/N_T \) segmented trajectories per \( N_{seg} \) and \( n \). Figure 5.4b illustrates the PDF of \( D^* \) for fitting the first 6 data points of 3 trajectories with \( N_{seg} = 333 \), where \( \bar{D}^* \pm s_{D^*} = 0.62 \pm 0.03 \mu m^2/s \). Once, this process
was repeated for all remaining segments, the relative error of each slope was calculated by dividing its standard deviation over mean value \(\left(\frac{s_{D^*}}{\bar{D}^*}\right)\). The optimum number of fitting points could then be determined by identifying the minimum relative error when plotting it as a function of \(n\) for all \(N_{seg}\).

As shown in Figure 5.5, the logarithmic trend of this curve varies between the length of segmented trajectories. For \(N_{seg}/N_T = 2, 3, 4, 5\) and 10, the relative error first increases for a few points, then decreases within a small range and finally increases as \(n\) becomes larger. Without considering the first point \((n = 1)\) as minimum, the optimum number of fitting points for the accuracy of the slope is 6 and was obtained for the case of \(N_{seg} = 333\). Although the relative error that was achieved for \(D^*\) depends on the segmented trajectories length (~5% for \(N_{seg} = 333\), ~10% for \(N_{seg} = 200\) and ~11% for \(N_{seg} = 100\)), it is worth highlighting that the optimum number of fitting points does not, which agrees with Ernst’s and Köhler’s findings [165]. For most cases, the minimum relative error was acquired very close to the value \(n = 6\), even for the shorter trajectories \((N_{seg}/N_T = 20, \) brown markers).

**Figure 5.5** Relative error of the slope \(\left(\frac{s_{D^*}}{\bar{D}^*}\right)\) obtained from unweighted linear fitting to the MSD – \(\tau\) curve as a function of the number of fitting points \((n)\) for \(N_{seg}/N_T = 2\) (cyan), 3 (orange), 4 (green), 5 (red), 10 (pink), 20 (brown) and 40 (pink markers). The black arrow points to the minimum relative error (~ 5%) at \(n = 6\) which is defined as the optimum number of fitting points for the accuracy of the slope. Note that both axes are plotted in logarithmic scale to enhance data visualisation.
Next, I focused on investigating how the length of the segmented trajectories affected the value of the experimentally determined diffusion coefficient ($D = D^*/4$) of the bead. By keeping the slope values ($D^*$) that were previously obtained only for $n = 6$ from all $N_{seg}/N_T$, I plotted the resulting distributions of $D$ in Figure 5.6a. These curves represent probability density functions when measuring a range of values for the diffusion coefficient for a specific length of the segmented trajectory. For lower $N_{seg}$, the distributions spread over a wide range of values $D$ and diverge from the axis of symmetry ($N_{seg}/N_T = 1$, dashed grey line) denoting that diffusion coefficients measured from trajectories with fewer data points ($N_{seg} = 25$, pink curve) cannot be considered accurate enough. As $N_{seg}$ increases, the distributions become narrower, and their peaks approach the axis of symmetry which is equal to the diffusion coefficient of the full trajectory ($D_T$).

**Figure 5.6** a) Probability density function distributions of diffusion coefficients ($D$) in relation to the number of the segmented trajectories with equal length ($N_{seg}/N_T$). Values for $D$ were obtained by unweighted linear fitting to the MSD – $\tau$ curves ($D = D^*/4$) using the first $n = 6$ data points. The dashed grey line ($N_{seg}/N_T = 1$) represents the diffusion coefficient for the time-averaged MSD of the full trajectory with $N_T = 1000$ and is used as reference for the symmetry of the segmented trajectories. b) Mean values of the diffusion coefficients ($\bar{D}$, black squares) and standard deviations ($\sigma_D$, black error bars) taken from the distributions’ peak and half-width at half-maximum (HWHM) shown in a) as a function of the segmented trajectories length ($N_{seg}$). Analytical values for the standard deviations ($\sigma_Q$, red error bars) were calculated based on Qian et al. (1991) [80] from $\sigma_Q = \pm \bar{D}\left[2n/3(N_{seg} - n)\right]^{1/2}$ for $n = 6$ to assess the accuracy of the measured $\sigma_D$. The dashed grey line ($D_T$) represents the diffusion coefficient for the time-averaged MSD of the full trajectory with $N_T = 1000$ and is used as a guide for the eye to highlight the close agreement with $\bar{D}$. 
For each of these distributions, the peak and half-width at half-maximum (HWHM) correspond to the mean value ($\bar{D}$) and standard deviation ($s_D$) of $D$. To further assess the diffusion coefficient dependency on the trajectory length, $\bar{D} \pm s_D$ were plotted as a function of $N_{seg}$ (Figure 5.6b). Although there is no significant difference between the $\bar{D}$ values (black squares), the larger $N_{seg}$ becomes the smaller $s_D$ is (black error bars) which indicates increase in the measurement accuracy. In particular, for $N_{seg} \geq 100$, the mean diffusion coefficient of the bead is in good agreement with the one measured from the full trajectory ($D_T$, dashed grey line). Furthermore, each standard deviation was compared to an analytical value (red error bars), $\sigma_Q = \pm\bar{D}\left[2n/3(N_{seg} - n)\right]^{1/2}$, which was derived from Qian et al. (1991) [80] for such distributions. By observing the black and red error bars over $N_{seg}$ in Figure 5.6b, the empirical and analytical standard deviations are very close, except the minor discrepancy at $N_{seg} = 333$. Finally, the observations made from the data presented in Figures 5.6 agree again with Ernst’s and Köhler’s findings [165]. It is worth noting that $\bar{D}$ can be calculated only when the distribution of $D$ for each trajectory length is known since this provides the measurement accuracy.
5.4 Measuring the effective dynamic viscosity of the solution surrounding an individual bead

So far, I have provided a detailed description for the steps required to measure the diffusion coefficient \( D_T \) of individual latex beads by 2D single particle tracking when diffusing on top of a cover glass in H\(_2\)O, as well as statistically assess the accuracy of this value \( (D \pm s_D) \). I previously mentioned that throughout this work, no-slip boundary conditions are assumed for the interface between a solid (glass slide) and a viscous fluid (H\(_2\)O). Based on this, no relative motion is considered at this interface which means the fluid is stationary [166]. When a colloidal particle approaches a flat solid surface (Figure 5.2b), hydrodynamic interactions occur between the two which affect the drag force experienced by the particle. Its diffusive motion becomes anisotropic with the diffusion constants in the parallel \( (D_\parallel) \) and perpendicular \( (D_\perp) \) direction to the wall being hindered [162]. In this case, the correction factor \( \gamma \) (either \( \gamma_\parallel \) or \( \gamma_\perp \) or combination of both) from Equation 5.12 will be greater than 1. This topic is discussed to a greater extent in the next section (Section 5.5) where the distance between a latex bead and the glass substrate is estimated.

Here, I will analyse how the measured diffusion coefficient of a latex bead can be utilised to determine the effective viscosity \( (\eta_{eff}) \) of its surrounding solution. Once the two-dimensional plane (xy) where most sedimented beads was identified, following the method explained in Section 5.10.7, the trajectory of multiple individual beads was recorded to acquire statistically significant data sets. In total, 6 sets of 20 trajectories were collected over 6 consecutive days by applying the same experimental conditions. For each set, the first 10 measurements were collected from two individual beads at every location (areas I – IV within dotted lines) shown in Figure 5.7a while the remaining 10 were recorded 30 minutes after the first acquisition by repeating the same sequence.

Comparisons between these two distinct populations could eventually promote the investigation of effects in the diffusion coefficient \( D \) caused by changes in the solution temperature over time. The dotted lines (Figure 5.7a) represent area boundaries where beads were detected, and the numbering order represents the pattern of data collection (10 trajectories). Different locations on the glass slide were chosen to probe any inhomogeneity at the surface properties that could arise after the cleaning process. Here, it is worth clarifying that most beads were diffusing on the same two-dimensional (xy) plane close to the glass slide but small changes in the focal length were applied to improve focusing on the start of each recording. In addition, when looping through the
locations pattern, it is unclear whether the same beads were tracked between the first and second iteration.

The extensive analysis on measuring the diffusion coefficient of an individual bead by single particle tracking was applied this time to multiple recordings. Results from all measurements for the 6 sets are presented in Figure 5.7b. Each curve can be interpreted as the probability density function to quantify a distinct range of values for the diffusion coefficient ($D_T$) which were obtained by unweighted linear fitting to the MSD – $\tau$ curve of the full trajectories ($N_T = 1000$) using an optimum number of points $n$. The reason of using the value $D_T$ here is based on the earlier conclusion that no significant difference exists between $D_T$ and $\bar{D}$ for large $N_{seg}$, once $n$ is identified. In general, the distributions indicate a relatively good agreement between the 6 sets of measurements and their peaks suggest an average diffusion coefficient smaller than 0.2 $\mu$m$^2$/s.

**Figure 5.7 a)** Schematic for the top view (xy-plane) of a glass slide (light grey) with a PDMS ring (darker grey) attached, containing 400 $\mu$L of the sample (latex beads in H$_2$O (cyan)). Labels I – IV indicate locations transition pattern where trajectories of 4 individual beads (20 in total) diffusing close to the glass surface were recorded. For each set of measurements, the acquisition of the first and last 2 trajectories had a gap of 30 min. The dotted lines represent the areas boundaries where latex beads were optically detected. Note that dimensions are not on scale. **b)** Probability density function distributions of diffusion coefficients ($D_T$) for individual beads as a function of sets of 20 measurements. Each set was acquired on a different day by applying the same experimental conditions. Values $D_T$ were obtained by unweighted linear fitting to the MSD – $\tau$ curves ($D_T = D^*/4$) of the full trajectories using the optimum number $n$ of data points.
Table 5.2 Mean values and standard deviations for the diffusion coefficient of individual beads for the first ($D_T^I$) and last ($D_T^f$) 10 measurements of sets obtained over 6 consecutive days. $\bar{D}_T^I, \bar{D}_T^f$ and $\delta\bar{D}_T^I, \delta\bar{D}_T^f$ were calculated from the peak and HWHM of each PDF distribution, respectively.

<table>
<thead>
<tr>
<th>Set</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bar{D}_T^I$ ($\mu m^2/s$)</td>
<td>0.15</td>
<td>0.17</td>
<td>0.18</td>
<td>0.16</td>
<td>0.17</td>
<td>0.16</td>
</tr>
<tr>
<td>$\delta\bar{D}_T^I$ ($\mu m^2/s$)</td>
<td>0.04</td>
<td>0.04</td>
<td>0.02</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>$\bar{D}_T^f$ ($\mu m^2/s$)</td>
<td>0.17</td>
<td>0.21</td>
<td>0.19</td>
<td>0.16</td>
<td>0.18</td>
<td>0.19</td>
</tr>
<tr>
<td>$\delta\bar{D}_T^f$ ($\mu m^2/s$)</td>
<td>0.03</td>
<td>0.06</td>
<td>0.04</td>
<td>0.03</td>
<td>0.02</td>
<td>0.06</td>
</tr>
</tbody>
</table>

As mentioned above, to investigate whether changes in the solution’s temperature affected the diffusion coefficient of beads, the values $D_T$ derived from the first 10 recordings of every set were compared to the values from the last 10. Between the first acquisition of each subset, 30 minutes of constant illumination of the sample were allowed as this duration was considered long enough to cause potential increase in the temperature. Table 5.2 lists the mean value and standard deviation ($\bar{D}_T^I \pm \delta\bar{D}_T^I$) for the diffusion coefficients of both groups of the 6 sets. Then, by averaging each subset I found $\bar{D}_T^I \pm \delta\bar{D}_T^I = 0.16 \pm 0.03 \mu m^2/s$ and $\bar{D}_T^f \pm \delta\bar{D}_T^f = 0.18 \pm 0.04 \mu m^2/s$, respectively. Based on these, it can be concluded that any potential changes in the temperature of the solution between the acquisition of the two subsets does not significantly affect the diffusion coefficient of a bead.

Then, I checked whether hydrodynamic interactions between a bead and the glass surface existed. The beads used in these experiments were negatively charged to reduce the possibility of accidental clustering. At the same time, the glass substrate exposed to the solution was also negatively charged which means that when the two surfaces came close electrostatic repulsion occurred. This force was cancelled by the combination of other forces experienced by the beads, leading to diffusion along the xy-plane (Section 5.3). Vertical displacements of a bead along the z-axis were observed via fluorescent imaging. However, they were not taken into consideration due to lack of accurate determination and being considerably smaller than the ones across the xy-plane. As a result, the calculated correction factor for the dynamic viscosity demonstrated hindered diffusion only in parallel to the glass wall ($\gamma_l$).
By combining the distributions for the diffusion coefficient displayed in Figure 5.7b and the rearranged Stokes-Einstein equation \( (\gamma_\parallel = k_BT/6\pi\eta_0r_pD_T) \) at \( T = 25 \, ^\circ\text{C} \), I obtained the PDFs for the correction factor \( \gamma_\parallel \). Figure 5.8a shows the distribution for 6 sets with 20 measurements each, while Figure 5.8b depicts the probability density function distribution as a function of all 120 measurements shown in Figure 5.8a. It is evident that the symmetry axis (peak) of every distribution in both figures is higher than 1 \( (\gamma_\parallel > 1) \) which proves that beads in H\(_2\)O interacted hydrodynamically with the glass surface and hence experienced a larger Stokes’s drag force opposite to the direction of their movement when diffusing. The mean value and standard deviation of \( \gamma_\parallel \) were calculated from the peak and HWHM of the PDF distribution in Figure 5.8b, respectively, and found equal to 1.5 ± 0.5. Since \( \gamma_\parallel > 1 \), the diffusion of latex beads in H\(_2\)O was hindered due to hydrodynamic interactions with the glass surface.

The high relative error of this measurement, \( \delta\gamma_\parallel/\bar{\gamma}_\parallel = 33.3\% \), could be attributed to differences in the surface properties of the glass substrate related to the cleaning.
process or the stochastic nature of this motion type (Brownian motion). Nevertheless, this value will be used to estimate the mean distance between the surface of a latex bead and the glass surface in H₂O, as presented in the following section (Section 5.5). Moreover, it will be applied to rectify the magnitude of the dielectrophoretic force experienced by individual latex beads during single-molecule trapping with the nanotweezers. Note that all acquired data in this section were analysed and plotted via the Python script (https://github.com/dsoulias/depNanotweezers).
5.5 Estimating the distance between individual latex beads and the glass surface in water

In the previous section, I demonstrated that the diffusion of individual beads in H₂O along the two-dimensional plane (xy plane) was hindered due to hydrodynamic interactions with the charged surface of the glass surface. The magnitude of this effect depends on the distance between the surface of a bead and the glass [162], [167]. Based on the measured value for the correction factor (\( \gamma_\parallel \)) of the bulk dynamic viscosity of the aqueous solution (\( \eta_0 \)), this distance (\( s \)) can be analytically estimated. However, different approximations have been derived depending on the relation between the radius of the particle and distance \( s \) [162]. In this section, I will assess which approximation is valid in the system under investigation and estimate the mean distance separating the surface of individual beads and the glass substrate.

For low Reynolds number (\( Re \ll 1 \)), the first two terms on the left side of the incompressible Navier-Stokes equation below are considered significantly small compared to the viscous term \( \eta_0 \nabla^2 \vec{v} \) [162].

\[
\rho \left[ \frac{\partial \vec{v}}{\partial t} + (\vec{v} \cdot \nabla) \vec{v} \right] + \nabla p = \eta_0 \nabla^2 \vec{v} \tag{5.16}
\]

where \( \vec{v} \) and \( p \) are the velocity and pressure, respectively, \( \rho \) the density of the solution and \( \nabla \cdot \vec{v} = 0 \). Consequently, Equation 5.16 simplifies to \( \nabla p = \eta_0 \nabla^2 \vec{v} \). The method of reflections provides accurate solutions to this equation for short distances \( s \) [162]. Following this method, Faxén derived an expression to approximate the Stokes drag experienced by a spherical particle that moves in parallel to a close boundary. This equation is valid when \( s \gg 0 \) and is written as [162], [167], [168]:

\[
\gamma_\parallel^F = \left(1 - \frac{9}{16} \frac{r_p}{s + r_p} + \frac{1}{8} \left( \frac{r_p}{s + r_p} \right)^3 - \frac{45}{256} \left( \frac{r_p}{s + r_p} \right)^4 - \frac{1}{16} \left( \frac{r_p}{s + r_p} \right)^5 \right)^{-1} \tag{5.17}
\]

Later, Goldman et al. (1967) [169] derived an asymptotic solution for the parallel correction factor when \( s \approx 0 \), known as Brenner’s correction, and is expressed by the following equation:

\[
\gamma_\parallel^B = 0.9588 - \left( \frac{8}{15} * \ln \left( \frac{s}{r_p} \right) \right) \tag{5.18}
\]
It is worth mentioning that both approximations have correction factors for movement perpendicular to a solid surface ($\gamma_\perp^F$ and $\gamma_\perp^B$) but will not be used for this analysis. In addition, both $\gamma_\parallel^B$ and $\gamma_\parallel^F$ can lead to slightly inaccurate results close to the solid surface due to not considering possible molecular interactions, such as overlap of the electric double layer or van der Waals interactions with the wall. Nevertheless, experimental studies have verified the accuracy of both Faxén’s [170] and Brenner’s [171] approximations. Since the distance $s$ between the surface of a latex bead and the glass substrate was not defined from previous measurements, I attempted to find the value $s_\tau$ for which the difference between $\gamma_\parallel^F$ and $\gamma_\parallel^B$ became minimum. This distance was then

**Figure 5.9** Dynamic bulk viscosity correction factors for a spherical particle ($r_p = 2 \mu m$) diffusing in parallel to a solid boundary at a distance $s$ between the two surfaces. The red dotted line represents no hindered diffusion ($\gamma_0 = 1$). The grey dashed-dotted line represents Brenner’s parallel correction factor which is valid when $s \approx 0$, while the black dashed line represents Faxén’s parallel correction factor which is valid when $s \gg 0$. The distance $s_\tau$ where $|\gamma_\parallel^F - \gamma_\parallel^B|$ became minimum was considered the transition point, so when $\gamma_\parallel > 2.76$, $\gamma_\parallel^B$ was applied and when $\gamma_\parallel \leq 2.76$, $\gamma_\parallel^F$. The horizontal axis is set in logarithmic scale.
considered as the transition point between the application of Faxén’s and Brenner’s correction factors. From Figure 5.9, the difference $|γ_F^F − γ_B^F|$ became minimum for $s_t = 34.5 \, nm$ at $γ_\parallel = 2.76$. As a result, when $γ_\parallel > 2.76$, $γ_B^F$ was applied and when $γ_\parallel \leq 2.76$, $γ_F^F$ was selected.

In the previous section (Section 5.4), the calculated mean parallel correction factor $\bar{γ}_\parallel ± δγ_\parallel$ was measured from 120 measurements of individual 2 μm latex beads diffusing in H₂O on top of a glass surface and was found equal to $1.5 ± 0.5$. This value is significantly smaller than 2.76, hence the mean distance $\bar{s}$ between the two surfaces could be obtained by rearranging the equation describing Faxén’s correction factor (Equation 5.17). If $w = r_p/(s + r_p)$, then the fifth-order polynomial below is derived:

$$\frac{1}{16} w^5 + \frac{45}{256} w^4 - \frac{1}{8} w^3 + \frac{9}{16} w + \left(\frac{1}{γ_\parallel} - 1\right) = 0 \quad (5.19).$$

By keeping only the real and positive solution of this polynomial ($Re[w] > 0$), the mean distance between the surface of a latex bead and the glass surface was $\bar{s} ± δs = 700 ± 200 \, nm$. This value broadly agrees with the distance observed, when focusing with the microscope, between diffusing latex beads and the top surface of the cover glass. Although any contribution from perpendicular movement to the glass surface was considered negligible and the error of the measurement was large (relative error of $\sim 29\%$), $\bar{s}$ could then be used to position the nanotweezers tip as close as possible to the plane where most beads diffused freely. This finding together with the ones discussed in the two last sections prove how much information could be extracted from the two-dimensional trajectory of individual latex beads undergoing Brownian motion in water. Now that the motion of these dielectric beads has been fully characterised, their response under the application of AC signals needs to be determined.
5.6 Polarisability of latex beads in water under the application of AC signals

So far, I have analysed the motion of individual latex beads in water on top of a glass surface when no external field is applied in the system. However, once the nanotweezers are integrated, highly non-uniform electric fields are generated and experienced by both the dielectric particles and aqueous solution. As explained in Section 2.4.1, dielectrophoresis relies on polarisation. This is expressed in the definition of the dielectrophoretic force \( \mathbf{F}_{DEP} \) (Equation 2.3) through the frequency dependent Clausius-Mossotti factor, \( f_{CM}(\omega) \). Based on Equation 2.4 and the applied frequency, the particle-medium system is dominated by either the conductivities or permittivities of the two [158].

The frequency at which one phenomenon switches to the other is called the crossover frequency \( f_{CM,0}(\omega) \), determines the direction of the dielectrophoretic force and is calculated by assuming \( Re[f_{CM}(\omega)] = 0 \), as follows [158]:

\[
f_{CM,0}(\omega) = \frac{1}{2\pi\varepsilon_0} \frac{(\sigma_m - \sigma_p)(\sigma_p + 2\sigma_m)}{(\varepsilon_p - \varepsilon_m)(\varepsilon_p + 2\varepsilon_m)} \tag{5.20},
\]

where \( \varepsilon_0 \) is the vacuum permittivity (F/m), \( \varepsilon_p, \varepsilon_m \) and \( \sigma_p, \sigma_m \) are the relative electrical permittivity and conductivity of the particle and medium, respectively.

In Section 5.2, the conductivity of 2 \( \mu \)m carboxylate-modified polystyrene latex beads was measured by zeta potential measurements in aqueous medium (97.5% H\(_2\)O + 2.5% 10x PBS). Here, it is worth recalling that this small volume of PBS was added to aid data acquisition since no \( \zeta \) value could be obtained at lower concentrations. Following this, it was assumed that this aqueous suspension influenced the conductivity of latex beads in the same way as pure H\(_2\)O would do. The measured conductivity of a spherical latex bead was found \( \sigma_p = 6.24 \pm 0.05 \) mS/m. The conductivity of H\(_2\)O was measured by the resistivity value displayed on the Milli-Q system which was \( \sigma_m = \frac{1}{18.2 \times 10^4} = 5.5 \) \( \mu \)S/m. This means that latex beads were more conductive than the aqueous solution they were suspended in \( (\sigma_p > \sigma_m) \). The electrical permittivity of the beads and H\(_2\)O were found in literature [152], [158] with \( \varepsilon_p = 2.56 \) and \( \varepsilon_m = 79 \). By inputting these four values in Equation 5.20, the crossover frequency was \( f_{CM,0} = 1.01 \pm 0.01 \) MHz.
Figure 5.10 presents the real part of the Clausius-Mossotti factor $Re[f_{CM}]$ over a range of applied frequencies (0 – 1 GHz) for 2 μm carboxylate-modified polystyrene latex beads suspended in water. The crossover frequency $f_{CM,0}$ is the point where the black dashed line meets the blue curve and was calculated equal to 1.01 ± 0.01 MHz. For frequencies lower than $f_{CM,0}$, pDEP occurred with latex beads being attracted towards high electric field regions (values at the left side between dotted black line and blue curve). For frequencies higher than $f_{CM,0}$, nDEP occurred with latex beads being attracted towards low electric field regions (values at the right side between black dotted line and blue curve). The absolute magnitude of $Re[f_{CM}]$ for both pDEP and nDEP reached up to 0.5. Note that the horizontal axis is displayed in logarithmic scale.

Figure 5.10 presents the real part of the Clausius-Mossotti factor as a function of applied frequencies (from 0 to 1 GHz). Since the electrical conductivity of latex beads is larger than the one for H$_2$O ($\sigma_p > \sigma_m$), positive dielectrophoresis (pDEP) occurs at lower frequencies ($f_{app} < f_{CM,0}$) with beads being attracted towards the high electric field regions. In contrast, the electrical permittivities dominate when $f_{app} > f_{CM,0}$, and since $\varepsilon_p < \varepsilon_m$ negative dielectrophoresis (nDEP) takes place with beads being attracted towards the low electric field regions. These findings are in full agreement with the reported behaviour of this system in the available literature [158]. Furthermore, they offer valuable information regarding what frequencies should be selected to either trap (pDEP) or repel (nDEP) individual latex beads towards/away from the nanotweezers tip, as well as how the magnitude of the generated dielectrophoretic force is affected. Comparisons with experimental results for single-molecule dielectrophoretic trapping are presented and discussed over the two following sections (Sections 5.7 and 5.8).
Determining the magnitude of dielectrophoretic forces acting on individual latex beads via single particle tracking

Once the nanotweezers were integrated on the fluorescence microscope setup, as described in Section 5.10.9, their tip was positioned approximately 1 μm above the 2D plane where most latex beads diffused in water under no external applied field. The surface of the tip was considered to be in parallel to the glass slide. In Chapter 4, I demonstrated that upon the application of an electrical potential in the hundreds of millivolts range between the closely spaced carbon nanoelectrodes, highly non-uniform electric fields are expected to be generated at the tip region. Depending on the frequency of this sinusoidal waveform, latex beads would either be attracted towards the nanotweezers tip where the highest gradients of the electric field occurred or be repelled away from this region towards the lowest ones. In this section, I will show that the magnitude of the dielectrophoretic force experienced by individual latex beads can be quantified by analysing their recorded trajectories under trapping conditions.

To start with, the nanotweezers tip was positioned at a ~5 – 15 μm distance from an isolated freely diffusing 2 μm polystyrene latex bead (Figure 5.23, Section 5.10.9). Following the simulation results from Chapter 4, this spatial range was considered as the maximum extent of the trapping area, depending on the applied electrical potential, frequency and the distance between the nanoelectrodes. The dielectrophoretic nanotweezers were then activated by applying a sinusoidal AC waveform, \( \phi(t) = V_{\text{rms}} \times \sin (2\pi f_{\text{app}}t) \), between the two closely spaced carbon nanoelectrodes. A highly non-uniform electric field was generated close to the nanotweezers tip, as illustrated in Section 4.3. To aid with demonstrating the developed force probing technique, this section presented only the case of \( V_{\text{rms}} = 600 \) mV and \( f_{\text{app}} = 10 \) kHz. Results from different sub-volt electrical potentials and frequencies ranging from tens of kHz to MHz are provided and analysed in Section 5.8. This particular frequency value was selected to achieve positive dielectrophoresis and eventually lead to trapping of individual latex beads at the nanotweezers tip (Figure 5.15, Section 5.7).

Figure 5.11a displays the initial position \((t = 0 \text{ s})\) of a 2 μm fluorescent latex bead before getting attracted via dielectrophoresis towards the tip of the nanotweezers, upon the application of 600 mV at 10 kHz. The radial distance between the tip and the bead was approximately 14 μm. After \( t = 2.6 \) s, the bead was captured by the nanotweezers with its final position on the xy-plane shown in Figure 5.11b. The purple curve represents the
bead’s trajectory under trapping conditions and was acquired by applying the single particle tracking plugin in Fiji (ImageJ), Trackmate. More details on this technique and the chosen parameters are provided in Section 5.10.8. As expected from the simulated electric field distribution shown in Section 4.3, the trajectory of a bead was described by a non-linear curve.

The nanotweezers used in this measurement had a 55 nm separation distance between the two nanoelectrodes and were treated with FIB milling prior to the experiment. The major axis of each semi-elliptical nanoelectrode was 160 nm and 150 nm, respectively, with a 60 nm glass wall thickness. Their minor axes were 70 nm long. Depending on the angle between the bead and this separation gap, the bead would move across the electric field lines where its gradient was gradually increasing (Figure 5.12a). The highest electric field gradient was predicted close to the separation gap of the nanotweezers. That was the most likely point the surfaces of the bead and nanotweezers would come in contact, preventing any further movement of the former.

The nanotweezers used in this measurement had a 55 nm separation distance between the two nanoelectrodes and were treated with FIB milling prior to the experiment. The major axis of each semi-elliptical nanoelectrode was 160 nm and 150 nm, respectively, with a 60 nm glass wall thickness. Their minor axes were 70 nm long. Depending on the angle between the bead and this separation gap, the bead would move across the electric field lines where its gradient was gradually increasing (Figure 5.12a). The highest electric field gradient was predicted close to the separation gap of the nanotweezers. That was the most likely point the surfaces of the bead and nanotweezers would come in contact, preventing any further movement of the former.

\[ V_{rms} = 600 \, \text{mV} \] \[ f_{app} = 10 \, \text{kHz} \]
Unwanted permanent attachment of a bead on the nanotweezers surface was frequently observed. This phenomenon has been widely reported in literature [158] and it is related to the surface properties of polystyrene latex beads. However, I managed to detach them...
with two methods, so that the nanotweezers could be used for more force probing measurements. The first one was based on bringing the nanotweezers extremely close to the glass surface and moving them in parallel until the bead attached to the glass, while the second one relied on removing the nanotweezers from water and immersing them in 100% ethanol solution to chemically dissolve the bead. However, after the latter method was applied pieces of dissolved polystyrene were detected on the nanotweezers surface which could potentially affect their performance. As a result, the first approach was adopted for detaching beads bound on the nanotweezers tip.

Figure 5.12 includes two two-dimensional illustrations for the experimental configuration of the dielectrophoretic force probing technique mentioned above. During an individual bead’s motion towards the nanotweezers tip, two forces were acting on this spherical particle at opposite directions, \( \vec{F}_{\text{DEP}} \) and \( \vec{F}_{\text{drag}} \) (Figure 5.12a). The dielectrophoretic force was responsible for pushing the bead towards the nanotweezers, while Stokes drag force was acting against its motion due to the viscous solution. It is worth recalling that the nanotweezers tip and the bead’s centre of mass were 1 \( \mu \)m away along the z-axis while the bottom surface of the bead was approximately 700 nm above the glass wall. Movement of any individual bead was assumed only along the xy-plane, as contributions in the z-direction were considered negligible. Focusing on the xy-plane where the bead surface and nanotweezers tip were aligned, these two forces could be analysed in their x- and y-components depending on the angle between the two bodies, as presented in Figure 5.12b. It has to be noted that the dielectrophoretic force needs to overcome forces related to thermal energy (Brownian motion) to induce directed motion of the particle. Although not included in Figure 5.12, they existed throughout the entire process but at a significantly smaller magnitude, hence they can be ignored in the force analysis.

By applying Newton’s second law of motion \( \vec{F} = m \vec{a} \) on an individual trapped bead with mass \( m = 4.4 \times 10^{-15} \) kg and an acceleration \( \vec{a} \), the dielectrophoretic force experienced by the particle can be defined by:

\[
|\vec{F}_{\text{DEP}}| = |\vec{F} - |\vec{F}_{\text{drag}}| = m|\vec{a}| - 6\pi \eta_{eff} r_p |\vec{v}| \quad (5.21),
\]

where \( |\vec{v}| \) is the magnitude of the velocity of the moving bead. However, an individual bead moving through a highly non-uniform electric field, experiences a different force at every position [95]. The total force acts on the particle and accelerates it up to a final velocity \( \vec{v} \) where the Stokes drag force on the particle is equal to the dielectrophoretic force. This acceleration is very fast (order of \( \mu m/s^2 \)) and given the mass of the particle being very small, the bead reaches its final velocity on a timescale much shorter than the exposure times in the experiment (typically 10 ms). Hence, the particle can be considered at equilibrium at each point, experiencing no acceleration (\( \vec{a} = 0 \mu m/s^2 \)) [95].
However, as it is then transitioning to an area of even stronger field gradient, it immediately assumes a new final velocity, reaching again equilibrium with undetectable acceleration. Consequently, the product $m\ddot{a}$ is considered always zero, even though the observed velocity changes in space and Equation 5.21 becomes [95]:

$$|\vec{F}_{DEP}| = -|\vec{F}_{drag}| = -6\pi\eta_{eff}t_{p}|\vec{v}| \quad (5.22).$$

According to this equation, the magnitude of the dielectrophoretic force can be determined by measuring the velocity of an individual latex bead for every time point while under trapping conditions [95]. Equation 5.22 has been adopted in several studies to measure the dielectrophoretic force acting on single particles [73], [172], [173]. Here, the velocity of an individual bead was measured from its recorded trajectory as a function of time. The x- and y-coordinates were extracted from the purple curve in Figure 5.11 over time. To simplify data analysis, I calculated the radial displacement of the bead $r(t) = \sqrt{[x(t) - x(t_f)]^2 + [y(t) - y(t_f)]^2}$ with $[x(t_f), y(t_f)]$ being the final coordinates of the bead when trapped on the nanotweezers tip surface. The velocity of the bead was determined by taking the time derivative of $r(t)$. However, each trajectory consisted of $n-1$ linear segments linking the $n$ recorded frames. So, when plotting the time derivative of $r(t)$ as a function of time, sharp transitions would arise at every data point. This could be considered as artificial noise in the data which affects the accuracy in presenting and determining the dielectrophoretic force.

Across multiple scientific communities, the most widely used method for smoothing noisy data are the Savitzky-Golay filtering [174]. It is based on local least-squares polynomial approximation and acts as a low-pass filter to reduce noise in the acquired data while preserving the shape and height of peaks in any curve [175]. To smooth experimental data acquired from single particle tracking measurements, which are presented throughout this chapter, two Python scripts were developed (https://github.com/dsoulias/depNanotweezers). In a nutshell, noise generated from the spatial displacement time derivatives of individual beads during attraction towards the nanotweezers tip was filtered out in real time. This method provided smooth curves to describe the dielectrophoretic force as a function of distance from the tip. A guide for selecting the optimal parameters to achieve accurate data smoothing as well as detailed explanations for all available options are included in Section 5.10.10.
Figure 5.13a presents both the raw (black data points) and smoothed (green curve) radial displacement $r(t)$ of the individual 2 μm latex bead shown in Figure 5.11 as a function of time. Initially, the distance between the particle and the nanotweezers tip surface was approximately 14 μm (Figure 5.11a). After ~2.6 s, the bead was trapped by the nanotweezers (Figure 5.11b) following the above curve. It is worth noting that the developed data smoothing filter was capable of fitting data sets with inconsistent time intervals. To obtain the green curve above, a window size (total number of fitting points) equal to 7, second order polynomial and “interp” mode were selected. For every time point $t$ from the $[t, r(t)]$ raw data set, a smoothed radial distance $r_{SG}(t)$ was extracted leading to $[t, r_{SG}(t)]$. Then, by taking the derivative $d r_{SG}(t)/dt$, the bead’s velocity was calculated as a function of time. These values were inputted in Equation 5.22, which for a bead radius of $r_p = 1$ μm and $\eta_{eff} = 1.35$ mPa*s at 25 °C, provided the dielectrophoretic force experienced by the bead along its trajectory.

![Figure 5.13 a)](image)

**Figure 5.13 a)** Radial distance $r(t) = \sqrt{[x(t) - x(t_f)]^2 + [y(t) - y(t_f)]^2}$ between an individual 2 μm latex bead and the nanotweezers tip surface as a function of time. The data points were acquired from the bead’s two-dimensional trajectory while the fitted green curve was obtained by data smoothing based on a Savitzky-Golay filter. A window size of 7, polynomial order of 2 and “interp” mode were selected for fitting these data points. **b)** Measured dielectrophoretic force magnitude experienced by an individual 2 μm latex bead over the smoothed distance from the nanotweezers tip. Black data points represent $F_{DEP}$ calculated from the time derivative of the smooth radial distance $r_{SG}(t)$ while the green curve is the fitting obtained by further smoothing of the already smoothed $r_{SG}(t)$. Note that a window size of 101, fourth order polynomial and “interp” mode were selected for smoothing the already smoothed $r_{SG}(t)$ from 7 to 14 μm.
The magnitude of the measured dielectrophoretic force \( (F_{DEP}) \) as a function of the smoothed radial distance between the individual latex bead and the nanotweezers tip surface \( (r_{SG}(t)) \) is depicted by the data points in Figure 5.13b. Although a smooth curve was obtained for the first 7 \( \mu \)m away the nanotweezers, noise reduction was not sufficient for the remaining range from 7 to 14 \( \mu \)m. As a consequence, further data smoothing was applied to \( r_{SG}(t) \) and hence to \( F_{DEP} \). The final magnitude of the dielectrophoretic force over the distance from the tip was expressed by the green curve in Figure 5.13b. As the particle started approaching the nanotweezers from 13 \( \mu \)m away, the measured \( F_{DEP} \) increased from approximately 70 fN to 100 fN at 7 \( \mu \)m. Then, the particle entered an area of much stronger electric field gradients and the resulting force increased significantly, reaching a maximum magnitude of 600 fN at approximately 2.5 \( \mu \)m away the nanotweezers.

However, opposite to what was expected, \( F_{DEP} \) decreased over the final distance. Careful observation of the recording suggested that when the bead achieved its maximum velocity, it landed on the edge of the nanotweezers tip. This last displacement of \( \approx 2.5 \) \( \mu \)m, which is almost equal to the diameter of the bead, was attributed to a delayed reorientation of the particle towards the centre of the nanotweezers. This means that the dielectrophoretic force did not decrease over the last distance covered by the bead, and the measurement could have ended once the maximum value was measured. In the following section, these findings are analysed to a greater extent by applying a range of voltages and frequencies. This allowed to investigate how the magnitude of the dielectrophoretic force acting on individual latex beads was affected. Additionally, comparisons with simulated values reported in Section 4.4 are demonstrated.
5.8 Effect of applied electrical potential and frequency on the dielectrophoretic force magnitude

In the previous section, I explained the developed technique for measuring the magnitude of the dielectrophoretic force that acted on an individual latex bead from its two-dimensional trajectory while being attracted towards the nanotweezers tip. In this final section, the effect of the applied electrical potential and frequency on the dielectrophoretic force magnitude was investigated. This parametric study was conducted for a range of $V_{\text{rms}}$ from 100 mV to 600 mV and $f_{\text{app}}$ from 10 kHz to 20 MHz. Such low voltages (< 1 V) had never been reported before for single-molecule force probing with similar configurations. As points of reference, in their studies, Nadappuram et al. (2019) [10] went as low as $V_{\text{rms}} = 1$ V with a similar nanotweezers system while Barik et al. (2016) [69] used a minimum voltage of 200 mV on a slightly different configuration for trapping nanometre-sized entities. This sub-volt range allowed also the nanotweezers to operate safely without leading to unwanted heating effects that could affect measurements.

Following the analysis on the polarisability of the beads-H$_2$O system in Section 5.6, the frequency range of the applied AC signal was selected to achieve maximum values for pDEP and nDEP. Higher or lower frequencies than 20 MHz and 10 kHz, respectively, would result in the same force magnitude. It is important to note that $f_{\text{app}} < 10$ kHz could lead to electrostatic phenomena since the induced dipole across a dielectric particle would have more time to respond to changes in the polarity of the field, affecting eventually dielectrophoresis. For the experimental measurements discussed in this section, 10 individual pairs of nanotweezers were used. Seven of them gave similar electrochemical current response to the carbon nanoelectrodes with a separation gap of 55 nm (SEM images in Figure 3.4). This distance was considered constant for these nanotweezers, but not for the remaining three which after SEM imaging were found to have a separation gap of 150 nm. Carbon recession could be present in the former ones, as it could not be visually checked, but not for the latter. Comparisons between the experimental results and simulated values from Section 4.4 are demonstrated to assess the separation gap between the two carbon nanoelectrodes and possible carbon recession inside the nanopipette tip.
5.8.1 Effect of the applied electrical potential on $|\vec{F}_{DEP}|$

Individual 2 μm latex beads were trapped with 5 different pairs of nanotweezers immersed in water. By analysing their trajectory as discussed in Section 5.7, the dielectrophoretic force magnitude experienced by the particle was measured as a function of the radial distance from the tip. Figure 5.15 displays examples for the position of a latex bead at two time-frames (start and end of trajectory) for four applied potentials (600 mV, 400 mV, 200 mV and 100 mV) and a 10 kHz frequency. The smoothed force-distance curves from 5 independent measurements (1 bead per set of nanotweezers) for each applied voltage are depicted in Figure 5.14.

When $V_{rms} = 600$ mV and $f_{app} = 10$ kHz, individual beads were trapped as far as 10 μm away from the nanotweezers tip (cyan and green curves, Figure 5.14a). The dielectrophoretic force magnitude increased non-linearly as the beads approached the tip and peaked between 0 and 2.5 μm. Maximum values ranged from approximately 400 to 600 fN between the five nanotweezers used. A window size equal to 45, third order polynomial and “fit” mode were selected for data fitting and smoothing. Interestingly, the force – distance curves showed different trends between the nanotweezers. This could potentially be attributed to deviations in the geometry of the nanopipette tip or even carbon being recessed further inside the pores, as previously discussed in Chapters 3 and 4. Another factor that could have impacted these trends is the initial position of each bead. In Section 4.4.1, simulations suggested a change in the dielectrophoretic force magnitude when the particle’s initial position prior to getting trapped was at 45° rather than 0° relative to the long axis of the nanotweezers tip (x-axis).

Force – distance curves acquired for $V_{rms} = 400$ mV showed a decrease in the maximum force value at ~3 μm away from the tip, ranging approximately between 80 and 180 fN, while furthest trapping was achieved 8 μm away. In this case, a window size of 163, second order polynomial and “interp” mode were chosen for data fitting and smoothing. Here, the first 4 nanotweezers (NT1, NT2, NT3 and NT4) produced similar curves while NT5 (cyan curve) deviated the most, as in the case of $V_{rms} = 600$ mV. The trapping region in Figures 5.14c and 5.14d is reduced even further, slightly exceeding 4 μm. The force magnitude was found between 50 and 200 fN for $V_{rms} = 200$ mV, and 40 and 120 fN for $V_{rms} = 100$ mV. From these curves in Figure 5.14c and 5.14d, where maximum dielectrophoretic force was significantly smaller than the previous two (Figure 5.14a and 5.14b), it can be assumed that forces due to thermal energy had a higher impact and the overall measurement precision decreased.
Figure 5.14 Measured dielectrophoretic force magnitude with 5 nanotweezers (NT1, NT2, NT3, NT4 and NT5) experienced by an individual 2 μm latex bead over the smoothed distance from the nanotweezers tip for a range of applied electrical potentials, a) 600 mV, b) 400 mV, c) 200 mV and d) 100 mV at 10 kHz. Data smoothing was applied to each set of measurements from separate nanotweezers. The resulting trends suggest that for the first few μm away from the nanotweezers tip the force acting on the bead increases non-linearly. Then, it enters a region of stronger electric field gradients, reaching the maximum value.
Figure 5.15 First (left column) and last (right column) frames of an individual bead attracted towards the nanotweezers tip for 10 kHz and a, b) 600 mV, c, d) 400 mV, e, f) 200 mV and g, h) 100 mV. The purple curve represents the bead’s trajectory.
Another interesting phenomenon observed in Figures 5.14a and 5.14b was the decrease in the force magnitude after reaching its maximum value close to the nanotweezers tip. Individual beads trapped by NT1 (red curve) and NT5 (cyan curve) at 600 mV and 10 kHz, as well as all nanotweezers at 400 mV and 10 kHz, behaved in this way. However, when keeping the applied frequency constant and reducing the voltage (100 and 200 mV), this drop in the dielectrophoretic force disappeared. Based on the discussion in Section 2.4.4 and the fact that this phenomenon became evident when the lowest frequency ($< f_{CM,0}$) and highest voltages were applied on the nanotweezers, it is possible to assume that electroosmotic effects could occur near the tip. Bulk movement of the fluid that surrounds the nanoelectrodes’ charged surfaces could act against the attractive dielectrophoretic force. Another demonstration of electroosmosis taking place at 600 mV and 10 kHz, but this time when using nanotweezers modified by FIB milling, is presented in Figure 5.16 below. The oscillating bead displacement between frames 300 and 600 suggests that electrosmotic flow prevented the bead from being trapped at the nanotweezers tip. This specific case occurred only for a pair of nanotweezers whose tip was heavily etched by FIB milling.

**Figure 5.16** Radial displacement ($r$) of an individual 2 μm latex bead when attracted (600 mV, 10 kHz) towards the nanotweezers tip surface (FIB milled) as a function of the recorded number of frames. The vertical dashed red lines represent the edges of the frame range that electroosmosis occurred.
Furthermore, the same study was performed over a range of applied frequencies as shown in Figure 5.17. The effect of the frequency on the dielectrophoretic force magnitude is analysed in the next section (Section 5.8.2). Black square points represent the mean dielectrophoretic force magnitude from 5 individual curves, as presented in Figure 5.14, and red error bars represent the standard error of the mean from these 5 measurements. Starting with Figure 5.22a, the measured mean dielectrophoretic force increased proportionally to the applied electrical potential squared, as expected from

**Figure 5.17** Mean maximum measured value (black squares) and standard error of the mean (red bars) of the dielectrophoretic force extracted from the trajectory of individual 2 μm latex beads in H₂O over a range of applied electrical potentials (\(V_{\text{rms}}\)) with a frequency of **a)** 10 kHz, **b)** 100 kHz **c)** 500 kHz and **d)** 1 MHz. All data were individually smoothed before calculating the mean and error.
These experimental results were not in good agreement with the ones obtained from simulations in Section 4.4. The maximum experimental mean value was equal to 474 ± 42 fN at 600 mV while the simulated one was equal to 516 fN, when the 600 mV were applied, and a 100 nm deep carbon recession was considered for a separation gap of 55 nm. Nevertheless, the model could be used for estimating the dielectrophoretic force since it provided results in the same order of magnitude to the experimental ones. At 400 mV, the experimental force magnitude was equal to 169 ± 11 fN while the simulated 230 fN for the recessed case. The maximum values for the remaining voltages did not agree with the simulated ones. This happened because as the force magnitude decreased, the precision of the measurement dropped as well due to contributions from the particle’s diffusion.

Overall, results based on both experiments and simulations suggested that the average nanotweezers geometry used throughout these measurements could be described by a 55 nm separation gap between the carbon nanoelectrodes and a 100 nm carbon recession inside the nanopipette pores. The trend reported in Figure 5.17a was not reproduced for the remaining frequencies in Figure 5.17. In Figure 5.17b, an ascending trend was noticed with a maximum value of 262 ± 27 fN at 600 mV. However, the measurement errors do not allow drawing conclusions on whether it was linear or quadratic. At 500 kHz, the maximum dielectrophoretic force was 111 ± 2 nm when $V_{rms} = 600$ mV (Figure 5.17c). Finally, based on Figure 5.10, the crossover frequency was anticipated at 1 MHz, where the force magnitude would drop to 0. Figure 5.17d indicated significantly low force magnitudes, with a mean value of 42 ± 3 fN at 600 mV, suggesting that $f_{CM,0}(\omega)$ was close to this frequency, but could not be determined with greater precision. The crossover frequency is better visualized in Figure 5.20 in the following section.

### 5.8.2 Effect of the applied frequency on $|\vec{F}_{DEP}|$

Figures 5.18a, 5.18b show an individual 2 μm latex bead being attracted towards the nanotweezers tip upon the application of an AC signal of 600 mV and 10 kHz. The dielectrophoretic force magnitude as a function of the distance from the tip was measured from the bead’s trajectory, after applying the smoothing technique from Section 5.10.10. This recording proved that at low frequencies (< 1 MHz) positive dielectrophoresis occurred and the beads were attracted towards the regions of strongest electric field gradients. In contrast, Figures 5.18e and 5.18f present an individual bead being repelled from the nanotweezers tip only by switching the frequency
of the AC signal to 20 MHz. The dielectrophoretic force magnitude was measured again through the same technique as shown in Figure 5.19a and 5.19b. After smoothing the experimental data (green curve in Figure 5.19a), the dielectrophoretic force magnitude was plotted over the distance from the tip. Here, a maximum force of approximately -80 fN was applied to the latex bead which decreased as it moved further than 500 nm from the tip. This recording validated that at high frequencies (> 1 MHz) negative dielectrophoresis took place and the beads were attracted towards the regions of weakest electric field gradients. For an applied frequency equal to the expected crossover frequency for this system (1 MHz), the bead did not experience attraction or repulsion by the nanotweezers and was freely diffusing in water (Figures 5.18c, 5.18d).

**Figure 5.18** First (left column) and last (right column) frames of an individual bead being **a, b)** attracted at 10 kHz, **e, f)** repelled at 20 MHz from the nanotweezers tip or **c, d)** freely diffusing at 1 MHz for an applied electrical potential of 600 mV. The purple curves represent the beads’ trajectories.
For a range of applied sub-volt potentials ($V_{rms}$), the dielectrophoretic force was plotted as a function of the applied frequencies and is presented in Figure 5.20. The dashed orange line represents weighted non-linear squares fitting of the data following Equation 2.3 where $|\vec{F}_{DEP}| \sim \text{Re}[f_{CM}(\omega)]$. Since the relative electric permittivity ($\varepsilon_p, \varepsilon_m$) and conductivity ($\sigma_p, \sigma_m$) of the particle and medium were defined, the only free fitting parameter was the gradient of the electric field magnitude squared $\nabla |\vec{E}_{rms}|^2$. Following the fitting curve in Figure 5.20a, the force magnitude reached a plateau value of $474 \pm 42$ fN at frequencies between 10 kHz and 100 kHz when 600 mV were applied. Then, it gradually decreased between 250 kHz to 750 kHz until it reached 0 magnitude at 1 MHz. At 20 MHz, the polarity of the dielectrophoretic force shifted to negative leading to the repulsion of the particle. This trend was in good agreement only at maximum pDEP (10 – 100 kHz) and at the crossover frequency (1 MHz). For the remaining frequencies the experimental values were much lower than expected. The fitting parameter $\nabla |\vec{E}_{rms}|^2 = (2.3 \pm 0.6) \times 10^{14}$ V$^2$/m$^3$. A similar trend was noticed when 400 mV were applied, where a maximum $|\vec{F}_{DEP}|$ of $203 \pm 29$ fN was acquired at 100 kHz. The value at 10 kHz could be considered within the plateau region set at 100 kHz, besides the large error found for
the latter. For the remaining frequencies, except at 750 kHz which agrees with the fit
value, the fitting predicted larger absolute forces than the experimental ones. The fitting
parameter $\nabla |E_{rms}|^2 = (0.8 \pm 0.2) \times 10^{14} \text{V}^2/\text{m}^3$.

Figure 5.20 Mean maximum measured value (black squares) and standard error of the
mean (red bars) of the dielectrophoretic force extracted from the trajectory of individual
2 $\mu$m latex beads in H$_2$O over a range of applied frequencies ($f_{app}$) with a voltage of a)
600 mV, b) 400 mV c) 200 mV and d) 100 mV. No data could be recorded at 20 MHz for
$V_{rms} = 100, 200$ mV. All sets of 5 measurements per condition were individually smoothed
before calculating the mean and standard error of the mean. Weighted non-linear least
squares fitting was applied to the data based on Equation 2.3.
In Figure 5.20c (200 mV), although the errors in the force magnitude increased compared to the two previous cases, the data points fall close to the fitting curve. At 125 ± 29 fN between 10 and 100 kHz, the force reaches a plateau that gradually drops to approximately 30 fN at 1 MHz. In this case, the fitting parameter became $(0.5 \pm 0.2) \times 10^{14} \, \text{V}^2/\text{m}^3$. Finally, at 100 mV, there is no evident plateau region for low frequencies as the data points deviate significantly from the fit, whereas good agreement is observed between experimental and fit values at 750 kHz and 1 MHz, where the force magnitude fell to approximately 30 fN. This magnitude approaches reported values associated with the thermal motion of the beads in water (~2 fN [69]). Besides the reduced precision in the measurement of the dielectrophoretic force, the force probing resolution of the nanotweezers reaches a limit that has not been reported so far. The fitting parameter for this last case was $(0.25 \pm 0.09) \times 10^{14} \, \text{V}^2/\text{m}^3$.

Overall, the experimental results presented in this chapter showed the capability of the nanotweezers to probe dielectrophoretic forces with a resolution from tens to hundreds femtonewtons. Just by changing the electrical potential and frequency of the applied AC signal, different orders of magnitude in the femtonewtons range were established. These measurements are in the same order of magnitude with the values extracted from finite element simulations when an average separation gap of 55 nm existed between the two nanoelectrodes while recessed carbon was deposited 100 nm inside the nanopipette tip. This showed that the geometry of the nanotweezers was an additional parameter that could eventually be modulated to probe the desired force ranges. It was also demonstrated that the nanotweezers could be tuned to trap individual entities as close as the threshold value set by thermal energy in the system. This gentle force probing mechanism could potentially allow the measurement of processes that other single-molecule techniques could not accommodate. Of course, further optimisation of this configuration is required to reach the stage of comparing it with well-established single-molecule techniques. However, this work has demonstrated that dielectrophoretic nanotweezers could be an additional tool to the currently available options or be used in combination with them due to its flexibility in positioning and control in three dimensions.
5.9 Conclusions

To summarise, the findings reported in this chapter proved that quartz glass double-barrel nanopipette-based carbon electrodes can be utilised as dielectrophoretic nanotweezers for single-molecule manipulation and force probing. Individual 2 μm carboxylate-modified polystyrene latex beads, suspended in water, were successfully trapped with voltages lower than 1 V ($V_{rms}$). The generated dielectrophoretic force could be controllably tuned in the femtonewton range, from few tens to several hundred fN, by adjusting either the applied electrical potential or frequency. Low frequencies led to the attraction of individual particles towards the nanotweezers tip, while high frequencies repelled them further away, exactly as analytically predicted from the real part of the Clausius-Mossotti factor. As previously mentioned, this gentle force probing mechanism could potentially allow the measurement of processes that other single-molecule techniques could not accommodate (most techniques operate in $> 1$ pN values). Of course, further optimisation of this configuration is required to improve accuracy and reproducibility in data acquisition in order to be compared with other well-established single-molecule techniques. However, this work has also demonstrated that dielectrophoretic nanotweezers could be used in combination with them due to its flexibility in positioning and control in three dimensions.

The first step towards achieving dielectrophoretic force probing with the nanotweezers involved electrophoretic light scattering measurements to determine the zeta potential of carboxylate-modified polystyrene beads in H$_2$O. The obtained zeta potential value was used to analytically estimate the electrical conductivity of the particle. This value was found equal to 6.24 ± 0.05 mS/m and was then used in determining the polarisability of this suspension under the application of an AC signal. Then, the two-dimensional trajectory of individual freely diffusing beads in H$_2$O on top of a glass slide was recorded on an inverted fluorescence microscope by using single particle tracking. The x- and y-coordinates were used to calculate their time averaged mean squared displacement as a function of lag time for all available displacements. By applying linear fitting between these two variables, the optimum number of fitting points and trajectory length were statistically evaluated. Based on that, the mean diffusion coefficient of individual beads was measured from a trajectory including 1000 data points.

Following the analysis for the diffusion coefficient of latex beads in water, these values were used to assess whether their diffusion was hindered due to hydrodynamic interactions with the top surface of the cover glass, where most beads were found at equilibrium. From this, a correction factor of 1.5 for the bulk viscosity of the solution was
calculated and applied to measure the effective viscosity of water surrounding individual beads when diffusing close to a glass surface. The effect of temperature in the beads’ diffusion coefficients was also studied by recording their trajectories while in Brownian motion both at the start of sample illumination and 30 minutes afterwards. It was concluded that temperature did not affect their diffusion at such time intervals. Then, from the measured effective viscosity of H$_2$O, the distance between the bottom surface of an individual bead and the top surface of the glass slide was found equal to 700 ± 200 nm. This distance was estimated by applying Faxen’s and Brenner’s approximations, for particle motion only parallel to the glass wall top surface.

Moreover, the polarisability of the beads-H$_2$O suspension under the application of an AC signal was analytically obtained. By using the electrical conductivity of latex beads (6.24 mS/m) and the one for the aqueous solution together with their known relative electrical permittivities, the real part of the Clausius-Mossotti factor was analytically measured as a function to the applied frequency. This value reached a plateau of 0.5 at frequencies lower than 100 kHz, and -0.5 for frequencies higher than 10 MHz. The crossover frequency was equal to 1.01 ± 0.01 MHz. After all these, I explained the developed technique to measure dielectrophoretic forces experienced by individual latex beads under trapping conditions based on single particle tracking. After integrating the nanotweezers on the inverted fluorescent microscope and placing their tip 1 μm above the 2D plane where most beads diffused, AC signals of sub-volt voltages and tenths of kHz frequencies were applied to achieve pDEP. From the individual trajectories of trapped beads, their spatial coordinates were extracted for a range of time frames. By taking their time derivative, their velocity was defined as a function of the distance from the nanotweezers tip. Since, the dielectrophoretic force was equal to the Stokes drag force at every time point, their velocity was used to measure the magnitude of the dielectrophoretic force. A data smoothing algorithm was developed to filter noise created from the time derivatives.

Finally, the effect on the dielectrophoretic force magnitude by the electrical potential and frequency of the applied AC signal between the nanotweezers were investigated. A range of voltages (100 mV, 200 mV, 400 mV and 600 mV) and frequencies (10 kHz, 100 kHz, 250 kHz, 500 kHz, 750 kHz, 1 MHz and 20 MHz) were applied to assess changes in the dielectrophoretic force. This frequency range was selected to verify whether pDEP and nDEP occurred at low and high values, respectively. Maximum $|\vec{F}_{DEP}|$ of 474 ± 42 fN at 600 mV and 10 kHz was measured from 5 trapping events with separate nanotweezers. Interestingly, minimum $|\vec{F}_{DEP}| = 40 ± 14$ fN at 100 mV and 500 kHz was also measured from 5 trapping events with separate nanotweezers. Comparisons to simulated results were found in the same order of magnitude for $V_{pk,rms} = 600$ mV and
suggested that the average nanotweezers used throughout these experiments had a carbon recession towards inside the tip opening equal to 100 nm and the separation distance between the two carbon nanoelectrodes at 55 nm. Finally, at low frequencies (10 kHz) and high voltages (600 mV), the drop in the dielectrophoretic force could potentially be linked to electroosmotic flow which was suggested to act opposite to the dielectrophoretic force that attracted the beads to the nanotweezers tip.
5.10 Experimental materials, methods and setups

This section contains information related to the materials used in this chapter, as well as the experimental configurations and methods applied to acquire and analyse data.

5.10.1 Latex beads sample preparation

Carboxylate-modified polystyrene latex beads with a 2 μm mean diameter (1 mL aqueous suspension with 2.5% solids content, containing 0.1% NaN₃) functionalised with red fluorescent dye (\(\lambda_{ex}/\lambda_{em} \approx 553/635\) nm) were purchased from Sigma-Aldrich (L3030-1ML, Saint Louis, MO, USA). The number of beads in 1 mL stock solution was \(\sim 5.7 \times 10^9\). For every fluorescence imaging experiment, the stock solution was diluted \(10^5\) times in Milli-Q type 1 water (18.2 MΩ*cm at 25 °C, Milli-Q EQ7000, Merck, Darmstadt, Germany), and from this diluted suspension a volume of 400 μL, which contained approximately 23,000 beads, was used as the sample.

5.10.2 Zeta potential measurements

The zeta potential of the latex beads (L3030-1ML) was determined by electrophoretic light scattering (ELS) experiments using the Zetasizer Nano system equipped with a He-Ne laser and scattered light detected at 173° (Malvern Panalytical Ltd., Worcestershire, UK). A disposable folded capillary zeta cell (Malvern Panalytical Ltd., Worcestershire, UK) was loaded with 1 mL of sample used in these experiments, which consisted of 25 μL of 10x PBS (phosphate-buffered saline) solution (pH 7.4, composed of 1.37 M NaCl, 27 mM KCl, 100 mM Na₂HPO₄ and 18 mM KH₂PO₄) mixed with 975 μL of \(10^4\) times diluted latex beads stock solution (L3030-1ML) in Milli-Q type 1 water. The sample was run 3 times with 92 recordings per run at 25 °C and the measurements were reported as the mean ± standard deviation (see Figure 5.1 and Table 5.1). Note that the Zetasizer Nano system was operated by Dr George Newham (School of Physics and Astronomy, University of Leeds).

5.10.3 Viscosity measurements

Viscosity measurements of Milli-Q water were carried out using the Kinexus Ultra+
Rheometer (Nexus Analytics Sdn Bhd, Selangor, Malaysia) at 25 °C by recording data every 30 s over 5 min in total. The geometry used was a cone CP4/40 (4° angle, 40 mm diameter) and a plate (60 mm diameter). Note that the instrument was operated by Dr Nataricha Phisarnchananan (University of Leeds), while Dr Chalmers Chau (University of Leeds) prepared the sample. The results from three repetitions are listed in Table 5.3 together with their average value at every time interval.

**Table 5.3** Average measured shear viscosity of Milli-Q H₂O at 25 °C recorded every 30 s [30, 300 s] after 3 repetitions.

<table>
<thead>
<tr>
<th>Time (s)</th>
<th>Milli-Q H₂O (25 °C)</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Repetition 1</td>
<td>Repetition 2</td>
<td>Repetition 3</td>
<td>Average</td>
</tr>
<tr>
<td>30</td>
<td>0.9025</td>
<td>0.93947</td>
<td>0.86535</td>
<td>0.90244</td>
</tr>
<tr>
<td>60</td>
<td>0.84396</td>
<td>0.88768</td>
<td>0.92033</td>
<td>0.88399</td>
</tr>
<tr>
<td>90</td>
<td>0.89908</td>
<td>0.87321</td>
<td>0.83284</td>
<td>0.868377</td>
</tr>
<tr>
<td>120</td>
<td>0.86748</td>
<td>0.92694</td>
<td>0.89092</td>
<td>0.895113</td>
</tr>
<tr>
<td>150</td>
<td>0.86842</td>
<td>0.83476</td>
<td>0.88735</td>
<td>0.86351</td>
</tr>
<tr>
<td>180</td>
<td>0.91106</td>
<td>0.9061</td>
<td>0.81868</td>
<td>0.878613</td>
</tr>
<tr>
<td>210</td>
<td>0.83305</td>
<td>0.89769</td>
<td>0.92841</td>
<td>0.886383</td>
</tr>
<tr>
<td>240</td>
<td>0.91792</td>
<td>0.8394</td>
<td>0.85365</td>
<td>0.870323</td>
</tr>
<tr>
<td>270</td>
<td>0.86555</td>
<td>0.90952</td>
<td>0.87123</td>
<td>0.8821</td>
</tr>
<tr>
<td>300</td>
<td>0.85634</td>
<td>0.85031</td>
<td>0.89459</td>
<td>0.86708</td>
</tr>
</tbody>
</table>

By calculating the mean viscosity and its standard deviation from the 10 average values listed above, it was found that the measured viscosity of water is \( \eta_{0, exp} = 0.88 \pm 0.01 \) mPa*s which agrees with its expected theoretical value \( \eta_{0, th} = 0.89 \) mPa*s at 25 °C [152].

### 5.10.4 Microscope cover glasses preparation

Rectangular cover glasses (24x36 mm, #1.5, Menzel-Gläser) were purchased from Epredia to hold the latex beads solution in place during fluorescence microscopy imaging. Prior to the solution loading, each cover glass was cleaned by immersion in absolute ethanol (for HPLC, \( \geq 99.8\% \), 34852-2.5L-M, Sigma-Aldrich) for 1 minute. The cover glass was then washed twice in Milli-Q H₂O for 1 minute each time and finally dried with N₂ gas.
5.10.5 Attachment of PDMS ring on cover glass

A 10:1 polydimethylsiloxane (PDMS) pre-polymer – curing agent mixture was prepared, poured on a custom-designed mould, degassed in a desiccator for 20 minutes and stored in an oven at 60 – 70 °C for 3 hours. The mould was constructed by milling a transparent cast acrylic cubic block (Perspex, Rapid Electronics) based on a three-dimensional computer aided design (3D CAD) prepared on Fusion 360 (Autodesk). The resulting PDMS structure, which had a ring-shaped design with internal and external diameters of 15 and 20 mm respectively and a height of 2.5 mm, was then detached from the mould with a scalpel blade and attached on a clean rectangular cover glass (Section 5.10.4) by applying manually a low stress. This assembly was then used to hold 400 μL of stationary solution in place during fluorescence microscopy imaging.

5.10.6 Fluorescence imaging configuration

Figure 5.21a labels the key components of the motorised inverted microscope (Olympus IX81) used for single particle tracking, while Figure 5.21b focuses on the microscope’s stage where a glass slide with a PDMS ring attached on its top surface contains 400 μL of fluorescent latex beads solution. A Mercury light source (100 W U-L100HG, Olympus) was used due to its broad emission spectrum (typical wavelength range of strongest peaks is 185 – 578 nm). In epifluorescence mode, its output passes first from an excitation filter (BP 510-550 nm) of a fluorescence filter cube (U-MWG2, Olympus), is reflected by a dichroic mirror (DM 570 nm), collected by a super apochromat oil-immersion objective (UPlanSApo 60x / 1.35 Oil, ∞ / 0.17 / FN 26.5) and eventually gets absorbed by latex beads in H₂O solution. Then, the beads’ fluorescence (~635 nm) is collected by the same objective, passes through the dichroic mirror and a barrier filter (LP 590 nm) of the fluorescence filter cube and is finally focused on the chip of a back illuminated sCMOS camera (Photometrics Prime).
Figure 5.21 a) Picture of the imaging configuration built around an inverted fluorescence microscope (Olympus IX81). The labelled microscope stage, micromanipulator, sCMOS camera, Tungsten lamp, Mercury lamp, LED light and signal generator are the key components of this experimental setup. b) Zoomed picture on the microscope stage showing a PDMS ring attached to a cover glass on top of the objective lens. The PDMS well was filled with 400 μL latex beads solution. A set of nanotweezers was clamped on the designed holder mounted on the micromanipulator stage. The positive terminal and ground of the circuit were connected via copper wires to the deposited carbon via the back of the double-barrel nanopipette.
5.10.7 Focusing on latex beads

The transmitted light (Tungsten lamp) is turned on and adjusted via the microscope’s software (Olympus FLUOVIEW FV1000). As explained above, the PDMS ring attached on the glass slide is filled with 400 μL of latex beads solution and centred above the microscope objective (UPlanSApo 10x / 0.40, ∞ / 0.17 / FN 26.5). On the top side of the cover glass but outside the PDMS ring area, a black line is drawn to aid with focusing precisely on the top glass surface. At this point, the sample was left for 10 minutes to equilibrate at room temperature (~22 °C). After this time, the beads have sedimented at a close distance to the top surface of the glass due to their density being greater than H₂O (see Section 5.3). Then, by imaging with the sCMOS camera, the edge of the black drawn line is focused with the 10x objective. To increase the focus accuracy on this sample the 20x and 40x objectives (UPlanSApo 20x / 0.75, ∞ / 0.17 / FN 26.5 and UPlanSApo 40x / 0.99, ∞ / 0.11 – 0.23 / FN 26.5) were used in sequence. By switching to epifluorescence mode (Hg lamp intensity set to ~ 50%) and to the 60x oil-immersion objective, the focal length obtained with the 40x objective (value is taken from FV1000 software) is slightly adjusted, due to different working distances between the two objectives, to focus on the plane where most sedimented beads diffused. Figure 5.22a displays a snapshot of a fluorescent bead diffusing in H₂O on top of the cover glass.

5.10.8 Single particle tracking technique

The sCMOS camera was controlled via μManager, a plugin for ImageJ which is an open-source software for image processing and analysis [176]. The selected imaging settings were 10 ms as the exposure time and 2x2 binning mode (1024 x 1024 px window size, 16-bit). During live imaging, the area around an individual diffusing bead, which was several μm away from other diffusing beads, was chosen as the region of interest. Then, a multi-dimensional acquisition was used to record 1000 time points (frames) of the individual diffusing bead within the region of interest with a 0 ms time interval. This acquisition was saved as an image stack file which was imported to Fiji, an ImageJ distribution equipped with Trackmate, the most suitable plugin for single particle tracking [83].

Based on the metadata of this file, two Python scripts (https://github.com/dsoulias/depNanotweezers) were written to convert the length units from pixels to μm and the time units from frames to seconds. After loading TrackMate
and checking that the calibration settings matched the inputted parameters, the LoG (Laplacian of Gaussian) detector was selected with an estimated object diameter of 2 μm (equal to beads’ diameter) and a quality threshold of 80 (higher than 0 to reduce detection noise). Once the detection process was completed yielding 1000 positions, the Simple LAP tracker was chosen to connect these points and build the bead’s trajectory, with a 5 μm linking and gap-closing maximum distance and 30 frames as the gap-closing maximum gap [83]. Figure 5.22b shows the bead’s trajectory in purple, when the tracking process is completed. Finally, the two-dimensional coordinates (x, y) over time (t) were extracted in a .csv file.

**Figure 5.22** a) Snapshot of a fluorescent latex bead (2 μm) diffusing in H₂O on top of a cover glass. b) Trajectory (purple curve) of a freely diffusing latex bead (2 μm) in H₂O on top of a cover glass. Single particle tracking was performed with Fiji’s plugin, Trackmate. Both images were recorded by a sCMOS camera at 2x2 binning mode with a 60x oil-immersion objective lens.

### 5.10.9 Positioning the nanotweezers tip at the same plane with diffusing latex beads in H₂O on top of a cover glass

In Section 5.10.7, I described the procedure of focusing on the two-dimensional plane where most sedimented latex beads diffused in H₂O on top of a cover glass. The next step was to integrate a pair of quartz glass nanopipette-based carbon nanoelectrodes, the so-called nanotweezers, on the microscope stage and position their tip on the same plane with the diffusing beads as accurately as possible. Initially, the micromanipulator device (MP-285, Sutter Instrument Co.) was mounted on a stainless-steel stage in parallel to the microscope stage, as shown in Figure 5.21a. This device was controlled via a rotary optical encoder (Sutter Instrument Co.) in three dimensions (xyz plane) with
a maximum displacement of 12.5 mm. The ROE step size per turn was set to 200 nm in coarse mode and 40 nm in fine mode.

A polylactic acid (PLA) 3D-printed holder for mounting nanopipettes was designed in Fusion 360 (Autodesk) by me and manufactured by Rhys Moore (School of Mechanical Engineering workshop, University of Leeds). The holder (white holder, Figure 5.21b) consisted of two parts, its base which was fixed on the vertical stage of the micromanipulator and the nanopipette clamp which secured the nanopipette between two parallel surfaces that were tightened by two bolts at the sides. The nanopipette was oriented as carefully as possible so that its tip was parallel to the cover glass. A Pt wire (250 μm in diameter) was inserted at each barrel (two in total) from the backside of a nanopipette until it made physical contact with the deposited carbon surface. The other end, sticking outside the nanopipette body was soldered on a 2 mm banana socket which was connected to the output of a signal generator (Agilent 33220A, 20 MHz Waveform Generator, Agilent Technologies). In this configuration, one nanoelectrode acted as the positive terminal and the other as the ground of the electrical circuit.

After switching back to the 10x objective and not changing the focus of the microscope, its stage was moved so that the cover glass translated away from the objective lens. While in epifluorescence mode but without enabling the Hg lamp’s output, the bright field filter was selected. An additional LED lamp, positioned in parallel to the microscope stage and close to the objective (Figure 5.21a) was used for illuminating the sample. By lowering the nanopipette along the z-axis, its tip was brought in focus by the formed shadow from the side-illumination. Then, by switching to the 20x and 40x objective the optimal z-displacement for the tip to reach focus was recorded. This value was used as the maximum vertical displacement to prevent the tip from crashing on the glass surface and destroying its geometry.

Next, the nanopipette was raised above the stage so that the cover glass was brought again on top of the 60x oil objective lens. As in Section 5.10.7, the output of the Hg lamp was adjusted to 50% and the wide-green filter was selected again. Once I verified that beads continued diffusing on the same focal plane as before, the nanopipette tip was lowered following the displacement value recorded outside the aqueous suspension. The LED light was left on throughout the entire imaging session to monitor the position of the nanotweezers tip. Small adjustments in the z-position of the tip were needed so that it was eventually positioned as accurately as possible 1 μm above the sedimented beads. In this case, dielectrophoretic trapping and force probing could be maintained within two dimensions, the xy plane. Figure 5.23 displays the projection of a nanopipette tip close to a latex bead during fluorescence imaging. The actual orientation of the tip is perpendicular to the plane shown in the image, with its tip surface being located at the
smallest end of the conical shadow. The contrast of the original image was adjusted to highlight these features and aid with visualisation.

![Figure 5.23](image.png)

**Figure 5.23** Snapshot of a fluorescent latex bead (2 μm) diffusing in H₂O on top of a cover glass close to quartz glass double-barrel nanopipette-based carbon nanoelectrodes, the so-called nanotweezers. The nanotweezers tip and bead were considered in the same focal plane. Note that the geometry of the nanopipette shown (yellow dotted line) is its projection after illumination via a LED light on the side. The contrast of the originally recorded image was adjusted to aid with visualisation.

### 5.10.10 Data smoothing/filtering algorithm

An algorithm based on least-squares polynomial approximation was developed for smoothing experimental data acquired from single particle tracking measurements. In particular, a function was created in Python ([https://github.com/dsoulias/depNanotweezers](https://github.com/dsoulias/depNanotweezers)) based on the Savitzky-Golay filtering method [174] which acted as a low-pass filter to reduce noise in the acquired data while preserving the shape and height of peaks in a curve [175]. Noise generated from the spatial displacement time derivatives of individual beads moving towards the nanotweezers tip was filtered out. This method provided smooth curves to describe the dielectrophoretic force as a function of distance from the tip. In contrast to a typical Savitzky-Golay filter, this function allowed fitting of unequally spaced data points. By
tuning some or all of its 8 possible arguments, data smoothing was optimised based on the user’s needs. These were the following:

- “arr”: 1 or 2-dimensional array to input to the function. If “arr” is 1D, it contains the data to be smoothed, and the x-axis is considered to be equally spaced with spaces of delta.
- “window_size”: this has to be an odd number, so that half_window = (window_size - 1)/2 is an integer. For all data points other than the ones at the ends, a polynomial is now fitted to half_window points to the left, the point itself, and half_window points to the right. The value of this polynomial at the point is now taken as the smoothed data point.
- “order”: the order of the polynomial to be used to fit the data. This cannot be equal or greater than the “window_size”.
- “deriv”: returns the smoothed derivative order selected. The default is to return the smoothed version of the data.
- “delta”: spacing if an equally-spaced x-axis is used (see “arr”).
- “axis”: if “arr” is 2D, “axis” defines which one is the x-axis. If axis=-1, then the x-axis is equally spaced with delta and all others are smoothed.
- “mode”: the mode parameter defines how the data at the beginning and the end are handled. It is possible to use different modes at the leading and the tail end of the data. The allowed modes were:
  - “mirror”: the data array is extended at the beginning and the end by half_window points and then all real data points can be fitted as normal.
  - “constant”: the data array is extended at the beginning and the end with half_window constant value points. The value is “cval” which is the last argument of the function.
  - “nearest”: like constant, but instead of a “cval” the value of the first and last point, respectively, is used.
  - “wrap”: the last half_window data points are added to the beginning and the first half_window data points to the end (the data are now circular).
  - “skip”: the data array is not extended and the first and last half_window data points are not fitted but are left as are.
  - “interp”: the data array is not extended, and the first and last half_window data points are not fitted but interpolated, using the last full fit at the beginning and the end, respectively.
  - “fit”: the data array is not extended, and the first and last half_window data points are fitted with reduced number of points.
- "cval": it can be set to give more weight to points towards the beginning and the end, respectively.

Figure 5.24 Radial distance from the nanotweezers tip (displacement) as a function of time when a bead moves towards the tip under DEP trapping. Coordinates (0, 0) represent the starting position of the bead away from the tip. The black points represent experimental data acquired from single particle tracking measurements while the green curve is the trend of smoothed data based on the algorithm in Section 5.10.10. Two sliding bars at the bottom indicate the values for the window size and polynomial order selected, while the box on the right allows selection of the mode that would give the optimum fitting results.

To smooth either the bead’s radial distance from the nanotweezers tip as a function of time or the dielectrophoretic force over this radial distance, three of the above options were selected; the “window_size”, “order” and “mode”. Regarding the size of the sampling window, its value should be adjusted to obtain a filtered signal which preserves all the meaningful information contained in the original one but with as little noise as possible. The order of the polynomial fitting should be kept as low as possible to introduce as little distortion of the original signal as possible. Finally, the mode can be visually checked in real-time and the one offering the optimum fitting should be selected. Figure 5.4 presents an example of the distance from the nanotweezers tip over time when a bead moves towards the tip under DEP trapping. The black points represent experimental data acquired from single particle tracking measurements while the green curve is the trend of smoothed data based on this algorithm. Two sliding bars at the bottom indicate the values for the window size (19) and polynomial order (2) selected, while the box on the right allows selection of the mode (interp) that would give the optimum fitting results.
Chapter 6
Conclusions and future outlook

This thesis concerns the development and validation of dielectrophoretic nanotweezers, based on two closely-spaced carbon nanoelectrodes at the tip of a glass nanopipette, for single-molecule manipulation and force probing. The following section (Section 6.1) summarises the key achievements presented in the previous chapters alongside with a critical discussion. Additionally, preliminary results are reported regarding possible future directions for the work in this thesis (Section 6.2).

6.1 Summary of key thesis achievements

6.1.1 Chapter 3 summary

- Dual-barrel quartz glass nanopipettes were fabricated with average pore openings of approximately 120 nm and 400 nm for different pulling parameters. Although, SEM imaging and electrochemical characterisation did not show good agreement between them, when combined they provide a valid characterisation of the nanopipette tip (Section 3.2).
- A new setup based on an Arduino PID-controller was developed to deposit pyrolytically carbon inside the quartz nanopipettes and turn them into dual-carbon nanoelectrodes (Section 3.3). This technique achieved greater fabrication yield (~33%) compared to others in literature.
- SEM imaging and electrochemical cyclic voltammetry with a redox mediator were applied to characterise the diameter of the formed carbon nanoelectrodes at the nanopipette tip (Section 3.4). The average geometry had a separation gap of 55 nm between the two nanoelectrodes at the tip, each with a disk-shaped diameter of ~150 nm.
- FIB milling was also performed to tackle carbon not being deposited until the nanopipette pore openings. Smooth co-planar disk-shaped carbon nanoelectrodes with defined dimensions were achieved through this technique (Figure 6.1 and Section 3.4).
A finite element method model was developed for the dielectrophoretic tweezers system. A simplified geometry for the nanotweezers was designed based on a truncated cone consisting of two semi-elliptical channels filled with carbon, immersed in a cubical domain that represented water (Section 4.2.1). The simulation was built on the “Electric currents” package of the “AC/DC Module”.

**6.1.2 Chapter 4 summary**

A finite element method model was developed for the dielectrophoretic tweezers system. A simplified geometry for the nanotweezers was designed based on a truncated cone consisting of two semi-elliptical channels filled with carbon, immersed in a cubical domain that represented water (Section 4.2.1). The simulation was built on the “Electric currents” package of the “AC/DC Module”.

**Figure 6.1** Characterisation of quartz glass double-barrel nanopipette-based carbon electrodes based on a) SEM imaging and b) cyclic voltammetry with hexaammineruthenium(III) chloride ([Ru(NH$_3$)$_6$]Cl$_3$) as the electrochemical reduction-oxidation mediator in 0.1 M potassium chloride (KCl) solution.

**Figure 6.2** 3D view of the electric field distribution around the nanotweezers tip for an applied voltage $V_{pk} = 600$ mV and an electrode separation gap of 55 nm. Lines show the direction of the electric field vector, while the colour map illustrates the magnitude of the electric field magnitude.
from COMSOL Multiphysics software. The main initial boundary conditions applied to the geometry of the model were a positive and negative electrical potential at the top surface of the carbon nanoelectrodes (Section 4.2.2). Finally, the geometry was meshed into smaller 3D elements where the software solved the equations (Section 4.2.3).

- The electrical potential distribution \( V_{pk} \) was simulated across all 2D planes (xy, xz and yz) of the model geometry (Section 4.3.1). The same technique was used to determine the electric field magnitude and visualise its lines distribution in three dimensions (Figure 6.2 and Section 4.3.2). Both variables were determined as a function of the distance from the nanotweezers tip and for a range of applied voltages. For \( V_{pk} = \pm 600 \text{ mV} \), the simulated electric field modulus was found
  \[ |\vec{E}_{xz}^{\text{max}}| = 7.7 \text{ kV/m} \quad \text{and} \quad |\vec{E}_{yz}^{\text{max}}| = 7.5 \text{ kV/m}, \]
  demonstrating small differences between the xz- and yz-planes when crossing the symmetry axis (\( x = y = 0 \text{ nm} \)).

- The dielectrophoretic force magnitude close to the nanotweezers tip was simulated for different geometrical parameters and applied voltages. By calculating the spatial derivative of the squared variable \( |\vec{E}| \) across the z-axis, the magnitude of \( \vec{F}_{DEP} \) was probed along 1D lines drawn on 2D planes (xz- and yz-planes) for a range of applied voltages and as a function of the distance from the nanotweezers tip (Section 4.4.1). For \( V_{pk} = \pm 600 \text{ mV} \), \[ |\vec{F}_{DEP}^{\text{max}}_{xz}| = 773 \text{ fN} \quad \text{and} \quad |\vec{F}_{DEP}^{\text{max}}_{yz}| = 711 \text{ fN}, \]
  demonstrating small differences between the peak force magnitudes on the xz- and yz-planes when crossing the symmetry axis (\( x = y = 0 \text{ nm} \)). The dielectrophoretic force distribution was probed also at an angle of \( \pm 45^\circ \) between the xz- and yz-planes (Section 4.4.1). Moreover, the effect of the widths separating the two carbon nanoelectrodes at the nanotweezers tip was studied (Section 4.4.2). Finally, the effect of carbon recession, further inside the nanopipette tip, on the dielectrophoretic force magnitude was assessed for a set of recession depths and applied voltages (Section 4.4.3).

- A revised FEM simulation was developed based on the one described in Chapter 4.2 (Section 4.5). The main differences were the addition of the previously removed glass domains and the use of a frequency dependent solver instead of a stationary. In this section, the nanotweezers impedance magnitude and phase were simulated for three cases. Firstly, for when left in air (Section 4.5.1), secondly when immersed in water (Section 4.5.2) and finally when a 2 \( \mu \text{m} \) spherical particle (latex bead) was trapped at their tip while immersed in water (4.5.3). In a nutshell, the simulated impedance magnitude decreased when going
from air (3.65 kΩ) to water (2.09 kΩ) to the trapped bead (1.62 kΩ) while the phase became lower only in the last case from -1.57 rad to -1.53 rad.

6.1.3 Chapter 5 summary

- Electrophoretic light scattering measurements were performed to determine the zeta potential of carboxylate-modified polystyrene beads in water (Section 5.2). The obtained zeta potential (-2.38 ± 0.5 mV) was used to estimate the electrical conductivity of the particle (6.24 ± 0.05 mS/m) which could then be utilised in determining the polarisability of this suspension under the application of an AC signal.
- The two-dimensional trajectory of individual freely diffusing beads in H₂O on top of a glass slide was recorded on an inverted fluorescence microscope by using single particle tracking (Section 5.3). The x- and y-coordinates were used to calculate their time averaged mean squared displacement as a function of lag time for all available displacements. By applying linear fitting between these two variables, the optimum number of fitting points and trajectory length were statistically evaluated. Based on that, the mean diffusion coefficient of individual beads was measured from a trajectory including 1000 data points.
- A correction factor for the bulk viscosity of the solution (1.5) was calculated and applied to measure the effective viscosity of water surrounding individual beads when diffusing close to the glass slide’s surface (Section 5.4).
- The distance between the bottom surface of an individual bead and the top surface of the glass wall (Section 5.5) was found equal to 700 ± 200 nm based on Faxen’s and Brenner’s approximations, for particle motion only parallel to the glass wall top surface.
- The polarisability of the beads-H₂O suspension under the application of an AC signal was analytically obtained (Section 5.6). The real part of the Clausius-Mossotti factor was analytically measured as a function to the applied frequency. This could predict the frequency ranges at which positive and negative dielectrophoresis would occur.
- Dielectrophoretic forces experienced by individual latex beads under trapping conditions were measured based on single particle tracking (Section 5.7). AC signals of sub-volt voltages and tens of kHz frequencies were applied to achieve pDEP. From the individual trajectories of trapped beads, their spatial coordinates were extracted for a range of time frames. By taking their time derivative, their
velocity was defined as a function of the distance from the nanotweezers tip. Since, the dielectrophoretic force was equal to the Stokes drag force at every time point, their velocity was used to measure the magnitude of the dielectrophoretic force. A data smoothing algorithm was developed to filter noise created from the time derivatives.

• The effect on the dielectrophoretic force magnitude by changing the electrical potential and frequency of the applied AC signal between the nanotweezers were investigated. A range of voltages (100 mV, 200 mV, 400 mV and 600 mV) and frequencies (10 kHz, 100 kHz, 250 kHz, 500 kHz, 750 kHz, 1 MHz and 20 MHz) were applied to assess such changes. This frequency range verified pDEP and nDEP at low and high values, respectively. Comparisons to simulated results from Section 4.4 concluded that the average nanotweezers used throughout these experiments had a carbon recession towards inside the tip opening and the separation distance between the two carbon nanoelectrodes was close to 55 nm.

![Figure 6.3](image)

**Figure 6.3** Measured dielectrophoretic force over the distance from the nanotweezers tip covered by a 2 μm latex bead when under trapping conditions \( V_{pk,rms} = 600 \, mV, f_{app} = 10 \, kHz \). The black data points were extracted from its 2D trajectory while the green curve was obtained by applying a data smoothing algorithm.
6.1.4 Discussion of key findings

In Chapter 3, a new instrument based on an Arduino-PID controller was developed to deposit pyrolytic carbon inside quartz nanopipettes and turn them into dual-carbon nanoelectrodes. This technique achieved greater fabrication yield (~33%) compared to the most common configuration in literature (~10% {Takahashi et al., 2011}) because the heating cycle applied to the nanopipette tip was applied in a more controlled manner. Although, SEM imaging and cyclic voltammetry verified successful fabrication of disk-shaped carbon nanoelectrodes at the tip of dual-barrel nanopipettes, considerable deviations from this geometry occurred regularly. Besides the successfully fabricated ones, carbon nanoelectrodes were also found to form further inside the nanopipette pores (recessed carbon deposition) which led to an increase in their size and the gap separating them. FIB milling was performed on such carbon nanoelectrodes to modify their tip structure until reaching the desired geometry. However, this process is expensive, time consuming, and leads to an increase in the nanoelectrodes dimensions due to the removal of excess material. For the DEP force probing measurements on latex beads, only carbon nanoelectrodes with similar dimensions were kept.

Then, in Chapter 4, a finite element method (FEM) model was developed for the dielectrophoretic nanotweezers system. A simplified 3D geometry of a dual-barrel nanopipette filled with carbon and immersed into water was designed. After applying the boundary conditions ($\pm V_{pk}$ at the top electrode boundaries), a stationary solver provided the simulated electric potential and field distributions. Based on these, the electric field gradient, and hence the dielectrophoretic force experienced by a 2 $\mu$m latex bead, were simulated. For $V_{pk} = 600$ mV, the maximum $F_{DEP}$ across the xz- and yz-planes was equal to 773 fN and 711 fN, respectively. However, changes in the dielectrophoretic force magnitude were found when the particle’s initial position was located at a 45° angle between the xz- and yz-planes or when carbon recession occurred at the nanopipette tip.

The model used so far excluded glass wall domains and assumed them as ideal insulators. A revised model that included the glass walls was developed to estimate the impedance across the nanoelectrodes pair. It was found that the impedance amplitude decreased when transitioning from air to water and to a trapped bead at the tip, while the phase did not show a significant shift. Although the simulations provided results for specific scenarios, they provide a broader understanding of, firstly, how the electric field gradient is distributed around the nanopipette tip, secondly, what order of magnitude to expect for the dielectrophoretic force experienced by a trapped particle and how the impedance of the circuit is affected under different conditions. So far, such an extensive
FEM model for a DEP-based platform was not available in the current literature, so this work adds an additional tool in the DEP simulations field which could eventually be tuned to any possible configuration.

Finally, in Chapter 5, the fabricated nanopipette-based carbon nanoelectrodes were used as dielectrophoretic nanotweezers for trapping individual 2 μm polystyrene latex beads and quantifying the experienced force magnitude. Prior to the trapping measurements, the conductivity of the particles (6.24 ± 0.05 mS/m) was measured by electrophoretic light scattering. This value was then used to analytically find the \( \text{Re}[f_{CM}(\omega)] \) for the beads-water system which was equal to 1.01 ± 0.01 MHz. Moreover, the mean diffusion coefficient of individual beads was defined via single particle tracking which was used to estimate a correction factor for the bulk viscosity of water and the mean distance between a freely diffusing bead and the top surface of the glass slide. By applying an AC signal to the nanoelectrodes where the voltage (\( V_{\text{rms}} \)) was between 100 and 600 mV and the frequency (\( f_{\text{app}} \)) between 10 and 750 kHz, pDEP led to entrapment of individual beads. Then, by monitoring their trajectories and applying a smoothing filter, the DEP force was quantified.

Results showed different force magnitudes between nanotweezers which could be due to either small variations in the electrodes’ geometry or the particle’s initial position, as discussed in Chapter 4. Maximum forces of ~500 fN were reported for 600 mV and 10 kHz with most results showing a decreasing non-linear force-voltage trend when lowering the voltage. In some cases, the measurement accuracy did not allow valid conclusions. Interestingly, when low frequencies (10 – 100 kHz) and high voltages (400 – 600 mV) were applied, the force-distance curves decreased after reaching peak values at ~3 μm away from the tip. This phenomenon in addition to cases where the beads would continuously rotate around the nanotweezers tip were an indication that electroosmotic effects occur and act against the attractive dielectrophoretic force. These findings could be a possible explanation for this decrease in the dielectrophoretic force when approaching the tip.

Furthermore, the DEP force decreased as the frequency became larger, approached minimum values at 1 MHz and became negative (repulsion) at 20 MHz. Non-linear weighted least squares fitting showed that in most cases the fit followed a similar trend to that of the real part of the Clausius-Mossotti factor. From the fitting curves, it was found that the gradient of the electric field magnitude squared was in the order of \( 10^{14} \text{ V}^2/\text{m}^3 \). Overall, this type of dielectrophoretic nanotweezers verified the successful quantification of femtonewton forces on individual 2 μm latex beads, probing forces as low as tens of fN. From the currently developed platforms that were discussed in Chapter 2.2, there is no report of measuring such low forces. Although the measurement precision was not
significant in some cases, future improvements in the carbon nanoelectrodes design and configuration could improve it.
6.2 Future outlook

After validating the dielectrophoretic nanotweezers developed in this work as a tool for single-entity manipulation and force probing measurements, they could potentially find other applications. One example could be to expand their current use for studying more challenging and interesting biological molecules, such as DNA origamis or lipid vesicles. In addition, these nanotweezers could be implemented as single-molecule detectors though impedance-based measurements. Preliminary experimental data for these two suggested applications are briefly presented in the following sections.

6.2.1 Dielectrophoretic force probing on single lipid vesicles

Following the same setup as in Chapter 5, the nanotweezers were used to trap individual fluorescent giant unilamellar vesicles (GUVs). GUVs are a powerful model system for cell membrane with promising biomedical delivery platforms and applications in artificial cell technologies [177]. Individual trapping of GUVs has been reported in the past by optical tweezers [178]. However, GUVs follow the single-shell model because the dielectric properties of its core differ from the ones on its outer layer. This behaviour is similar to cells and their Clausius-Mossotti factor as a function of the applied frequency has a different trend from the one for homogeneous spherical particles (i.e., latex beads).

Dielectrophoretic tweezers could be used to distinguish lipid vesicles with different properties either in their core or on their layer by tuning the applied frequency [179]. Figure 6.4a shows the 2D trajectory of a trapped GUV at the nanotweezers tip under an applied AC signal of 600 mV and 10 MHz. Positive dielectrophoresis was observed at much higher frequencies for lipid vesicles compared to latex beads. The measured dielectrophoretic force experienced by the GUV reached a maximum value of approximately 120 fN at the nanotweezers tip (Figure 6.4b). This is a highly optimisable particle in terms of its dielectric properties, so multiple parametric studies could be performed to study its response under DEP fields generated by the nanotweezers. Besides this particular analyte, the dielectrophoretic nanotweezers could be combined with other single-molecule force probing techniques, such as the optical and magnetic tweezers, to study and probe small forces on more sophisticated systems.

An interesting case would be to stretch a DNA molecule with either optical or magnetic tweezers and use the dielectrophoretic nanotweezers to manipulate single proteins hybridised on the DNA molecule. Since the DEP nanotweezers have the capacity to
operate in the low force regime (tens of fN), the structure of proteins could be minimally affected by the external field and it is likely that valuable information about their dielectric properties to be obtained. Another potential application, but far more complicated, would be to repeat the study reported by Nadappuram et al. (2019) [10], insert the DEP nanotweezers inside living cells and probe the force experienced by fluorescently labelled molecules. The difficulty, however, lies to the highly sophisticated intracellular environment where unwanted binding or trapping would most likely occur at the nanopipette tip. Finally, the integration of the DEP nanotweezers with a spinning confocal microscope would allow 3D tracking of the fluorescently labelled molecule which would increase dramatically the precision of the dielectrophoretic force magnitude measurement.

6.2.2 Impedance-based detection with the DEP nanotweezers

Furthermore, the DEP nanotweezers could be potentially used also for single-particle label-free detection based on impedance spectroscopy techniques. The presence of a dielectric particle between the two nanoelectrodes at the tip is expected to distort the electric field gradients formed initially. By integrating a lock-in amplifier and probing the impedance of a component of this circuit, particle trapping should be accompanied by a change either in the impedance or phase of this component. Although successful single-particle detection was not achieved in early measurements, the nanotweezers were able to distinguish differences in the electrical permittivity of the solution they were immersed in. Figures 6.5a and 6.5b show how the impedance amplitude ($R$) and phase ($\theta$)
changed, respectively, when the nanotweezers were switched between different solutions. In this system, a 470 Ω resistor, connected in series to one of the two carbon nanoelectrodes, was used to probe the impedance.

From Figure 6.5a, the impedance magnitude $R$ increased when going from air to Milli-Q H$_2$O and also as the concentration of KCl became higher (from 10 to 100 mM). When switching to 10% ethanol, a small decrease was reported with lower values recorded as

**Figure 6.5** Measured impedance a) magnitude ($R$) and b) phase ($\theta$) of a 470 Ω resistor connected in series to one of the two carbon nanoelectrodes after the application of a 600 mV and 100 kHz AC signal. The nanotweezers were immersed in different aqueous solutions for each measurement (solutions are labelled on the horizontal axis). Blue data points represent values obtained with a pair of FIB milled nanotweezers having a 2 μm latex attached to its tip surface. The orange ones represent data obtained from another FIB milled pair of nanotweezers without beads attached.
the concentration of ethanol became larger (50% and 100%). There was no evident trend in the measurements regarding the probed phase (Figure 6.5b). It is worth noting blue and orange data points represent measurements with two different FIB milled nanotweezers. One of them (blue), after imaging under the fluorescence microscope, was found to have a latex bead permanently attached to its tip surface. The presence of the bead could be the reason why the blue data points have a fixed difference with the orange ones. These findings could be an early indication that the nanotweezers are capable of single-molecule detection but more advanced equipment needs to be introduced to the current setup to achieve this. Nevertheless, it is a very interesting application as the system could then be used for label-free single-molecule manipulation and force probing.

Finally, the DEP nanotweezers could be used to detect changes in the impedance between the cytoplasm and a cell’s membrane. Recently, Hughes (2023) [180] reported that the model followed so far for the dielectrophoretic analysis of the electrical properties of a cell was giving a higher value than that acquired by patch clamp techniques. In this study, the author introduces the “electrome model” to describe the cell’s electrical characteristics and suggests that the cell membrane acts as a capacitor with a membrane potential ($V_m$). This potential can be monitored by changes to the zeta potential or the conductivity of the cytoplasm and the medium. By placing the DEP nanotweezers close or at the membrane of a cell, the total impedance of the system could be monitored to quantify this membrane potential. In addition, variations in the Clausius-Mossotti factor response of the system could also be detected by the DEP nanotweezers.
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ABSTRACT

Solid-state nanopores have been widely employed in the detection of biomolecules, but low signal-to-noise ratios still represent a major obstacle to enable the discrimination of nucleic acid and protein sequences substantially smaller than the nanopore diameter. The addition of 50% polyethylene glycol (PEG) to the external solution was recently demonstrated as a simple way to enhance the detection of such biomolecules translocating through a model solid-state nanopore. Here, we provide a comprehensive description of the physics describing a nanopore measurement carried out in 50% PEG that is supported by finite-element modelling and experiments. We demonstrate that the addition of PEG to the external solution introduces a strong imbalance in the transport properties of cations and anions, drastically affecting the characteristic current response of the nanopore. We further show that the strong asymmetric current response is due to a polarity-dependent ion distribution and transport at the nanopipette tip region, leading to either ion depletion or enrichment for few tens of nanometers across its aperture. We then provide evidence that a combination of the decreased/increased diffusion coefficients of cations/anions in the bath outside the nanopore and the mechanical interaction between a translocating molecule and the nanopore-bath interface is responsible for the increase in the translocation signals. We expect this new mechanism to contribute to further developments in nanopore sensing by suggesting that tuning the diffusion coefficients of ions could enhance the sensitivity of the system.
INTRODUCTION

Nanopore sensing is one of the leading label-free techniques for the analysis and manipulation of single molecules due to its high throughput and sensitivity[71], [181], [182]. In nanopore measurements, an ionic current is generated by applying a potential between two electrodes situated in two reservoirs separated by a small orifice. In general, the translocation of an analyte through a nanopore causes a decrease in magnitude of the ionic current due to temporary restricted transport of ions across the orifice [71]. However, under low electrolyte concentrations, charged molecules, such as double-stranded DNA (dsDNA), carry a counterion cloud which leads to a local ion enrichment, inducing a current enhancement[71], [183], [184]. The amplitude, duration and shape of the translocation event provide important information about the physicochemical properties of the molecule, such as size, charge, and shape [71], [185], [186].

Despite the developments in the field over the past decades[187], using solid-state nanopores to detect proteins and short nucleic acids still remains challenging, requiring nanopores of comparable size to the molecules (< 10 nm diameter), which are difficult to fabricate reproducibly[188]. Furthermore, the nanopore system needs to have a high signal-to-noise ratio[189] to detect small perturbations to the ion current caused by the translocation of molecules, and high bandwidth electronics to characterize rapid translocations with sufficient temporal resolution[190]. So far, finite element modelling has been extensively used to examine electrokinetic phenomena in nanopores[184], [191]–[194]. In such systems, the ion current is due to the transport of ionic species under the influence of an electric field and its physics can be considerably more complex than the one regulating simple ohmic conductors[195]. For example, the charge on the nanopore wall induces an electric double layer leading to non-uniform ion concentration distributions and the interacting physics of ion transport, electric fields and fluid flows result in a wide range of non-linear behavior[145], [192], [196].

We have recently reported the enhanced single molecule detection by a nanopore when 50% poly(ethylene) glycol (PEG) is added to the external solution, which leads to a ~ 6x increase in the amplitude of the translocation signal[197]. Here, we describe the mechanism explaining this enhancement by using a combination of experiments and multi-physics modelling[197]. We developed a finite element model by coupling Nernst-Planck and Poisson equations to describe the physics of ion transport under an applied electric field when a nanopore sensing experiment is carried out in the presence of 50% PEG. Based on the cation-binding properties of PEG that have been previously reported in literature, our model assumes a decrease/increase in the diffusion coefficients of cations/anions in the external solution, respectively[198]–[202]. The model reproduces
the experimental current-voltage responses in the presence and absence of PEG and provides insight into the ion concentrations and transport rates responsible for the observed behavior. We then prove that the increase in the translocation signal is a combination of the decreased/increased diffusion coefficients of cations/anions, respectively, in the bath outside the nanopore and the mechanical interaction between a translocating molecule and the nanopore-PEG interface. We expect this new mechanism to inform further developments in nanopore sensing by suggesting that approaches that affect the diffusion coefficients of ions in the external bath could be used to enhance the sensitivity of the system.

RESULTS AND DISCUSSION

Figure D.1a shows the experimental setup used throughout this work in which a model solid-state nanopore based on a quartz nanopipette (aperture 25 nm in diameter) filled with a 0.1 M KCl solution is immersed into a bath containing 0.1 M KCl with or without 50% (w/v) PEG. In nanopore measurements, the current-voltage (i-V) response characterizes the ion transport, indirectly providing information about the physical properties of the nanopore (size, shape, surface charge). The gray line in Figure D.1b shows the current-voltage response of a nanopipette filled with a 0.1 M KCl solution and immersed in a bath containing 0.1 M KCl (no PEG). The slightly higher conductivity observed at a negative bias applied versus a positive bias is termed ion-current rectification (ICR) and arises from the negatively charged glass wall of the nanopipette, which makes the aperture region permselective to cations and this effect has been extensively described in literature[196], [203]–[205].

When the same nanopipette is immersed in a bath of 0.1 M KCl with 50% PEG, a dramatic reversal in the rectification is observed in the i-V curve (orange line). The PEG solution is ~ 9 times less conductive than 0.1 M KCl (Table ST1.2, Supporting Information 1) and, counterintuitively, the ion current observed at +500 mV is greater than the one measured in a PEG-free bath (above-bulk conductivity). Also, under negative bias, the ion current is ~ 4 times lower than observed without PEG in the external solution. This response cannot be explained only considering the difference in conductivity between the two solutions, or as a rectification effect induced by surface charge on the nanopore wall, indicating that a different mechanism is responsible for the observed i-V response. We also demonstrated that the viscosity of the solution is not responsible for this observed phenomenon, as the i-V response obtained with PEG cannot be reproduced with other viscous solutions such as 50% (v/v) glycerol (Section S3, Supporting Information 1). In the following section, we describe a numerical model we developed to calculate ionic currents (points in Figure D.1b) in the PEG system and to explain this anomalous current-voltage behavior.
As we have previously reported[197], the presence of PEG in the external solution leads to a 4 fold enhancement of the ion current observed when a single molecule translocates through the nanopore (Figure D.1c). It is worth noting that as the two current traces displayed in Figure D.1c were both recorded using the same nanopipette tip aperture (r = 12.5 nm), applied voltage (-500 mV), and composition of the inner solution (0.1 M KCl and 0.3 nM 4.8 kbp dsDNA), the observed enhancement is only driven by the presence of PEG in the external solution. During a conventional dsDNA translocation measurement through a nanopore where the solution is identical in both reservoirs, the current increase is attributed to the presence of the counter-ion cloud carried by the dsDNA molecule, which results in a temporary increase in the ions concentration in this region[183], [184], [206], [207]. The final section presents a new mechanism in nanopore
systems that not only explains the anomalous $i-V$ response related to PEG, but also the enhanced single molecule sensitivity.

**Finite Element Simulations**

We developed a finite element model that coupled ion transport (diffusion, electromigration) and electrostatics at different applied potentials. A detailed description of the model is given in the Supporting Information 1 (Sections S1, S2) and 2 (COMSOL report). Briefly, a 2D axisymmetric model simulates the geometry of a nanopipette as a simplified truncated hollow cone immersed in a circular bath (Figure SF1.1, Supporting Information 1). The model was informed by experimental measurements (scanning electron microscopy graphs of the nanopipette tip geometry in Figure SF2.1 bulk conductivities and viscosities of the solutions in Table ST1.2, Supporting Information 1), with only the inner half-cone angle ($\theta$), the surface charge of the quartz glass ($\sigma$) and the diffusion coefficients of the ions in the bath containing 50% PEG 35K ($D_{K^+}$, $D_{Cl^-}$) could not be experimentally measured. The inner-half cone angle ($\theta = 7^\circ$) was determined parametrically by solving analytically the resistance of the nanopipette immersed in a 0.1 M KCl solution (Section S2.2, Supporting Information 1 for more details). Similarly, the surface charge at the nanopipette quartz wall ($\sigma = -12 \text{ mC m}^{-2}$) was estimated using the closest fit to the experimental data (Section S2.4, Supporting Information 1).

In our system, charge is carried by ions migration due to the presence of an electric field (electromigration) and concentration gradient (diffusion)[145]. In 0.1 M KCl, the ion flux generated by electromigration ($\vec{J}^m_i$) depends on the sum of the diffusion coefficients of ions in solution (Section S2.3, Supporting Information 1) which defines the solution conductivity according to the following equation:

$$\vec{J}^m_i = \vec{J}^m_{K^+} + \vec{J}^m_{Cl^-} = \frac{(D_{K^+} + D_{Cl^-})}{RT} F^2 c_b \vec{E} = \kappa \vec{E}$$

(D.1)

where $D_{K^+}$ and $D_{Cl^-}$ are the diffusion coefficients of potassium and chloride, respectively, $c_b$ the bulk concentration, $F$ the Faraday constant, $R$ the natural gas constant, $T$ the temperature, $\kappa$ the solution conductivity, and $\vec{E}$ the electric field. For KCl, in normal conditions (no PEG), the ratio between the diffusion coefficients of the two species is very close to unity ($\frac{D_{K^+}}{D_{Cl^-}} \sim 1$), meaning that the contribution of potassium and chloride to the total conductivity $\kappa$ is approximately the same.

Evidence in literature has shown that poly(ethylene) glycol associates with cations in solution[199]–[202], [208]. Zhang et al.[198] developed a molecular dynamics model and
proved the interaction between cations and poly(ethylene) glycol, finding that the trapping time of the ion in the polymer chain is highly dependent on the ion radius with longer trapping time for larger radii. These findings clearly indicate that the diffusion properties of cations in solution are affected in the presence of PEG. In the simulations, we considered this effect by assuming a change in the diffusion coefficients of the two ion species in the external solution. The properties of the 0.1 M KCl electrolyte inside the nanopipette were kept constant as described above.

We performed a parametric study to determine the ratio of the diffusion coefficients by decreasing the contribution of the potassium ion and increasing that of chloride \((\frac{D_{K^+}}{D_{Cl^-}} < 1)\) to the total conductivity \(\kappa_{PEG}\) (Section S2.3, Supporting Information 1) to describe the experimental \(i-V\) of the nanopipette in the presence of PEG shown in Figure D.1b (orange curve). This study revealed that the lower the ratio of diffusion coefficients, the more asymmetric the \(i-V\) response will be (Figure SF2.3, Supporting Information 1), which supports our hypothesis that the polymer-cation interactions are responsible for the distinctive current response in presence of PEG[197], [209]. We obtained the closest fit to the experimental data (orange square points, Figure D.1b) by selecting a diffusion coefficient ratio of \(\frac{D_{K^+}}{D_{Cl^-}} = 0.54\), meaning a 35% contribution from the cations and 65% from the anions to the total conductivity of the PEG solution. The simulated currents shown in Figure D.1b (orange data points) quantitatively reproduce the experimentally observed \(i-V\) response (orange curve).

It is worth clarifying that all inputted parameters, with or without PEG in the external solution, were either measured experimentally (electrical conductivity, fluid viscosity and electrolyte concentration) (Table ST1.2, Supporting Information 1) or found in literature (S1.1, Supporting Information 2). In addition, we found that the nanopipette surface charge and any fluid flow in the system minimally influence the simulated \(i-V\) response in the presence of PEG in the external solution (Section 2.5 and Table ST2.1, Supporting Information 1), thus all modelling results related to PEG presented below were obtained without considering these factors.

**Average ion concentration at the tip region**

Figure D.2 shows the average ion concentration \(c_{avg} = \frac{[K^+] + [Cl^-]}{2}\) obtained with finite element modelling under two opposite voltages applied \((V = \pm 500 \text{ mV})\) in presence (Figure D.2a, D.2b) and absence (Figure D.2c, D.2d) of PEG in the external solution (Section S5, Supporting Information 1). In the presence of PEG, a pronounced ion depletion is observed for \(V = -500 \text{ mV}\) (Figure D.2a) while ion enrichment is noticeable when \(V = +500 \text{ mV}\) (Figure D.2b) with a 20-fold increase in ion concentration compared
to when a negative bias is applied. This observation is the origin of the asymmetric current response observed in the presence of PEG (Figure D.1b). In the absence of PEG in the external solution, a slightly higher ion concentration can be observed within the pore region under $V = -500 \text{ mV}$ (Figure D.2c) compared to the case with $V = +500 \text{ mV}$ (Figure D.2d). This explains the slightly asymmetric curve (ICR) for the no PEG case (gray curve) shown in Figure D.1b[196]. Figure D.2e plots the average ion concentration along the symmetry axis of the nanopipette (dashed red line, Figure D.2a), allowing for quantitative comparison of the simulations. The average concentration for the PEG
(orange curve) and no PEG (gray curve) case is plotted for $V = -500 \text{ mV}$ (dashed line) and $V = +500 \text{ mV}$ (solid line). In our reference system, the interface between nanopipette and external solution is positioned at $z = 0 \text{ nm}$, while $z > 0 \text{ nm}$ correspond to the axis of symmetry inside the nanopipette and $z < 0 \text{ nm}$ to the external solution (Figure SF1.1, Supporting Information 1). Interestingly, the maximum ion concentration for $V = +500 \text{ mV}$ in the presence of PEG (orange solid line) is approximately 4 times higher than the corresponding case with no PEG (gray solid line). This observation indicates that the above-bulk conductivity arises from a dramatic increase in the ion concentration at the tip region of the nanopipette, despite the external solution in the presence of PEG being 9 times less conductive (Table ST1.2, Supporting Information 1).

Experimentally, a similar increase in conductivity is observed upon the translocation of a single dsDNA molecule in presence of PEG in the external solution, as shown in Figure D.1c, suggesting that the signal amplification is related to the number of ions in the sensing region of the nanopipette. The vast difference in ion concentration between positive and negative bias is similar to the behavior of nanofluidic diodes[210]–[214] for ultrashort conical nanopores. In these studies, nanofluidic diodes were developed by introducing a surface charge discontinuity on a nanochannel which forms a junction similar to bipolar semiconductors. In our case, we achieve a similar behavior by introducing an interface between a region where the value for the diffusion coefficient for cations and anions is approximately the same (i.e. the inner solution) to a region where the diffusion coefficient for the cations is much smaller than the one for anions due to the presence of PEG (i.e. the external solution). This discontinuity not only affects ions distribution but also ions transport, as we describe in the next section.

**Ions transport at the tip region**

The origin of the significant differences in ion concentration ($c_{\text{avg}}$) in the presence of PEG can be understood by a careful analysis of the ion transport ($N_{K^+}, N_{Cl^-}$) across the interface close to the nanopipette tip aperture, which represents the most sensitive region of our system[215] (Section S6, Supporting Information 1).

We define “sensing region” as the region between two equipotential lines where a 50% drop of the applied voltage is observed. In case of -500 mV applied, the voltage drop across the sensing region ($\Delta V_{\text{sens}}$) is equal to 250 mV. In the presence of PEG and under -500 mV, we found that this region is about 40 nm in length along the z-axis (from $z = -20 \text{ nm}$ to $z = 20 \text{ nm}$ with the interface between inner and external solution set at $z = 0$) (Figure SF6.3 and SF6.4, Supporting Information 1). This clearly indicates a highly resistive region positioned at the nanopipette tip which leads to a significant drop in the
measured current magnitude (baseline current), as shown in Figure D.1b (orange curves and square points).

In any enclosed volume, the flux of ions through the surface surrounding the volume is equal to the rate of change in the ions number (mass and charge conservation)[95]. The transport rate for each ion species ($N_{ij}$) was calculated by integrating the total flux of $K^+$ and $Cl^-$ separately, along the equipotential lines (dashed gray lines, Figure D.3) selected around the nanopipette tip. An extensive description of these calculations is provided in section S6 of Supporting Information 1. In a nutshell, for 0.1 M KCl, where both ion species have a valence of $z_i = 1$, the difference between the number of charges (ions) entering and exiting each dashed line over time is proportional to the current.

![Figure A.3](image)

**Figure A.3** Visualization of the relative contributions of different physical processes to the transport rates of $K^+$ and $Cl^-$ at $±500$ mV with PEG in the outer solution. The lengths of the arrows represent the magnitude of the total transport rate (black) across the respective equipotential line (dashed gray), which is the sum of electrophoretic (red) and diffusive (blue) contributions. In addition, the arrows being parallel to the z-axis and the ions positions were selected for illustration purposes only. Arrows for negligible diffusive contributions are not shown in the plot for ease of representation. The colour map in the background represents the average ion concentration and the dotted line at the nanopipette aperture the interface between the inner and the external solution.

Since no convection was considered for this simulation, the total ion transport rate (black arrow, Figure D.3) can be broken down to two components, the electrophoretic ($N_{ij}^m$) and diffusive ($N_{ij}^d$) (red and blue arrow, respectively, Figure D.3). Figure D.3 illustrates all these three components, for both cations (green sphere) and anions (purple sphere), at 4 equipotential lines to highlight the marked difference in ion transport between the inner and outer solution for $V = ±500$ mV. The total ion transport rate (black arrows) of each ion species for each applied potential remains constant across the designed
dashed lines, verifying that mass and charge is conserved in the system and that the sum of the electrophoretic and diffusive components will always be the same. Based on the polarity of the applied voltage, cations/anions will get attracted/repelled resulting in electrophoretic ion transport either in or out of the nanopipette tip (dotted black line, Figure D.3). Additionally, any gradients in the ion concentration (color map in background of Figure D.3) give rise to diffusive ion transport with both species moving towards (with V = -500 mV) or away the tip interface (with V = 500 mV).

Figure D.3 shows that the total ion transport rate at -500 mV is lower than the rate at 500 mV by 75% which is in agreement with the experimental and simulated i-V responses presented in Figure D.1b. It is important to note that the electrophoretic transport dominates diffusion in all cases. To summarize, when V = 500 mV, there is a larger number of ions flowing across the nanopipette tip aperture over time which results in a higher current magnitude (Table ST6.2, Supporting Information 1) demonstrating that an asymmetric ion mobility is responsible for the observed above-bulk conductivity. In contrast, when V = -500 mV, there is a low number of ions flowing across the nanopipette tip aperture over time resulting in a much lower current magnitude (Table ST6.1, Supporting Information 1), which again is consistent with the experimental data.

**Mechanism of current enhancement upon dsDNA translocation**

DNA molecules carry a negative surface charge and form counter-ion clouds when immersed in electrolyte solutions (0.1 M KCl)[183], [216]. In standard conditions (no PEG) and under negative potentials (-500 mV), the temporary increase in the current magnitude recorded during dsDNA translocation is due to the additional ions carried by the molecule to the sensing region of the nanopipette which results in a temporary higher ion concentration[183].

In the presence of PEG, the physics related to the generated current upon dsDNA translocation through the nanopipette aperture is considerably more complex. As previously explained, the nanopipette shows a remarkable ion depletion at the tip region with very few ions transporting through the interface when -500 mV is applied (see ion concentrations in Figure D.2a and transport in Figure D.3a), while the external solution is mainly populated by anions with cations transport hindered by intercalation in the PEG molecules[198]. In these conditions, the counter-ion cloud carried by the dsDNA molecule certainly contributes to the temporal increase of the ion concentration, thus the conductivity, of the system. However, this is not sufficient to explain the drastic current enhancement recorded experimentally. In fact, the charge carried by the translocating dsDNA molecule is the same regardless the presence or absence of PEG in the external solution, thus the increased conductivity should be approximately equal in both cases (see Section S7.1, Supporting Information 1).
Figure A.4 Proposed mechanism of current enhancement upon a dsDNA molecule translocation. (a) The translocation of a dsDNA molecule through the nanopipette causes a temporary displacement of the interface ($\Delta z$) between the pore and external solution (blue dashed line) which results in a temporary ion enrichment in the nanopipette tip region (note: the illustrations are not in scale and geometries were chosen for illustration purposes only). (b) Simulated average ion concentration along the axis of symmetry ($r = 0$ nm) for 0 nm (black), 2 nm (cyan) and 30 nm (magenta) interface displacement. (c) Simulated (black curve) and experimental (coloured points) current peak maxima ($\Delta i$) for different interface displacements towards the external solution and sizes of dsDNA molecules translocating through the nanopipette tip aperture towards the bath, respectively. The error bars represent the standard deviation of the experimental current peak maxima values. The horizontal coordinate of experimental data points was chosen according to the expected $\Delta z$ (Table ST7.1, Supporting Information 1).
We explored if the mechanical interactions between a dsDNA and PEG molecules at the interface of the internal and the external solutions could temporarily alter the ion concentrations at the tip region. Briefly, we considered a rectangular protrusion of the domain inside the nanopipette (i.e. inner solution) towards the bath domain (i.e. external solution) to get a simplistic model of the interface shift caused by the arrival of dsDNA, as shown in Figure D.4a. We performed a parametric study by varying the size of this protrusion ($\Delta z$) from $z = 0$ nm to $z = -30$ nm with 2 nm steps. Figure D.4b presents the simulated average ion concentration along the symmetry axis for three different interface displacements (0, 2 and 30 nm). As the interface moves further away from the nanopipette tip opening ($z = 0$ nm), the number of ions in the nanopipette’s sensing region increases, resulting in an enhanced current value. We found that an interface displacement of 16 nm towards the external solution is sufficient to cause an increase in the ion current to match the current peak maxima measured experimentally for the translocation of a single 4.8 kbp dsDNA molecule (Section S7.2 and S7.3, Supporting Information 1). This current enhancement is due to a 33% increase in ion concentration in the nanopipette sensing region ($0 < z < 20$ nm) caused by this shift in the interface.

To summarize, we found that the translocation of dsDNA molecules through the pore causes a temporary displacement of the interface, which results in a shift of the ion depleted region towards the bath. The consequence is ion enrichment in the sensing region inside the nanopipette, which results in higher conductivity, thus higher measured currents (Figure D.4a). Note that in our simulations, we simplistically assume that the interface between pore and external solution without DNA is a straight line at $z = 0$ nm (no mixing, blue dashed line in Figure D.4). Using a more sophisticated model for the interface would certainly improve the accuracy of our calculations, but not the level of our understanding of the system.

Based on this mechanism, we expect various dsDNA molecule sizes to have different effects on the translocation current, as recently reported by Confederat et al.[217] for DNA origamis. For instance, longer dsDNA molecules would displace the interface further towards the external solution. To prove this hypothesis, we repeated the same experiment as the one illustrated in Figure D.1 using a range of sizes of dsDNA as the analyte (0.7 – 7 kbp) with and without PEG in the outside bath (Figure D.4c and Section S7.3, S7.4, Supporting Information 1). In PEG, experimental current peak maxima for the translocation of dsDNA molecules with sizes from 0.7 kbp up to 7 kbp are in close agreement with the trend obtained from the simulated current values due to interface displacements, as shown in Figure D.4c and Table ST7.1 in Supporting Information 1. In the no PEG case, not only there is no evident correlation, but the detection is limited to molecules with a minimum size of 4.8 kbp (Figure SF7.2c, Supporting Information 1).
These findings confirm our initial hypothesis that the current enhancement in the presence of PEG 35K upon dsDNA translocation cannot be explained only in terms of additional ions carried by the analyte, as recently reported by Lastra et al[195] for a system based on a pore’s flux imbalance, but a mechanical interaction between the analyte and PEG molecules at the nanopipette tip opening must be taken into account.

To further support this, we experimentally verified that the voltametric responses and current enhancement caused by PEG disappear when a positive pressure is applied at the back of the nanopipette to mechanically push PEG molecules away from the tip opening (Section S7.5, Supporting Information 1). This result shows that the PEG effect is completely cancelled by disrupting the interface, underpinning the importance of the latter to the experienced current enhancement.

CONCLUSION

To summarize, we developed a finite element model to improve our understanding of the dramatic current enhancement upon dsDNA molecule translocation through a nanopipette to an external solution containing 50% (w/v) PEG 35K. This system was successfully simulated by assuming a decrease/increase in the diffusion coefficients of cations/anions, respectively, due to the cation binding properties of PEG. We observed that the characteristic i-V response in the presence of PEG is due to voltage-dependent ion concentrations at the tip region with ion enrichment at positive and ion depletion at negative potentials. A similar behaviour was noticed in the asymmetric transport rates for each ion species across the tip orifice, resulting in higher currents at positive applied bias compared to negative. Furthermore, we demonstrated that conventional mechanisms of current enhancement based on additional ions carried by the analyte are not sufficient to fully explain our system. Hence, we proposed a novel mechanism supported by experimental evidence which relies on mechanical interaction between the translocating analyte and the solutions interface. We proved that such interactions could lead to alteration of the ion distribution at the tip orifice which can result into temporary current increases. We expect that this work can provide a new paradigm in nanopore sensing, where the alteration of the ion transport properties of the external solution can be harnessed to provide enhanced signal-to-noise ratios allowing for the biochemical and structural analysis of proteins and other biomolecules.

MATERIALS AND METHODS

Nanopipette fabrication

Quartz capillaries of 1.0 mm outer diameter and 0.5 mm inner diameter (QF100-50-7.5; Sutter Instrument) were used to fabricate the nanopipette using the SU-P2000 laser puller (World Precision Instruments). A two-line protocol was used, line 1: HEAT 750/FIL
4/VEL 30/DEL 150/PUL 80, followed by line 2: HEAT 625/FIL 3/VEL 40/DEL 135/PUL 150. The pulling protocol is instrument specific and there is variation between different SU-P2000 pullers.

**External bath preparation**

To generate 10 ml of the 50% (w/v) poly(ethylene) glycol (PEG 35K) (Sigma Aldrich; 94646) 0.1 M KCl solution, 1 ml of 1 M KCl solution, 4 ml of ddH$_2$O and 5 g of PEG 35K were mixed inside a tube. The tube was then left inside a 70°C incubator for 2 hours followed by overnight incubation at 37°C. The tubes were then left on bench for 4 hours to reach the room temperature prior to use. All electrolytes were stored at room temperature.

**Double-stranded DNA preparation**

To prepare the individual dsDNA samples, the GeneRuler 1 kbp plus DNA Ladder (SM1331: Thermo Fisher) was separated via a 0.8% agarose gel. The individual bands (0.7 kbp, 1.5 kbp, 2 kbp, 3 kbp, 4 kbp, 4.8 kbp, 7 kbp) were physically isolated with a blade and the dsDNA was extracted using the Monarch® DNA Gel Extraction Kit according to the manufacturer specifications (T1020; New England Biolabs Inc.). The extracted dsDNA was further purified using the Genomic Clean and Concentrator Kit (D4010; Zymo Research). All dsDNA was eluted in the Monarch® DNA Elution Buffer (T1016L; New England BioLabs Inc.) and stored at -20°C. All the dsDNA was then diluted from stock to 0.3 nM with 0.1 M KCl.

**Ion current trace recording**

The nanopipettes were all filled with 0.3 nM dsDNA diluted in 0.1 M KCl (P/4240/60; Fisher Scientific) and fitted with a Ag/AgCl working electrode. The nanopipettes were immersed into the electrolyte bath containing or not containing poly(ethylene) glycol 35K with a Ag/AgCl reference electrode. The ionic current trace was recorded using a MultiClamp 700B patch-clamp amplifier (Molecular Devices) in voltage-clamp mode. The signal was filtered using low-pass filter at 20 kHz and digitized with a Digidata 1550B at a 100 kHz sampling rate and recorded using the software pClamp 10 (Molecular Devices).

**Finite Element Modelling**

Finite element simulations were performed with COMSOL Multiphysics 5.6 (COMSOL Inc.).
Appendix B
Supplementary information for Chapter 3

This Appendix includes additional information for experimental results discussed in Chapter 3.

B.1 SEM images of carbon nanoelectrodes

Figure B.1 SEM micrographs of unsuccessful pyrolytic carbon deposition inside quartz glass single-barrel nanopipettes. a) Fully sealed nanopipette tip with melted glass after extreme heating. b) Melted nanopipette tip after extreme heating with a large carbon surface being exposed by the side. c) Broken nanopipette tip. Pyrolytic carbon deposition is observed at the inner glass wall (rough surface). d) Fully sealed nanopipette tip with melted glass after extreme heating.
Figure A.1 shows examples of unsuccessful carbon deposition inside quartz glass nanopipettes due to material melting after the pyrolysis procedure. In contrast, Figure A.2 illustrates two additional nanopipette tips with semi-elliptical carbon nanoelectrodes before and after FIB milling was performed.

Figure B.2 Scanning electron microscope (SEM) images of quartz glass double-barrel nanopipette-based carbon electrodes a), c) before and b), d) after the application of focused ion beam (FIB) milling at the tip surface. At the left column, carbon was covered by melted glass inside the semi-elliptical pores. At the right column, excessive glass wall was removed by a focused beam of accelerated Ga⁺ ions perpendicular to the tip surface, resulting in a smooth and flat surface where semi-elliptical carbon nanoelectrodes (black domain) are considered co-planar. Note that quartz glass theta capillaries were laser pulled with Programme 2 and the nanopipettes external wall was not sputtered with a conductive layer so that the carbon nanoelectrodes could be used as dielectrophoretic nanotweezers. Any protrusions in the geometry of the outer glass walls were due to salt contamination during electrochemical measurements that was not removed after cleaning. Dr Stuart Micklethwaite (LEMAS, University of Leeds) acquired the SEM micrographs and performed FIB milling at the regions of interest I selected.
B.2 Cyclic voltammograms

Figure A.3 presents peak-shaped voltammograms for a conventional macroelectrode (1 mm in diameter) where the oxidation and reduction curves do not overlap as for nanoelectrodes. Furthermore, Figure B.4 depicts additional sigmoid cyclic voltammograms for a pair of nanoelectrodes before and after FIB milling.

Figure B.3 Cyclic voltammograms at different scan rates (10, 50, 100, 200 and 500 mV/s) for a conventional planar macroelectrode (1 mm in diameter) when immersed in 10 mM RuHex and 0.1 M KCl. A three-electrode configuration was used for these measurements.
Figure B.4 Sigmoid cyclic voltammograms (cyan curve) for a pair of semi-elliptical carbon nanoelectrodes a), c) before and b), d) after FIB milling of the quartz glass double-barrel nanopipette tip. The carbon nanoelectrodes are presented in Figure 3.4d. A potential sweep from 0 to -400 mV was repeated 3 times with a 50 mV/s scan rate. The curves represent the last reduction process. A three-electrode system, where the carbon nanoelectrode acted as the working electrode, was used for these measurements. Linear fitting (red dashed lines) between two points at the baseline and plateau was applied to estimate the mass transport limiting current ($i_{ss}$) at the standard redox potential (black dotted line at -200 mV). The presence of capacitive currents in the system is responsible for the plateau region not being stationary.
Appendix C

A detailed description for the geometry, initial boundary conditions and mesh of the finite element method model developed in Chapter 4 is provided below in the form of a COMSOL model report.

Global Definitions

Parameters

<table>
<thead>
<tr>
<th>Name</th>
<th>Expression</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>VApp</td>
<td>0.6 [V]</td>
<td>0.6 V</td>
<td>Applied voltage</td>
</tr>
<tr>
<td>fApp</td>
<td>100[kHz]</td>
<td>1E5 Hz</td>
<td>Applied frequency</td>
</tr>
<tr>
<td>T</td>
<td>21[degC]</td>
<td>294.15 K</td>
<td>Room temperature</td>
</tr>
<tr>
<td>ParticleDiameter</td>
<td>2[um]</td>
<td>2E−6 m</td>
<td>Diameter of polystyrene latex beads</td>
</tr>
<tr>
<td>ParticleDensity</td>
<td>1055[kg/m^3]</td>
<td>1055 kg/m³</td>
<td>Density of polystyrene latex beads</td>
</tr>
<tr>
<td>epsilon_m</td>
<td>79</td>
<td>79</td>
<td>Permittivity of medium</td>
</tr>
<tr>
<td>ParticleRelativePermittivity</td>
<td>2.56</td>
<td>2.56</td>
<td>Relative permittivity of polystyrene latex beads</td>
</tr>
<tr>
<td>ParticleConductivity</td>
<td>6[mS/m]</td>
<td>0.006 S/m</td>
<td>Conductivity of polystyrene latex beads</td>
</tr>
<tr>
<td>SemiAxisCH1a</td>
<td>75[nm]</td>
<td>7.5E−8 m</td>
<td></td>
</tr>
<tr>
<td>SemiAxisCH1b</td>
<td>160[nm]</td>
<td>1.6E−7 m</td>
<td></td>
</tr>
<tr>
<td>SemiAxisCH2a</td>
<td>75[nm]</td>
<td>7.5E−8 m</td>
<td></td>
</tr>
<tr>
<td>SemiAxisCH2b</td>
<td>150[nm]</td>
<td>1.5E−7 m</td>
<td></td>
</tr>
<tr>
<td>SeptumHeight</td>
<td>150[nm]</td>
<td>1.5E−7 m</td>
<td></td>
</tr>
<tr>
<td>SeptumWidth</td>
<td>55[nm]</td>
<td>5.5E−8 m</td>
<td></td>
</tr>
<tr>
<td>WallThickness</td>
<td>60[nm]</td>
<td>6E−8 m</td>
<td></td>
</tr>
<tr>
<td>PoreHeight</td>
<td>5[um]</td>
<td>5E−6 m</td>
<td></td>
</tr>
<tr>
<td>PoreAngle</td>
<td>8[deg]</td>
<td>0.13963 rad</td>
<td></td>
</tr>
<tr>
<td>RatioX</td>
<td>(2<em>PoreHeight</em>tan(PoreAngle) + SemiAxisCH1b + SemiAxisCH2b + 4.8504)</td>
<td>4.8504</td>
<td></td>
</tr>
<tr>
<td>Name</td>
<td>Expression</td>
<td>Value</td>
<td>Description</td>
</tr>
<tr>
<td>-----------------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>-----------</td>
<td>--------------------------------------------------</td>
</tr>
<tr>
<td>SeptumCH1b + SeptumCH2b + SeptumWidth)</td>
<td>(2<em>PoreHeight</em>tan(PoreAngle) + SemiAxisCH1a + SemiAxisCH2a + SeptumHeight)/(SemiAxisCH1a + SemiAxisCH2a + SeptumHeight)</td>
<td>5.6847</td>
<td></td>
</tr>
<tr>
<td>RatioY</td>
<td>(2<em>PoreHeight</em>tan(PoreAngle) + SemiAxisCH1a + SemiAxisCH2a + SeptumWidth)/(SemiAxisCH1b + SemiAxisCH2b + SeptumWidth)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CarbonOffset</td>
<td>0[nm]</td>
<td>0 m</td>
<td></td>
</tr>
<tr>
<td>BathWidth</td>
<td>30[um]</td>
<td>3E−5 m</td>
<td></td>
</tr>
<tr>
<td>BathHeight</td>
<td>3[um]</td>
<td>3E−6 m</td>
<td></td>
</tr>
<tr>
<td>BathDepth</td>
<td>30[um]</td>
<td>3E−5 m</td>
<td></td>
</tr>
<tr>
<td>RatioXOffset</td>
<td>(2<em>CarbonOffset</em>tan(PoreAngle) + SemiAxisCH1b + SemiAxisCH2b + SeptumWidth)/(SemiAxisCH1b + SemiAxisCH2b + SeptumWidth)</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>RatioYOffset</td>
<td>(2<em>CarbonOffset</em>tan(PoreAngle) + SemiAxisCH1a + SemiAxisCH2a + SeptumHeight)/(SemiAxisCH1a + SemiAxisCH2a + SeptumHeight)</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

**Component 1**

Settings

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unit system</td>
<td>Same as global system (SI)</td>
</tr>
</tbody>
</table>

Definitions

Coordinate Systems

Boundary System 1

<table>
<thead>
<tr>
<th>Coordinate system type</th>
<th>Boundary system</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tag</td>
<td>sys1</td>
</tr>
</tbody>
</table>

Coordinate names

<table>
<thead>
<tr>
<th>First</th>
<th>Second</th>
<th>Third</th>
</tr>
</thead>
<tbody>
<tr>
<td>t1</td>
<td>t2</td>
<td>n</td>
</tr>
</tbody>
</table>

Geometry 1
Geometry 1

Units

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length unit</td>
<td>m</td>
</tr>
<tr>
<td>Angular unit</td>
<td>deg</td>
</tr>
</tbody>
</table>

Geometry statistics

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Space dimension</td>
<td>3</td>
</tr>
<tr>
<td>Number of domains</td>
<td>3</td>
</tr>
<tr>
<td>Number of boundaries</td>
<td>18</td>
</tr>
<tr>
<td>Number of edges</td>
<td>36</td>
</tr>
<tr>
<td>Number of vertices</td>
<td>24</td>
</tr>
</tbody>
</table>

Bath (blk1)

Position

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Position</td>
<td>{0, 0, -(\text{CarbonOffset + BathHeight})/2}</td>
</tr>
<tr>
<td>Base</td>
<td>Center</td>
</tr>
</tbody>
</table>

Axis

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Axis type</td>
<td>z - axis</td>
</tr>
</tbody>
</table>

Size and shape

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Width</td>
<td>BathWidth</td>
</tr>
<tr>
<td>Depth</td>
<td>BathDepth</td>
</tr>
<tr>
<td>Height</td>
<td>BathHeight + CarbonOffset</td>
</tr>
</tbody>
</table>

Tip Plane (Bath) (wp1)

Unite objects
<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unite objects</td>
<td>On</td>
</tr>
</tbody>
</table>

**Tip Geometry (Bath) (sequence2D)**

Tip Channel 1 (e1)

Position

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Position</td>
<td>{-SeptumWidth/2, 0}</td>
</tr>
</tbody>
</table>

Rotation angle

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rotation</td>
<td>90</td>
</tr>
</tbody>
</table>

Size and shape

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>a-semiaxis</td>
<td>SemiAxisCH1a</td>
</tr>
<tr>
<td>b-semiaxis</td>
<td>SemiAxisCH1b</td>
</tr>
<tr>
<td>Sector angle</td>
<td>180</td>
</tr>
</tbody>
</table>

Tip Channel 2 (e2)

Position

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Position</td>
<td>{SeptumWidth/2, 0}</td>
</tr>
</tbody>
</table>

Rotation angle

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rotation</td>
<td>-90</td>
</tr>
</tbody>
</table>

Size and shape

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>a-semiaxis</td>
<td>SemiAxisCH2a</td>
</tr>
<tr>
<td>b-semiaxis</td>
<td>SemiAxisCH2b</td>
</tr>
<tr>
<td>Sector angle</td>
<td>180</td>
</tr>
</tbody>
</table>

Tip Glass wall (e3)

Position

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Position</td>
<td>{0, 0}</td>
</tr>
</tbody>
</table>

Rotation angle

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rotation</td>
<td>90</td>
</tr>
</tbody>
</table>

Size and shape

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>a-semiaxis</td>
<td>(SemiAxisCH1a + SemiAxisCH2a + SeptumWidth)/2</td>
</tr>
<tr>
<td>b-semiaxis</td>
<td>(SemiAxisCH1b + SemiAxisCH2b + SeptumHeight)/2</td>
</tr>
</tbody>
</table>
Tip Plane (Carbon) (wp2)

Unite objects

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unite objects</td>
<td>On</td>
</tr>
</tbody>
</table>

Tip Geometry (Carbon) (sequence2D)

Tip Channel 1 (e1)

Position

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Position</td>
<td>{(-SeptumWidth/2)*RatioXOffset, 0}</td>
</tr>
</tbody>
</table>

Rotation angle

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rotation</td>
<td>90</td>
</tr>
</tbody>
</table>

Size and shape

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>a-semiaxis</td>
<td>SemiAxisCH1a*RatioYOffset</td>
</tr>
<tr>
<td>b-semiaxis</td>
<td>SemiAxisCH1b*RatioXOffset</td>
</tr>
<tr>
<td>Sector angle</td>
<td>180</td>
</tr>
</tbody>
</table>

Tip Channel 2 (e2)

Position

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Position</td>
<td>{(SeptumWidth/2)*RatioXOffset, 0}</td>
</tr>
</tbody>
</table>

Rotation angle

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rotation</td>
<td>-90</td>
</tr>
</tbody>
</table>

Size and shape

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>a-semiaxis</td>
<td>SemiAxisCH2a*RatioYOffset</td>
</tr>
<tr>
<td>b-semiaxis</td>
<td>SemiAxisCH2b*RatioXOffset</td>
</tr>
<tr>
<td>Sector angle</td>
<td>180</td>
</tr>
</tbody>
</table>

Tip Glass wall (e3)

Position

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Position</td>
<td>{0, 0}</td>
</tr>
</tbody>
</table>

Rotation angle

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rotation</td>
<td>90</td>
</tr>
</tbody>
</table>

Size and shape
<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>a-semiaxis</td>
<td>RatioYOffset*(SemiAxisCH1a + SemiAxisCH2a + SeptumWidth)/2</td>
</tr>
<tr>
<td>b-semiaxis</td>
<td>RatioXOffset*(SemiAxisCH1b + SemiAxisCH2b + SeptumHeight)/2</td>
</tr>
</tbody>
</table>

**Extrude (Carbon) (ext4)**

**Settings**

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Work plane</td>
<td>Tip Plane (Carbon)</td>
</tr>
<tr>
<td>Input object handling</td>
<td>Keep</td>
</tr>
</tbody>
</table>

**Distances**

<table>
<thead>
<tr>
<th>Distances (m)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>PoreHeight</td>
<td></td>
</tr>
</tbody>
</table>

**Scales**

<table>
<thead>
<tr>
<th>Scales xw</th>
<th>Scales yw</th>
</tr>
</thead>
<tbody>
<tr>
<td>RatioX</td>
<td>RatioY</td>
</tr>
</tbody>
</table>

**Displacements**

<table>
<thead>
<tr>
<th>Displacements xw (m)</th>
<th>Displacements yw (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

**Twist angles**

<table>
<thead>
<tr>
<th>Twist angles (deg)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

**Materials**

**Pyrolytic Carbon (Graphite)**

*Pyrolytic Carbon (Graphite)*

**Selection**
Material parameters

<table>
<thead>
<tr>
<th>Name</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electrical conductivity</td>
<td>5e4</td>
<td>S/m</td>
</tr>
<tr>
<td>Relative permittivity</td>
<td>5</td>
<td>1</td>
</tr>
</tbody>
</table>

**Water, liquid**

![Water, liquid diagram]

Material parameters

<table>
<thead>
<tr>
<th>Name</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electrical conductivity</td>
<td>5.5e-6[S/m]</td>
<td>S/m</td>
</tr>
<tr>
<td>Relative permittivity</td>
<td>79</td>
<td>1</td>
</tr>
</tbody>
</table>

**Electric Currents**

Used products

- COMSOL Multiphysics
Electric Currents

Selection

<table>
<thead>
<tr>
<th>Geometric entity level</th>
<th>Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Selection</td>
<td>Geometry geom1: Dimension 3: All domains</td>
</tr>
</tbody>
</table>

Equations

\[ \nabla \cdot \mathbf{J} = Q_{j,v} \]
\[ \mathbf{J} = \sigma \mathbf{E} + \mathbf{J}_e \]
\[ \mathbf{E} = -\nabla \Phi \]

Interface Settings

Discretization

Settings

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electric potential</td>
<td>Quadratic</td>
</tr>
</tbody>
</table>

Manual Terminal Sweep Settings

Settings

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Use manual terminal sweep</td>
<td>Off</td>
</tr>
<tr>
<td>Reference impedance</td>
<td>50[ohm]</td>
</tr>
</tbody>
</table>

Current Conservation 1
Current Conservation 1

Selection

<table>
<thead>
<tr>
<th>Geometric entity level</th>
<th>Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Selection</td>
<td>Geometry geom1: Dimension 3: All domains</td>
</tr>
</tbody>
</table>

Equations

\[ \nabla \cdot \mathbf{J} = Q_{\nu} \]
\[ \mathbf{J} = \sigma \mathbf{E} + \mathbf{J}_e \]
\[ \mathbf{E} = -\nabla \psi \]

Constitutive Relation Jc-E

Settings

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conduction model</td>
<td>Electrical conductivity</td>
</tr>
<tr>
<td>Electrical conductivity</td>
<td>From material</td>
</tr>
</tbody>
</table>

Constitutive Relation D-E

Settings

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dielectric model</td>
<td>Relative permittivity</td>
</tr>
<tr>
<td>Relative permittivity</td>
<td>From material</td>
</tr>
</tbody>
</table>

Coordinate System Selection

Settings

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coordinate system</td>
<td>Global coordinate system</td>
</tr>
</tbody>
</table>

Properties from material

<table>
<thead>
<tr>
<th>Property</th>
<th>Material</th>
<th>Property group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electrical conductivity</td>
<td>Pyrolytic Carbon (Graphite)</td>
<td>Basic</td>
</tr>
<tr>
<td>Relative permittivity</td>
<td>Pyrolytic Carbon (Graphite)</td>
<td>Basic</td>
</tr>
<tr>
<td>Electrical conductivity</td>
<td>Water, liquid</td>
<td>Basic</td>
</tr>
<tr>
<td>Property</td>
<td>Material</td>
<td>Property group</td>
</tr>
<tr>
<td>-------------------</td>
<td>----------------</td>
<td>----------------</td>
</tr>
<tr>
<td>Relative permittivity</td>
<td>Water, liquid</td>
<td>Basic</td>
</tr>
</tbody>
</table>

**Electric Insulation 1**

*Electric Insulation 1*

**Selection**

<table>
<thead>
<tr>
<th>Geometric entity level</th>
<th>Boundary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Selection</td>
<td>Geometry geom1: Dimension 2: All boundaries</td>
</tr>
</tbody>
</table>

**Equations**

\[ \mathbf{n} \cdot \mathbf{J} = 0 \]

**Variables**

<table>
<thead>
<tr>
<th>Name</th>
<th>Expression</th>
<th>Unit</th>
<th>Description</th>
<th>Selection</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>ec.nJ</td>
<td>0</td>
<td>A/m²</td>
<td>Normal current density</td>
<td>Boundaries 1–7, 10–12, 14–16, 18</td>
<td>+ operation</td>
</tr>
</tbody>
</table>

**Initial Values 1**
Initial Values 1

Selection

<table>
<thead>
<tr>
<th>Geometric entity level</th>
<th>Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Selection</td>
<td>Geometry geom1: Dimension 3: All domains</td>
</tr>
</tbody>
</table>

Settings

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electric potential</td>
<td>0</td>
</tr>
</tbody>
</table>

Electric Potential +

Selection

<table>
<thead>
<tr>
<th>Geometric entity level</th>
<th>Boundary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Selection</td>
<td>Geometry geom1: Dimension 2: Boundary 8</td>
</tr>
</tbody>
</table>

Equations
\[ V = V_0 \]

Electric Potential

Settings

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electric potential</td>
<td>VApp</td>
</tr>
</tbody>
</table>

**Electric Potential -**

Selection

<table>
<thead>
<tr>
<th>Geometric entity level</th>
<th>Boundary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Selection</td>
<td>Geometry geom1: Dimension 2: Boundary 17</td>
</tr>
</tbody>
</table>

Equations

\[ V = V_0 \]

Electric Potential

Settings

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electric potential</td>
<td>-VApp</td>
</tr>
</tbody>
</table>

**Mesh 1**
Mesh 1

Size (size)

Settings

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum element size</td>
<td>1.05E-6</td>
</tr>
<tr>
<td>Minimum element size</td>
<td>4.5E-8</td>
</tr>
<tr>
<td>Curvature factor</td>
<td>0.3</td>
</tr>
<tr>
<td>Resolution of narrow regions</td>
<td>0.85</td>
</tr>
<tr>
<td>Maximum element growth rate</td>
<td>1.35</td>
</tr>
<tr>
<td>Predefined size</td>
<td>Extra fine</td>
</tr>
</tbody>
</table>

Edge 1 (edg1)

Selection

<table>
<thead>
<tr>
<th>Geometric entity level</th>
<th>Selection</th>
</tr>
</thead>
<tbody>
<tr>
<td>Edge</td>
<td>Geometry geom1: Dimension 1: Edges 19–21, 24</td>
</tr>
</tbody>
</table>
Size 1 (size1)

Selection

<table>
<thead>
<tr>
<th>Geometric entity level</th>
<th>Edge</th>
</tr>
</thead>
<tbody>
<tr>
<td>Selection</td>
<td>Geometry geom1: Dimension 1: Edges 19–21, 24</td>
</tr>
</tbody>
</table>

Size 1

Settings

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum element size</td>
<td>1e-8</td>
</tr>
<tr>
<td>Minimum element size</td>
<td>1e-8</td>
</tr>
<tr>
<td>Curvature factor</td>
<td>0.6</td>
</tr>
<tr>
<td>Curvature factor</td>
<td>Off</td>
</tr>
<tr>
<td>Resolution of narrow regions</td>
<td>0.5</td>
</tr>
<tr>
<td>Resolution of narrow regions</td>
<td>Off</td>
</tr>
<tr>
<td>Maximum element growth rate</td>
<td>1.5</td>
</tr>
<tr>
<td>Maximum element growth rate</td>
<td>Off</td>
</tr>
<tr>
<td>Custom element size</td>
<td>Custom</td>
</tr>
</tbody>
</table>

Boundary Layers 1 (bl1)

Selection

<table>
<thead>
<tr>
<th>Geometric entity level</th>
<th>Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Selection</td>
<td>Geometry geom1</td>
</tr>
</tbody>
</table>
Boundary Layers 1

Boundary Layer Properties (blp)

Selection

<table>
<thead>
<tr>
<th>Geometric entity level</th>
<th>Boundary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Selection</td>
<td>Geometry geom1: Dimension 2: No boundaries</td>
</tr>
</tbody>
</table>
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