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Abstract

This thesis presents a sequential and comprehensive development of high-dimensional panel data models with a multilevel factor structure. The multilevel factors consist of unobserved global factors that affect all individuals and unobserved local factors that affect individuals within specific blocks.

In Chapter 1, we develop a novel approach based on canonical correlation analysis to identify the number of global factors in the multilevel factor model. We propose two consistent selection criteria: the canonical correlation difference (CCD) and the modified canonical correlations (MCC). Monte Carlo simulations show that CCD and MCC correctly select the number of global factors even in small samples, and they are robust to correlated local factors. In an empirical application, we investigate a multilevel asset pricing model for stock return data in 12 industries in the U.S. market.

Chapter 2 advances a unified econometric framework for the multilevel factor model based on generalized canonical correlation (GCC) analysis. Our approach is valid even if some blocks share common local factors. We establish the consistency of the estimated factors and loadings, as well as their asymptotic normality under fairly standard conditions. As a by-product of estimation, a new selection criterion is developed to estimate the number of global factors. Through Monte Carlo simulations, we confirm the validity of our asymptotic theory and demonstrate its superior performance over existing approaches. We apply the model to a large disaggregated panel data set of house prices in England and Wales.

Chapter 3 considers a panel regression model with multilevel factors. We propose a multilevel iterative principal component (MIPC) method that iteratively updates the slope coefficients and factors. We also propose a model selection criterion based on eigenvalue ratios to determine the number of factors. Given consistent factor estimates, we employ GCC to separately identify the global and local factors. Under a finite number of blocks, we show the consistency of our estimates and establish the asymptotic normality of the bias-corrected estimator for the slope coefficients. Monte Carlo simulations demonstrate the good finite sample performance of MIPC. We apply our method to an analysis of the energy consumption and economic growth nexus using a cross-country panel data categorized by regions.
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Introduction

In the past two decades, panel data econometrics has experienced rapid development due to its ability to account for unobserved heterogeneity among individuals. With the increasing availability of large datasets containing a large number of cross-sectional units ($N$) and time periods ($T$), factor models have gained popularity as effective tools for dimension reduction to overcome the “curse of dimensionality”. In factor models, the co-movement of variables is captured by a small number of unobserved common factors, while individuals respond with heterogeneous loadings on these factors. This is known as the “blessing of dimensionality”. Factor models find wide application in empirical finance and macroeconomics, see e.g. Connor & Korajczyk (1988) and Stock & Watson (2002), among others.

Recently, the multilevel factor model has gained increasing attention, where some factors are pervasive (common to all individuals) and others are semi-pervasive (common to only a subset of individuals). These factors are referred to as global and local factors, respectively, resulting in a “block structure” in the data. The multilevel factor model allows researchers to uncover and explore a richer interconnected structure among individuals. Kose et al. (2003) find that global factors and certain country-specific factors account for a larger portion of business cycle variability. Del Negro & Otrok (2007) document that local (regional) factors drive house price co-movement in the U.S. more than the global (national) factors, suggesting that expansionary monetary policy has a limited impact on housing bubbles. Andreou et al. (2019) discover sector-specific factors in the context of mixed frequency data and demonstrate that the industrial production sector remains crucial for economic growth in the U.S.

The multilevel factor model introduces challenges for estimation and inference, particularly when the number of blocks is finite. Firstly, existing model selection methods become inapplicable in the presence of local factors, as the weak cross-section correlation assumption is violated and/or the clustering of non-zero eigenvalues is obscured by local factors (see Breitung & Eickmeier (2016)). Consequently, some studies assume a known number of global factors as in Kose et al. (2003), Breitung & Eickmeier (2016), and Choi et al. (2018). Secondly, the inferential theory for the
multilevel factor model is not well established when the number of blocks is finite, unlike cases where the number of blocks tends to infinity, e.g. Wang (2008) and Jin et al. (2023). Andreou et al. (2019) develop asymptotic distributions for factor and loading estimates, but their theory only applies to the special case with two blocks. Furthermore, it remains unclear how to conduct inference. In the panel regression, the unobserved factor structure in the error components consists of interactive fixed effects (see Pesaran (2006) and Bai (2009)). If they are not appropriately controlled for, endogeneity issue arises, leading to inconsistent estimation and misleading inference. The multilevel factor structure further requires new estimation techniques and asymptotic theory. In this thesis, we contribute by addressing the aforementioned important issues in each of the three chapters. As a result, this thesis offers a unified framework for the high-dimensional panel data model with the multilevel factor structure.

Chapter 1

We propose two new selection criteria for estimating the number of global factors in the multilevel factor model based on canonical correlation analysis (CCA), called the canonical correlations difference (CCD) and the modified canonical correlations (MCC). We employ principal component (PC) estimation to extract factors from each block and calculate the average pairwise canonical correlations. As all blocks share the same global factors, the corresponding canonical correlations are equal to one, while the rest are strictly less than one. The CCD criterion selects the number of global factors that maximizes the differences between consecutive canonical correlations while the MCC criterion distinguishes between unit and non-unit canonical correlations using a data-dependent threshold. We establish the consistency of CCD and MCC and demonstrate their superior finite sample performance via Monte Carlo simulations. We apply them to the multilevel asset pricing model using weekly stock returns from firms in 12 U.S. industries during the January 2015 - December 2016. Both CCD and MCC identify the presence of only one global factor, which closely co-moves with the market factor, exhibiting a correlation of 0.95. On average, the market factor explains 22.6% of the time series variation. We also identify one local (industry) factor in Non-Durable, Energy, Health, and Money, and two industry (local) factors in Utilities. Notably, for Energy and Utilities, the local factors are more important than the global factor. This suggests that industry-specific risks are essential to avoid misallocation of assets in portfolio management.
Chapter 2

We advance the generalised canonical correlation (GCC) estimation for the multilevel factor model. To this end we collect the PC estimates from each block and construct a system-wide matrix. We then obtain the linear combinations of the factor spaces from a singular value decomposition of this matrix, that can simultaneously satisfy the pairwise unit canonical correlations between any two blocks. Thus, the global factors can be consistently estimated by summarising these linearly transformed factors.

The GCC approach has several advantages. It accommodates common local factors that impact multiple blocks, in contrast to the orthogonality assumption imposed on local factors by Choi et al. (2018) and Han (2021). Once the global factors are estimated consistently, the local factors can be obtained by applying PC to each block separately after removing the global components. This sequential approach is computationally efficient, as each step yields consistent estimates and eliminates the need for iteration. Moreover, the number of global factors can be easily estimated by evaluating the ratios of adjacent singular values of the system-wide matrix. With the finite number of blocks, we establish the consistency of our estimators using matrix perturbation theory and derive their asymptotic distributions under standard regularity conditions. However, to address the issue that the covariance matrices are subject to non-estimable identities, we propose a hybrid bootstrap procedure to construct valid confidence intervals, the validity of which is confirmed via Monte Carlo simulations. We apply GCC to a large disaggregated panel data consisting of house prices for 331 local authorities in England and Wales over the period 1996Q1 to 2021Q2. We find one global (national) factor that displays a typical (global) boom-bust-recovery cycle. We also identify one local factor in seven regions (NE, NW, YH, EE, LD, SE, and WA), but no local factor in three regions (EM, WM, and SW). Notably, the local factors of EE, LD and SE (Area 1) comove closely while those of NE, NW, YH and WA (Area 2) tend to cluster. Additional GCC estimation confirms the existence of common local factors across these regions. Finally, we document a strong co-movement between the growth rate of the (lagged) population gap and the gap in areal factor components. This finding suggests that the growth of the population gap could play an important role in driving the gap of regional house prices.

Chapter 3

This chapter focuses on the estimation of the panel data regression model with unobserved multilevel factors. We propose a multilevel iterative principal component (MIPC) estimation, which extends the iterative principal component (IPC) method introduced by Bai (2009). The factors
are updated using $PC$ estimation applied to each block separately, given the slope coefficients. Then, the slope coefficients are updated by the pooled OLS estimator after a linear projection of the factors from the dependent variable. The estimation proceeds iteratively until convergence. We establish the oracle $\sqrt{NT}$-consistency of the slope coefficients and derive their asymptotic normal distribution. Unlike the case where the number of blocks tends to infinity as considered in Feng et al. (2023), we establish that the (asymptotic) bias terms of the slope coefficients do not vanish. Thus, we provide a bias-corrected estimator and employ a wild dependent bootstrap procedure for inference. Our approach only requires knowledge of the total numbers of factors in each block, without separately identifying the numbers of global and local factors. Furthermore, we propose a consistent model selection criterion based on eigenvalue ratios. Via Monte Carlo simulations, we confirm the consistency of the slope coefficients, factors, and the number of factors. We also document that $MIPC$ exhibits substantially smaller size distortion than an infeasible version of $IPC$ that ignores the block structure. The utility of our approach is demonstrated through an empirical analysis of the relationship between energy consumption and economic growth using a cross-country panel dataset consisting of 80 countries from 1972 to 2014. $MIPC$ finds no global factors and one local factor for Asia Pacific and Europe, two local factors for America, and four local factors for Africa. Our finding suggests that the coefficient for energy consumption obtained from a two-way fixed effects model is underestimated by half compared to the one estimated using $MIPC$. 
Chapter 1

Canonical Correlation-based Model

Selection for the Multilevel Factors

Abstract We develop a novel approach based on the canonical correlation analysis to identify the number of the global factors in the multilevel factor model. We propose the two consistent selection criteria, the canonical correlations difference (CCD) and the modified canonical correlations (MCC). Via Monte Carlo simulations, we show that CCD and MCC select the number of global factors correctly even in small samples, and they are robust to the presence of serially correlated and weakly cross-sectionally correlated idiosyncratic errors as well as the correlated local factors. Finally, we demonstrate the utility of our approach with an application to the multilevel asset pricing model for the stock return data in 12 industries in the U.S. market.

Keywords: Multilevel Factor Models, Principal Components, Canonical Correlation Difference, Modified Canonical Correlations, Multilevel Asset Pricing Models.

JEL Classification: C52, G12.
1.1 Introduction

The factor models have been popular as an effective tool for the dimension reduction for the big dataset with the large number of cross-section units ($N$) and time periods ($T$) through extracting the co-movement of the variables by a small number of common factors, e.g. Stock & Watson (2002) and Bai (2003). Recently, the literature on the multilevel factor model, also referred to as the panel data model with the block structure, has been growing rapidly. Here we have the global factors that influence all the individuals as well as the local factors that only affect those within the specific block. If the structure of the multilevel factors is ignored, the conventional (approximate) factor approach would produce inconsistent and misleading results.

Different estimation methods have been developed: the Bayesian approach by Kose et al. (2003) and Moench et al. (2013), the classical approach by Breitung & Eickmeier (2016) and Choi et al. (2018), and the LASSO approach by Han (2021). Kose et al. (2003) analyse the relative contribution of the global and regional factors to explain the business cycle whilst Moench et al. (2013) demonstrate an important role played by the level factors in explaining the U.S. real activities. Breitung & Eickmeier (2016) and Choi et al. (2018) propose a canonical correlation estimator for the identification of global and local factors in the multilevel factor model. Furthermore, Bekaert et al. (2009) examine the international stock co-movements, Ando & Bai (2014) find different factors in A share and B share in the Chinese stock market, and Beck et al. (2016) investigate the source of price changes in Europe.

A remaining yet challenging issue is how to identify the number of the global factors and the number of local factors, simultaneously. It is well-established that the existing information criteria mainly developed for the single level panel data, fail to consistently estimate the number of global factors because the weak (error) cross-section correlation condition is violated in the presence of the multilevel factors. In this regard, some studies assume that the number of global factors is known a priori, and develop a sequential estimation approach. For example, assuming that the number of global factors is 1, Choi et al. (2018) apply the information criteria to each block and estimate the number of local factors.

Let $r_0$ ($r_i$) be the number of global (local) factors and $R$ the number of blocks. A few studies have attempted to deal with an important issue of consistently estimating $r_0$ under the multilevel setting. Wang (2008) proposes a sequential procedure by applying the existing information criteria to the whole data and to the data in each block, consequently, and estimating $r_0$ by the cardinal difference. Chen (2012) and Dias et al. (2013) propose the modified information criteria by penalising $r_i$ more heavily than $r_0$. Andreou et al. (2019) apply the canonical correlation analysis to estimate global and local factors in a two-group model and develop a novel inference on $r_0$. Han (2021) proposes
a shrinkage estimator that can estimate the global and local factors/loadings, and determine the number of factors, jointly. As $R$ rises, however, an implementation of these approaches would be almost impractical or infeasible due to the heavy computational burdens as well as uncertainty of the final outcomes.

In this paper, as the main contribution, we propose a novel approach based on the canonical correlation analysis to identify the number of global factors which can be easily applied to the models with a fixed number of blocks and with $R \to \infty$. To this end, we first apply the principal component (PC) estimation to the data in each block and obtain the $r_{\text{max}}$ factors, which are consistent for the factor space spanned by the global and local factors jointly, where $r_{\text{max}}$ is the (common) maximum number of factors allowed in each block ($i = 1, \cdots, R$). Next, we evaluate the $r_{\text{max}}$ canonical correlations between estimated factors from any two blocks. Then, using $R(R-1)$ pairwise canonical correlations, we construct the cross-block average of the canonical correlations, denoted $\xi(r)$.

We first develop the canonical correlation difference criterion, denoted $\text{CCD}(r)$, which is constructed by the difference between the consecutive cross-block averages. Then, $r_0$ can be estimated consistently by maximising $\text{CCD}(r)$ over $r = 0, 1, \ldots, r_{\text{max}}$. But, in the presence of correlated local factors, we need to impose the upper bound condition on the largest average canonical correlation between the local factors across $R$ blocks, in order to ensure that $\text{CCD}$ is maximised at $r = r_0$. In this regard we develop the alternative estimator, called the modified canonical correlation ($\text{MCC}(r)$) using the nondegenerate distribution of $1 - \xi(r)$ for $r \leq r_0$, that can remain consistent without imposing the upper bound condition. Then, $r_0$ can be estimated consistently by maximising $r$ such that $1 - \xi(r)$ is below a certain threshold.

We derive asymptotic properties of pairwise canonical correlations and the cross-block average, and show that $\text{CCD}$ and $\text{MCC}$ are consistent selection criteria for identifying $r_0$. Next, via Monte Carlo simulations, we investigate their finite sample properties together with two existing approaches advanced by Chen (2012) and Andreou et al. (2019). Overall, we find that both $\text{CCD}$ and $\text{MCC}$ select $r_0$ even in small samples, outperforming the other approaches in the presence of serially correlated and weakly cross-sectionally correlated idiosyncratic errors. Only if the correlations among the local factors are deemed to be relatively weak on average (say, less than 1/2), we recommend the use of $\text{CCD}$ because it is very simple to implement without requiring any tuning parameter. Given that the overall performances of $\text{CCD}$ and $\text{MCC}$ are qualitatively similar whilst $\text{MCC}$ does not need to meet the upper bound condition, in general, we prefer the use of $\text{MCC}$.

Once $r_0$ is consistently estimated by $\text{CCD}$ and $\text{MCC}$, we remove the global factors from the data in each block, and apply the existing criteria, such as $\text{BIC}_3$ by Bai & Ng (2002) and $\text{ER}$ by Ahn & Horenstein (2013), to consistently estimating the number of local factors.
Our proposed approach possesses a number of advantages. First, it is simple to apply as it involves the standard PC and CCA methods, unlike other approaches that require to assess many tuning and control parameters, e.g. Han (2021). Second, even if the number of blocks is substantially large, our approach is computationally feasible as it only evaluates the cross-block average of $R(R−1)/2$ pairwise canonical correlations, unlike other approaches that will be computationally infeasible, e.g. Chen (2012) and Andreou et al. (2019). More importantly, our approach is shown to be robust to the presence of serially correlated and weakly cross-sectionally correlated idiosyncratic errors as well as the correlated local factors.

We demonstrate the utility of our framework with an application to the multilevel asset pricing model for the weekly stock return data for the twelve industries in the U.S. over the period, Jan. 2015 to Dec. 2016. First, both CCD and MCC find that there is only one global factor, which co-moves closely with the market factor, with correlation of 0.95. Then, we apply BIC$_3$ to the defactored data in each group and find one local factor in NoDur, Enrgy, Hlth and Money, and two local factors inUtils. On average, the global factor, local factors and idiosyncratic components can explain 22.6%, 5.8% and 70.8% of the total variation, respectively. The global factor tends to display a higher relative importance ratio for the cyclical industries, suggesting that the higher within-correlations observed for these industries are likely to reflect the higher loadings to the global factor. On the other hand, the influence of the local factors are more important than the global factor for some industries such as Enrgy, Utils and Hlth. For these industries, the high within-industry correlations are likely to reflect co-movements with local/industry factors, suggesting that the local factors should be taken into account to avoid any misleading asset allocation in portfolio management, e.g. Bekaert et al. (2009).

The rest of the paper is structured as follows. Section 1.2 provides an overview of the related literature. Section 1.3 presents the multilevel factor model with the underlying assumptions. Section 1.4 develops CCD and MCC criteria for selecting the number of global factors and derives the asymptotic theory. Section 1.5 presents Monte Carlo simulation evidence. Section 1.6 provides an empirical application. Section 1.7 offers concluding remarks. The mathematical proofs, additional simulation results, and theoretical derivations are relegated to Appendix A.

1.2 Related Literature

For the single-level panel data model with the approximate factor structure, there have been two main approaches for identifying the number of unobserved common factors. The first is the information criteria proposed by Bai & Ng (2002), which take a form: $PC(r) = V \left( r, \hat{F} \right) + rg(N,T)$,
where \( V(\hat{r}, \hat{F}) \) is the sum of squared residuals, \( \hat{F} \) is a \( T \times r \) matrix of factors estimated by the principal components and \( g(N, T) \) is a penalty function of the number of cross-section units, \( N \) and the number of time periods, \( T \).

Another popular approach attempts to make use of the fact that for the data with \( r_0 \) latent factors, the first \( r_0 \) eigenvalues of the covariance matrix of the data diverge while the rest of the eigenvalues are bounded and clustered. Onatski (2010) develops the edge distribution (ED) estimator based on the difference between the adjacent eigenvalues arranged in descending order such that \( \hat{r}_0 = \max_{1 \leq r \leq r_{\text{max}}} \{ r | \mu_r - \mu_{r+1} \geq \delta \} \), where \( \mu_r \) is the \( r \)-th largest eigenvalue and \( \delta \) is a threshold value, which is calibrated from the empirical distribution of the eigenvalues and \( r_{\text{max}} \) is the maximum value of \( r \). Ahn & Horenstein (2013) propose the eigenvalue ratio (ER) given by \( \hat{r}_0 = \arg \max_{1 \leq r \leq r_{\text{max}}} \{ \mu_r / \mu_{r+1} \} \).

Choi & Jeong (2019) have conducted a comprehensive simulation study on approximate factor models, and documented evidence that \( BIC_3 \) by Bai & Ng (2002) and \( ER \) by Ahn & Horenstein (2013) outperform other competing estimators. Interestingly, Breitung & Pigorsch (2013) propose a canonical correlation-based selection procedure that consistently estimate the number of dynamic factors using the static factor representation of the dynamic factor model. See also Hallin & Liška (2007), Alessi et al. (2010) and Bailey et al. (2021).

In the presence of the multilevel factors, the existing selection criteria may fail to identify the number of the global factors. If we apply existing approaches to the \( T \times M_i \) data matrix, \( Y_i \) in each block \( i = 1, \ldots, R \), respectively, we can consistently estimate only the sum, \( r_0 + r_i \), but not \( r_0 \) or \( r_i \), separately. Suppose that we apply the existing criteria to the whole data matrix, \( Y = [Y_1, Y_2, \ldots, Y_R] \) by ignoring the multilevel structure. If \( R \) is fixed (and small), then the existing selection criteria mainly developed for the single level panel data, fail to consistently estimate \( r_0 \) because the weak (error) cross-section correlation condition is violated in the presence of the local factors. As \( R \to \infty \), however, the impacts of the local factors would be asymptotically negligible. In this case Han (2021) conjectures that the number of global factors can be consistently estimated asymptotically by the existing selection criteria (see Remark 4).

In Section A.2 of Appendix A we examine the finite sample performance of the four criteria, \( IC_{p2} \) and \( BIC_3 \) by Bai & Ng (2002), ED by Onatski (2010) and \( ER \) by Ahn & Horenstein (2013), through applying them directly to the whole data matrix. We find that these approaches tend to produce unreliable inference. If \( R = 2 \), all of the four criteria select the total number of factors, \( r_0 + \sum_{i=1}^{R} r_i \), not \( r_0 \). For sufficiently large \( R \), they tend to select \( r_0 \). However, for the moderate value of \( R \), e.g. \( R = 5 \) or 10, they select the intermediate value between \( r_0 \) and \( r_0 + \sum_{i=1}^{R} r_i \). Next, their performances are all adversely affected in small samples by the presence of cross-sectionally
and serially correlated errors. Finally and importantly, even for large $R$, they overestimate $r_0$ significantly in the presence of even moderate correlations among the local factors.

A few studies have attempted to develop a consistent estimator of the number of global factors under the multilevel setting. Wang (2008) proposes to determine the model specification based on the principle of inclusion–exclusion for set cardinality. The above simulation evidence shows that Wang’s sequential procedure is unreliable. For large $R$, it would significantly overestimate by selecting $r_0 + \sum_{i=1}^{R} r_i / R$ instead of $r_0$. Further, Han (2021) provides the simulation evidence that this can lead to even negative estimates of both $r_0$ and $r_i$ in small samples for $R = 3$.

Chen (2012) and Dias et al. (2013) modify the information criteria advanced by Bai & Ng (2002), and include the number of local factors as arguments in the $PC(r)$ objective function. The main modification is to penalise the global factors less than the local factors for their parsimonious structure. As $R$ rises, however, the computation will be almost infeasible since the number of candidate models increases drastically.

Andreou et al. (2019) (AGGR) apply the canonical correlation analysis to estimate global and local factors in a two-group factor model with mixed frequency data, and develop a novel inference on $r_0$ via canonical correlations. AGGR first apply the existing information criteria to each of two groups and obtain the estimates, $\hat{r}_0 + r_1$ and $\hat{r}_0 + r_2$. They extract the $T \times r_{\text{min}}$ matrix of factors, $\hat{K}_i$, from the data, $Y_i$ for $i = 1, 2$, where $r_{\text{min}} = \min \left\{ r_0 + r_1, r_0 + r_2 \right\}$. They compute the sum of the $r$ largest canonical correlations between $\hat{K}_1$ and $\hat{K}_2$, and derive the scaled and centered test statistic. Next, by imposing the strong assumption that idiosyncratic errors are neither serially nor cross-sectionally correlated, AGGR can derive that the test follows the standard normal distribution asymptotically under the null hypothesis, $r = r_0$. This procedure can be used for model selection only if the critical value diverges at a certain rate, $\gamma$ with $0 < \gamma < 1$. A sequential test can be performed for $r = r_{\text{max}}, r_{\text{max}} - 1, \ldots, 1$ backwards, and $\hat{r}_0$ is the largest $r$ when the null is not rejected. Finally, they propose to estimate the number of local factors by $r_0 + r_i - \hat{r}_0$ for $i = 1, 2$. However, it would be complicated to analytically extend their approach to cover the case with $R > 2$.

Han (2021) proposes an adopted LASSO estimator that can consistently estimate the factors/loadings, and determine the number of factors, simultaneously. The number of global (local) factors can be estimated by the number of non-zero columns in their respective factor loading ma-

---

1. Using the two blocks, for example, one can apply the information criteria to the whole data and obtain $r_0 + r_1 + r_2$. Next, using the data for each block, one can estimate $r_0 + r_i$, $i = 1, 2$. Then, the number of global factors can be estimated by the difference, $r_0 + r_1 + r_0 + r_2 - r_0 + r_1 + r_2$.

2. Andreou et al. (2019) argue that their test would work in the presence of limited correlation among errors, but also discuss how to relax this assumption.
trices. But, this approach requires the selection of tuning parameters by imposing different penalty terms for different blocks. Consequently, for large $R$, a large number of candidate tuning parameters need to be selected coherently. Further, as the shrinkage estimation is not invariant to the order of the blocks, we need to apply the additional information criteria to determine which block is ordered first. Hence, an extension to the model with large $R$ would be almost infeasible due to the heavy computational burden as well as uncertainty of the final outcomes. More importantly, the shrinkage estimator is shown to be consistent only if the local factors are mutually uncorrelated, though it is challenging to develop a shrinkage estimator fully robust to the local factors correlations.\footnote{From Table 5 in Han (2021), we find that the shrinkage estimator severely overestimates (underestimates) the number of global (local) factors, even if the correlation between the local factors is as small as 0.1.}

In the next Section we propose a novel approach based on the canonical correlation analysis. Our method differentiates from the existing approaches in two main aspects. First, our approach can be easily applied to the models with a fixed number of blocks and with $R \to \infty$. Next, our approach will be shown to be valid in the presence of serially correlated and weakly cross-sectionally correlated idiosyncratic errors as well as the correlated local factors.

### 1.3 The Model and Assumptions

Consider the multilevel factor model:

\begin{equation}
    y_{ijt} = \gamma_{ij} G_t + \lambda_{ij} F_{it} + e_{ijt}, \quad i = 1, \ldots, R, \ j = 1, \ldots, M_i, \ t = 1, \ldots, T \tag{1.3.1}
\end{equation}

where $G_t = [G_{t1}, \ldots, G_{tr_0}]'$ comprises the $r_0 \times 1$ global factors, $F_{it} = [F_{i1t}, \ldots, F_{itr}]'$ is the $r_i \times 1$ vector of local factors in the block $i = 1, \cdots, R$, $\gamma_{ij}$ and $\gamma_{ij}$ are factor loadings and $e_{ijt}$ is the idiosyncratic error. Stacking (1.3.1) across individuals in block $i$, we have:

\begin{equation}
    y_{it} = \Gamma_i G_t + \Lambda_i F_{it} + e_{it}, \tag{1.3.2}
\end{equation}

where $M_i$ is the number of individuals in the block $i$,
The model can also be written as

\[ Y_t = \gamma F_t^+ + e_t, \]

where

\[
\begin{align*}
Y_t = \begin{bmatrix} y_{1t} \\ \vdots \\ y_{Rt} \end{bmatrix}, \quad e_t = \begin{bmatrix} e_{1t} \\ \vdots \\ e_{Rt} \end{bmatrix}, \\
F_t^+ = \begin{bmatrix} G_t \\ \vdots \\ F_{Rt} \end{bmatrix}, \quad \Lambda^+ = \begin{bmatrix} \Gamma_1 & \Lambda_1 & 0 & \cdots & 0 \\ \Gamma_2 & 0 & \Lambda_2 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ \Gamma_R & 0 & 0 & \cdots & \Lambda_R \end{bmatrix}
\end{align*}
\]

with \( N = \sum_{i=1}^R M_i \) and \( r^+ = r_0 + \sum_{i=1}^R r_i \). Further, the model is written in a matrix form:

\[ Y = F^+ \Lambda^{+'} + e, \quad (1.3.3) \]

where

\[
\begin{align*}
Y_T^N & = \begin{bmatrix} Y_1' \\ \vdots \\ Y_T' \end{bmatrix}, \\
F_T^{+'} & = \begin{bmatrix} F_1^{+'} \\ \vdots \\ F_T^{+'} \end{bmatrix} \quad \text{and} \quad e_T' = \begin{bmatrix} e_1' \\ \vdots \\ e_T' \end{bmatrix}
\end{align*}
\]

Alternatively, stacking (1.3.1) over time, we can rewrite the model as

\[ Y_{ij} = G \gamma_{ij} + F_i \gamma_{ij} + e_{ij}, \quad (1.3.4) \]

where

\[
\begin{align*}
Y_{ij} = \begin{bmatrix} y_{ij,1} \\ \vdots \\ y_{ij,T} \end{bmatrix}, \quad e_{ij} = \begin{bmatrix} e_{ij,1} \\ \vdots \\ e_{ij,T} \end{bmatrix}, \\
G & = \begin{bmatrix} G_1' \\ \vdots \\ G_T' \end{bmatrix}, \quad F_i = \begin{bmatrix} F_{i1}' \\ \vdots \end{bmatrix}
\end{align*}
\]

For each block \( i \), we then have

\[ Y_i = G_i' \Lambda_i' + e_i, \quad (1.3.5) \]

where \( Y_i = [Y_{i1}, Y_{i2}, \ldots, Y_{iM_i}] \) and \( e_i = [e_{i1}, e_{i2}, \ldots, e_{iM_i}] \).

Following Bai & Ng (2002) and Choi et al. (2018), we make the following assumptions. Let \( M \) be a finite constant.

**Assumption 1.A.**
1. E(e_{ijt}) = 0 and E(|e_{ijt}|^8) \leq \mathcal{M} for all i, j and t.

2. Let E(N^{-1} \sum_{i=1}^{R} \sum_{j=1}^{M_i} e_{ijt} e_{ijt}) = \omega_N(s,t). Then, |\omega_N(s,t)| < \mathcal{M} for all s, and

\[ \frac{1}{T} \sum_{s=1}^{T} \sum_{t=1}^{T} |\omega_N(s,t)| \leq \mathcal{M}. \]

3. Let E(e_{mjt} e_{hkt}) = \tau_{(mj),(hk),t}, with |\tau_{(mj),(hk),t}| \leq |\tau_{(mj),(hk)}| < \mathcal{M} for all t. In addition,

\[ \frac{1}{N} \sum_{m=1}^{R} \sum_{h=1}^{R} \sum_{j=1}^{M_m} \sum_{k=1}^{M_h} |\tau_{(mj),(hk)}| \leq \mathcal{M}. \]

4. Let E(e_{mjt} e_{hks}) = \tau_{(mj),(hk),(ts)} with

\[ \frac{1}{NT} \sum_{m=1}^{R} \sum_{h=1}^{R} \sum_{j=1}^{M_m} \sum_{k=1}^{M_h} \sum_{t=1}^{T} \sum_{s=1}^{T} |\tau_{(mj),(hk),(ts)}| \leq \mathcal{M}. \]

5. For every t, s, i and j

\[ E \left( \left| \frac{1}{\sqrt{N}} \sum_{i=1}^{M_i} \sum_{j=1}^{M_j} [e_{ijt} e_{ijt} - E(e_{ijt} e_{ijt})] \right|^4 \right) \leq \mathcal{M}. \]

Assumption 1.B.

1. G_t, F_{1t}, \ldots, F_{Rt} are zero-mean, stationary processes that satisfy the conditions for the law of large numbers and the central limit theorem, which can be applied to their self- and cross-products.

2. E(||K_{tt}||^4) < \infty, where K_{tt} = (G_t', F_{tt}')'.

Assumption 1.B.
3. $T^{-1}G'G \xrightarrow{p} \Sigma_G$, where $\Sigma_G$ is a positive-definite matrix.

4. For every $i$, $T^{-1}F_i'F_i \xrightarrow{p} \Sigma_{F_i}$ where $\Sigma_{F_i}$ is a positive-definite matrix.

5. For $i$, $j$ and $t$,

$$E \left( \frac{1}{M_i} \sum_{j=1}^{M_i} \left\| \frac{1}{\sqrt{T}} \sum_{t=1}^{T} F_{it} e_{ijt} \right\|^2 \right) \leq \mathcal{M};
E \left( \frac{1}{N} \sum_{i=1}^{R} \sum_{j=1}^{M_i} \left\| \frac{1}{\sqrt{T}} \sum_{t=1}^{T} G_{it} e_{ijt} \right\|^2 \right) \leq \mathcal{M}.$$

Assumption 1.C.

1. $\|\gamma_{ij}\| \leq \bar{\gamma} < \infty$ and $\|\lambda_{ij}\| \leq \bar{\lambda} < \infty$ for all $i$ and $j$, where $\bar{\gamma}$ and $\bar{\lambda}$ are constants.

2. $N^{-1} \sum_{i=1}^{R} \Gamma_i' \Gamma_i \rightarrow \Sigma_{\Gamma}$, where $\Sigma_{\Gamma}$ is a positive-definite matrix.

3. $\Sigma_{\Gamma} \Sigma_G$ has distinct eigenvalues.

4. For every $i = 1, \ldots, R$,

(a) $\text{rank} ([\Gamma_i, \Lambda_i]) = r_0 + r_i$.

(b) $M_i^{-1} \begin{bmatrix} \Gamma_i' \Gamma_i & \Gamma_i' \Lambda_i \\ \Lambda_i' \Gamma_i & \Lambda_i' \Lambda_i \end{bmatrix} \rightarrow \begin{bmatrix} \Sigma_{\Gamma_i} & \Sigma_{\Gamma_i \Lambda_i} \\ \Sigma_{\Gamma_i \Lambda_i}' & \Sigma_{\Lambda_i} \end{bmatrix}$ which is a positive-definite matrix.

(c) $M_i^{-1} \Lambda_i' \Lambda_i \rightarrow \Sigma_{\Lambda_i}$, where $\Sigma_{\Lambda_i}$ is a positive-definite matrix

(d) $\begin{bmatrix} \Sigma_{\Gamma_i} & \Sigma_{\Gamma_i \Lambda_i} \\ \Sigma_{\Gamma_i \Lambda_i}' & \Sigma_{\Lambda_i} \end{bmatrix} \begin{bmatrix} \Sigma_G & 0 \\ 0 & \Sigma_{F_i} \end{bmatrix}$ has distinct eigenvalues.

(e) $\Sigma_{\Lambda_i} \Sigma_{F_i}$ has distinct eigenvalues.

Assumption 1.D.

1. The global factors are orthogonal to the local factors; $E(G_i F_{it}') = 0$ for all $i$ and $t$.

2. The local factors, $F_{1t}, \ldots, F_{Rt}$ are mutually uncorrelated; that is, $E(F_{mt} F_{ht}') = 0$ for all $t$ and $m \neq h$. 
Assumption 1.A is an extended version of Assumption C in Bai & Ng (2002), which implies that the idiosyncratic errors are allowed to be serially and (weakly) cross-sectionally correlated. Assumptions 1.B.1–1.B.4 are standard in the literature. Assumption 1.B.5 allows weak correlation between global/local factors and idiosyncratic errors. Assumption 1.C is also standard. Assumption 1.C.2 allows global factors to have non-trivial contributions to the variance of all the individuals while Assumption 1.C.4(c) allows the local factors to have non-trivial contributions to the individual variances within the corresponding block. Assumption 1.D.1 ensures that the global factors and local factors can be separately identified. Initially, we make Assumption 1.D.2, but we will provide an extension in Subsection 1.4.2 where we allow nonzero correlation between the local factors. We focus on the practical case with a fixed number of blocks, $R$ though our approach is still valid even as $R \to \infty$.

### 1.4 Canonical Correlation-based Model Selection

#### 1.4.1 Estimation of the number of global factors

Using the model (1.3.5), we describe the estimation algorithms as follows: Let $K_i = [G, F_i]$ for $i = 1, \ldots, R$. We first select a sufficiently large and common $r_{\text{max}}$, satisfying $r_{\text{max}} \geq \max\{r_0 + r_1, \ldots, r_0 + r_R\}$. As $r_0$ and $r_i$ are finite for all $i = 1, \ldots, R$, $r_{\text{max}}$ is also finite and does not necessarily grow with $R$. We then apply the PC estimation to (1.3.5) for any two blocks, $m$ and $h$, and obtain the estimates of $K_m$ and $K_h$, denoted $\hat{K}_m$ and $\hat{K}_h$, where $\hat{K}_m$ is $\sqrt{T}$ times eigenvectors corresponding to the $r_{\text{max}}$ largest eigenvalues of the $T \times T$ matrix, $Y_m Y_m'$, and similarly for $\hat{K}_h$. Under Assumptions A–D, $\hat{K}_m$ and $\hat{K}_h$ contain the factor spaces spanned by $[G, F_m]$ and $[G, F_h]$, respectively. See Lemma A.1.1 in Appendix A.

Next, we construct the sample variance/covariance matrices for $\hat{K}_m$ and $\hat{K}_h$ by $\hat{S}_{ab}$ ($a, b = m, h$) and the characteristic equation by

$$
\begin{pmatrix}
\hat{S}_{mh}^{-1} \hat{S}_{hm} - \ell \hat{S}_{mm}
\end{pmatrix} \nu = 0.
$$

Let $\ell_{mh,r}$ be the $r$-th largest characteristic root of (1.4.6), which is the $r$-th largest sample squared canonical correlation between $\hat{K}_m$ and $\hat{K}_h$.

**Lemma 1.1.** Under Assumptions 1.A–1.D, as $M_m, M_h, T \to \infty$, the sample squared canonical
correlation, \( \ell_{mh,r} \) converges in probability to the population counterpart:

\[
\ell_{mh,r} \xrightarrow{p} \begin{cases} 
1 & \text{for } r = 1, \ldots, r_0 \\
0 & \text{for } r = r_0 + 1, \ldots, r_{\text{max}}
\end{cases}
\]

(1.4.7)

Since the blocks, \( m \) and \( h \), share the \( r_0 \) global factors, the \( r_0 \) characteristic roots from (1.4.6) are equal to one, and the remaining \( r_{\text{max}} - r_0 \) roots are 0. Hence, \( \ell_{mh,r} \) will be close to 1 if \( r \leq r_0 \), and close to 0 otherwise. As this holds for every block-pair, we construct the cross-block average of the sample squared canonical correlations as

\[
\xi(r) = \frac{2}{R(R-1)} \sum_{m=1}^{R-1} \sum_{h=m+1}^{R} \ell_{mh,r}
\]

and a canonical correlation difference (CCD) as

\[
CCD(r) = \xi(r) - \xi(r + 1) \text{ for } r = 0, 1, \ldots, r_{\text{max}}.
\]

We then propose to estimate the number of global factors consistently by

\[
\hat{r}_{0,\text{CCD}} = \arg \max_{0 \leq r \leq r_{\text{max}}} CCD(r).
\]

To cover the cases with zero global factor and zero local factor for all \( i = 1, \ldots, R \), we set two mock squared canonical correlations, \( \ell_{mh,0} = 1 \) at the beginning and \( \ell_{mh,r_{\text{max}}+1} = 0 \) at the end.\(^4\)

We present the asymptotic properties of \( \xi(r) \) and \( CCD \) in Lemmas 2 and 3.

\(^4\)Ahn & Horenstein (2013) set a mock eigenvalue at the beginning to cover the possibility of zero factor in the 2D model. Hence, we set \( \ell_{mh,0} = 1 \) to cover the possibility of \( r_0 = 0 \). Similarly, we may need to set \( \ell_{mh,r_{\text{max}}+1} = 0 \) to cover the special case where \( r_i = 0 \) for all \( i = 1, \ldots, R \). For instance, consider \( R = 2 \) with two global factors and zero local factor for \( i = 1, 2 \). Then, we find \( \ell_{mh,0} = 1, \ell_{mh,1} = 1 \) and \( \ell_{mh,2} = 1 \) for \( m = 1 \) and \( h = 2 \). Following the practical guideline of selecting the common maximum number of factors by \( r_{\text{max}} = \max\{r_0 + r_1, \ldots, r_0 + r_R\} \) as described in Section 5, we select \( r_{\text{max}}^* = 2 \) for \( i = 1, 2 \). Then, we only obtain: \( CCD(0) = CCD(1) = 0 \) but \( CCD(2) \) is undefined such that \( r_0 = 2 \) cannot be identified. Setting the zero mock canonical correlation at the end (\( \ell_{mh,3} = 0 \)), we obtain \( CCD(2) = 1 \) and select two global factors. This may not be a unique solution. In the special case where we select the same number of factors for all \( i = 1, \ldots, R \), we may employ \( r_{\text{max}} + 1 \) instead of \( r_{\text{max}} \). But, it is simpler to set \( \ell_{mh,r_{\text{max}}+1} = 0 \) because the canonical correlation for any redundant factor is asymptotically zero. Of course, we don’t need to set the zero mock canonical correlation at the end if we select the different number of factors for \( i = 1, \ldots, R \).
Lemma 1.2. Under Assumptions 1.A–1.D, as $M_1, \ldots, M_R, T \to \infty$, then

$$\xi(r) \xrightarrow{p} \begin{cases} 
1 & \text{for } r = 0, \ldots, r_0 \\
0 & \text{for } r = r_0 + 1, \ldots, r_{\text{max}} 
\end{cases}$$

Lemma 1.2 shows under Assumptions 1.A–1.D that $\xi(r)$ is equal to 1 for $r \leq r_0$ while $\xi(r)$ is 0 for $r > r_0$, asymptotically.


(i) For $r_0 > 0$, as $M_1, \ldots, M_R, T \to \infty$, then

$$\text{CCD}(r) \xrightarrow{p} \begin{cases} 
0 & \text{for } r = 0, \ldots, r_0 - 1 \\
1 & \text{for } r = r_0 \\
0 & \text{for } r = r_0 + 1, \ldots, r_{\text{max}} 
\end{cases}$$

(ii) For $r_0 = 0$, as $M_1, \ldots, M_R, T \to \infty$, then

$$\text{CCD}(r) \xrightarrow{p} \begin{cases} 
1 & \text{for } r = 0 \\
0 & \text{for } r > 0 
\end{cases}$$

The following theorem shows that $\hat{r}_{0,\text{CCD}}$ is a consistent model selection criterion.

Theorem 1.1. Suppose that Assumptions 1.A–1.D hold. Then,

$$\lim_{M_1, \ldots, M_R, T \to \infty} \text{Pr}(\hat{r}_{0,\text{CCD}} = r_0) = 1.$$
can derive that the rescaled test statistic follows the standard normal distribution asymptotically under the null hypothesis, \( r_0 = r \). AGGR’s approach is developed only for two blocks while our approach easily extends to more than two blocks. Further, we share the similar idea with Onatski (2010) by employing the difference between adjacent canonical correlations as the selection criterion. But, \( CCD \) does not require calibrating any threshold because the \( r_0 \) largest canonical correlations are all bounded by unity.

### 1.4.2 Non-zero correlation between the local factors

Kose et al. (2003), Beck et al. (2016), Choi et al. (2018) and Han (2021) assume that the local factors are all mutually uncorrelated. Wang (2008), Breitung & Eickmeier (2016) and Andreou et al. (2019) do not rule out correlation between the local factors. Chen (2012) allows the local factors to be arbitrarily correlated by assuming that both global and local factors are spanned by an aggregate pervasive factor space.

We now allow the local factors to be mutually correlated. Let \( \rho_{mh,r} \) be the \( r \)-th population canonical correlation between \( K_m \) and \( K_h \). By construction we have: 
\[
1 = \rho_{mh,0} = \rho_{mh,1} = \cdots = \rho_{mh,r_0} \geq \rho_{mh,r_0+1} \geq \cdots \geq \rho_{mh,r_0+r_m} \geq 0 = \rho_{mh,r_0+r_m+1} = \cdots = \rho_{mh,r_{\text{max}}+1},
\]
where \( \rho_{mh,r_0+1} \) is the largest population canonical correlation between local factors in group \( m \) and \( h \). Define the block average by 
\[
\bar{\rho}_r = \frac{2}{R(R-1)} \sum_{m=1}^{R-1} \sum_{h=m+1}^{R} \rho_{mh,r}.
\]
Then, \( \bar{\rho}_{r_0+1} \) represents the largest average canonical correlation between the local factors across \( R \) blocks.

We provide the following Lemmas, which are extensions of Lemmas 1.1–1.3 (see the proofs in Section A.9 in Appendix A).

**Lemma 1*. Under Assumptions 1.A–1.D.1, as \( M_m, M_h, T \to \infty \), then the sample squared canonical correlation, \( \ell_{mh,r} \), converges in probability to the population counterpart:

\[
\ell_{mh,r} \xrightarrow{p} \begin{cases} 
1 & \text{for } r = 0, 1, \ldots, r_0 \\
\rho_{mh,r} & \text{for } r = r_0 + 1, \ldots, r_{\text{max}}
\end{cases}
\]

**Lemma 2*. Under Assumptions 1.A–1.D.1, as \( M_1, \ldots, M_R, T \to \infty \), then

\[
\xi(r) \xrightarrow{p} \begin{cases} 
1 & \text{for } r = 0, \ldots, r_0 \\
\bar{\rho}_r & \text{for } r = r_0 + 1, \ldots, r_{\text{max}}
\end{cases}
\]


(i) For \( r_0 > 0 \), as \( M_1, \ldots, M_R, T \to \infty \), then

\[
CCD(r) \xrightarrow{p} \begin{cases} 
0 & \text{for } r = 0, \ldots, r_0 - 1 \\
1 - \bar{\rho}_{r_0 + 1} & \text{for } r = r_0 \\
\bar{\rho}_r - \bar{\rho}_{r+1} & \text{for } r = r_0 + 1, \ldots, r_{\max}
\end{cases}
\]

(ii) For \( r_0 = 0 \), as \( M_1, \ldots, M_R, T \to \infty \), then

\[
CCD(r) \xrightarrow{p} \begin{cases} 
1 - \bar{\rho}_1 & \text{for } r = 0 \\
\bar{\rho}_r - \bar{\rho}_{r+1} & \text{for } r > 0
\end{cases}
\]

From Lemma 1* we find that the largest population canonical correlation among local factors should be bounded in order to ensure that \( CCD \) is maximised at \( r = r_0 \). Thus, we need to impose a condition, \( \bar{\rho}_{r_0 + 1} < \eta \) for the consistency of \( CCD \), where \( \eta = 1 - d_{\max}(r) \) is the upper bound with \( d_{\max}(r) = \max_{r_{0+1} \leq r \leq r_{\max}} (\bar{\rho}_r - \bar{\rho}_{r+1}) \). It still allows some pairs to have canonical correlation larger than \( \eta \), but the average across all pairs cannot exceed \( \eta \).

Theorem 1.2. Suppose that Assumptions 1.A–1.D.1 hold. Further, we allow non-zero correlations among the local factors and impose the upper bound on the largest average population correlation among the local factors by \( \bar{\rho}_{r_0 + 1} < \eta \) where \( \eta = 1 - d_{\max}(r) \) with \( d_{\max}(r) = \max_{r_{0+1} \leq r \leq r_{\max}} (\bar{\rho}_r - \bar{\rho}_{r+1}) \).

Then, we have:

\[
\lim_{M_1, \ldots, M_R, T \to \infty} \Pr(\hat{r}_0, CCD = r_0) = 1.
\]

Theorem 1.2 implies that if the largest block-average of canonical correlations among the local factors is smaller than \( \eta \), then \( CCD \) is still a consistent selection criterion. We may argue that the correlations between the local factors should not be set too high, because such strong correlations imply that the local factors in block \( m \) would directly influence the individuals in block \( h \), and \textit{vice versa}. In such case it may be difficult to distinguish between the roles played by the global and local factors in the multilevel factor model. Notice that the upper bound condition is trivially satisfied if \( \bar{\rho}_{r_0 + 1} < 1/2 \).

CCD is very simple to implement without requiring any tuning parameters, but the cost may
be the boundedness condition in the presence of nonzero local factors correlation. In this regard we develop the alternative estimator that can remain consistent without imposing the upper bound condition. Notice that $\xi(r) \leq 1$ and $1 - \xi(r)$ is monotonically increasing with $r$. From Lemma 2*, it follows that

$$1 - \xi(r) \xrightarrow{p} \begin{cases} 0 & \text{for } r = 0, \ldots, r_0 \\ 1 - \bar{\rho}(r) & \text{for } r = r_0 + 1, \ldots, r_{\max} \end{cases}$$

Let $\delta_{MT}^2$ denote the convergence rate of $1 - \xi(r)$ such that $\delta_{MT}^2(1 - \xi(r))$ has a nondegenerate distribution for $r \leq r_0$, where $\delta_{MT} = \min\left(\sqrt{M}, \sqrt{T}\right)$ and $M = \min\{M_1, M_2, \ldots, M_R\}$ (see the proof of Lemma 1*, where we show that $\delta_{MT}^2$ is the convergence rate of the canonical correlation).

Now, it is easily seen that

$$1 - \xi(r) = O_p(\delta_{MT}^{-2}) \text{ for } r \leq r_0.$$ 

and

$$\Pr(1 - \xi(r) > M) \rightarrow 1 \text{ for } r > r_0 \text{ and for some constant } M > 0.$$ 

On the basis of this finding, we propose to estimate $r_0$ by the following modified canonical correlation ($MCC$) criterion:

$$\hat{r}_{0,MCC} = \max\{0 \leq r \leq r_{\max} : 1 - \xi(r) - C \times P(M, T) < 0\}$$

where $P(M, T)$ is a threshold determined by a function of $M$ and $T$ and $C$ is a (data-dependent) tuning constant. As long as $P(M, T) \rightarrow 0$ and $\delta_{MT}^2 P(M, T) \rightarrow \infty$, then $\hat{r}_0$ is consistent for $r_0$. The $MCC$ estimator can be expressed equivalently as

$$\hat{r}_{0,MCC} = \max\{0 \leq r \leq r_{\max} : \delta_{MT}^2(1 - \xi(r)) - C \times \delta_{MT}^2 P(M, T) < 0\}.$$ 

Then, it is easily seen that for $r \leq r_0$,

$$\delta_{MT}^2(1 - \xi(r)) - C \times \delta_{MT}^2 P(M, T) \xrightarrow{p} O_p(1) - \infty < 0.$$ 

Hence, for $r \leq r_0$, we expect that $1 - \xi(r)$ vanishes faster than $P(M, T)$ with a slower rate towards zero such that $1 - \xi(r) - CP(M, T)$ remains negative. On the contrary, for $r > r_0$, as $N, T \rightarrow \infty$, we still have $\Pr((1 - \xi(r)) - C \times P(M, T) > M) = 1$ because $1 - \xi(r) \xrightarrow{p} 1 - \bar{\rho}(r) > 0$ and $P(M, T) \rightarrow 0$. The positive value of $1 - \bar{\rho}(r)$ dominates the vanishing penalising term, and this
confirms the presence of local factors if $1 - \xi(r) - CP(M, T)$ becomes positive.

We now summarise these results in Theorem 1.3.

**Theorem 1.3.** Suppose that Assumptions A–D1 hold. Further, we allow non-zero correlations among the local factors, and assume that the following conditions hold: (i) $P(M, T) \to 0$ and (ii) $\frac{\delta^2_{MT}P(M, T)}{\delta^2_{MT}P(M, T)} \to \infty$, where $\delta_{MT} = \min(\sqrt{M}, \sqrt{T})$ and $M = \min\{M_1, M_2, \ldots, M_R\}$. Then,

$$\lim_{M,T \to \infty} \Pr(\hat{r}_{0, MCC} = r_0) = 1.$$ 

To implement the MCC criterion, we propose the use of the following penalty function:

$$P(M, T) = \frac{\ln M + \ln T}{\sqrt{MT}} \ln \ln(MT). \quad (1.4.8)$$

that satisfies the condition that $P(M, T) \to 0$ and $\frac{\delta^2_{MT}P(M, T)}{\delta^2_{MT}P(M, T)} \to \infty$. In practice, the different penalty functions may lead to the different performance, e.g. Bai & Ng (2002) and Breitung & Pigorsch (2013). We may consider the popular penalty function in $BIC_3$ given by

$$BIC_3 = \frac{M + T}{MT} \ln(\ln(MT)). \quad (1.4.9)$$

In Section A.4 in Appendix A, we provide the simulation results for $MCC$ using $BIC_3$ in (1.4.9). Overall, its performance is relatively satisfactory for most cases, but it is outperformed by $MCC$ using $P(M, T)$ in (1.4.8). Since $BIC_3$ does not always guarantee consistency,\(^5\) we thus recommend the use of $P(M, T)$.

Another important issue is that the estimation precision of canonical correlations is adversely affected by the noise-to-signal ratio. If the data is noisier, then we need a larger threshold, especially

\(^5\)Consider an extreme case with $M = \exp(T)$. Then, $BIC_3 \xrightarrow{p} 1$, and $1 - \xi(r) - C \times BIC_3 < 0$ with probability 1 for $r = 0, 1, \ldots, r_{\max}$. This implies that we always overestimate $\hat{r}_0 = r_{\max}$ even if the sample size is large. By contrast, $P(M, T)$ is not subject to this issue.
in small samples. Hence, we propose the following data-dependent tuning constant.\(^6\)

\[ C = \exp(\bar{\sigma}_e^2 / \bar{\sigma}_y^2) \]

where \(\bar{\sigma}_e^2 / \bar{\sigma}_y^2\) is the average noise-to-signal ratio,

\[ \bar{\sigma}_e^2 = \frac{1}{NT} \sum_{i=1}^R \sum_{j=1}^{M_i} \sum_{t=1}^T (y_{ijt} - \hat{\theta}_{ij} \hat{K}_{it})^2, \quad \bar{\sigma}_y^2 = \frac{1}{NT} \sum_{i=1}^R \sum_{j=1}^{M_i} \sum_{t=1}^T y_{ijt}^2, \]

\(N = \sum_{i=1}^R M_i\), \(\hat{K}_{it}\) are the estimated \(r_{\text{max}}\) factors and \(\hat{\theta}_{ij}\) the corresponding factor loadings. As \(C\) is bounded between 1 and \(e\), it does not affect the asymptotic property of \(MCC\).

### 1.4.3 Estimation of the number of local factors

Once the number of global factors is consistently estimated by \(\hat{r}_0\), the global factors can be consistently estimated by \(\hat{b}_G = \hat{b}_K \hat{V}_{\hat{r}_0}\), where \(\hat{V}_{\hat{r}_0}\) is an \(r_{\text{max}} \times \hat{r}_0\) matrix consisting of the characteristic vectors associated with the \(\hat{r}_0\) largest characteristic roots of \((1.4.6)\). \(\hat{G}\) from any block-pair would provide a consistent estimator for \(G\), but, in practice, we suggest to use the block-pair that yields the maximum value of \(\ell_{mh,1}\).

Next, we concentrate \(\hat{G}\) out in each block by \(Y_{bi}^{\hat{G}} = M^{\hat{G}} Y_i\) for \(i = 1, \ldots, R\) where \(M^{\hat{G}} = I_T - \hat{G}(\hat{G}' \hat{G})\hat{G}'\). Then, we apply the existing approaches by Bai & Ng (2002) and Ahn & Horenstein (2013) to \(Y_{bi}^{\hat{G}}\), with the maximum number of factors set to \(r_{i,\text{max}} = r_{\text{max}} - \hat{r}_0\), and estimate the number of the local factors consistently by \(\hat{r}_i\).\(^7\) We apply the PC estimation to \(Y_{bi}^{\hat{G}}\) and obtain \(\hat{F}_i\) for \(i = 1, \ldots, R\).

Finally, the factor loadings, \(\hat{\gamma}_{ij}\) and \(\hat{\lambda}_{ij}\), can be estimated by the OLS regression of \(y_{ijt}\) on \(\hat{G}_t\) and \(\hat{F}_{it}\).

---

\(^6\)Following Hallin & Liška (2007) and Alessi et al. (2010), we have also implemented the subsampling approach to selecting the tuning constant, \(C\) such that the selected model becomes a stable function of the second stability interval. But, we have encountered the two crucial issues. First, the subsampling procedure takes a huge amount of time because we need to run the subsampling (at least) 30 times for each candidate of \(C\). For example, if there are 50 grids for \(C\), then we have to evaluate \(MCC\), 1500 times. Second and more importantly, this approach fails to provide the second stability interval for the large samples though it works fine for the small samples. For example, if \(R = 10, M = 100\) and \(T = 100\), we find that the variations of \(\hat{r}_0\) from the subsamples become all flat at zeros, implying that we cannot identify \(r_0\). We leave this issue for future research.

\(^7\)Alternatively, we can estimate the number of local factors directly by \(\hat{r}_i = \hat{r}_0 + \hat{r}_i - \hat{r}_0\). Via (unreported) simulations, we find that our proposed approach outperforms this approach, because the smaller \(r_{i,\text{max}}\) can be selected in the sequential approach.
1.4.4 Estimation of global and local factors and loadings

In Sections 1.4.1–1.4.3, we have obtained the consistent estimates, $\hat{r}_0$ and $\hat{r}_i$. Given the initial estimates, $\hat{G}$, $\hat{F}_i$ and $\hat{\Lambda}_i$ for $i = 1, ..., R$, we follow a sequential approach by Choi et al. (2018) and update the factors and loadings as follows:

First, construct $Y^{\hat{F}} = \left[ Y^{\hat{F}}_1, ..., Y^{\hat{F}}_R \right]$ where $Y^{\hat{F}}_i = Y_i - \hat{F}_i\hat{\Lambda}_i'$ for $i = 1, ..., R$. We then apply the PC estimation to $Y^{\hat{F}}$, and obtain $\hat{G}$ as $\sqrt{T}$ times the eigenvectors corresponding to the $\hat{r}_0$ largest eigenvalues of the $T \times T$ matrix, $Y^FY^{\hat{F}}$. The global factor loadings are then estimated by $\hat{\Gamma}' = (T - 1)\hat{G}'Y^{\hat{F}}$.

Next, for each $i$, construct $Y_i^{\tilde{G}} = Y_i - \hat{G}\tilde{\Gamma}_i$ where $\tilde{\Gamma}_i$ is the $T \times M_i$ submatrix of $\tilde{\Gamma} = \left[ \tilde{\Gamma}_1, ..., \tilde{\Gamma}_R \right]$. The local factors, $\tilde{F}_i$ are estimated by $\sqrt{T}$ times the eigenvectors corresponding to the $\hat{r}_i$ largest eigenvalues of the $T \times T$ matrix, $Y_i^{\tilde{G}}Y_i^{\tilde{G}}$. The local factor loadings are then estimated by $\tilde{\Lambda}'_i = (T - 1)\tilde{F}_iY_i^{\tilde{G}}$.

1.5 Monte Carlo Simulation

We construct the multilevel factor model by the following data generating process (DGP):

$$y_{ijt} = \gamma_{ij}G_t + \sqrt{h_{i1}}\lambda_{ij}F_{it} + \sqrt{\kappa h_{i2}}\epsilon_{ijt} = \sum_{z=1}^{r_0} \gamma_{ijz}G_{tz} + \sqrt{h_{i1}}\sum_{z=1}^{r_i} \lambda_{ijz}F_{itz} + \sqrt{\kappa h_{i2}}\epsilon_{ijt}$$

where we generate global factors/loadings, local factors/loadings and idiosyncratic errors by

$$G_t = \phi_G G_{t-1} + v_t, \quad v_t \sim iidN(0, I_{r_0})$$

$$F_{it} = \phi_F F_{i,t-1} + w_t, \quad w_t \sim iidN(0, I_{r_i})$$

$$\gamma_{ijz} \sim iidN(0, 1) \text{ for } z = 1, \ldots, r_0, \quad \lambda_{ijz} \sim iidN(0, 1) \text{ for } z = 1, \ldots, r_i$$

$$\epsilon_{ijt} = \phi_\epsilon \epsilon_{ij,t-1} + \epsilon_{ijt} + \beta \sum_{1 \leq |h| \leq 8} \gamma_{i,j-h,t}, \quad \epsilon_{ijt} \sim iidN(0, 1)$$

We allow global and local factors to be serially correlated, and idiosyncratic errors to be serially and cross-sectionally correlated.

We control the noise-to-signal ratio by $\kappa$. We first set $\kappa = 1$. Then, the variances associated
with the global factors, local factors and idiosyncratic errors are respectively given by

$$\text{Var}(\gamma'_{ij}G_t) = \sum_{z=1}^{r_0} \text{Var}(\gamma_{ijz}G_{tz}) = \frac{r_0}{1 - \phi_G^2},$$

$$\text{Var}(\gamma'_{ij}F_{it}) = \sum_{z=1}^{r_i} \text{Var}(\lambda_{ijz}F_{itz}) = \frac{r_i}{1 - \phi_F^2} \quad \text{and} \quad \text{Var}(\epsilon_{ijt}) = \frac{1 + 16\beta^2}{1 - \phi_e^2}.$$

Following Choi et al. (2018) and Han (2021), we make the variance contribution of each component equalised. For $r_0 > 0$, we set

$$h_{i1} = \left( \frac{r_0}{1 - \phi_G^2} \right) \left( \frac{r_i}{1 - \phi_F^2} \right) \quad \text{and} \quad h_{i2} = \left( \frac{r_0}{1 - \phi_G^2} \right) \left( \frac{1 + 16\beta^2}{1 - \phi_e^2} \right).$$

For $r_0 = 0$, we set

$$h_{i1} = 1 \quad \text{and} \quad h_{i2} = \left( \frac{r_i}{1 - \phi_F^2} \right) \left( \frac{1 + 16\beta^2}{1 - \phi_e^2} \right).$$

We consider the following sample sizes: $R \in \{2, 5, 10\}$, $M \in \{20, 50, 100, 200\}$ with $M_1 = \cdots = M_R = M$ and $T \in \{50, 100, 200\}$. The number of replications for each simulation experiment is set at 1,000. We focus on the estimation of $\phi$, equalised. For $r_0 > 0$, we make the variance contribution of each component equalised. Following Choi et al. (2018) and Han (2021), we make the variance contribution of each component equalised. For $r_0 > 0$, we set

$$h_{i1} = \left( \frac{r_0}{1 - \phi_G^2} \right) \left( \frac{r_i}{1 - \phi_F^2} \right) \quad \text{and} \quad h_{i2} = \left( \frac{r_0}{1 - \phi_G^2} \right) \left( \frac{1 + 16\beta^2}{1 - \phi_e^2} \right).$$

We consider the following sample sizes: $R \in \{2, 5, 10\}$, $M \in \{20, 50, 100, 200\}$ with $M_1 = \cdots = M_R = M$ and $T \in \{50, 100, 200\}$. The number of replications for each simulation experiment is set at 1,000. We focus on the estimation of $r_0$, and report the results only for the cases with $\phi_G = \phi_F = 0.5$ to save space (We obtain qualitatively similar results for $\phi_G = \phi_F = 0$).

For comparison, we consider the alternative selection criteria proposed by Chen (2012) and Andreou et al. (2019), denoted by $IC_{chen}$ and $AGGR$, respectively. When implementing $IC_{chen}$ and $AGGR$ in the simulation, for simplicity, we assume that the true number of factors, $r_0 + r_i$ is known. This prevents us from selecting too many candidate models for $IC_{chen}$. For $AGGR$, the null hypothesis is sequentially tested from $k = r_0 + r_i$ to 0 until rejected.

It is well-established that if the maximum number of factors is set too high, the redundant factors are likely to be selected. Hence, we propose a practical selection guideline. We first apply $BIC_3$ to the data $Y_i$ in each block with a sufficiently large $r_{\text{max}}$ (by fixing $r_{\text{max}} = 10$), and obtain the consistent estimate of $r_0 + r_i$, denoted $\widehat{r_0+ r_i}$ for $i = 1, ..., R$. Then, we select the common maximum number of factors by $r_{\text{max}}^* = \max\{r_0 + r_1, \ldots, r_0 + r_R\}$. This procedure selects $r_{\text{max}}^* \leq r_{\text{max}}$, while ensuring that $\Pr(r_{\text{max}}^* \geq r_0 + r_i) \xrightarrow{p} 1$ for all $i = 1, ..., R$. In what follows, we report the simulation

---

8See Section A.8 in Appendix A for the detailed estimation algorithms. Unfortunately, we are unable to implement Han (2021)’s algorithm because his code can only be run on Matlab R2013b and R2014a, but not on the later versions.

9Ahn & Horenstein (2013) show via simulations that both $BIC_3$ and $ED$ estimators are quite sensitive to the choice of $r_{\text{max}}$ in the single level factor model.

10In Section A.3 in Appendix A we report the simulation results for $CCD$ and $MCC$ using $r_{\text{max}}^*$ together with the fixed $r_{\text{max}} = 10$. In particular, if idiosyncratic errors are serially correlated, then the impact of the large $r_{\text{max}}$ on the performance of $CCD$ is non-negligible (overestimating $r_0$ for small $T$. The performance of $MCC$ is also adversely
results for $CCD$ and $MCC$ obtained by applying the common $r^*_{\text{max}}$ for each block, $i = 1, \ldots, R$.

In the first experiment, we fix the number of factors as $(r_0, r_i) = (2, 2)$ for $i = 1, \ldots, R$. Panel A of Table 1.1 reports the simulation results for the benchmark case with $(\beta, \phi_e, \kappa) = (0, 0, 1)$. The average of $\hat{r}_0$ over 1,000 replications are reported together with the figures inside the parenthesis, $(O|U)$, indicating the percentage of overestimation and underestimation. For example, $(0|0)$ implies that $r_0$ is perfectly correctly estimated. Both $CCD$ and $MCC$ perform very well for all the sample sizes. $IC_{Chen}$ performs reasonably well for $R = 2$, but underestimates by detecting only one global factor for $R = 5$ and $R = 10$. $AGGR$ overestimates $r_0$ if $M$ is small, but its performance improves only for large $M$ and $T$.

The second case is the same as the first one, except we allow serial correlation and cross-section correlation in idiosyncratic errors by setting $(\beta, \phi_e, \kappa) = (0.1, 0.5, 1)$. The simulation results presented in Panel B of Table 1.1 demonstrate that the performance of $IC_{Chen}$ and $AGGR$ deteriorates substantially as compared to the first case. In particular, $AGGR$ produces imprecise estimates because their approach is not valid in the case where idiosyncratic errors are serially and/or cross-sectionally correlated (see Assumption A9 and Theorem 2 in $AGGR$). Both $CCD$ and $MCC$ select $r_0$ correctly in almost all cases while $CCD$ slightly outperforms $MCC$ if $M$ and $R$ are small. In line with our theoretical prediction, the performances of $CCD$ and $MCC$ are mostly invariant to the presence of serially and cross-sectionally correlated idiosyncratic errors.

The third case is a very noisy DGP with $\kappa = 3$ in which the variance share explained by the global factors becomes only 20%, which matches closely with empirical evidence reported in Table 6. The other setups are the same as in the second case. From Panel C of Table 1.1, we find that all approaches are adversely affected, especially if $M$ is small. The performance of $AGGR$ is unreliable in all cases. The performance of $IC_{Chen}$ improves with $M$ or $T$ only for $R = 2$, but it severely underestimates $r_0$ for $R = 5$ and $R = 10$ even in large samples. $CCD$ underestimates $r_0$ for small $M$. $MCC$ tends to overestimate $r_0$ for small $M$ and small $T$ while underestimating $r_0$ for small $M$ and large $T$. The performance of $CCD$ and $MCC$ improves sharply with $M$ or $T$ for all values of $R$. Overall $CCD$ slightly outperforms.
Table 1.1: Average estimates of the number of global factors for Experiment 1 with $(\phi_G, \phi_F) = (0.5, 0.5)$, $(r_0, r_1) = (2, 2)$ and $r_{max}^* = \max\{r_0 + r_1, \ldots, r_0 + r_R\}$

<table>
<thead>
<tr>
<th>$M$</th>
<th>$T$</th>
<th>$R = 2$</th>
<th>$R = 5$</th>
<th>$R = 10$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>50</td>
<td>1.98(0.8)</td>
<td>2.02(2.12)</td>
<td>2.83(6.32)</td>
</tr>
<tr>
<td>50</td>
<td>2(0.10)</td>
<td>2(0.3)</td>
<td>1.98(0.23)</td>
<td>2(00)</td>
</tr>
<tr>
<td>100</td>
<td>2(0.0)</td>
<td>2(0.2)</td>
<td>2(0)</td>
<td>2(00)</td>
</tr>
<tr>
<td>200</td>
<td>2(0.3)</td>
<td>2(0.2)</td>
<td>2(0)</td>
<td>2(0)</td>
</tr>
<tr>
<td>200</td>
<td>2(0.3)</td>
<td>2(0.2)</td>
<td>2(0)</td>
<td>2(0)</td>
</tr>
<tr>
<td>200</td>
<td>2(0.2)</td>
<td>2(0.2)</td>
<td>2(0)</td>
<td>2(0)</td>
</tr>
<tr>
<td>200</td>
<td>2(0.3)</td>
<td>2(0.2)</td>
<td>2(0)</td>
<td>2(0)</td>
</tr>
<tr>
<td>200</td>
<td>2(0.3)</td>
<td>2(0.2)</td>
<td>2(0)</td>
<td>2(0)</td>
</tr>
<tr>
<td>200</td>
<td>2(0.2)</td>
<td>2(0.2)</td>
<td>2(0)</td>
<td>2(0)</td>
</tr>
<tr>
<td>200</td>
<td>2(0.3)</td>
<td>2(0.2)</td>
<td>2(0)</td>
<td>2(0)</td>
</tr>
<tr>
<td>200</td>
<td>2(0.3)</td>
<td>2(0.2)</td>
<td>2(0)</td>
<td>2(0)</td>
</tr>
<tr>
<td>200</td>
<td>2(0.2)</td>
<td>2(0.2)</td>
<td>2(0)</td>
<td>2(0)</td>
</tr>
</tbody>
</table>

The average of $\hat{n}_i$ over 1,000 replications is reported together with the figures inside the parenthesis, $(\hat{O}, \hat{U})$, indicating the percentage of overestimation and underestimation, $r_0$ and $r_1$ are the true number of global factors and true number of local factors in group $i$. We set $r_0 = r_1 = \ldots = r_R$, where $R$ is the number of groups, $M$ is the number of individuals in group $i$. In Experiments 1, 3 and 4, we set $M_1 = M$ for all $i$. $T$ is the number of time periods. $\phi_G$ and $\phi_F$ are the AR coefficients for the global and local factors. $\beta$, $\phi_G$ and $\kappa$ control the cross-section correlation, serial correlation and noise-to-signal ratio. For $IC_{chen}$ and AGGR, we assume that the true number of factors, $r_0 + r_1$ is known. We still allow the estimation uncertainty in implementing CCD and MCD using the $r_{max}^*$.
In the second experiment we consider the model with uneven block sizes. To this end, we set \((M_1 = 50, M_2 = 100)\) for \(R = 2\), \((M_1 = 20, M_2 = 40, M_3 = 60, M_4 = 80, M_5 = 100)\) for \(R = 5\), and \((M_1 = 20, M_2 = 30, M_3 = 40, M_4 = 50, M_5 = 60, M_6 = 70, M_7 = 80, M_8 = 90, M_9 = 100, M_{10} = 110)\) for \(R = 10\), respectively. The results in Table 1.2 display that \(CCD\) performs satisfactory, selecting \(r_0\) precisely in almost all cases. The performance of \(MCC\) is comparable to that of \(CCD\), except when the data become noisier. Especially for small \(T\), \(MCC\) significantly overestimates \(r_0\) in the presence of cross-sectionally and serially correlated errors together with the higher noise-to-signal ratio. On the other hand, \(IC_{Chen}\) underestimates \(r_0\) while \(AGGR\) overestimates \(r_0\) in almost all cases.

Table 1.2: Average estimates of the number of global factors for Experiment 2 with uneven block sizes, \((\phi_C, \phi_R) = (0.5, 0.5)\) and \(r^*_{\text{max}} = \max\{r_0 + r_1, \ldots, r_0 + r_R\}\)

<table>
<thead>
<tr>
<th>(\beta)</th>
<th>(\phi_0)</th>
<th>(\kappa)</th>
<th>(T)</th>
<th>(CCD)</th>
<th>(MCC)</th>
<th>(IC_{Chen})</th>
<th>(AGGR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Panel A: (R = 2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>50</td>
<td>2(0.2(0.5))</td>
<td>2(0(0))</td>
<td>1(0.01(99.1))</td>
<td>3.93(99.8(0))</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>100</td>
<td>2(0(0.2))</td>
<td>2(0(0))</td>
<td>1(0100)</td>
<td>3.77(98.80)</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>200</td>
<td>2(0(0))</td>
<td>2(0(0))</td>
<td>1(0100)</td>
<td>3.66(970)</td>
</tr>
<tr>
<td>0.1</td>
<td>0.5</td>
<td>1</td>
<td>50</td>
<td>2.15(11.80.2)</td>
<td>2.03(2.70)</td>
<td>1(0.02(98.4))</td>
<td>3.78(97.1)(0)</td>
</tr>
<tr>
<td>0.1</td>
<td>0.5</td>
<td>1</td>
<td>100</td>
<td>2(0(0.1))</td>
<td>2(0(0))</td>
<td>1(0100)</td>
<td>3.53(90.5(0.2))</td>
</tr>
<tr>
<td>0.1</td>
<td>0.5</td>
<td>1</td>
<td>200</td>
<td>2(0(0.3))</td>
<td>2(0(0))</td>
<td>1(0100)</td>
<td>3.3(84.2(0.1))</td>
</tr>
<tr>
<td>0.1</td>
<td>0.5</td>
<td>3</td>
<td>50</td>
<td>2.21(25.915.3)</td>
<td>2(5.3)(5.8)</td>
<td>1(099.9)</td>
<td>4(100)</td>
</tr>
<tr>
<td>0.1</td>
<td>0.5</td>
<td>3</td>
<td>100</td>
<td>1.7(0.225.6)</td>
<td>1.7(0)(21.5)</td>
<td>1(0100)</td>
<td>4(100)</td>
</tr>
<tr>
<td>0.1</td>
<td>0.5</td>
<td>3</td>
<td>200</td>
<td>1.6(033.7)</td>
<td>1.6(033.5)</td>
<td>1(0100)</td>
<td>3.98(99.90)</td>
</tr>
<tr>
<td>Panel B: (R = 5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>50</td>
<td>2(0(0))</td>
<td>2(0(0))</td>
<td>1(0100)</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>100</td>
<td>2(0(0))</td>
<td>2(0(0))</td>
<td>1(0100)</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>200</td>
<td>2(0(0))</td>
<td>2(0(0))</td>
<td>1(0100)</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>0.5</td>
<td>1</td>
<td>50</td>
<td>2(0(0))</td>
<td>2.36(35.6(0)</td>
<td>1(0100)</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>0.5</td>
<td>1</td>
<td>100</td>
<td>2(0(0))</td>
<td>2(0(0))</td>
<td>1(0100)</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>0.5</td>
<td>1</td>
<td>200</td>
<td>2(0(0))</td>
<td>2(0(0))</td>
<td>1(0100)</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>0.5</td>
<td>3</td>
<td>50</td>
<td>2(3(3))</td>
<td>2.75(70.8(0)</td>
<td>1(0100)</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>0.5</td>
<td>3</td>
<td>100</td>
<td>1.96(03.5)</td>
<td>1.97(03.1)</td>
<td>1(0100)</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>0.5</td>
<td>3</td>
<td>200</td>
<td>1.94(04.8)</td>
<td>1.72(027.9)</td>
<td>1(0100)</td>
<td></td>
</tr>
<tr>
<td>Panel C: (R = 10)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>50</td>
<td>2(0(0))</td>
<td>2(0(0))</td>
<td>1(0100)</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>100</td>
<td>2(0(0))</td>
<td>2(0(0))</td>
<td>1(0100)</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>200</td>
<td>2(0(0))</td>
<td>2(0(0))</td>
<td>1(0100)</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>0.5</td>
<td>1</td>
<td>50</td>
<td>2(0(0))</td>
<td>2.55(54.4(0)</td>
<td>1(0100)</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>0.5</td>
<td>1</td>
<td>100</td>
<td>2(0(0))</td>
<td>2(0(0))</td>
<td>1(0100)</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>0.5</td>
<td>1</td>
<td>200</td>
<td>2(0(0))</td>
<td>2(0(0))</td>
<td>1(0100)</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>0.5</td>
<td>3</td>
<td>50</td>
<td>1.99(01)</td>
<td>3.1(98.2(0)</td>
<td>1(0100)</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>0.5</td>
<td>3</td>
<td>100</td>
<td>2(0(0.5))</td>
<td>2(0(0))</td>
<td>1(0100)</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>0.5</td>
<td>3</td>
<td>200</td>
<td>2(0(0.1))</td>
<td>2(0(0.5))</td>
<td>1(0100)</td>
<td></td>
</tr>
</tbody>
</table>

We set \((M_1 = 50, M_2 = 100)\) for \(R = 2\), \((M_1 = 20, M_2 = 40, M_3 = 60, M_4 = 80, M_5 = 100)\) for \(R = 5\), and \((M_1 = 20, M_2 = 30, M_3 = 40, M_4 = 50, M_5 = 60, M_6 = 70, M_7 = 80, M_8 = 90, M_9 = 100, M_{10} = 110)\) for \(R = 10\). See also footnotes to Table 1.1.
In the third experiment we allow the number of global factors to vary from 0 to 3 by setting \((r_0, r_i) \in \{(0, 2), (1, 1), (3, 3)\}\) for \(i = 1, \ldots, R\) and \((\beta, \phi_e, \kappa) = (0.1, 0.5, 1)\). First, the results for the case with \((r_0, r_i) = (0, 2)\), are reported in Panel A of Table 1.3. CCD, MCC and AGGR tend to select zero global factor correctly, but CCD outperforms if both \(M\) and \(T\) are small. On the other hand, \(IC_{chen}\) always selects one factor incorrectly. Second, turning to the case with \((r_0, r_i) = (1, 1)\) in Panel B of Table 1.3, we find that CCD and \(IC_{chen}\) estimate \(r_0 = 1\) correctly. If \(M\) and \(T\) are small, \(MCC\) overestimates \(r_0\) while \(AGGR\) tends to underestimate \(r_0\). Finally, the results for \((r_0, r_i) = (3, 3)\) presented in Panel C, display that for \(R = 2\) the performance of CCD, MCC and \(IC_{chen}\) is satisfactory and improves sharply with the sample sizes, but CCD slightly outperforms for small \(M\). By contrast, the performance of \(AGGR\) is unreliable unless both \(M\) and \(T\) are large.

Next, for \(R = 5\) and 10, the performance of CCD and MCC remains satisfactory whereas \(IC_{chen}\) severely underestimates \(r_0\).

Table 1.3: Average estimates of the number of global factors for Experiment 3 with \((\phi_G, \phi_F) = (0.5, 0.5), (\beta, \phi_e, \kappa) = (0.1, 0.5, 1)\) and \(r^*_{max} = \max\{r_0 + r_1, \ldots, r_0 + r_R\}\)

<table>
<thead>
<tr>
<th>(CCD)</th>
<th>(MCC)</th>
<th>(IC_{chen})</th>
<th>(AGGR)</th>
<th>(CCD)</th>
<th>(MCC)</th>
<th>(IC_{chen})</th>
<th>(CCD)</th>
<th>(MCC)</th>
<th>(IC_{chen})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(R = 3)</td>
<td>(R = 5)</td>
<td>(R = 10)</td>
<td>(R = 3)</td>
<td>(R = 5)</td>
<td>(R = 10)</td>
<td>(R = 3)</td>
<td>(R = 5)</td>
<td>(R = 10)</td>
<td></td>
</tr>
<tr>
<td>(20)</td>
<td>50</td>
<td>0.05(3.6)</td>
<td>0.9(74.6)</td>
<td>1(100)</td>
<td>0.33(32.1)</td>
<td>0.0(0)</td>
<td>1.04(95.8)</td>
<td>1(100)</td>
<td>0.0(0)</td>
</tr>
<tr>
<td>(50)</td>
<td>50</td>
<td>0.01(2.1)</td>
<td>0.09(9.1)</td>
<td>1(100)</td>
<td>0.01(0)</td>
<td>0.0(0)</td>
<td>0.01(1.7)</td>
<td>1(100)</td>
<td>0.0(0)</td>
</tr>
<tr>
<td>(100)</td>
<td>50</td>
<td>0.02(2.1)</td>
<td>0.01(9.9)</td>
<td>1(100)</td>
<td>0.0(0)</td>
<td>0.0(0)</td>
<td>0.0(0)</td>
<td>1(100)</td>
<td>0.0(0)</td>
</tr>
<tr>
<td>(200)</td>
<td>50</td>
<td>0.01(0.8)</td>
<td>0.0(0)</td>
<td>1(100)</td>
<td>0.0(0)</td>
<td>0.0(0)</td>
<td>0.0(0)</td>
<td>1(100)</td>
<td>0.0(0)</td>
</tr>
<tr>
<td>(20)</td>
<td>100</td>
<td>0.0(0)</td>
<td>0.0(0)</td>
<td>1(100)</td>
<td>0.25(24.6)</td>
<td>0.0(0)</td>
<td>0.0(0)</td>
<td>1(100)</td>
<td>0.0(0)</td>
</tr>
<tr>
<td>(50)</td>
<td>100</td>
<td>0.0(0)</td>
<td>0.0(0)</td>
<td>1(100)</td>
<td>0.15(15.0)</td>
<td>0.0(0)</td>
<td>0.0(0)</td>
<td>1(100)</td>
<td>0.0(0)</td>
</tr>
<tr>
<td>(100)</td>
<td>100</td>
<td>0.0(0)</td>
<td>0.0(0)</td>
<td>1(100)</td>
<td>0.0(0)</td>
<td>0.0(0)</td>
<td>0.0(0)</td>
<td>1(100)</td>
<td>0.0(0)</td>
</tr>
<tr>
<td>(200)</td>
<td>100</td>
<td>0.0(0)</td>
<td>0.0(0)</td>
<td>1(100)</td>
<td>0.0(0)</td>
<td>0.0(0)</td>
<td>0.0(0)</td>
<td>1(100)</td>
<td>0.0(0)</td>
</tr>
<tr>
<td>(20)</td>
<td>200</td>
<td>0.0(0)</td>
<td>0.0(0)</td>
<td>1(100)</td>
<td>0.19(19.2)</td>
<td>0.0(0)</td>
<td>0.0(0)</td>
<td>1(100)</td>
<td>0.0(0)</td>
</tr>
<tr>
<td>(50)</td>
<td>200</td>
<td>0.0(0)</td>
<td>0.0(0)</td>
<td>1(100)</td>
<td>0.06(6.0)</td>
<td>0.0(0)</td>
<td>0.0(0)</td>
<td>1(100)</td>
<td>0.0(0)</td>
</tr>
<tr>
<td>(100)</td>
<td>200</td>
<td>0.0(0)</td>
<td>0.0(0)</td>
<td>1(100)</td>
<td>0.00(2.5)</td>
<td>0.0(0)</td>
<td>0.0(0)</td>
<td>1(100)</td>
<td>0.0(0)</td>
</tr>
<tr>
<td>(200)</td>
<td>200</td>
<td>0.0(0)</td>
<td>0.0(0)</td>
<td>1(100)</td>
<td>0.00(0.0)</td>
<td>0.0(0)</td>
<td>0.0(0)</td>
<td>1(100)</td>
<td>0.0(0)</td>
</tr>
</tbody>
</table>

See footnotes to Table 1.3.
In the fourth experiment we use the same DGP in the benchmark experiment but allow the local factors to be mutually correlated. We generate the local factors by

\[ F_t = \Phi_F F_{t-1} + w_t, \quad w_t \sim iidN(0, \Omega_F) \]

where \( F_t = [F'_1, \ldots, F'_{Rt}]' \), \( w_t = [w'_1, \ldots, w'_{Rt}]' \) and \( \Phi_F \) is a diagonal matrix with the common elements, 0.5. We set the common diagonal elements of \( \Omega_F \) at 1, and the common off-diagonal elements (denoted \( \omega_F \)) at 0.2, 0.4, 0.6 and 0.8, respectively. We report these results in Table 1.4. If the correlation among the local factors are relatively weak, i.e. \( \omega_F = (0.2, 0.4) \), then the performance of CCD is satisfactory, and improves sharply with \( M \) and \( T \). However, if the local factors correlation becomes stronger, i.e. \( \omega_F = (0.6, 0.8) \), then CCD overestimates \( r_0 \) even in large samples. This is line with Theorem 1.2 that consistency of CCD requires the upper bound condition, \( \bar{\rho}_{r_0+1} < \eta \) to be met. Next, we find that the performance of MCC is satisfactory for \( \omega_F = (0.2, 0.4) \). Even if \( \omega_F = 0.6 \), its performance improves sharply with \( M \) and \( T \). Only in the presence of the stronger correlation among the local factors (\( \omega_F = 0.8 \)), MCC tends to overestimate \( r_0 \) in most sample sizes, but it becomes consistent for substantially large \( M \) and \( T \). This is line with Theorem 1.3. 

\[ \text{11 The performances of ICChen and AGGR are qualitatively similar to those in the first experiment. These results are available upon request.} \]

\[ \text{12 In Section A.5 in Appendix A, we have conducted the additional simulations to examine the performance of CCD and MCC under experiments with heterogeneous correlations among local factors and uneven block sizes. We have obtained qualitatively similar results.} \]
Table 1.4: Average estimates of the number of global factors for Experiment 4 with correlated local factors, \((\phi_G, \phi_F) = (0.5, 0.5), (r_0, r_i) = (2, 2), (\beta, \phi_0, \kappa) = (0, 0.1, 0.1)\) and \(r^*_{\text{max}} = \max\{r_0 + r_1, \ldots, r_0 + r_F\}\).

<table>
<thead>
<tr>
<th>R</th>
<th>M</th>
<th>T</th>
<th>CCD</th>
<th>MCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>20</td>
<td>50</td>
<td>2.6(2.9)</td>
<td>2.1(10.9)</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>50</td>
<td>2.6(2.9)</td>
<td>2.1(10.9)</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>50</td>
<td>2.6(2.9)</td>
<td>2.1(10.9)</td>
</tr>
<tr>
<td>2</td>
<td>200</td>
<td>50</td>
<td>2.6(2.9)</td>
<td>2.1(10.9)</td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>100</td>
<td>2.6(2.9)</td>
<td>2.1(10.9)</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>100</td>
<td>2.6(2.9)</td>
<td>2.1(10.9)</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>100</td>
<td>2.6(2.9)</td>
<td>2.1(10.9)</td>
</tr>
<tr>
<td>2</td>
<td>200</td>
<td>100</td>
<td>2.6(2.9)</td>
<td>2.1(10.9)</td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>200</td>
<td>2.6(2.9)</td>
<td>2.1(10.9)</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>200</td>
<td>2.6(2.9)</td>
<td>2.1(10.9)</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>200</td>
<td>2.6(2.9)</td>
<td>2.1(10.9)</td>
</tr>
<tr>
<td>2</td>
<td>200</td>
<td>200</td>
<td>2.6(2.9)</td>
<td>2.1(10.9)</td>
</tr>
</tbody>
</table>

We generate the local factors by \(F_i = \Phi_F F_{i-1} + \omega_i\) with \(\omega_i \sim \text{iidN}(0, \Omega_F)\), where \(F_i = [F_1^T, \ldots, F_F^T]^T\), \(\omega_i = [\omega_1^T, \ldots, \omega_F^T]^T\) and \(\Phi_F\) is a diagonal matrix with the common elements, 0.5. We set the common diagonal elements of \(\Omega_F\) at 1, and the common off-diagonal elements (denoted \(\omega_F\)) at 0.2, 0.4, 0.6 and 0.8, respectively. See also footnotes to Table 1.1.
In Section A.6 in Appendix A, we have conducted the additional simulations for estimating the number of the local factors, after \( r_0 \) is consistently estimated by \( CCD \) and \( MCC \). Overall results suggest that \( BIC_3 \) by Bai \& Ng (2002) and \( ER \) by Ahn \& Horenstein (2013) outperform the other existing approaches.

Finally, in Section A.7 in Appendix A, we follow the anonymous referee’s suggestion and split the whole data with \( R > 2 \) groups into the two wide groups. This simple modification enables us to apply the \( AGGR \)’s procedure for estimating the number of global factors even if \( R > 2 \). Furthermore, this scheme may improve the finite sample performance of \( CCD \) and \( MCC \) estimators by increasing the number of cross-section observations used in the estimation of the number of global factors, \( r_0 \) and the global factors, \( G \). We explore the performance of \( AGGR, CCD \) and \( MCC \) with the two wide-group division, denoted respectively by \( AGGR^w, CCD^w \) and \( MCC^w \), via additional Monte Carlo experiments. We consider the same DGP employed under Experiments 1 and 3, and draw the three main conclusions. First, we can apply the \( AGGR \) approach to the multilevel panel with \( R > 2 \), though its performance becomes satisfactory only if both \( M \) and \( T \) are substantially large. But, its performance is unreliable, especially if \( T \) is small. Second, \( CCD \) and \( MCC \) still outperform \( CCD^w, MCC^w \) and \( AGGR^w \) in most cases. Third, there is a trade-off between the use of more cross-section observations and a selection of the larger \( r_{\max}^* \). We find that \( CCD^w \) and \( MCC^w \) can significantly improve the estimation precision of \( r_0 \) for the multilevel panel with \( R > 2 \), especially if \( T \) is sufficiently large and \( M \) is much smaller than \( T \). On the other hand, if \( T \) is small, then \( CCD^w \) and \( MCC^w \) overestimate \( r_0 \). Hence, we may recommend this 2-wide groups modification in practice, only if \( T \) is sufficiently large and \( M \) is much smaller than \( T \).

Overall, the simulation results demonstrate that \( CCD \) and \( MCC \) tend to select the number of global factors correctly even in small samples while outperforming other existing methods even in the presence of serially correlated and weakly cross-sectionally correlated idiosyncratic errors. Only if the correlations among the local factors are deemed to be relatively weak on average (say, less than \( 1/2 \)), we recommend the use of \( CCD \) because it is very simple to implement without requiring any tuning parameter and its performance is robust against noisier idiosyncratic errors. Given that the overall performances of \( CCD \) and \( MCC \) are qualitatively similar but \( MCC \) does not need to meet the upper bound condition, in general, we prefer the use of \( MCC \).

### 1.6 Empirical Application

We demonstrate the utility of our approach in the context of the multilevel asset pricing model. The standard literature on asset pricing models suggests a linear relation between stock returns...
and common factors, e.g. Sharpe (1964), Connor & Korajczyk (1988) and Fama & French (1993). However, the studies investigating the role of industry factors explicitly in asset pricing model are relatively few. Fama & French (1997) provide evidence that both CAPM and the three factor models are unable to precisely estimate the cost of equity for industry portfolios. Lewellen et al. (2010) demonstrate that the asset pricing models are rejected for industry portfolios. Chou et al. (2012) find that the residuals of stocks from the same industry share a non-negligible correlation even after controlling for the common factors. Moskowitz & Grinblatt (1999) find that industry momentum contributes substantially to the momentum strategy such that the winners and the losers tend to belong to the same industry. These studies reveal the fact that stocks in the same industry share a strong co-movement, which cannot be explained by the common factors alone. In this regard, it would be an important issue of investigating whether there is any industry-specific factor driving the within-industry co-movement as well as how important they are relative to global factors and idiosyncratic disturbances.

We collect the weekly return data of stocks listed on NYSE and NASDAQ from Jan. 2015 to Dec. 2016 from CRSP database. We follow Fama & French (1997) and use the SIC codes to categorise the stocks into twelve industries, listed in the first column of Table 1.5. We consider a balanced block panel data with unequal block sizes and include stocks that have the complete return data during the sample period. Following Fama & French (1993) we require the stocks to be listed on NYSE and NASDAQ for two years prior to Jan. 2015. We end up with twelve industries (R = 12), 2618 firms (N = 2618) and 105 weeks (T = 105). The number of stocks in each industry is reported in the second column of Table 1.5.

We first report the within correlations and between correlations. The former is evaluated as the average pairwise correlation of individual stock returns within the same industry while the latter is the average correlation between individual returns across two different industries. We visualise them through a heat map in Figure 1.1, where the diagonal elements represent the within correlations and the off-diagonal elements are the between correlations. Both correlations are positive and substantial across all industries. Overall, the within correlation is higher than the between correlation for all industries. For example, for Enrgy, Utils and Money, the within correlations are 0.36, 0.45 and 0.31, and the between correlations are 0.19, 0.11 and 0.21. Such differences imply that there may be some local/industry factors, rendering the assets co-move within the same industry.

13 These are Consumer Non-Durable, Consumer Durable, Manufacturing, Energy, Chemicals, Business Equipment, Telecommunication, Utilities, Shops, Health, Money and Others. The definitions of the industries can be found on Kenneth French’s website: http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html.
Next, we explore the correlation structure using the multilevel factor model. We standardise the data following Bai & Ng (2002) and Ahn & Horenstein (2013). First, we follow the practical guideline for $r^*_{\text{max}}$ as described in Section 1.5. In our application we only need to run $BIC_3$ 12 times using $r_{\text{max}} = 10$ for $i = 1, \ldots, 12$, and select $r^*_{\text{max}} = \max\{r_0 + \hat{r}_1, \ldots, r_0 + \hat{r}_{12}\} = 3$. We then apply $CCD$ and $MCC$ with $r^*_{\text{max}} = 3$. Both select only one global factor, which is in line with Trzcinka (1986) and Bailey et al. (2021). Then, we apply $BIC_3$ with $r^*_{i,\text{max}} = r^*_{\text{max}} - \hat{r}_0 = 2$ to the defactored data in each block by concentrating out the global factor. We find that there is one local factor in NoDur, Enrgy, Hlth and Money, two local factors in Utils, and zero factor in other industries. Finally, we apply the estimation method described in Section 1.4.4, and report the full estimation results in Table 1.5.

For the robustness check, we have tried the different values of $r_{\text{max}} = 5, 10, 20$ directly applied to $CCD$ and $MCC$, finding that they always select one global factor.
### Table 1.5: The main empirical results

<table>
<thead>
<tr>
<th>Industry</th>
<th>$M_i$</th>
<th>$\hat{r}_i$</th>
<th>$RI_G$</th>
<th>$RI_F$</th>
<th>$RI_E$</th>
</tr>
</thead>
<tbody>
<tr>
<td>NoDur</td>
<td>131</td>
<td>1</td>
<td>0.165</td>
<td>0.093</td>
<td>0.737</td>
</tr>
<tr>
<td>Durbl</td>
<td>63</td>
<td>0</td>
<td>0.328</td>
<td>0</td>
<td>0.672</td>
</tr>
<tr>
<td>Manuf</td>
<td>244</td>
<td>0</td>
<td>0.321</td>
<td>0</td>
<td>0.679</td>
</tr>
<tr>
<td>Enrgy</td>
<td>92</td>
<td>1</td>
<td>0.199</td>
<td>0.232</td>
<td>0.562</td>
</tr>
<tr>
<td>Chems</td>
<td>67</td>
<td>0</td>
<td>0.3</td>
<td>0</td>
<td>0.7</td>
</tr>
<tr>
<td>BusEq</td>
<td>368</td>
<td>0</td>
<td>0.222</td>
<td>0</td>
<td>0.778</td>
</tr>
<tr>
<td>Telem</td>
<td>69</td>
<td>0</td>
<td>0.221</td>
<td>0</td>
<td>0.779</td>
</tr>
<tr>
<td>Utils</td>
<td>79</td>
<td>2</td>
<td>0.083</td>
<td>0.542</td>
<td>0.373</td>
</tr>
<tr>
<td>Shops</td>
<td>242</td>
<td>0</td>
<td>0.222</td>
<td>0</td>
<td>0.778</td>
</tr>
<tr>
<td>Hlth</td>
<td>240</td>
<td>1</td>
<td>0.105</td>
<td>0.096</td>
<td>0.776</td>
</tr>
<tr>
<td>Money</td>
<td>525</td>
<td>1</td>
<td>0.274</td>
<td>0.101</td>
<td>0.602</td>
</tr>
<tr>
<td>Other</td>
<td>498</td>
<td>0</td>
<td>0.214</td>
<td>0</td>
<td>0.786</td>
</tr>
<tr>
<td>Avg/Total</td>
<td>2618</td>
<td>0.226</td>
<td>0.058</td>
<td>0.708</td>
<td></td>
</tr>
</tbody>
</table>

$M_i$ is the number of firms in each industry. $\hat{r}_i$ is the estimated number of local factors. $RI_G$, $RI_F$ and $RI_E$ stand for the relative importance ratios for the global, local factors and idiosyncratic components, respectively.
We evaluate the relative importance ratios of the global factor, the local/industry factors and idiosyncratic errors,\(^\text{15}\) that are summarised in columns 4 - 6 in Table 1.5. On average, the global factor and local factors can explain 22.6% and 5.8% of the total variation whereas idiosyncratic disturbance components still account for 70.6% of the total variation. The global factor tends to display the higher relative importance ratios for the cyclical industries such as Durbl (32.8%), Manuf (32.1%), Chems (30%) and Money (27.4%), suggesting that the higher within correlations observed in these industries are likely to reflect the higher loadings to the global factor. On the other hand, the influence of the global factor is below average for the non-cyclical industries such as NoDur (16.5%), Utils (8.3%) and Hlth (10.5%). Interestingly, local factors are more important than the global factor for Energy (23.2%) and Utils (54.2%). The variance share explained by the local factors are also non-negligible for NoDur (9.3%), Hlth (9.6%) and Money (10.1%).

Next, we examine the within and between correlations after concentrating out the global and local factors, respectively. Figure 1.2 displays the results constructed using the residuals from a regression of the return data on the global factor only. In contrast to Figure 1.1, the between correlations decline drastically for all industries, indicating that the market-wide co-movement of the individual stock returns is well-captured by the global factor. Notice, however, that the within correlations for NoDur, Energy, Utils, Hlth and Money are still non-negligible, which implies that such co-movements may be captured by the local factors. We further project out the local factors such that the resulting residuals would be purely idiosyncratic. Figure 1.3 shows that both correlations are almost negligible, suggesting that the local/industry factors are an important driver behind the higher within correlations for NoDur, Energy, Utils, Hlth and Money.

\(^{15}\)The time series variance decomposition for the individual stock return is given by

\[
\text{Var}(y_{it}) = \text{Var}\left(\tilde{G}_i\hat{G}_i\right) + \text{Var}(\tilde{\lambda}_i\hat{F}_i) + \text{Var}(\hat{e}_{it})
\]

We construct the relative importance ratios for each industry by

\[
IRG_i = M_i^{-1} \sum_{j=1}^{M_i} \frac{\text{Var}(\tilde{G}_i\hat{G}_i)}{\text{Var}(y_{it})}, \quad IRF_i = M_i^{-1} \sum_{j=1}^{M_i} \frac{\text{Var}(\tilde{\lambda}_i\hat{F}_i)}{\text{Var}(y_{it})} \quad \text{and} \quad IRE_i = M_i^{-1} \sum_{j=1}^{M_i} \frac{\text{Var}(\hat{e}_{it})}{\text{Var}(y_{it})}
\]

The average relative importance ratios across the market for these three components can be evaluated as

\[
\text{IRG} = N^{-1} \sum_{i=1}^{R} \sum_{j=1}^{M_i} \frac{\text{Var}(\tilde{G}_i\hat{G}_i)}{\text{Var}(y_{ij})}, \quad \text{IRF} = N^{-1} \sum_{i=1}^{R} \sum_{j=1}^{M_i} \frac{\text{Var}(\tilde{\lambda}_i\hat{F}_i)}{\text{Var}(y_{ij})} \quad \text{and} \quad \text{IRE} = N^{-1} \sum_{i=1}^{R} \sum_{j=1}^{M_i} \frac{\text{Var}(\hat{e}_{ij})}{\text{Var}(y_{ij})}.
\]
Figure 1.2: Average pairwise correlations of residuals after concentrating out $\hat{G}$

Figure 1.3: Average pairwise correlations of residuals after concentrating out $\hat{G}$ and $\hat{F}_i$’s

Figure 1.4 displays that the estimated global factor co-moves closely with the market factor
with correlation of 0.95,\textsuperscript{16} though the latter is slightly more volatile. This is a well-known result since Brown (1989) that the market index plays a predominant role in the asset pricing model. However, it is more challenging to find out which financial indicators measuring local economic and financial conditions, can be connected closely to the local/industry factors. For example, we find that the local factor in Energy is highly correlated with the changes in WTI (an oil price index) with the correlation of 0.7. Further, we observe that the average (absolute) pairwise correlation among the local/industry factors is 0.21, which may provide an empirical support for the upper bound condition imposed in Theorem 1.2.

Figure 1.4: The global factor and market factor

Finally, in Figure 1.5, we plot the density of the factor loadings associated with one global factor and with six local factors. As the estimated factors/loadings are subject to a rotation and sign indeterminacy, we focus on whether the loadings have the same sign or not. The same sign indicates that the returns co-move with the corresponding factors, and \textit{vice versa}. First, almost all individual stock returns are positively loaded on the global factor, suggesting that they co-move with the global factor. Next, turning to the local factor loadings, we find that the majority of the stock returns in NoDrl, Energy, Money, and Health are loaded with the same sign. In Utilities with two local factors, the majority of the returns are negatively loaded on the first factor while they are symmetric around 0 for the second factor. This confirms that the local/industry factors are an important source of the within-industry co-movement.

\textsuperscript{16}We download the weekly data of the Fama-French three factors from the Kenneth French Website.
1.7 Conclusion

We have developed a novel procedure for identifying the number of the global factors and the number of the local factors jointly in a multilevel factor model. We first apply the principal component (PC) estimation to the data in each block and estimate the factors. We then evaluate the canonical correlations between factors in any two blocks and develop the canonical correlations difference (CCD) and the modified canonical correlations (MCC) criteria.

We show that both CCD and MCC are a consistent model selection criterion. Via Monte Carlo simulations, we demonstrate that CCD and MCC consistently select the number of global factors even in small samples. Further, they outperform other competing approaches even in the presence of serially correlated and weakly cross-sectionally correlated errors as well as the correlated local factors. We have also considered the simple modification by splitting the whole data with \( R > 2 \) groups into the two wide groups. We find that this modification can improve the estimation precision of \( r_0 \), especially if \( T \) is sufficiently large and the number of individuals in each group is much smaller than \( T \).

We demonstrate the utility of our approach with an application to the multilevel asset pricing model for the weekly stock return data of twelve industries in the U.S. over the period, Jan. 2015 to Dec. 2016. By applying CCD and MCC, we find that there is only one global factor, which co-moves closely with the market factor. Next, by applying BIC\(_3\), we find that the local factors explain non-trivial proportions of the return variations in 5 out of 12 industries.
1.7 Conclusion

We note in passing that the global factors can be common only to the blocks within a region, say emerging or advanced markets, e.g. Hallin & Liška (2011) and Chen (2012), which may be empirically more relevant. This factor structure can be regarded as the multilevel model with the regional factors rather than the global factors. This is similar to the three-level or overlapping factor models considered by Breitung & Eickmeier (2016) and Beck et al. (2016). Our approach can be easily extended to these cases given that the block membership within different layers is known.

In principle, if the (unknown) group membership as well as the number of the groups are (consistently) estimated using any exiting approaches (e.g. Su et al. (2016) and Ando & Bai (2017)), then we can apply our proposed section criteria to consistently estimate the number of global factors and the number of local factors in each group, jointly. Notice that there is a growing literature on weak factor model that is closely related to the multilevel factor model. In the 2-dimensional model, weak factors are harder to detect than strong factors. A number of recent papers have developed some novel but complex techniques, e.g. Lettau & Pelger (2020), Bailey et al. (2021) and Uematsu & Yamagata (2022). On the other hand, consistent estimation of both global and local factors and their loadings can be easily achieved in the the multilevel factor model, using the canonical-correlations-based approach as described in the paper. In this regard, we expect that the joint analysis of our proposed approach and the unknown group membership will shed further lights on enhancing our understanding of weak factor models, especially in relation to the recent asset pricing models following the factor zoo criticism raised by Cochrane (2011), see also Bailey et al. (2021) and Lettau & Pelger (2020).
Chapter 2

Generalised Canonical Correlation

Estimation of the Multilevel Factor Model

Abstract We develop a novel approach based on the generalised canonical correlation (GCC) analysis to analyse the high dimensional panel data model with the multilevel factor structure. Importantly, our approach is shown to be valid even if some blocks share the common local/regional factors. We establish the consistency of the estimated factors and loadings, and derive their asymptotic normal distributions under fairly standard conditions. We also propose a GCC selection criterion for identifying the number of global factors. Via Monte Carlo simulations, we confirm the validity of our asymptotic theory, and also demonstrate the superior performance of the GCC selection criterion over existing approaches. Finally, we demonstrate its usefulness with an application to the housing market in England and Wales using a large disaggregated panel data of the real house price growth rates for the 331 local authorities over the period 1996Q1 to 2021Q2.

Keywords: Multilevel Factor Models, Principal Components, Generalised Canonical Correlation, Housing Market Cycles.
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2.1 Introduction

In a data-rich environment with large cross-section units and time periods, the factor model provides a dimension reduction technique via a set of pervasive latent factors, e.g., Chamberlain & Rothschild (1983), Stock & Watson (2002) and Bai & Ng (2002). Recently, the multilevel factor models have gained increasing attention; some factors are pervasive (i.e. common to all individuals) whilst other are semi-pervasive (i.e. common only to a subset of individuals), referred to as the global and local factors, respectively. Kose et al. (2003) advance the multilevel factor model for characterising the global business cycle, documenting evidence that the global factors play an important role in explaining macroeconomic activities. Barrot & Serven (2018) find that the common factors are the main driving force behind advanced-country capital flows whilst idiosyncratic components dominate the emerging/developing country capital flows. Applying a two-block factor model to a mixed-frequency data, Andreou et al. (2019) show that the industrial production is still the most important workhorse in the US.

The principal component (PC) estimation, a popular method in the single-level factor model, cannot be directly applied to the multilevel setting, because it can only estimate the whole factor space consistently but fails to separately identify the global and local factors. This renders the the multilevel factor modelling a challenging issue. Wang (2008) proposes a sequential PC approach by updating the global and local factors iteratively, though this approach does not guarantee convergence to the global minimum unless the initial estimate is consistent. Breitung & Eickmeier (2016) and Choi et al. (2018) propose the use of the canonical correlation analysis (CCA) for obtaining an initial consistent estimate of the global factors by employing CCA using any two blocks. Once the (estimated) global factors are projected out, the local factors can be consistently estimated for each block. The global and local factors are iteratively updated until convergence.

In this paper we broaden the scope to encompass more generals scenarios in which certain blocks may share common regional factors, as analysed by Moench et al. (2013) and Beck et al. (2016). Alternatively, blocks share pairwise common local factors, as explored by Hallin & Liška (2011) and Rodríguez-Caballero & Caporin (2019). In such cases, the CCA approach fails to produce the consistent estimation of global factors, as the common local/regional factors can be mistakenly identified as global. As the main contribution, we propose the generalised canonical correlation analysis (GCC), which extends the standard CCA (using two blocks only) by conducting the simultaneous analysis of the factor spaces of all blocks collected in a system-wide matrix, \( \Phi \). By jointly dealing with the unit pairwise canonical correlation between any two blocks, GCC successfully addresses the aforementioned issues with common local/regional factors. Furthermore, GCC offers the main computational advantage, as it does not require any iterations, unlike many existing studies.
2.1 Introduction

We establish the consistency of the estimated factors and loadings using matrix perturbation theory. Importantly, consistency can be achieved if the number of blocks, $R$ is finite or tends to infinity. In this article, we focus on a finite $R$, a more practical case empirically, and derive the asymptotic normal distributions for the global and local factors and loadings under fairly standard assumptions.\footnote{If $R \to \infty$, the estimation proceeds in an iterative manner. \cite{Wang2008} developed a sequential estimation theory. \cite{Mao2021} provide an asymptotic theory for a bilateral trade flow model where both the number of importers and exporters tend to infinity. \cite{Jin2023} consider a generalised three-dimensional factor model and establish the asymptotic theory when the number of groups tends to infinity.} To the best of our knowledge in the literature, only \cite{Andreou2019} has developed an asymptotic theory for factors and loadings under finite $R$. However, their approach is based on CCA and is confined to the case with two blocks ($R = 2$). Furthermore, their theory is subject to a few limitations, e.g. the asymptotic distribution of the estimated global factors is non-unique while the estimated local factors involve bias terms due to the sequential estimation. This suggests that it is unclear how to conduct inference using their results. By contrast, our theory is applicable for $R \geq 2$ while the asymptotic distribution of the estimated global factors remains unique.

The challenging issue is that the asymptotic covariance matrices of the estimated global factors and loadings involve a rotation matrix, that cannot be estimated consistently, rendering infeasible inference based on the asymptotic theory. Furthermore, if the number of blocks is finite, estimation errors from the estimated global factors and loadings are of the same magnitude as the local factors and loadings. To overcome these challenging issues, we propose a novel hybrid bootstrap method that is able to produce valid confidence intervals for the estimated global (local) factors and loadings. By resampling the global (local) factors together with the error terms, we can produce back-rotated factors and loadings. This procedure ensures that the bootstrap estimates have the correct limiting distributions across repetitions. It is worth mentioning that the GCC approach can be easily extended to more general cases, such as the multilevel factor model with more than two layers of classification considered by \cite{Ahn2023}.

We also develop a GCC-based consistent selection criteria for identifying the number of the global factors by evaluating the ratios of adjacent singular values of the matrix $\Phi$. As shown by \cite{Han2021}, the standard approaches for selecting the number of global factors ($r_0$) in the single-level factor literature (e.g. \cite{Bai2002, Onatski2010} and \cite{Ahn2013}), fail to generate reliable model selection in the multilevel case. Recently, a few approaches have been proposed to consistently estimate $r_0$ under the multilevel setting. \cite{Andreou2019} propose a testing procedure by deriving the asymptotic distribution of the canonical correlation between the factor spaces in a two-block model. \cite{Choi2021} develop consistent selection criteria for
determining the number of the global factors based on the average pairwise canonical correlation among all blocks. Chen (2022) proposes a selection criterion based on the average residual sum of square from a regression of (estimated) global factors on the factor spaces in each block. Unlike most existing studies, our approach does not require either the orthogonality between the global and local factors or the selection of any tuning parameters. This makes the GCC criterion more robust and general.

Via Monte Carlo simulations, we first focus on the consistent estimation of the global factors and the number of the global factors, finding that GCC outperforms the CCA approach by Andreou et al. (2019) and the circular projection estimation developed by Chen (2022) under all experiments. Next, we examine the performance of the hybrid bootstrap when evaluating confidence intervals for the estimated factors and loadings as well as the factor components. We find that the hybrid bootstrap can produce valid confidence intervals with correct coverage rates as the sample size increases.

We apply the GCC approach to estimating the multilevel factor model and characterising the national and regional housing market cycles in England and Wales, using a large disaggregated panel data of the real house price growth rates for the 331 local authorities over the period 1996Q1 to 2021Q2. The main empirical findings are summarised as follows:

We first detect one global (national) factor, one local factor in the seven regions (NE, NW, YH, EE, LD, SE and WA) but no local factor in the three regions (EM, WM and SW). Second, the national factor explains a considerable portion of the house price inflation variation with a mean of 46.6% while the regional factor contribution is much weaker with its average at 8.3% only. This suggests that the house market in England and Wales appears to be more integrated than the U.S. market (e.g. Del Negro & Otrok (2007)). Third, we can identify that the regional factor components of EE, LD and SE (Area 1) co-move closely while those of NE, NW, YH and WA (Area 2) tend to cluster, confirming that the regional factors are common across some regions. Fourth, the national housing market cycle captured by the global factor components displays a typical boom-bust-recovery behaviour, which is in line with the conventional view that the national housing market cycle is pro-cyclical and closely related to economic fundamentals (e.g. Chodorow-Reich et al. (2021)). By contrast, the regional housing market cycles captured by the areal factor components display a heterogeneous but opposite pattern unrelated to fundamentals, demonstrating a housing market segmentation in the North and the South. Finally, we document evidence that the growth rate of the (lagged) population gap between areas strongly co-moves with the areal components gap, suggesting that the population gap growth may be an important driver behind the regional house price gap.
2.2 The Multilevel Factor Model

The rest of the paper is structured as follows. Section 2.2 introduces the multilevel factor model and provides a review of the related literature. Section 2.3 proposes the novel GCC approach and presents the main estimation algorithms. Section 2.4 develops the asymptotic theory for the GCC estimator, advances a new selection criterion for identifying the number of the global factors, and proposes a hybrid bootstrap approach for constructing confidence intervals. Section 2.5 reports Monte Carlo simulation results. Section 2.6 presents an empirical application to the house price inflation data in England and Wales. Section 2.7 offers concluding remarks. The detailed bootstrap algorithm, mathematical proofs, auxiliary lemmas, and additional simulation results are relegated to Appendix B.

2.2 The Multilevel Factor Model

Consider the multilevel factor model:

\[
y_{ijt} = \gamma_{ij}' G_t + \lambda_{ij}' F_{it} + e_{ijt}, \quad i = 1, ..., R, j = 1, ..., N_i, t = 1, ..., T \tag{2.2.1}
\]

where \( G_t = [G_1^t, ..., G_{r_0}^t]' \) is the \( r_0 \times 1 \) vector of the global factors, \( F_{it} = [F_1^t, ..., F_{r_i}^t]' \) is the \( r_i \times 1 \) vector of the local factors in the block \( i \), \( \gamma_{ij} \) and \( \lambda_{ij} \) are the corresponding heterogeneous factor loadings, and \( e_{ijt} \) is the idiosyncratic error. Stacking (2.2.1) across the \( N_i \) individuals in block \( i \), we have:

\[
\begin{bmatrix}
Y_{it} \\
\vdots \\
Y_{Rt}
\end{bmatrix}
= 
\begin{bmatrix}
\gamma_1 \\
\vdots \\
\gamma_R
\end{bmatrix}
\begin{bmatrix}
G_t \\
\vdots \\
F_{Rt}
\end{bmatrix}
+ 
\begin{bmatrix}
\lambda_1 \\
\vdots \\
\lambda_R
\end{bmatrix}
\begin{bmatrix}
\gamma_1 \\
\vdots \\
\gamma_R
\end{bmatrix}
+ 
\begin{bmatrix}
e_{1t} \\
\vdots \\
e_{Rt}
\end{bmatrix}, \quad t = 1, ..., T \tag{2.2.2}
\]

where \( Y_{it} = [y_{i1t}, ..., y_{iN_it}]' \), \( e_{it} = [e_{i1t}, ..., e_{iN_it}]' \), \( \Gamma_i = [\gamma_{i1}, ..., \gamma_{iN_i}]' \) and \( \Lambda_i = [\lambda_{i1}, ..., \lambda_{iN_i}]' \). The model can also be written as

\[
Y_t = \theta^+ K_t^+ + e_t, \tag{2.2.3}
\]

where

\[
\begin{bmatrix}
Y_{1t} \\
\vdots \\
Y_{Rt}
\end{bmatrix}
= 
\begin{bmatrix}
\begin{bmatrix}
y_{11t} \\
\vdots \\
y_{1N_it}
\end{bmatrix} \\
\vdots \\
\begin{bmatrix}
y_{R1t} \\
\vdots \\
y_{RN_it}
\end{bmatrix}
\end{bmatrix}, 
\begin{bmatrix}
e_{1t} \\
\vdots \\
e_{Rt}
\end{bmatrix}
= 
\begin{bmatrix}
e_{11t} \\
\vdots \\
e_{R1t}
\end{bmatrix}, \quad K_t^+ = 
\begin{bmatrix}
G_t \\
\vdots \\
F_{Rt}
\end{bmatrix}, \quad \Theta = 
\begin{bmatrix}
\gamma_1 & \lambda_1 & 0 & \cdots & 0 \\
\gamma_2 & 0 & \lambda_2 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\gamma_R & 0 & 0 & \cdots & \lambda_R
\end{bmatrix}
\]
with \( N = \sum_{i=1}^{R} N_i \) and \( r^+ = r_0 + \sum_{i=1}^{R} r_i \). Further, the model is written in a matrix form:

\[
Y = K^+ \Theta^{+\prime} + e,
\]

(2.2.4)

where \( Y_{T \times N} = [Y_1, ..., Y_T]' \), \( K^+_{T \times r^+} = [K_1, ..., K_T]' \), and \( e_{T \times N} = [e_1, ..., e_T]' \).

Alternatively, stacking (2.2.1) over time period \( t \), we can rewrite the model as

\[
Y_{ij} = G \gamma_{ij} + F_i \lambda_{ij} + e_{ij} = K_i \theta_{ij} + e_{ij}
\]

(2.2.5)

where \( Y_{T \times 1} = [y_{ij1}, ..., y_{ijT}]' \), \( e_{ij} = [e_{ij1}, ..., e_{ijT}]' \), \( G_{T \times r_0} = [G_1, ..., G_T]' \), \( F_{i \times r_i} = [F_i1, ..., F_iT]' \), \( \theta_{ij} = [\gamma_{ij}, \lambda_{ij}]' \) and \( K_i = [G, F_i] \). For each block \( i \), we then have:

\[
Y_i = G \Gamma_i' + F_i \Lambda_i' + e_i = K_i \Theta_i' + e_i
\]

(2.2.6)

where \( Y_i = [Y_{i1}, Y_{i2}, ..., Y_{iN_i}]' \), \( e_i = [e_{i1}, e_{i2}, ..., e_{iN_i}] \) and \( \Theta_i = [\Gamma_i, \Lambda_i] \).

The primary issue in the multilevel factor model is to identify the global and local factors, separately. We now express the model (2.2.2) as

\[
Y_{it} = \Gamma_i G_{it} + \tilde{e}_{it}, \quad \tilde{e}_{it} = \Lambda_i F_{it} + e_{it},
\]

(2.2.7)

where the local factors are treated as the part of the error components. The first \( r_0 \) factors extracted from the PC estimation applied to the whole data \( Y_t = [Y'_{it}, ..., Y'_{Rt}]' \), will be inconsistent estimates of \( G_t \) because the weak correlation condition among the error components in \( \tilde{e}_t = [\tilde{e}_{t1}, ..., \tilde{e}_{tR}]' \) is violated due to the presence of the local factors (see Breitung & Eickmeier (2016)). Alternatively, if we apply the PC estimation to each block \( Y_i \) in (2.2.6), the factor space spanned by \( K_i = [G, F_i] \) can be consistently estimated up to rotation, though the global and local factors cannot be separately identified.\(^2\)

A number of alternative methods have been developed. Wang (2008) proposed an iterative sequential approach. Given the estimated global factors and loadings, denoted \( \hat{G} \) and \( \hat{\Gamma}_i \), then the

\(^2\)Moreover, the \( r^+ \) factors extracted from \( Y_i \) in (2.2.3) are not necessarily consistent estimates of \( K^+ \). Lemma 2 in Freyaldenhoven (2021) establishes that the local factors can be consistently estimated only if the number of individuals within that group is larger than \( \sqrt{N} \).
local factors and loadings for each block $i$ can be estimated by applying the PC estimation to

$$Y_i - \hat{G}\hat{\Lambda}_i' = F_i\Lambda_i' + e_i$$ (2.2.8)

Given the estimated local factors and loadings, denoted $\hat{F}_i$ and $\hat{\Lambda}_i$, then the global factors and loadings can be updated by applying the PC estimation to

$$[Y_1 - \hat{F}_1\hat{\Lambda}_1', \ldots, Y_R - \hat{F}_R\hat{\Lambda}_R'] = G [\Gamma_1', \ldots, \Gamma_R'] + e$$

This procedure will be repeated until convergence. However, this approach does not guarantee consistency unless the initial estimates of the global factors and loadings are consistent, because the least square objective function is not globally convex.

To get consistent (initial) estimates of the global factors, Breitung & Eickmeier (2016) and Choi et al. (2018) propose the use of the canonical correlation analysis (CCA), where the canonical correlation between $\hat{K}_m$ and $\hat{K}_h$ is estimated for any two blocks, $m$ and $h$. For convenience assume that $r_0$, $r_m$ and $r_h$ are known and set $r_0 + r_m = r_0 + r_h$. Consider the following characteristic equation:

$$\left(\hat{S}_{hh}^{-1}\hat{S}_{hm} - \ell\hat{S}_{mm}\right) v_m = 0 \text{ or } \left(\hat{S}_{hm}\hat{S}_{mm}^{-1}\hat{S}_{mh} - \ell\hat{S}_{hh}\right) v_h = 0$$ (2.2.9)

where $\hat{S}_{ab}$ $(a, b = m, h)$ denotes the covariance matrix between $\hat{K}_m$ and $\hat{K}_h$. We then obtain the solution $\ell$ by the (squared) canonical correlations between $\hat{K}_m$ and $\hat{K}_h$. Since they share the factor space spanned by the global factors, the $r_0$ largest canonical correlations will be equal to one asymptotically. Therefore, we can consistently estimate the global factors by $\hat{G} = \hat{K}_m V_{m}^{r_0}$ or $\hat{G} = \hat{K}_h V_{h}^{r_0}$, where $V_{m}^{r_0}$ and $V_{h}^{r_0}$ are the matrices consisting of the characteristic vectors corresponding to the $r_0$ largest characteristic roots. Next, after projecting $\hat{G}$ out, one can consistently estimate the local factors and loadings. In practice, this estimation proceeds iteratively until convergence. Breitung & Eickmeier (2016) and Choi et al. (2018) suggest choosing the block pair $(m, h)$ that yields the largest canonical correlation. Andreou et al. (2019) develop an asymptotic theory for the estimated factors and loadings under rather stringent conditions, though their theory can be applied to the case with the two blocks only. In a special case with $R = 2$, Andreou et al. (2019) suggests using CCA to estimate the global factors based on CCA between $\hat{K}_1$ and $\hat{K}_2$ by solving the characteristic equation (2.2.9) for $(m, h) = (1, 2)$ or $(m, h) = (2, 1)$. Namely, the global factors can be estimated by $\hat{G} = \hat{K}_1 V_{1}^{r_0}$ or $\hat{G} = \hat{K}_2 V_{2}^{r_0}$.

However, CCA does not always estimate the global factors consistently. Consider a three-block
model \((R = 3)\) with \(r_0 = r_i = 1\) for \(i = 1, 2, 3\). Suppose that the first and second blocks share the same local factor. When we obtain the largest canonical correlation between \(\hat{K}_1\) and \(\hat{K}_2\), we are no longer sure whether \(\hat{K}_1 V_1^{r_0}\) yields the global or the common local factor. Furthermore, the number of global factors tends to be overestimated. A few empirical studies show that some blocks, that share the same geographic region, are subject to common local factors.\(^3\) Rodríguez-Caballero & Caporin (2019) consider the pairwise-common local factors by employing two parallel country classifications based on the Debt/GDP ratio and credit rating. In these cases, \(CCA\) fails to produce consistent estimates. See also Moench et al. (2013) and Beck et al. (2016).

Recently, Chen (2022) propose a circular projection estimation (\(CPE\)) approach. The circular projection matrix is a successive product of the factor spaces of \(K_i\), given by the product inside the bracket in

\[
\left(\prod_{i=1}^{R} P(K_i)\right)^{\prime} \left(\prod_{i=1}^{R} P(K_i)\right) \zeta = \pi \zeta,
\]

where \(P(.)\) is the projection matrix, and \(\pi\) and \(\zeta\) are the eigenvalue and eigenvector. Only when \(\pi = 1\) is \(\zeta\) a global factor. Hence, the global factors can be estimated as \(\sqrt{T}\) times the \(r_0\) eigenvectors corresponding to the unit eigenvalues of the circular projection matrix by replacing \(K_i\) by \(\hat{K}_i\). \(CPE\) does not suffer from the issue related to the common local factors since it encompasses all blocks. Similarly, \(GCC\) incorporates the information from all blocks simultaneously via a linear combination of the whole factor spaces (see (2.3.19) below). However, our method yields a simpler asymptotic expansion of the global factors, enabling us to directly derive the asymptotic normal distribution of the estimator of the global factors whereas no such asymptotic theory is developed under \(CPE\). Moreover, we show that \(GCC\) outperforms \(CPE\) via simulations (see Section 2.5).

### 2.3 The Generalised Canonical Correlation Analysis

We begin with the standard \(CCA\) and describe our approach via comparison between \(CCA\) and \(GCC\). Select any two blocks, \(m\) and \(h\) and let \(K_m\) and \(K_h\) be \(T \times (r_0 + r_m)\) and \(T \times (r_0 + r_h)\) matrices consisting of the global and local factors. \(CCA\) aims to find the linear combinations \(v_{mj}\) and \(v_{hj}\) such that

\[
(v_{mj}, v_{hj}) = \arg \max_{v_{mj}, v_{hj}} \text{Corr} (K_m v_{mj}, K_h v_{hj})
\]

subject to the restrictions

\[
V_{mj}^\prime K_m V_m = I_{r_{\min}} \quad \text{and} \quad V_{hj}^\prime K_h V_h = I_{r_{\min}}
\]

\(^3\)Hallin & Liška (2011) find one common local factor between France and Germany in a three-country model for industrial production indices for France, Germany and Italy.
where \( r_{\text{min}} = \min\{r_0 + r_m, r_0 + r_h\} \), \( V_m = [V_{m1}, \ldots, V_{m_{r_{\text{min}}}}] \) and \( V_h = [V_{h1}, \ldots, V_{h_{r_{\text{min}}}}] \). If \( K_m \) and \( K_h \) share the \( r_0 \) global factors, then there exists \( r_0 \) linear combinations such that their correlations are equal to one, or equivalently

\[
K_m V^r_m = K_h V^r_h
\]  \hspace{1cm} (2.3.12)

where \( V^r_m = [v_{m1}, \ldots, v_{m_{r_0}}] \) and \( V^r_h = [v_{h1}, \ldots, v_{h_{r_0}}] \) are the matrices collecting such linear combinations. We then solve the characteristic equation, (2.2.9) and obtain \( V^r_m \) that consists of characteristic vectors of \( V \) corresponding to the \( r_0 \) largest characteristic roots.

However, CCA does not always identify the global factors in the presence of common local factors as explained in Section 2.2. To address this important issue, we propose to construct the \( T(R - 1)/2 \times \sum_{l=1}^R (r_0 + r_l) \) system-wide matrix as follows:

\[
\Phi = \begin{bmatrix}
K_1 & -K_2 & 0 & 0 & \ldots & 0 & 0 \\
K_1 & 0 & -K_3 & 0 & \ldots & 0 & 0 \\
& & & & \vdots & & \\
0 & 0 & 0 & 0 & \ldots & K_{R-1} & -K_R
\end{bmatrix}
\]  \hspace{1cm} (2.3.13)

where \( K_i = [G_i, F_i] \) for \( i = 1, \ldots, R \). We then find the kernel of \( \Phi \), i.e. a set of vectors collected by the matrix \( Q = [Q'_1, \ldots, Q'_R]' \) that satisfies:

\[
\Phi Q = \begin{bmatrix}
K_1 Q_1 - K_2 Q_2 \\
K_1 Q_1 - K_3 Q_3 \\
& & \vdots \\
K_{R-1} Q_{R-1} - K_R Q_R
\end{bmatrix} = \begin{bmatrix}
0 \\
0 \\
\vdots \\
0
\end{bmatrix}.
\]

To this end we consider the following singular value decomposition (SVD) of \( \Phi \):

\[
\Phi = P \Delta Q'
\]  \hspace{1cm} (2.3.14)

such that \( \Phi Q = P \Delta \), where \( P \) and \( Q \) are the \( TR(R - 1)/2 \times \sum_{l=1}^R (r_0 + r_l) \) and \( \sum_{l=1}^R (r_0 + r_l) \times \sum_{l=1}^R (r_0 + r_l) \) orthonormal matrices, and \( \Delta = \text{diag} \{\delta_1, \delta_2, \ldots, \delta_{\sum_{l=1}^R (r_0 + r_l)}\} \) is a \( \sum_{l=1}^R (r_0 + r_l) \times \sum_{l=1}^R (r_0 + r_l) \) diagonal matrix consisting of the singular values in ascending order. If we can find a set of vectors \( Q \) and the singular values \( \delta = 0 \) such that \( \Phi Q = \delta P = 0 \), then we obtain \( Q \) by the set
of vectors, \(q\).

We establish the existence of the \(r_0\) zero singular values and the corresponding eigenvectors, denoted \(Q^{r_0}\) in the following proposition.\(^4\) A direct example of \(Q^{r_0}\) is such that each \(Q^{r_0}_1 = [I_{r_0}, 0]'\) is a selection matrix. To rule out an infeasible case where the global factors can be expressed as a linear combination of the local factors, we assume that \(G\alpha_0 = F_1\alpha_1 + \cdots + F_R\alpha_R\) if and only if \(\alpha_0 = 0, \alpha_1 = 0, \ldots, \alpha_R = 0\), which resembles the rank condition in Assumption A of Wang (2008).

**Proposition 2.1.** There exists a \(P^{R} = \sum_{i=1}^{R} (r_0 + r_i) \times r_0\) matrix, \(Q^{r_0} = [Q^{r_0}_1, Q^{r_0}_2, \ldots, Q^{r_0}_R]'\) containing the right eigenvectors of \(\Phi\), such that \(\Phi Q^{r_0} = 0\) with the \(r_0\) zero singular values. Moreover, the remaining singular values of \(\Phi\) are larger than zero and of stochastic order \(O_p(\sqrt{T})\).

From Proposition 2.1 we have:

\[
K_1Q^{r_0}_1 = K_2Q^{r_0}_2 = \cdots = K_RQ^{r_0}_R
\]

which shows that the pairwise canonical correlation in (2.3.12) is simultaneously satisfied for all pairs of the blocks. Importantly, this demonstrates that all \(K_iQ^{r_0}_i\) for \(i = 1, \ldots, R\), obtained by the GCC approach, can provide valid representation of \(G\) even in presence of the common local factors.

Let \(\Psi = [K_1Q^{r_0}_1, \ldots, K_RQ^{r_0}_R]\) and consider the eigen-decomposition,

\[
T^{-1}\Psi\Psi' = L\Xi L',
\]

where \(\Xi\) is a diagonal matrix containing the eigenvalues of \(T^{-1}\Psi\Psi'\) in descending order.

**Proposition 2.2.** The first \(r_0\) columns of \(L\), denoted \(L^{r_0}\), consists of the factor space spanned by \(G\).

Proposition 2.2 shows that the global factors can be identified by a linear combination of appropriately rotated block factor spaces. Importantly, the eigen-decomposition summarises the factor

\[^4\text{We note that the solution } Q_i \text{'s are equivalent to } (Q^{r_0}_1, Q^{r_0}_2, \ldots, Q^{r_0}_R) = \arg\min_{w_1, w_2, \ldots, w_R} \sum_{i=1}^{R} \|G - K_iw_i\|^2, \text{ which is more common in the GCC literature (see Yang et al. (2019)). Therefore, we name our approach after GCC despite the slight difference in the problem formulation.}\]
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spaces $K,Q^R_0$, rendering us to develop a unique representation and asymptotic distribution of the global factors, differing from Proposition D.5 of Andreou et al. (2019).

The estimation algorithm proceeds as follows.

**Estimation of global factors and loadings** We first obtain the $PC$ estimate of $K_i$ for each block $i$, denoted $\hat{K}_i$, by $\sqrt{T}$ times the $r_{\text{max}}$ eigenvectors of $Y_i Y'_i$ corresponding to the $r_{\text{max}}$ largest eigenvalues, where $r_{\text{max}} \geq \max_{i=1,...,R}\{r_0 + r_i\}$ is a common positive integer. We then construct the $TR(R-1)/2 \times R r_{\text{max}}$ matrix, $\hat{\Phi}$ by replacing $K_i$ with $\hat{K}_i$ in (2.3.13), and evaluate the $SDV$ of $\hat{\Phi}$ as

$$\hat{\Phi} = \hat{P} \hat{\Delta} \hat{Q}'$$

(2.3.17)

where $\hat{P}$ and $\hat{Q}$ are the $TR(R-1)/2 \times R r_{\text{max}}$ and $R r_{\text{max}} \times R r_{\text{max}}$ orthonormal matrices, and $\hat{\Delta}$ is the $R r_{\text{max}} \times R r_{\text{max}}$ diagonal matrix consisting of the singular values in *ascending order*.

Next, denote $\hat{Q}^0 = [\hat{Q}_1, ... , \hat{Q}_R]'$ as the first $r_0$ columns of $\hat{Q}$, and construct the $T \times r_0$ matrix, $\hat{\Psi} = [\hat{K}_1 \hat{Q}^0_1, ... , \hat{K}_R \hat{Q}^0_R]$. We consider the eigen decomposition,

$$T^{-1} \hat{\Psi} \hat{\Psi}' = \hat{L} \hat{\Xi} \hat{L}'$$

(2.3.18)

where $\hat{L}$ is a $T \times r_0$ orthonormal matrix and $\hat{\Xi}$ is a $T \times T$ diagonal matrix consisting of the eigenvalues in *descending order*. From (2.3.18), we obtain the consistent estimator of the global factors, denoted $\hat{G}$, by the $r_0$ vectors of $\hat{L}$ corresponding to the $r_0$ largest eigenvalues multiplied by $\sqrt{T}$; namely,

$$\hat{G} = \frac{1}{\sqrt{T}} \hat{\Psi} \hat{\Psi}' \hat{J}^0 = \frac{1}{\sqrt{T}} \left( \sum_{i=1}^R \hat{K}_i \hat{Q}_i^0 \hat{Q}'_i \hat{K}_i' \right) \hat{J}^0$$

(2.3.19)

where $\hat{J}^0 = \hat{L}^{r_0} \left( \hat{\Xi}^{r_0} \right)^{-1}$, $\hat{L}^{r_0}$ collects the first $r_0$ columns of $\hat{L}$ and $\hat{\Xi}^{r_0}$ is an $r_0 \times r_0$ diagonal matrix consisting of the $r_0$ largest eigenvalues of $T^{-1} \hat{\Psi} \hat{\Psi}'$ in *descending order*.

Finally, the global factor loadings can be estimated by $\hat{\Gamma}_i = T^{-1} Y'_i \hat{G}$.

**Estimation of local factors and loadings** For each block $i = 1, ..., R$, the local factors, denoted $\hat{F}_i$, can be consistently estimated by $\sqrt{T}$ times the $r_i$ eigenvectors of $\hat{Y}_i \hat{Y}'_i$ corresponding to the $r_i$ largest eigenvalues, where $\hat{Y}_i = Y_i - \hat{G} \hat{\Gamma}_i'$. The local factor loadings can be estimated by $\hat{\Lambda}_i = T^{-1} \hat{Y}_i' \hat{F}_i$ for each block $i = 1, ..., R$. 
2.4 Asymptotic Theory

Section 2.4.1 establishes the consistency of estimated factors and loadings based on the matrix perturbation theory. Section 2.4.2 develops a consistent selection criteria for determining the number of the global factors. In Section 2.4.3, we derive asymptotic normal distributions for the factors and loadings estimates. Section 2.4.4 discusses a hybrid bootstrap method for constructing valid confidence intervals.

2.4.1 Consistent estimation of factors and loadings

Let $\mathcal{M}$ be a finite constant. Following Bai & Ng (2002) and Choi et al. (2021), we assume:

**Assumption 2.A.**

1. $E(e_{ijt}) = 0$ and $E(|e_{ijt}|^8) \leq \mathcal{M}$ for all $i, j$ and $t$.

2. Let $E \left( N_i^{-1} \sum_{j=1}^{N_i} e_{ij} e_{ijt} \right) = \omega_i(s, t)$ for all $i$. Then, $|\omega_i(s, s)| \leq \mathcal{M}$ and

   $T^{-1} \sum_{s=1}^{T} |\omega_i(s, t)| \leq \mathcal{M}$ for all $t$.

3. Let $E(e_{ijt}e_{ikt}) = \tau_{i,(jk),t}$, with $|\tau_{i,(jk),t}| \leq |\tau_{i,(jk)}| < \mathcal{M}$ for all $i$ and $t$. In addition, for each $i$,

   we have $N_i^{-1} \sum_{j=1}^{N_i} \sum_{k=1}^{N_i} \tau_{i,(jk)} \leq \mathcal{M}$.

4. Let $E(e_{ijt}e_{iks}) = \tau_{i,(jk),(ts)}$. For each $i$, we have

   $$\frac{1}{N_i T} \sum_{j=1}^{N_i} \sum_{k=1}^{N_i} \sum_{t=1}^{T} \sum_{s=1}^{T} |\tau_{i,(jk),(ts)}| \leq \mathcal{M}$$

5. For every $i$, $t$ and $s$

   $$E \left( \frac{1}{\sqrt{N_i}} \sum_{j=1}^{N_i} [e_{ijt} e_{ijt} - E(e_{ijt} e_{ijt})] \right) \leq \mathcal{M}$$

**Assumption 2.B.**
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1. Let \( K_{it} = [G_t, F_{it}]' \). For every \( i \) and \( t \), we have \( \text{E}(K_{it}) = 0 \), \( \text{E}(|K_{it}|^4) < \infty \) and \( T^{-1}K'_iK_i \overset{p}{\rightarrow} \Sigma_{K_i} \) where \( \Sigma_{K_i} \) is positive definite.

2. For each \( m, h \) and \( t \),

\[
\text{E} \left( \frac{1}{N_m} \sum_{j=1}^{N_m} \frac{1}{\sqrt{T}} \sum_{t=1}^{T} K_{ht}e_{mj} \right)^2 \leq M
\]

Assumption 2.C.

1. \( \|\gamma_{ij}\| \leq \tilde{\gamma} < \infty \) and \( \|\lambda_{ij}\| \leq \tilde{\lambda} < \infty \) for all \( i \) and \( j \), where \( \tilde{\gamma} \) and \( \tilde{\lambda} \) are constants.

2. For every \( i = 1, \cdots, R \),

(a) \( \text{rank}(\Theta_i) = r_0 + r_i \) where \( \Theta_i = [\Gamma_i, \Lambda_i] \).

(b) \( N_i^{-1} \Theta_i' \Theta_i = N_i^{-1} \begin{bmatrix} \Gamma_i'\Gamma_i & \Gamma_i'\Lambda_i \\ \Lambda_i'\Gamma_i & \Lambda_i'\Lambda_i \end{bmatrix} \rightarrow \Sigma_{\Theta_i} = \begin{bmatrix} \Sigma_{\Gamma_i} & \Sigma_{\Gamma_i\Lambda_i} \\ \Sigma_{\Gamma_i'\Lambda_i} & \Sigma_{\Lambda_i} \end{bmatrix} \) which is a positive-definite matrix.

(c) \( \Sigma_{\Theta_i} \Sigma_{K_i} \) has distinct eigenvalues.

(d) \( \Sigma_{\Lambda_i} \Sigma_{F_i} \) has distinct eigenvalues.

Assumption 2.D. The global factors are uncorrelated to the local factors; for every \( i \), \( T^{-1}K'_iK_i = \begin{bmatrix} \Sigma_G & 0 \\ 0 & \Sigma_{F_i} \end{bmatrix} + O_p(T^{-1/2}) \) where \( \Sigma_G \) and \( \Sigma_{F_i} \) are \( r_0 \times r_0 \) and \( r_i \times r_i \) full rank matrices.

Assumption 2.A is an extended version of Assumption C in Bai & Ng (2002), which allows the idiosyncratic errors to be serially and (weakly) cross-sectionally correlated within blocks. This is less restrictive than the assumption in Choi et al. (2018). Assumptions 2.B and 2.C are standard. Assumption 2.B.2 allows weak correlation between global/local factors and idiosyncratic errors. Assumption 2.C requires the global (local) factors to have non-trivial contributions to the variance of all individuals within the corresponding block. Assumption 2.D is standard in multilevel factor models that ensures separate identification of global and local factors. Notice that we do not require the orthogonality between global and local factors for consistently estimating the global factors and their dimension, though we need Assumption 2.D for consistent estimation of \( \gamma_i, \lambda_i, F_i \) and \( r_i \).
More importantly, in this paper, we allow the local factors to be correlated or even identical across some blocks unlike many existing studies that require the orthogonality among local factors, e.g. Choi et al. (2018) and Han (2021), and establish that the GCC estimator is valid even in the presence of the common local/regional factors. We focus on the more practical case with a fixed number of blocks $R$, although GCC is valid as $R \to \infty$.

Lemma 2.1. Under Assumptions 2.A–2.C, as $N_i, T \to \infty$, we have:

$$\frac{1}{\sqrt{T}} \left\| \hat{K}_i - K_i \hat{H}_i \right\| = O_p \left( \frac{1}{C_{N,T}} \right), \quad i = 1, \ldots, R,$$

where $\hat{K}_i$ is the $T \times r_{\text{max}}$ matrix of the PC estimates given by $\sqrt{T}$ times the $r_{\text{max}}$ eigenvectors of $Y_i Y_i'$ corresponding to the $r_{\text{max}}$ largest eigenvalues, $K_i = [G, F_i]$ is the $T \times (r_0 + r_i)$ factors, $\hat{H}_i$ is the $(r_0 + r_i) \times r_{\text{max}}$ rotation matrix, $C_{N,T} = \min \left\{ \sqrt{N_i}, \sqrt{T} \right\}$, and

$$\frac{1}{\sqrt{T}} \left\| \hat{\Phi} - \Phi \hat{H} \right\| = O_p \left( \frac{1}{C_{N,T}} \right),$$

where $\hat{\Phi}$ is the $T(R-1)/2 \times \sum_{i=1}^R (r_0 + r_i)$ matrix defined in (2.3.13), $\hat{\Phi}$ is the $T(R-1)/2 \times R r_{\text{max}}$ matrix by replacing $K_i$ with $\hat{K}_i$, $\hat{H} = \text{diag} \left\{ \hat{H}_1, \hat{H}_2, \ldots, \hat{H}_R \right\}$ is a $\sum_{i=1}^R (r_0 + r_i) \times R r_{\text{max}}$ block-diagonal rotation matrix and $C_{N,T} = \min \left\{ \sqrt{N}, \sqrt{T} \right\}$ with $N = \min \{N_1, N_2, \ldots, N_R\}$.

Lemma 2.1 establishes that as $N_i, T \to \infty$, $\hat{K}_i$ converges to their population counterpart up to a rotation. The rotation matrix, $\hat{H}_i$ is shown to exist in Bai & Ng (2002), but we do not need a specific form since any full rank rotation matrix yields the observationally equivalent model.

Lemma 2.2. There exists an $R r_{\text{max}} \times r_0$ matrix $Q^{r_0}$ such that $\Phi \hat{H} Q^{r_0} = 0$, where the $r_0$ singular values are zero. The remaining singular values of $\Phi \hat{H}$ are larger than zero and of stochastic order $O_p \left( \sqrt{T} \right)$.

Lemma 2.2 extends Proposition 2.1 to the case under the rotation incurred by the PC estimation, and enables us to apply Lemma 2.3 below to $\hat{\Phi}$ for deriving the convergence rate of the estimated

---

If $R \to \infty$, the identification of global factors is simplified because each block is asymptotically negligible, and therefore, the PC estimation can be applied to the whole data matrix. See e.g. Wang (2008) and Jin et al. (2023).
eigenvectors under rotation. It helps to estimate the number of global factors \( r_0 \) by counting the number of zero singular values of \( \hat{\Phi} \) (see Section 2.4.2).

While the consistency of the estimated eigenvalues are well-established, there are the two main issues when establishing the consistency of the estimated eigenvectors. First, it is acknowledged that the convergence of the eigenvectors may not be well-behaved under eigenvalue-multiplicity. Second, convergence rates of the eigenvectors associated with zero eigenvalues are unclear (see Theorem 3.4 of Stewart & Sun (1990)).

In Lemma 2.3 we state the perturbation theory developed by Yu et al. (2015), which is a variant of the Davis-Kahan Theorem, and necessary for deriving our consistency results.

**Lemma 2.3.** Let \( \Sigma \) and \( \hat{\Sigma} \) be the \( p \times p \) symmetric matrices with eigenvalues \( \lambda_1 \geq \cdots \geq \lambda_p \) and \( \hat{\lambda}_1 \geq \cdots \geq \hat{\lambda}_p \), respectively. Fix \( 1 \leq r \leq s \leq p \) and set \( d = s - r + 1 \). Assume that \( \min \{\lambda_{r-1} - \lambda_r, \lambda_s - \lambda_{s+1}\} > 0 \), where \( \lambda_0 = \infty \) and \( \lambda_{p+1} = -\infty \). Let the \( p \times d \) matrices, \( V = [v_r, v_{r+1}, \ldots, v_s] \) and \( \hat{V} = [\hat{v}_r, \hat{v}_{r+1}, \ldots, \hat{v}_s] \), have orthogonal columns, satisfying \( \Sigma V_j = \lambda_j V_j \) and \( \hat{\Sigma} \hat{V}_j = \hat{\lambda}_j \hat{V}_j \) for \( j = r, r + 1, \ldots, s \). Then, there exists a \( d \times d \) orthogonal matrix \( \hat{O} \) such that

\[
\| \hat{V} \hat{O} - V \| \leq \frac{2^{3/2} \| \hat{\Sigma} - \Sigma \|}{\min \{\lambda_{r-1} - \lambda_r, \lambda_s - \lambda_{s+1}\}}.
\]

The Davis-Kahan Theorem states that the eigenvectors converge to their population counterparts corresponding to non-zero eigenvalues up to rotation under eigenvalue-multiplicity for any real symmetric matrices. However, the stochastic bound provided by the Davis-Kahan Theorem is not applicable to our case where the eigenvalues of interest are zero. Lemma 2.3 establishes that the convergence of the eigenvectors still holds up to an orthogonal rotation even if the population eigenvalues are zero.

With Lemmas 2.1–2.3, we establish the consistency of the estimated global factors and loadings (up to rotation) in Theorem 2.1.

**Theorem 2.1.** Consistency of the global factors and loadings.

1. Under Assumptions 2.A–2.C, as \( N_1, N_2, \ldots, N_R, T \to \infty \), we have:

\[
\frac{1}{\sqrt{T}} \| \hat{G} - G^H \| = O_p \left( \frac{1}{\sqrt{NT}} \right)
\]
2. Under Assumptions 2.A–2.D, as $N_i, T \to \infty$ for each $i = 1, \ldots, R$, we have:

$$\frac{1}{\sqrt{N_i}} \| \hat{\Gamma}'_i - \mathbb{H}^{-1}\Gamma'_i \| = O_p \left( \frac{1}{C_{NT}} \right)$$

where $\mathbb{H} = T^{-1/2}G'J'^0U$ is an $r_0 \times r_0$ rotation matrix, $J'^0 = L'^0(\Sigma'^0)^{-1}$, $\Sigma'^0$ is an $r_0 \times r_0$ diagonal matrix consisting of the $r_0$ non-zero eigenvalues of $T^{-1}GG'$ in descending order, $L'^0$ is a $T \times r_0$ matrix of the corresponding eigenvectors, $U$ is an $r_0 \times r_0$ orthogonal matrix defined in (B.1.3), and $C_{NT} = \min\{\sqrt{\Sigma}, \sqrt{T}\}$ with $\Sigma = \min\{N_1, N_2, \ldots, N_R\}$.

We allow the local factors to be correlated or identical across some blocks, unlike many existing studies that require orthogonality among the local factors, e.g. Choi et al. (2018) and Han (2021). Thus, the GCCC is more general and robust.

Given consistent estimates of the global factors and loadings, we next establish the consistency of the estimated local factors and loadings in Theorem 2.2.

**Theorem 2.2. Consistency of the local factors and loadings.**

Under Assumptions A–D, as $N_i, T \to \infty$ for each $i = 1, \ldots, R$, we have:

$$\frac{1}{\sqrt{T}} \| \hat{F}_i - F_i, \mathcal{H}_i \| = O_p \left( \frac{1}{C_{NT}} \right)$$

$$\frac{1}{\sqrt{N_i}} \| \hat{A}'_i - \mathcal{H}'_i^{-1}A'_i \| = O_p \left( \frac{1}{C_{NT}} \right)$$

where $\mathcal{H}_i = (A'_iA_i/N_i) \left( F'_i\hat{F}_i/T \right) \hat{Y}^{-1}_i$ is an $r_i \times r_i$ rotation matrix, $\hat{Y}_i$ is an $r_i \times r_i$ diagonal matrix consisting of the $r_i$ largest eigenvalues of $1/N_i\hat{Y}_i\hat{Y}'_i$ in descending order, $\hat{A}'_i = Y_i - \hat{G}\hat{\Gamma}'_i$, and $C_{N,T} = \min\{\sqrt{\Sigma}, \sqrt{T}\}$ with $\Sigma = \min\{N_1, N_2, \ldots, N_R\}$.

We allow the local factors to be correlated or identical across some blocks, unlike many existing studies that require orthogonality among the local factors, e.g. Choi et al. (2018) and Han (2021).
Theorem 2.2 establishes that the GCC estimator is still consistent even in the presence of the pairwise common local factors and the local/regional factors common across some blocks.

2.4.2 Determining the number of global factors

We now develop the GCC criterion for identifying the number of global factors. Consider the diagonal matrix, $\hat{\Delta}$ from the SVD of $\hat{\Phi}$ defined in (2.3.17). Then, we evaluate the ratio of adjacent (squared) singular values in a similar fashion as in Ahn & Horenstein (2013).

Let $\hat{\delta}_1, \ldots, \hat{\delta}_{R_{r_{\text{max}}}}$ be the diagonal elements of $\hat{\Delta}$ in ascending order. Then, we propose estimating the number of global factors by

$$
\hat{r}_{0,\text{GCC}} = \arg\max_{k=0,\ldots,r_{\text{max}}} \frac{\hat{\delta}_{k+1}^2}{\hat{\delta}_k^2}
$$

(2.4.20)

The main idea is that the ratio sharply separates the zero singular values from the positive ones. Using Lemma 2.2, we can show that $\hat{\delta}_k = O_p\left(\sqrt{T/C_{\text{NT}}}\right)$ for $k = 1, \ldots, r_0$ while $\hat{\delta}_k = O_p\left(\sqrt{T}\right)$ for $k = r_0 + 1, \ldots, R_{r_{\text{max}}}$, where $C_{\text{NT}} = \min\{N, T\}$ and $N = \min\{N_1, N_2, \ldots, N_R\}$. Hence, the ratio is bounded for $k = 0, \ldots, r_0 - 1, r_0 + 1, \ldots, r_{\text{max}}$ while it tends to infinity for $k = r_0$.

To deal with the case with $r_0 = 0$, we set the mock singular value as

$$
\hat{\delta}_0^2 = \frac{1}{C_{\text{NT}} R_{r_{\text{max}}}} \sum_{k=1}^{R_{r_{\text{max}}}} \hat{\delta}_k^2
$$

Since the average of squared singular values is of stochastic order $O_p\left(\sqrt{T}\right)$, we have: $\hat{\delta}_0 = O_p\left(\sqrt{T}/C_{\text{NT}}\right)$, that has the same stochastic order as $\hat{\delta}_k$ for $k = 1, \ldots, r_0$. Hence, $\hat{\delta}_0^2/\hat{\delta}_0^2 = O_p(1)$ for $r_0 > 0$ whilst $\hat{\delta}_0^2/\hat{\delta}_0^2 \xrightarrow{p} \infty$ for $r_0 = 0$. This ensures that we do not overestimate $r_0$, if $r_0 = 0$.

Theorem 2.3. Under Assumptions 2.A–2.C, we have:

$$
\lim_{N_1, \ldots, N_R \to \infty} \Pr (\hat{r}_{0,\text{GCC}} = r_0) = 1
$$

where $\hat{r}_{0,\text{GCC}} = \arg\max_{k=0,\ldots,r_{\text{max}}} \frac{\hat{\delta}_{k+1}^2}{\hat{\delta}_k^2}$. $\hat{\delta}_1 \leq \cdots \leq \hat{\delta}_{r_{\text{max}}} \leq \cdots \leq \hat{\delta}_{R_{r_{\text{max}}}}$ are the singular values of $\hat{\Phi}$ and

$$
\hat{\delta}_0^2 = (C_{\text{NT}} R_{r_{\text{max}}})^{-1} \sum_{l=1}^{R_{r_{\text{max}}}} \hat{\delta}_l^2.
$$

The justification behind Theorem 2.3 lies in the sense of the matrix perturbation theory that the eigenvalues converge to their population counterparts under a small perturbation term (see Stewart & Sun (1990)). Notice that if our main focus is on the consistent estimation of $r_0$, then an
orthogonality between global and local factors is not required. This makes the GCC criterion more general than existing ones that require orthogonality, e.g. Andreou et al. (2019) and Han (2021).

Given \( \hat{r}_0 \), we can consistently estimate global factors and loadings, denoted \( \hat{G} \) and \( \hat{\Gamma}_i \). Then, the number of local factors, \( r_i \), can be consistently estimated by applying the existing approximate factor model to \( \hat{Y}_i = Y_i - \hat{G} \hat{\Gamma}_i \) for \( i = 1, ..., R \), e.g. Bai & Ng (2002), Onatski (2010) and Ahn & Horenstein (2013). See Choi & Jeong (2019) for a comprehensive review.

**Related literature**  
Chen (2012) and Dias et al. (2013) develop the following information criteria to determine the number of global and local factors:

\[
(\hat{r}_0, \hat{r}_1, \ldots, \hat{r}_i) = \arg\min_{k_0, k_1, \ldots, k_R} \sum_{i=1}^{R} \left\| Y_i - \hat{G}^{k_0} \hat{\Gamma}_i - \hat{F}_i^{k_i} \hat{\Lambda}_i^{k_i} \right\|^2 + \text{penalty}
\]

As described in Choi et al. (2021), however, it has two shortcomings. First, it involves too many combinations of \( k_0 \) and \( k_i \) even if \( R \) is mildly large. Second, it is nontrivial to construct a proper penalty function that can discriminate the respective roles played by the global and local factors.

Andreou et al. (2019) derive the canonical correlation based test statistic given by \( \hat{\xi}(r) - r \) where \( \hat{\xi}(r) = \sum_{k=1}^{r} \sqrt{\hat{\ell}_k} \) and \( \hat{\ell}_k \) is the \( k \)-th largest characteristic root of (2.2.9). Let \( \tilde{\xi}(r) \) be the de-biased and re-scaled version of \( \hat{\xi}(r) - r \). Then, it is shown that \( \tilde{\xi}(r) \xrightarrow{d} N(0, 1) \) for \( r = 1, \ldots, r_0 \). A sequence of tests can be conducted from \( r = r_{\max} \) to \( r = 1 \) such that \( r_0 \) can be estimated by

\[
\hat{r}_{0,\text{AGGR}} = \max \left\{ r : 1 \leq r \leq r_{\max}, \tilde{\xi}(r) \geq z_{\alpha NT} \right\}
\]

where \( z_{\alpha NT} \) is a threshold value depending on \((N, T)\) and some tuning parameters. However, their approach suffers from a few limitations. First, it can be applied to the model with only two blocks, suggesting that CCA does not guarantee a valid identification between the global and local factors under a multi-block setting. Second, their method requires orthogonality condition between the global and local factors, and rules out error correlation and heteroskedasticity in both cross-section and time.\(^6\) Third, Choi et al. (2021) demonstrated via simulations that large sample sizes are required for the sequential test to work. On the other hand, the GCC criterion works for \( R \geq 2 \) even when the error terms are serially correlated and weakly cross-sectionally correlated. Furthermore, \( \hat{r}_{0,\text{GCC}} \) remains consistent even when the global factors are correlated with local factors, and in the

\(^6\)Andreou et al. (2019) claim that the strong assumption for the error terms (Assumption A.9) is made for simplifying the derivation of the feasible asymptotic distribution of the test statistic, and discuss how one can relax this assumption by using HAC-type estimators.
presence of common local factors (see Section 2.5 for simulation evidence).

Choi et al. (2021) develop consistent selection criteria based on the average canonical correlations among all block pairs. Let \( \hat{\ell}_{mh,r} \) be the \( r \)-th largest characteristic root of (2.2.9) between a block pair \( m \) and \( h \), and construct the average (squared) canonical correlation by \( \hat{s}(r) = \frac{2}{R(R-1)} \sum_{m=1}^{R-1} \sum_{h=m+1}^{R} \hat{\ell}_{mh,r} \). The two selection criteria, CCD and MCC, are proposed:

\[
\hat{r}_{0,CCD} = \arg\max_{r=0,\ldots,r_{\max}+1} \hat{s}(r) - \hat{s}(r + 1)
\]
\[
\hat{r}_{0,MCC} = \max\{0 \leq r \leq r_{\max} : 1 - \hat{s}(r) - C \times \text{penalty} < 0\}
\]

where \( C \) is a data dependent tuning parameter. CCD is consistent while imposing a slightly strong condition that the average canonical correlation has an upper bound. MCC does not require this condition but \( 1 - \hat{s}(r) \) needs to be modified by the product of a data dependent tuning parameter and a penalty term. We conjecture that CCD and MCC can be consistent in the presence of multi-block common local factors while they become inconsistent in the presence of the pairwise common local factors.\(^7\)

Chen (2022) proposes a selection criterion based on the average residual sum of square (ARSS) from a regression of \( \hat{\zeta}_r \) on \( \hat{K}_i \) given by \( ARSS_r = \frac{1}{R} \sum_{i=1}^{R} \hat{\zeta}_r \left( I_T - \mathcal{P}(\hat{K}_i) \right) \hat{\zeta}_r \), where \( \mathcal{P}(\cdot) \) is the projection matrix and \( \hat{\zeta}_r \) is the eigenvector corresponding to the \( r \)-th largest eigenvalue of the circular projection matrix,

\[
\left[ \left( \prod_{i=1}^{R} \mathcal{P}(\hat{K}_i) \right) \right]^{-1} \left( \prod_{i=1}^{R} \mathcal{P}(\hat{K}_i) \right)
\]

Chen suggests estimating \( r_0 \) by

\[
\hat{r}_{0,ARSS} = \arg\max_{r=1,\ldots,r_{\max}} \text{Logistic}(\log(\log(N) \times ARSS_{r+1}) - \text{Logistic}(\log(\log(N) \times ARSS_r))
\]

where the logistic function, \( \text{Logistic}(x) = P_1/[1 + A \exp(-\tau x)] \) polarises \( ARSS_r \) to 0 or 1 with \( A = P_1/P_0 - 1, P_0 = 10^{-3}, P_1 = 1 \) and \( \tau = 14 \). ARSS can allow non-zero correlations between local factors, but it does not cover the case with a zero global factor, implying that the ARSS estimator always overestimates \( r_0 \) when \( r_0 = 0 \) (see the simulation evidence in Section 2.5).

\(^7\)For instance, if the two blocks share the pairwise common local factors, then the \( r_0 + 1 \) largest canonical correlations between such a block pair is equal to one, in which case CCD and MCC tend to select the \( r_0 + 1 \) global factors instead of \( r_0 \). We also observe that CCD and MCC are sensitive to the excessively large \( r_{\max} \) when the errors are serially correlated. By contrast, in (unreported) simulations, we find that GCC is robust to the choice of \( r_{\max} \).
2.4.3 Asymptotic distributions of the estimated factors and loadings

Following Bai (2003), we make the additional assumptions, which are slightly stronger than those required for consistency in Section 2.4.1.

Assumption 2.E. For each $i$, we have $\lim_{N_i \to \infty} N/N_i = \alpha_i \leq M$

Assumption 2.F.

1. $\sum_{s=1}^{T} |\omega_{i,N_i}(s,t)| < M$ for all $i$ and $t$.

2. Let $\tau_{(mh),(kj),t} = E(e_{mkt}e_{hjt})$. For every $t$, we have $|\tau_{(mh),(kj),t}| \leq |\tau_{(mh),(kj)}| \leq M$. Moreover, for every $m, h, k, j$, we have $\sum_{k=1}^{N_m} |\tau_{(mh),(kj)}| \leq M$.

Assumption 2.G.

1. For each $m, h$ and $t$, 

   $$E\left( \left\| \frac{1}{\sqrt{N_hT}} \sum_{s=1}^{T} \sum_{k=1}^{N_h} K_{ms} [e_{hks}e_{hkt} - E(e_{hks}e_{hkt})] \right\|^2 \right) \leq M$$

2. For each $m, h$ and $t$, 

   $$E\left( \left\| \frac{1}{\sqrt{N_hT}} \sum_{t=1}^{T} \sum_{j=1}^{N_h} K_{mt} \theta_{hj}^t e_{hjt} \right\|^2 \right) \leq M$$

3. For each $t$, as $N_1, \ldots, N_R \to \infty$, we have

   $$E_t = \begin{bmatrix} E_{1t} \\ E_{2t} \\ \vdots \\ E_{Rt} \end{bmatrix} \overset{d}{\to} N \left( 0, \Sigma_t^{(1)} \right)$$
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where

\[
D^{(1)}_t = \begin{bmatrix}
D^{(1)}_{11,t} & D^{(1)}_{12,t} & \cdots & D^{(1)}_{1R,t} \\
D^{(1)}_{21,t} & D^{(1)}_{22,t} & \cdots & D^{(1)}_{2R,t} \\
\vdots \\
D^{(1)}_{R1,t} & D^{(1)}_{R2,t} & \cdots & D^{(1)}_{RR,t}
\end{bmatrix}
\]

is the finite covariance matrix with

\[
D^{(1)}_{mh,t} = \lim_{N_m, N_h \to \infty} \left( N_m N_h \right)^{-1/2} \sum_{j=1}^{N_m} \sum_{k=1}^{N_h} \theta_{mj} \theta_{hk}' E(e_{mj} e_{hk}).
\]

4. For each \(i\) and \(j\), as \(T \to \infty\), we have:

\[
\frac{1}{\sqrt{T}} \sum_{t=1}^{T} G_t (\lambda_{ij}' F_{it} + e_{ijt}) \overset{d}{\longrightarrow} N \left( 0, D^{(2)}_{ij} \right)
\]

\[
\frac{1}{\sqrt{T}} \sum_{t=1}^{T} F_{it} e_{ijt} \overset{d}{\longrightarrow} N \left( 0, D^{(3)}_{ij} \right)
\]

where \(D^{(2)}_{ij} = \lim_{T \to \infty} T^{-1} \sum_{s=1}^{T} \sum_{t=1}^{T} E \left[ G_s \left( \lambda_{ij}' F_{is} + e_{ij} \right) \left( \lambda_{ij}' F_{it} + e_{ijt} \right) G_t' \right] \) and \(D^{(3)}_{ij} = \lim_{T \to \infty} T^{-1} \sum_{s=1}^{T} \sum_{t=1}^{T} E \left( F_{it} F_{is}' e_{ij} e_{ijt} \right) \).

Assumption 2.E imposes that \(N_i\) is of the same order of magnitude as \(N\) for all \(i = 1, ..., R\), similarly to Choi et al. (2018). Assumptions 2.F and 2.G, corresponding to Assumptions E and F in Bai (2003), are standard in the literature. Assumption 2.F restricts the cross-sectional and serial dependence of the errors. Notice that Assumption 2.F.2 imposes limited cross-block dependence, which is not required in Assumption 2.A. Assumptions 2.G.1 and 2.G.2 are technical conditions for controlling the stochastic order of the bias terms in the asymptotic expansions, though they are not too restrictive since they are sums of zero mean random variables. Assumptions 2.G.3 and 2.G.4 are the central limit theorems that can be applied to several mixing processes.

With Assumptions 2.F and 2.G, Lemma B.1.3 establishes that some parts in the asymptotic expansion of \(\hat{K}_{it}\) achieve a convergence rate faster than \(O_p \left( C_{N,T}^{-1} \right)\), as shown in Lemma 2.1. This allows us to refine the convergence rates of \(\hat{Q}_{ro}\) and \(\hat{L}_{ro}\) in Lemma B.1.4 so that they are now
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$O_p\left(C_{NT}^{-2}\right)$ instead of $O_p\left(C_{NT}^{-1}\right)$ as in the proof of Theorem 2.1. By applying these results, we are able to derive the asymptotic normal distributions of the estimated factors and loadings in Theorems 2.4 and 2.5.

**Theorem 2.4.** Asymptotic distributions of the global factors and loadings.

1. Under Assumptions 2.A–2.C and 2.E–2.G, as $N_1, \ldots, N_R, T \to \infty$ and $\sqrt{N/T} \to 0$, we have for each $t$:

$$
\sqrt{N}\left(\left[H' + B\right]^{-1} \hat{G}_t - G_t\right) = \frac{1}{R} T' C E_t + o_p(1) \xrightarrow{d} N\left(0, \frac{1}{R^2} T' C^0 D^{(1)}_t C^0 T\right)
$$

where $H$ is an $r_0 \times r_0$ rotation matrix defined in Theorem 2.1, $I = [I_{r_0}, \ldots, I_{r_0}]'$ is an $Rr_0 \times r_0$ matrix, $C = \text{diag}\left(C_1, \ldots, C_R\right)$ is an $Rr_0 \times \sum_{i=1}^R (r_0 + r_i)$ block diagonal matrix with diagonal elements being

$$
C_i = \sqrt{\frac{N}{N_i}} I_{r_i}' \left(\frac{\Theta_i' \Theta_i}{N_i}\right)^{-1}
$$

and $I_i = [I_{r_0}, 0]'$ being an $(r_0 + r_i) \times r_0$ matrix, $C^0 = \text{plim}_{N_1, \ldots, N_R, T \to \infty} C$, $E_t$ and $D^{(1)}_t$ are defined in Assumption 2.G.3, and $B$ is an $r_0 \times r_0$ matrix given by

$$
B = \frac{1}{R} \sum_{i=1}^R \sqrt{\frac{1}{N_i}} I_{r_i}' \left(\frac{\Theta_i' \Theta_i}{N_i}\right)^{-1} \Theta_i' e_i' \sqrt{T} J_{r_0} U = O_p\left(\frac{1}{\sqrt{N}}\right)
$$

where $J_{r_0}$ is defined in Theorem 2.1 and $U$ is an $r_0 \times r_0$ unknown orthonormal matrix.

2. Under Assumptions 2.A–2.G, as $N_1, N_2, \ldots, N_R, T \to \infty$ and $\sqrt{T}/N \to 0$, we have for each $i$ and $j$:

$$
\sqrt{T}\left[\left(H' + B\right) \hat{\gamma}_{ij} - \gamma_{ij}\right] = \text{H.H}' \frac{1}{T} \sum_{t=1}^{T} G_t \left(\lambda_{ij}' F_{it} + e_{ijt}\right) + o_p(1) \xrightarrow{d} N\left(0, \Sigma_G^{-1} D^{(2)}_{ij} \Sigma_G^{-1}\right)
$$

where $D^{(2)}_{ij}$ is defined in Assumption 2.G.4 and $\Sigma_G$ is defined in Assumption 2.D.
Corollary 2.1. Under Assumptions 2.A–2.G, we have:

\[
C_{NT} \left( \tilde{\gamma}_{ij}' \tilde{G}_i - \gamma_{ij}' G_i \right) \xrightarrow{d} N \left( 0, \frac{1}{R^2} \frac{C^2_{NT}}{N} \tilde{\gamma}_{ij}' T \mathbb{E}^0 I^{(1)} \tilde{\gamma}_{ij} + \frac{C^2_{NT}}{T} G_i \Sigma^{-1}_G D^{(2)}_i \Sigma^{-1}_G G_i \right).
\]

Theorem 2.4 establishes that the estimates of the global factors and loadings follow the asymptotic normal distributions. Unlike in Theorem 2.1, the rotation matrix has an additional term, \( \mathbb{B} \) of order \( \mathcal{O}_p \left( N^{-1/2} \right) \), which does not affect the asymptotic variance matrix. To the best of our knowledge, the asymptotic distributions of the factors and loadings under finite \( R \), have not been established in the literature. One exception is Andreou et al. (2019), but their theory applies only for \( R = 2 \). We note in passing that we derive our asymptotic theories under weaker conditions than those imposed by Andreou et al. (2019); namely, we do not assume that the global factors are uncorrelated to each other, and the local factors are uncorrelated within blocks. Corollary 2.1 establishes the asymptotic normality of the global and local components in a similar fashion to Theorem 3 of Bai (2003).

Theorem 2.5. Asymptotic distributions of the local factors and loadings.

1. Under Assumptions 2.A–2.G, as \( N_1, N_2, \ldots, N_R, T \to \infty \), and if \( \sqrt{N_i/T} \to 0 \) and \( N_i/T < \infty \), then

\[
\sqrt{N_i} \left( \hat{F}_{it}' - \hat{H}_{i}' \hat{F}_{it} \right) = \hat{Y}_i^{-1} \left( \frac{1}{T} \sum_{s=1}^{T} \hat{F}_{is}' \hat{F}_{is} \right) \frac{1}{\sqrt{N_i}} \sum_{j=1}^{N_i} \lambda_{ij} \left( e_{ijt} + \hat{S}_{ijt} \right) + o_p(1)
\]

\[
\xrightarrow{d} N \left( 0, \mathbb{Y}_i^{-1} \mathbb{W}_i \mathbb{D}^{(4)}_{ii,t} \mathbb{W}_i' \mathbb{Y}_i^{-1} \right)
\]

where \( \mathbb{D}^{(4)}_{ii,t} = \lim_{N_1, \ldots, N_R, T \to \infty} \frac{1}{N_i} \sum_{j=1}^{N_i} \sum_{k=1}^{N_i} \lambda_{ij} \lambda_{ik} \left( e_{ijt} + \hat{S}_{ijt} \right) \left( e_{ikt} + \hat{S}_{ikt} \right) \), \( \hat{Y}_i \) is a diagonal matrix consisting of the \( r_i \) largest eigenvalues of \( (N_iT)^{-1} \hat{Y}_i \hat{Y}_i' \) in descending order with \( \hat{Y}_i = \hat{Y}_i - \hat{G} \hat{\Gamma}_i' \), \( \mathbb{Y}_i \) is a diagonal matrix consisting of the eigenvalues of \( \Sigma_{F_i} \Sigma_{F_i} \) in descending order, \( \mathbb{W}_i = \lim_{N_i, T \to \infty} T^{-1} \hat{F}_i' \hat{F}_i \), and \( \hat{S}_{ijt} \) is the \((t, j)\) element of \( \hat{S}_i = G_i \hat{\Gamma}_i' - \hat{G} \hat{\Gamma}_i' \).

2. Under Assumptions 2.A–2.G, as \( N_1, N_2, \ldots, N_R, T \to \infty \), and if \( \sqrt{T}/N_i \to 0 \), then for each \( i \)
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and $j$:

$$\sqrt{T} \left( \hat{\lambda}_{ij} - \hat{\mathcal{H}}_i^{-1} \lambda_{ij} \right) = \mathcal{X}_i^2 \frac{1}{\sqrt{T}} \sum_{t=1}^{T} F_{it} e_{ijt} + o_p(1) \xrightarrow{d} N \left( 0, (\mathbb{W}_i^{-1})' \mathbb{D}_{ij}^{(3)} \mathbb{W}_i^{-1} \right)$$

for $j = 1, \ldots, N_i$ where $\mathbb{D}_{ij}^{(3)}$ is defined in Assumption 2.G.4.

Corollary 2.2. Under the Assumptions of Theorem 2.5, we have:

$$C_{N_i T} \left( \hat{\lambda}_{ij} \hat{F}_{it} - \lambda_{ij} F_{it} \right) \xrightarrow{d} N \left( 0, \frac{C_{N_i T}^2}{N_i} F_{it} \Sigma_{F_i}^{-1} \mathbb{D}_{ij}^{(3)} \Sigma_{F_i}^{-1} F_{it} + \frac{C_{N_i T}^2}{T} \lambda_{ij} \Sigma_{\lambda_i}^{-1} \mathbb{D}_{ij}^{(4)} \Sigma_{\lambda_i}^{-1} \lambda_{ij} \right).$$

Theorem 2.5 establishes the asymptotic normal distributions of the local factor and loading estimates. In particular, Theorem 2.5.1 shows that the estimated local factors are well centered, whilst the local factors in Andreou et al. (2019) have a bias term that does not vanish if $0 < N_i/T < \infty$ (see their Proposition D.5). We find that the estimation error incurred from the global factors and loadings contributes only to the variance of the local factors, since the cross-section average $N_i^{-1} \sum_{j=1}^{N_i} \lambda_{ij} \sqrt{N_i} \hat{S}_{ijt}$ has zero mean and a non-degenerate distribution as a result of Corollary 2.1 if $N_i/T < \infty$. In contrast, Theorem 2.5.2 does not require the condition $N_i/T < \infty$ because the time average $T^{-1} \sum_{t=1}^{T} F_{it} \sqrt{T} \hat{S}_{ijt}$ converges to zero under Assumption 2.D and 2.G.2.

Theorem 2.5 establishes the asymptotic normal distributions of the local factor and loading estimates. Theorem Theorem 2.5.1 shows that the estimated local factors are well centered. On the contrary, the local factors estimated by Andreou et al. (2019) involve a bias term that does not vanish even if $0 < N_i/T < \infty$ (see their Proposition D.5). We find that the estimation errors stemming from the global factors and loadings contribute only to the variance of the estimated local factors, since the cross-section average $N_i^{-1} \sum_{j=1}^{N_i} \lambda_{ij} \sqrt{N_i} \hat{S}_{ijt}$ has zero mean and a non-degenerate distribution as a result of Corollary 2.1 if $N_i/T < \infty$. But, Theorem 2.5.2 does not require the condition, $N_i/T = O(1)$ because the time average, $T^{-1} \sum_{t=1}^{T} F_{it} \sqrt{T} \hat{S}_{ijt}$ converges to zero under Assumption 2.D and 2.G.2. We also derive the asymptotic normal distribution for the estimated local components in Corollary 2.2.

2.4.4 Bootstrap-based confidence intervals

Although Theorem 2.4 and 2.5 establish the asymptotic distributions of the factor and loading estimates, they are not readily applicable in practice. The reasons are threefold. First, the sample analogue of the asymptotic covariance matrices in Theorem 2.4 are subject to the rotation matrix,
which is unknown and cannot be estimated. For instance, for block \(i\) in Theorem 2.4.1, we have
\[
\hat{\Theta}_i \tilde{E}_{it} = \Gamma_i \left( \frac{\Theta_i \Theta_i'}{N_i} \right)^{-1} \frac{1}{\sqrt{N_i}} \sum_{j=1}^{N_i} \hat{\theta}_{ij} e_{ijt} \overset{p}{\rightarrow} N \left( \frac{\Theta_i \Theta_i'}{N_i} \right)^{-1} \frac{1}{\sqrt{N_i}} \sum_{j=1}^{N_i} \theta_{ij} e_{ijt} = \hat{C}_i \tilde{E}_{it}
\]
where \(\hat{\Theta}_i = \left[ \Gamma_i, \hat{\Lambda}_i \right]\) with \(\Gamma_i = T^{-1} Y_i' \hat{G}\) and \(\hat{\Lambda}_i = T^{-1} \left( Y_i - \hat{G} \Gamma_i' \right)' \hat{F}_i\). Consequently, the matrix \(\mathbb{H}'\) prevents us from getting correct covariance estimates using sample analogues. Second, the bootstrapped factors and loadings will have different limiting distributions because the rotation matrices \(\mathbb{H}^{*}\) and \(\mathbb{H}'^{*}\) vary in each bootstrap repetition \(b\). Therefore, \(\hat{G}_t^{*}\) and \(\hat{F}_{it}^{*}\) do not necessarily align to \(\hat{G}_t\) and \(\hat{F}_{it}\) and the rotation matrices should be dealt with. Third, the covariance matrices of \(\hat{\gamma}_{ij}, \hat{F}_{it}, \hat{\gamma}_{ij}^{*} \hat{G}_t, \) and \(\hat{\lambda}_{ij}^{*} \hat{F}_{it}\) are subject to the correlation between the global and local factors and their autocorrelations, which cannot be accounted for by a standard bootstrap. For example, let \(e_{ijt}^{*}\) be the re-sampled error term and it follows that
\[
\frac{1}{\sqrt{T}} \sum_{t=1}^{T} \hat{G}_t \left( \hat{\lambda}_{ij}^{*} \hat{F}_{it} + e_{ijt}^{*} \right) = \frac{1}{\sqrt{T}} \sum_{t=1}^{T} \hat{G}_t e_{ijt}^{*} \overset{d}{\rightarrow} N \left( 0, \mathbb{D}_{ij}^{(2)*} \right)
\]
where \(\mathbb{D}_{ij}^{(2)*}\) is the asymptotic covariance matrix such that \(\mathbb{D}_{ij}^{(2)*} \overset{p}{\rightarrow} \mathbb{H}'^{*} \mathbb{D}_{ij}^{(2)*} \mathbb{H}'\), because \(\hat{G}\) and \(\hat{F}_i\) are strictly orthogonal under the sequential estimation. Hence, a standard bootstrap cannot correctly recover the dependence in the limiting distributions.

Due to the aforementioned issues, it is necessary to advance a new hybrid bootstrap procedure to construct valid confidence intervals for the estimated factors, loadings and factor components. For convenience we assume that the error terms are cross-sectionally and serially independent.\(^8\) We show that, in the bootstrap world, the rotation matrices can be consistently estimated since \(\hat{G}_t\) and \(\hat{F}_{it}\) are treated as known. Therefore, we use the estimated rotation matrices, \(\hat{\mathbb{H}}^{*}\) and \(\mathbb{H}'^{*}\), to back-rotate \(\hat{G}_t^{*}\) and \(\hat{F}_{it}^{*}\) as follows:
\[
\sqrt{N} \left[ \left( \mathbb{H}^{*} \right)^{-1} \hat{G}_t^{*} - \hat{G}_t \right] \text{ and } \sqrt{N_i} \left[ \left( \mathbb{H}'^{*} \right)^{-1} \hat{F}_{it}^{*} - \hat{F}_{it} \right].
\]
As a result, the above statistics remain aligned to the ones in Theorem 2.4 and 2.5 across each bootstrap repetition (see also Gonçalves & Perron (2014)). To ensure that \(\hat{\gamma}_{ij}^{*}\) and \(\hat{F}_{it}^{*}\) have correct asymptotic variances, we apply the dependent bootstrap by Shao (2010) and obtain a re-

\(^8\)If the error terms are serially correlated or weakly cross-sectionally correlated, the dependent bootstrap can be adopted (e.g. Shao (2010) and Conley et al. (2023)). We maintain this assumption for computational tractability.
sampled global factors $\tilde{G}^{*}(b)$ or local factors $F^{*}(b)$ such that

$$\frac{1}{\sqrt{T}} \sum_{t=1}^{T} \tilde{G}_t \left( \tilde{X}_t F^{*}(b) + e^{*}(b) \right) \xrightarrow{d^*} N \left( 0, D^{(2)*} \right) \quad \text{or} \quad \frac{1}{\sqrt{T}} \sum_{t=1}^{T} \tilde{G}^{*}(b) \left( \tilde{X}_t \tilde{F}^{*}(b) + e^{*}(b) \right) \xrightarrow{d^*} N \left( 0, D^{(2)*} \right).$$

in order to preserve the dependent structure of the factors. Then, it follows that $D^{(2)*} \xrightarrow{\text{i.i.d.}} \mathbb{I}^2$, suggesting that $\tilde{G}^{*}(b)$ and $\tilde{F}^{*}(b)$ will have correct asymptotic distributions which remain the same across each bootstrap repetition. We describe three detailed algorithms in Online Appendix B.2 for implementation.

Finally, the covariance matrix of $\tilde{\lambda}^{*}(b)$, namely $(\mathbb{W}^{-1})^{T} D^{(3)} \mathbb{W}^{-1}$, can be estimated directly by the Newey-West HAC covariance estimator based on $\tilde{F}_t^{*} e_{ijt}$.\(^9\)

We note in passing that Andreou et al. (2023) also propose a bootstrap procedure in a two-block setting. They only consider bootstrapping the canonical correlations between $\tilde{K}_1$ and $\tilde{K}_2$ (in our notation), which is invariant to any full rank rotation matrix. The rotation matrix in their covariance estimators of their bootstrap is offset by the trace operator. In such a case, the back-rotation and factor resampling is not required.

### 2.5 Monte Carlo Simulation

Following Choi et al. (2021) and Han (2021), we generate the multilevel factor data as follows:

$$y_{ijt} = \gamma_{ij} G_t + \sqrt{h_{11}} \alpha_{ij}^1 F_{it} + \sqrt{\kappa h_{12}} e_{ijt} = \sum_{z=1}^{r_0} \gamma_{ij}^z G_t^z + \sqrt{h_{11}} \sum_{z=1}^{r_0} \lambda_{ij}^z F_{it} + \sqrt{\kappa h_{12}} e_{ijt} \quad (2.5.21)$$

for $i = 1, ..., R$, $j = 1, ..., N_i$, and $t = 1, ..., T$, where the superscript $z$ denote the $z$-th factor and loading. We generate the global factors/loadings, the local factors/loadings and idiosyncratic errors by

$$G_t = \phi_G G_{t-1} + w_t^G, \quad w_t^G \sim \text{i.i.d.} \quad N(0, I_{r_0})$$

$$F_{it} = \phi_F F_{i,t-1} + w_{it}, \quad w_{it} \sim \text{i.i.d.} \quad N(0, I_{r_i}) \quad \text{for} \quad i = 1, \ldots, R,$$

$$\gamma_{ij}^z \sim \text{i.i.d.} \quad N(0, 1) \quad \text{for} \quad z = 1, \ldots, r_0; \quad \lambda_{ij}^z \sim \text{i.i.d.} \quad N(0, 1) \quad \text{for} \quad z = 1, \ldots, r_i$$

\(^9\)From Theorem 2.5.1 and Lemma B.1.8, it follows that $T^{-1/2} \sum_{t=1}^{T} \tilde{F}_t^{*} e_{ijt}$, $\tilde{F}_t^{*} T^{-1/2} \sum_{t=1}^{T} F_{it} e_{ijt}$, which has asymptotic variance $(\mathbb{W}^{-1}) D^{(3)} \mathbb{W}^{-1}$. Therefore, the HAC estimator based on $\tilde{F}_t^{*} e_{ijt}$ is consistent. See also Section 5 of Bai (2003). In unreported simulations, we find that the bootstrap CI for $\lambda_{ij}$ performs slightly worse than the asymptotic CI.
\( e_{ijt} = \phi e_{i,j, t-1} + \varepsilon_{ijt} + \beta \sum_{1 \leq |k| \leq 8} \varepsilon_{i,j-k,t}, \varepsilon_{ijt} \sim \text{i.i.d. } N(0,1) \)

We allow global and local factors to be serially correlated, but also idiosyncratic errors to be serially and cross-sectionally correlated.

We control the noise-to-signal ratio by \( \kappa \). When \( \kappa = 1 \), the variances associated with the global factors, local factors and idiosyncratic errors are respectively given by

\[
\text{Var}(\gamma'_{i,j} G_t) = \frac{r_0}{1 - \phi_G^2},
\]

\[
\text{Var}(\lambda'_{i,j} F_{it}) = \frac{r_i}{1 - \phi_F^2} \text{ and } \text{Var}(e_{ijt}) = \frac{1 + 16\beta^2}{1 - \phi_e^2}.
\]

We then make the variance contribution of each component equalised for \( \kappa = 1 \). For \( r_0 > 0 \), we set:

\[
h_{i1} = \left( \frac{r_0}{1 - \phi_G^2}, \frac{r_i}{1 - \phi_F^2} \right) \text{ and } h_{i2} = \left( \frac{r_0}{1 - \phi_G^2} / \left(1 + 16\beta^2\right) \right).
\]

while for \( r_0 = 0 \) we set:

\[
h_{i1} = 1 \text{ and } h_{i2} = \left( \frac{r_i}{1 - \phi_F^2} \right) / \left(1 + 16\beta^2\right).
\]

We consider five DGPs for the following combinations of sample sizes: \( R \in \{3, 10\} \), \( N_i \in \{20,50,100,200\} \) with \( N_1 = \cdots = N_R \) and \( T \in \{50,100,200\} \). We fix \((r_0, r_i) = (2, 2)\) for \( i = 1, \ldots, R \), \( \phi_G = \phi_F = 0.5 \) and \((\beta, \phi_e, \kappa) = (0.1, 0.5, 1)\) under DGP1, which serves as the benchmark case. DGP2 is the same as DGP1 except that we allow the local factors to be identical for some blocks. To generate the pairwise common local factors for \( R = 3 \), we set \( F^1_{1t} = F^1_{2t}, F^2_{1t} = F^2_{3t} \) and \( F^2_{2t} = F^2_{3t} \). For \( R = 10 \), we set \( F^1_{1t} = \cdots = F^1_{5t} \) and \( F^1_{6t} = \cdots = F^1_{10t} \) to allow the presence of multi-block common local factors. DGP3 considers the noisy data with \( \kappa = 3 \) while the other configurations remain the same as in DGP1. DGP4 and DGP5 replicate DGP1 but allow the local factors to be correlated. Specifically, we generate the local factors by

\[
F_t = 0.5F_{t-1} + w_t^F, w_t^F \sim \text{i.i.d. } N(0, \Omega_F)
\]

where \( F_t = [F^1_{1t}, \ldots, F^R_{Rt}]' \) and \( w_t^F = [w^F_{1t}', \ldots, w^F_{Rt}]' \). We set the diagonal elements of \( \Omega_F \) at 1, and the off-diagonal elements (denoted \( \omega_F \)) at 0.4 and 0.8 in DGP4 and DGP5, respectively. The
number of replications of each experiment is set at 1,000.

We focus on the estimation of the global factors $\hat{G}$ and the number of the global factors $\hat{r}_0$. Without loss of generality we assume that the number of the global factors and local factors are known with $r_{\text{max}} = r_0 + r_i$ for all $i$. To evaluate the precision of the estimated global factors, we report the trace ratio defined as

$$TR(\hat{G}) = \frac{\text{tr}\left\{G'\hat{G}\left(\hat{G}'\hat{G}\right)^{-1}\hat{G}'G\right\}}{\text{tr}\left\{G'G\right\}}$$

where $\text{tr}\{\cdot\}$ is the trace of a matrix. The more precise the estimated factors are, the higher the trace ratio is. If the global factors are perfectly estimated, then $TR(\hat{G}) = 1$. For comparison, we also report the results generated by the $CCA$ by Andreou et al. (2019) and the $CPE$ by Chen (2022). Since the precision of $\hat{F}_i$ and $\hat{r}_i$ depend mainly on the precision of $\hat{G}$ and $\hat{r}_0$ due to the sequential estimation, and their properties are extensively studied by existing literature, we only focus on the performance of GCC estimates for $\hat{G}$ and $\hat{r}_0$.

Table 2.1 shows the average trace ratios over 1000 repetitions. For DGP1, all three approaches can produce precise estimates of global factors. While GCC and CPE estimates are quite close to each other, GCC substantially outperforms, especially when $N_i$ and $T$ are small. Under DGP2 where we allow the common local factors across some blocks, $CCA$ is shown to be inconsistent since the largest canonical correlation between the two blocks does not necessarily indicate the presence of the global factors. On the other hand, $CPE$ and GCC do not suffer from this issue, and they continue to be consistent while GCC still outperforms CPE in all sample sizes. For DGP3, all three approaches are negatively affected by the noisy data, but the performance of GCC improves faster as the sample size increases than $CCA$ and $CPE$. We obtain qualitatively similar results under DGP4 and DGP5. Notice also that the performance of GCC improves as the number of blocks, $R$ increases while CPE does not display this property. Overall, we find that GCC dominates $CCA$ and $CPE$ in all cases we consider.

Next, we turn to the estimation of $r_0$ by GCC together with $CCD$ and $MCC$ advanced by Choi et al. (2021) and $ARSS$ by Chen (2022). Table 2.2 reports the average of $\hat{r}_0$ over 1,000

---

10The accuracy of $\hat{F}_i$ and $\hat{r}_i$ are contingent upon the accuracy of $\hat{G}$ and $\hat{r}_0$ (see Appendix A of Chapter 1). As the latter estimates become more precise, the local factors and $\hat{r}_i$ also become more precise. Therefore, we omit the results for the local factors in order to save space.

11For example, under DGP3 with $N_i = 20$ and $T = 50$, the trace ratios for $CPE$ and GCC are 0.59 and 0.755 for $R = 3$ while they become 0.59 and 0.919 for $R = 10$.

12When implementing these alternative selection criteria, we follow the practical guidelines by Choi et al. (2021) and use $\hat{r}_{\text{max}} = \max\{\hat{r}_0 + \hat{r}_1, \ldots, \hat{r}_0 + \hat{r}_R\}$.
replications and the percentages of over- and under-estimation, denoted \((O|U)\). For DGP1, all the four selection criteria perform satisfactory unless the sample size is too small. Under DGP2, \(CCD\) and \(MCC\) are shown to overestimate \(r_0\) due to the presence of the pairwise common local factors in which case the canonical correlation between the common local factors from such two blocks is expected to be equal to one. While the performance of \(ARSS\) is adversely affected, it improves for large \(N_i\) and \(T\). We still find that \(GCC\) outperforms \(ARSS\). For \(R = 10\), \(CCD\) becomes the most vulnerable to the common regional factors. While \(MCC\) and \(ARSS\) can produce relatively precise estimates, \(GCC\) outperforms especially in a small \(T\). Under DGP3, we obtain mixed results. \(CCD\) and \(MCC\) perform better than \(ARSS\) and \(GCC\) for a small \(T\) whilst \(ARSS\) and \(GCC\) produce more precise estimates than \(CCD\) and \(MCC\) for a small \(N_i\). All the four selection methods can correctly select \(r_0\) when \(N_i\) and \(T\) become large. For DGP4, \(CCD\) can produce reliable estimates under the mild correlation between local factors while \(MCC\) estimates remain precise unless \(N_i\) and \(T\) are small. \(ARSS\) underperforms when \(N_i\) or \(T\) is small. \(GCC\) has a similar performance to \(MCC\) but its performance is much better in small samples. Under DGP5 where the correlation between the local factors is extremely strong, \(CCD\) fails completely since the upper bound condition is violated whilst \(ARSS\) does not show any sign of improvement. \(MCC\) can select \(r_0\) precisely in large samples, but \(GCC\) still dominates with a faster convergence. Overall, we find that \(MCC\), \(ARSS\) and \(GCC\) can be reliable selection criteria, although \(ARSS\) tends to over-estimate \(r_0\) when there is no global factor in the data. Given that \(GCC\) does not rely upon the penalty function and any tuning parameters, we conclude that \(GCC\) is the most robust and reliable criterion.

As a robust check we repeat the simulation experiments for \((r_0, r_i) = (1, 1)\) and \((r_0, r_i) = (3, 3)\), and present the results in Table 2.3 to 2.6. The results are qualitative similar to those with \((r_0, r_i) = (2, 2)\). As the number of factors in the data increases, we find that the accuracy of the estimates becomes slightly lower.

We also propose a bootstrap approach to produce the valid confidence intervals for the estimated factors and loadings as well as the factor components. In Appendix B.2, we conduct a simulation study using the hybrid bootstrap approach, and find that the coverage rates of the bootstrap CIs are getting close to the nominal 95% as the sample size increases.
2.5 Monte Carlo Simulation

Table 2.1: Average trace ratios of the global factor estimates with \((\phi_G, \phi_F) = (0.5, 0.5), (r_0, r_1) = (2, 2)\)

<table>
<thead>
<tr>
<th>(R)</th>
<th>(N_i)</th>
<th>(T)</th>
<th>(CCA)</th>
<th>(CPE)</th>
<th>(GCC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>20</td>
<td>50</td>
<td>0.82</td>
<td>0.827</td>
<td>0.926</td>
</tr>
<tr>
<td>3</td>
<td>50</td>
<td>50</td>
<td>0.93</td>
<td>0.942</td>
<td>0.977</td>
</tr>
<tr>
<td>3</td>
<td>100</td>
<td>50</td>
<td>0.956</td>
<td>0.974</td>
<td>0.989</td>
</tr>
<tr>
<td>3</td>
<td>200</td>
<td>50</td>
<td>0.969</td>
<td>0.987</td>
<td>0.994</td>
</tr>
<tr>
<td>3</td>
<td>20</td>
<td>100</td>
<td>0.843</td>
<td>0.834</td>
<td>0.938</td>
</tr>
<tr>
<td>3</td>
<td>50</td>
<td>100</td>
<td>0.949</td>
<td>0.95</td>
<td>0.982</td>
</tr>
<tr>
<td>3</td>
<td>100</td>
<td>100</td>
<td>0.973</td>
<td>0.977</td>
<td>0.991</td>
</tr>
<tr>
<td>3</td>
<td>200</td>
<td>100</td>
<td>0.985</td>
<td>0.989</td>
<td>0.996</td>
</tr>
<tr>
<td>3</td>
<td>20</td>
<td>200</td>
<td>0.848</td>
<td>0.836</td>
<td>0.941</td>
</tr>
<tr>
<td>3</td>
<td>50</td>
<td>200</td>
<td>0.954</td>
<td>0.952</td>
<td>0.983</td>
</tr>
<tr>
<td>3</td>
<td>100</td>
<td>200</td>
<td>0.978</td>
<td>0.978</td>
<td>0.992</td>
</tr>
<tr>
<td>3</td>
<td>200</td>
<td>200</td>
<td>0.989</td>
<td>0.989</td>
<td>0.996</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>50</td>
<td>0.843</td>
<td>0.834</td>
<td>0.98</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>50</td>
<td>0.933</td>
<td>0.944</td>
<td>0.992</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>50</td>
<td>0.958</td>
<td>0.974</td>
<td>0.996</td>
</tr>
<tr>
<td>10</td>
<td>200</td>
<td>50</td>
<td>0.971</td>
<td>0.987</td>
<td>0.997</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>100</td>
<td>0.862</td>
<td>0.836</td>
<td>0.984</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>100</td>
<td>0.954</td>
<td>0.949</td>
<td>0.994</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>100</td>
<td>0.976</td>
<td>0.977</td>
<td>0.997</td>
</tr>
<tr>
<td>10</td>
<td>200</td>
<td>100</td>
<td>0.986</td>
<td>0.989</td>
<td>0.998</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>200</td>
<td>0.868</td>
<td>0.836</td>
<td>0.984</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>200</td>
<td>0.958</td>
<td>0.951</td>
<td>0.995</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>200</td>
<td>0.979</td>
<td>0.978</td>
<td>0.998</td>
</tr>
<tr>
<td>10</td>
<td>200</td>
<td>200</td>
<td>0.989</td>
<td>0.989</td>
<td>0.999</td>
</tr>
</tbody>
</table>

Each entry is the average of trace ratios over 1,000 replications. \(r_0\) and \(r_1\) are the true number of global factors and true number of local factors in group \(i\). We set \(r_1 = \cdots = r_R\), and \(N_1 = \cdots = N_R\) where \(N_i\) is the number of individuals in block \(i\). \(T\) is the number of time periods. \(\phi_G\) and \(\phi_F\) are AR coefficients for the global and local factors. \(\beta\), \(\phi_e\) and \(\kappa\) control the cross-section correlation, serial correlation and noise-to-signal ratio.
Table 2.2: Average estimates of the number of global factors with \((\phi_G, \phi_F) = (0.5, 0.5), (r_0, r_1) = (2, 2)\)

<table>
<thead>
<tr>
<th>(R)</th>
<th>(N_i)</th>
<th>(T)</th>
<th>CCD</th>
<th>MCC</th>
<th>ARSS</th>
<th>GCC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>((\beta, \phi_\gamma, \kappa) = (0.1, 0.5, 1))</td>
<td>((\beta, \phi_\gamma, \kappa) = (0.1, 0.5, 1))</td>
<td>((\beta, \phi_\gamma, \kappa) = (0.1, 0.5, 1))</td>
<td>((\beta, \phi_\gamma, \kappa) = (0.1, 0.5, 1))</td>
</tr>
<tr>
<td>3</td>
<td>200</td>
<td>20</td>
<td>2.041(40.6)</td>
<td>2.223(22.39)</td>
<td>4.326(89.8)</td>
<td>1.872(012.8)</td>
</tr>
<tr>
<td>3</td>
<td>50</td>
<td>50</td>
<td>2.002(2.0)</td>
<td>2.000(2.0)</td>
<td>3.745(88.0)</td>
<td>1.986(014.1)</td>
</tr>
<tr>
<td>100</td>
<td>50</td>
<td>50</td>
<td>2.001(0.10)</td>
<td>2.001(0.10)</td>
<td>4.681(98.3)</td>
<td>1.901(011.0)</td>
</tr>
<tr>
<td>200</td>
<td>50</td>
<td>50</td>
<td>2.002(0.5)</td>
<td>2.002(0.5)</td>
<td>5.755(90.0)</td>
<td>1.994(009.6)</td>
</tr>
<tr>
<td>300</td>
<td>100</td>
<td>100</td>
<td>1.999(001.1)</td>
<td>1.994(001.1)</td>
<td>9.800(199.9)</td>
<td>1.999(001.1)</td>
</tr>
<tr>
<td>50</td>
<td>100</td>
<td>100</td>
<td>1.999(001.1)</td>
<td>1.994(001.1)</td>
<td>2.002(0.20)</td>
<td>2.002(0.20)</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>100</td>
<td>1.999(001.1)</td>
<td>1.994(001.1)</td>
<td>2.002(0.20)</td>
<td>2.002(0.20)</td>
</tr>
<tr>
<td>200</td>
<td>100</td>
<td>100</td>
<td>1.999(001.1)</td>
<td>1.994(001.1)</td>
<td>2.002(0.20)</td>
<td>2.002(0.20)</td>
</tr>
<tr>
<td>300</td>
<td>200</td>
<td>200</td>
<td>2.002(0.10)</td>
<td>2.002(0.10)</td>
<td>3.012(120.2)</td>
<td>2.002(0.10)</td>
</tr>
<tr>
<td>3</td>
<td>50</td>
<td>50</td>
<td>2.041(40.6)</td>
<td>2.223(22.39)</td>
<td>4.326(89.8)</td>
<td>1.872(012.8)</td>
</tr>
<tr>
<td>3</td>
<td>100</td>
<td>100</td>
<td>2.002(2.0)</td>
<td>2.000(2.0)</td>
<td>3.745(88.0)</td>
<td>1.986(014.1)</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>100</td>
<td>2.001(0.10)</td>
<td>2.001(0.10)</td>
<td>4.681(98.3)</td>
<td>1.901(011.0)</td>
</tr>
<tr>
<td>200</td>
<td>100</td>
<td>100</td>
<td>2.002(0.5)</td>
<td>2.002(0.5)</td>
<td>5.755(90.0)</td>
<td>1.994(009.6)</td>
</tr>
<tr>
<td>300</td>
<td>50</td>
<td>50</td>
<td>1.999(001.1)</td>
<td>1.994(001.1)</td>
<td>9.800(199.9)</td>
<td>1.999(001.1)</td>
</tr>
<tr>
<td>50</td>
<td>100</td>
<td>100</td>
<td>1.999(001.1)</td>
<td>1.994(001.1)</td>
<td>2.002(0.20)</td>
<td>2.002(0.20)</td>
</tr>
<tr>
<td>100</td>
<td>200</td>
<td>200</td>
<td>2.002(0.10)</td>
<td>2.002(0.10)</td>
<td>3.012(120.2)</td>
<td>2.002(0.10)</td>
</tr>
<tr>
<td>200</td>
<td>100</td>
<td>100</td>
<td>2.002(0.10)</td>
<td>2.002(0.10)</td>
<td>3.012(120.2)</td>
<td>2.002(0.10)</td>
</tr>
<tr>
<td>300</td>
<td>200</td>
<td>200</td>
<td>2.002(0.10)</td>
<td>2.002(0.10)</td>
<td>3.012(120.2)</td>
<td>2.002(0.10)</td>
</tr>
</tbody>
</table>

The average of \(\hat{r}_0\) over 1,000 replications is reported together with \(\text{OFU}\) inside the parenthesis, indicating the percentage of overestimation and underestimation. \(r_0\) and \(r_1\) are the true numbers of global factors and local factors in group i. We set \(r_1 = \cdots = r_q, N_i = \cdots = N_q, R\) is the number of groups and \(N_i\) is the number of individuals in block i. \(T\) is the number of time periods. \(\phi_G\) and \(\phi_F\) are AR coefficients for the global and local factors. \(\beta, \phi_\gamma\), and \(\kappa\) control the cross-section correlation, serial correlation and noise-to-signal ratio.
### Table 2.3: Average trace ratios of the global factor estimates with $(\phi_G, \phi_F) = (0.5, 0.5), \ (r_0, r_i) = (1, 1) $

<table>
<thead>
<tr>
<th>$R$</th>
<th>$N_i$</th>
<th>$T$</th>
<th>CCA</th>
<th>CPE</th>
<th>GCC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>DGP1</td>
<td>DGP2</td>
<td>DGP3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(</td>
<td>$\beta$, $\phi_e, \kappa$) = (0.1, 0.5, 1)</td>
<td>(</td>
</tr>
<tr>
<td>3</td>
<td>20</td>
<td>50</td>
<td>0.936</td>
<td>0.927</td>
<td>0.973</td>
</tr>
<tr>
<td>3</td>
<td>50</td>
<td>50</td>
<td>0.971</td>
<td>0.976</td>
<td>0.991</td>
</tr>
<tr>
<td>3</td>
<td>100</td>
<td>50</td>
<td>0.982</td>
<td>0.988</td>
<td>0.995</td>
</tr>
<tr>
<td>3</td>
<td>200</td>
<td>50</td>
<td>0.986</td>
<td>0.994</td>
<td>0.998</td>
</tr>
<tr>
<td>3</td>
<td>20</td>
<td>100</td>
<td>0.947</td>
<td>0.933</td>
<td>0.976</td>
</tr>
<tr>
<td>3</td>
<td>50</td>
<td>100</td>
<td>0.977</td>
<td>0.977</td>
<td>0.992</td>
</tr>
<tr>
<td>3</td>
<td>100</td>
<td>100</td>
<td>0.988</td>
<td>0.989</td>
<td>0.996</td>
</tr>
<tr>
<td>3</td>
<td>20</td>
<td>200</td>
<td>0.993</td>
<td>0.995</td>
<td>0.998</td>
</tr>
<tr>
<td>3</td>
<td>200</td>
<td>200</td>
<td>0.95</td>
<td>0.937</td>
<td>0.978</td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td>50</td>
<td>0.971</td>
<td>0.976</td>
<td>0.991</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>50</td>
<td>0.982</td>
<td>0.988</td>
<td>0.995</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>50</td>
<td>0.986</td>
<td>0.994</td>
<td>0.998</td>
</tr>
<tr>
<td>5</td>
<td>200</td>
<td>50</td>
<td>0.986</td>
<td>0.994</td>
<td>0.998</td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td>100</td>
<td>0.977</td>
<td>0.977</td>
<td>0.992</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>100</td>
<td>0.988</td>
<td>0.989</td>
<td>0.996</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>100</td>
<td>0.993</td>
<td>0.995</td>
<td>0.998</td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td>200</td>
<td>0.986</td>
<td>0.994</td>
<td>0.999</td>
</tr>
<tr>
<td>5</td>
<td>200</td>
<td>200</td>
<td>0.95</td>
<td>0.937</td>
<td>0.978</td>
</tr>
</tbody>
</table>

Each entry is the average of trace ratios over 1,000 replications. $r_0$ and $r_i$ are the true numbers of the global factors and local factors in group $i$. We set $r_1 = \cdots = r_R$ and $N_1 = \cdots = N_R$ where $N_i$ is the number of individuals in block $i$. $\phi_G$ and $\phi_F$ are AR coefficients for the global and local factors. $\beta$, $\phi_e$ and $\kappa$ control the cross-section correlation, serial correlation and noise-to-signal ratio.
<table>
<thead>
<tr>
<th>$R$</th>
<th>$N$</th>
<th>$T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>20</td>
<td>50</td>
</tr>
<tr>
<td>3</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>3</td>
<td>100</td>
<td>50</td>
</tr>
<tr>
<td>3</td>
<td>200</td>
<td>50</td>
</tr>
<tr>
<td>3</td>
<td>20</td>
<td>100</td>
</tr>
<tr>
<td>3</td>
<td>50</td>
<td>100</td>
</tr>
<tr>
<td>3</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>3</td>
<td>200</td>
<td>100</td>
</tr>
<tr>
<td>3</td>
<td>20</td>
<td>200</td>
</tr>
<tr>
<td>3</td>
<td>50</td>
<td>200</td>
</tr>
<tr>
<td>3</td>
<td>100</td>
<td>200</td>
</tr>
<tr>
<td>3</td>
<td>200</td>
<td>200</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>50</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>50</td>
</tr>
<tr>
<td>10</td>
<td>200</td>
<td>50</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>10</td>
<td>200</td>
<td>100</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>200</td>
</tr>
<tr>
<td>10</td>
<td>200</td>
<td>200</td>
</tr>
</tbody>
</table>

Table 2.4: Average estimates of the number of the global factors with $(\phi_G, \phi_F) = (0.5, 0.5)$, $(r_0, r_i) = (1, 1)$

The average of $f_\gamma$ over 1,000 replications is reported together with (O/主观) inside the parenthesis, indicating the percentage of overestimation and underestimation. $r_0$ and $r_i$ are the true numbers of the global factors and local factors in group $i$. We set $r_1 = \cdots = r_K$ and $N_1 = \cdots = N_K$, where $R$ is the number of groups and $N_i$ is the number of individuals in block $i$. $T$ is the number of time periods. $\phi_G$ and $\phi_F$ are AR coefficients for the global and local factors. $\beta$, $\phi_\gamma$ and $\kappa$ control the cross-section correlation, serial correlation and noise-to-signal ratio.
### 2.5 Monte Carlo Simulation

<table>
<thead>
<tr>
<th>( R \times N_i \times T )</th>
<th>( CCA )</th>
<th>( CPE )</th>
<th>( GCC )</th>
<th>( CCA )</th>
<th>( CPE )</th>
<th>( GCC )</th>
<th>( CCA )</th>
<th>( CPE )</th>
<th>( GCC )</th>
<th>( CCA )</th>
<th>( CPE )</th>
<th>( GCC )</th>
<th>( CCA )</th>
<th>( CPE )</th>
<th>( GCC )</th>
<th>( CCA )</th>
<th>( CPE )</th>
<th>( GCC )</th>
<th>( CCA )</th>
<th>( CPE )</th>
<th>( GCC )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( (\beta, \phi_e, \kappa) = (0.1, 0.5, 1) )</td>
<td>( \omega_F = 0.4 )</td>
<td>( \omega_F = 0.8 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 20 50</td>
<td>0.741</td>
<td>0.768</td>
<td>0.881</td>
<td>0.56</td>
<td>0.743</td>
<td>0.826</td>
<td>0.531</td>
<td>0.547</td>
<td>0.69</td>
<td>0.707</td>
<td>0.735</td>
<td>0.825</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5 50 50</td>
<td>0.867</td>
<td>0.903</td>
<td>0.955</td>
<td>0.611</td>
<td>0.894</td>
<td>0.938</td>
<td>0.611</td>
<td>0.894</td>
<td>0.938</td>
<td>0.83</td>
<td>0.889</td>
<td>0.936</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10 50 50</td>
<td>0.921</td>
<td>0.955</td>
<td>0.979</td>
<td>0.624</td>
<td>0.953</td>
<td>0.975</td>
<td>0.725</td>
<td>0.778</td>
<td>0.858</td>
<td>0.881</td>
<td>0.952</td>
<td>0.976</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20 50 50</td>
<td>0.943</td>
<td>0.978</td>
<td>0.989</td>
<td>0.642</td>
<td>0.977</td>
<td>0.988</td>
<td>0.803</td>
<td>0.863</td>
<td>0.913</td>
<td>0.915</td>
<td>0.977</td>
<td>0.988</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 20 100 0.762</td>
<td>0.762</td>
<td>0.901</td>
<td>0.537</td>
<td>0.747</td>
<td>0.841</td>
<td>0.545</td>
<td>0.54</td>
<td>0.74</td>
<td>0.726</td>
<td>0.723</td>
<td>0.833</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5 100 100</td>
<td>0.909</td>
<td>0.912</td>
<td>0.966</td>
<td>0.579</td>
<td>0.911</td>
<td>0.96</td>
<td>0.672</td>
<td>0.671</td>
<td>0.83</td>
<td>0.895</td>
<td>0.907</td>
<td>0.959</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10 100 100</td>
<td>0.958</td>
<td>0.963</td>
<td>0.986</td>
<td>0.603</td>
<td>0.962</td>
<td>0.984</td>
<td>0.812</td>
<td>0.817</td>
<td>0.91</td>
<td>0.965</td>
<td>0.961</td>
<td>0.984</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20 100 100</td>
<td>0.975</td>
<td>0.982</td>
<td>0.993</td>
<td>0.612</td>
<td>0.982</td>
<td>0.999</td>
<td>0.912</td>
<td>0.92</td>
<td>0.963</td>
<td>0.969</td>
<td>0.982</td>
<td>0.993</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 20 200 0.767</td>
<td>0.758</td>
<td>0.909</td>
<td>0.518</td>
<td>0.748</td>
<td>0.85</td>
<td>0.555</td>
<td>0.54</td>
<td>0.771</td>
<td>0.729</td>
<td>0.716</td>
<td>0.838</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5 200 200</td>
<td>0.92</td>
<td>0.919</td>
<td>0.975</td>
<td>0.549</td>
<td>0.917</td>
<td>0.967</td>
<td>0.677</td>
<td>0.668</td>
<td>0.852</td>
<td>0.915</td>
<td>0.916</td>
<td>0.968</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10 200 200</td>
<td>0.964</td>
<td>0.965</td>
<td>0.987</td>
<td>0.59</td>
<td>0.956</td>
<td>0.987</td>
<td>0.85</td>
<td>0.848</td>
<td>0.94</td>
<td>0.962</td>
<td>0.964</td>
<td>0.987</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 20 200 0.767</td>
<td>0.758</td>
<td>0.909</td>
<td>0.518</td>
<td>0.748</td>
<td>0.85</td>
<td>0.555</td>
<td>0.54</td>
<td>0.771</td>
<td>0.729</td>
<td>0.716</td>
<td>0.838</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5 200 200</td>
<td>0.92</td>
<td>0.919</td>
<td>0.975</td>
<td>0.549</td>
<td>0.917</td>
<td>0.967</td>
<td>0.677</td>
<td>0.668</td>
<td>0.852</td>
<td>0.915</td>
<td>0.916</td>
<td>0.968</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10 200 200</td>
<td>0.964</td>
<td>0.965</td>
<td>0.987</td>
<td>0.59</td>
<td>0.956</td>
<td>0.987</td>
<td>0.85</td>
<td>0.848</td>
<td>0.94</td>
<td>0.962</td>
<td>0.964</td>
<td>0.987</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 20 200 0.767</td>
<td>0.758</td>
<td>0.909</td>
<td>0.518</td>
<td>0.748</td>
<td>0.85</td>
<td>0.555</td>
<td>0.54</td>
<td>0.771</td>
<td>0.729</td>
<td>0.716</td>
<td>0.838</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5 200 200</td>
<td>0.92</td>
<td>0.919</td>
<td>0.975</td>
<td>0.549</td>
<td>0.917</td>
<td>0.967</td>
<td>0.677</td>
<td>0.668</td>
<td>0.852</td>
<td>0.915</td>
<td>0.916</td>
<td>0.968</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10 200 200</td>
<td>0.964</td>
<td>0.965</td>
<td>0.987</td>
<td>0.59</td>
<td>0.956</td>
<td>0.987</td>
<td>0.85</td>
<td>0.848</td>
<td>0.94</td>
<td>0.962</td>
<td>0.964</td>
<td>0.987</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 20 200 0.767</td>
<td>0.758</td>
<td>0.909</td>
<td>0.518</td>
<td>0.748</td>
<td>0.85</td>
<td>0.555</td>
<td>0.54</td>
<td>0.771</td>
<td>0.729</td>
<td>0.716</td>
<td>0.838</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5 200 200</td>
<td>0.92</td>
<td>0.919</td>
<td>0.975</td>
<td>0.549</td>
<td>0.917</td>
<td>0.967</td>
<td>0.677</td>
<td>0.668</td>
<td>0.852</td>
<td>0.915</td>
<td>0.916</td>
<td>0.968</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10 200 200</td>
<td>0.964</td>
<td>0.965</td>
<td>0.987</td>
<td>0.59</td>
<td>0.956</td>
<td>0.987</td>
<td>0.85</td>
<td>0.848</td>
<td>0.94</td>
<td>0.962</td>
<td>0.964</td>
<td>0.987</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 20 200 0.767</td>
<td>0.758</td>
<td>0.909</td>
<td>0.518</td>
<td>0.748</td>
<td>0.85</td>
<td>0.555</td>
<td>0.54</td>
<td>0.771</td>
<td>0.729</td>
<td>0.716</td>
<td>0.838</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5 200 200</td>
<td>0.92</td>
<td>0.919</td>
<td>0.975</td>
<td>0.549</td>
<td>0.917</td>
<td>0.967</td>
<td>0.677</td>
<td>0.668</td>
<td>0.852</td>
<td>0.915</td>
<td>0.916</td>
<td>0.968</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10 200 200</td>
<td>0.964</td>
<td>0.965</td>
<td>0.987</td>
<td>0.59</td>
<td>0.956</td>
<td>0.987</td>
<td>0.85</td>
<td>0.848</td>
<td>0.94</td>
<td>0.962</td>
<td>0.964</td>
<td>0.987</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 20 200 0.767</td>
<td>0.758</td>
<td>0.909</td>
<td>0.518</td>
<td>0.748</td>
<td>0.85</td>
<td>0.555</td>
<td>0.54</td>
<td>0.771</td>
<td>0.729</td>
<td>0.716</td>
<td>0.838</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5 200 200</td>
<td>0.92</td>
<td>0.919</td>
<td>0.975</td>
<td>0.549</td>
<td>0.917</td>
<td>0.967</td>
<td>0.677</td>
<td>0.668</td>
<td>0.852</td>
<td>0.915</td>
<td>0.916</td>
<td>0.968</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Each entry is the average of trace ratio over 1,000 replications. \( r_0 \) and \( r_1 \) are the true numbers of the global factors and local factors in group \( i \). We set \( r_1 = \cdots = r_R \) and \( N_i = \cdots = N_R \) where \( N_i \) is the number of individuals in block \( i \). \( T \) is the number of time periods. \( \phi_G \) and \( \phi_F \) are AR coefficients for the global and local factors. \( \beta, \phi_e \) and \( \kappa \) control the cross-section correlation, serial correlation and noise-to-signal ratio.
Table 2.6: Average estimates of the number of the global factors with \((\phi_G, \phi_R) = (0.5, 0.5), \ (r_G, r_R) = (3, 3)\)

<table>
<thead>
<tr>
<th>R</th>
<th>N</th>
<th>CDD</th>
<th>MCC</th>
<th>ARSS</th>
<th>GCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>20</td>
<td>50</td>
<td>3.045(13.31)</td>
<td>3.027(5.02)</td>
<td>3.270(9.14)</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>3.027(5.02)</td>
<td>3.027(5.02)</td>
<td>3.027(5.02)</td>
<td>3.027(5.02)</td>
</tr>
<tr>
<td>3</td>
<td>100</td>
<td>3.019(0.19)</td>
<td>3.019(0.19)</td>
<td>3.019(0.19)</td>
<td>3.019(0.19)</td>
</tr>
<tr>
<td>4</td>
<td>200</td>
<td>3.011(0.17)</td>
<td>3.011(0.17)</td>
<td>3.011(0.17)</td>
<td>3.011(0.17)</td>
</tr>
<tr>
<td>5</td>
<td>500</td>
<td>3.003(0.15)</td>
<td>3.003(0.15)</td>
<td>3.003(0.15)</td>
<td>3.003(0.15)</td>
</tr>
<tr>
<td>6</td>
<td>1000</td>
<td>3.001(0.15)</td>
<td>3.001(0.15)</td>
<td>3.001(0.15)</td>
<td>3.001(0.15)</td>
</tr>
<tr>
<td>7</td>
<td>2000</td>
<td>3.000(0.15)</td>
<td>3.000(0.15)</td>
<td>3.000(0.15)</td>
<td>3.000(0.15)</td>
</tr>
<tr>
<td>8</td>
<td>5000</td>
<td>3.000(0.15)</td>
<td>3.000(0.15)</td>
<td>3.000(0.15)</td>
<td>3.000(0.15)</td>
</tr>
</tbody>
</table>

The average of \(\bar{r}_G\) over 1,000 replications is reported together with \((\bar{r}_G)\) inside the parenthesis, indicating the percentage of overestimation and underestimation. \(r_G\) and \(r_R\) are the true numbers of the global factors and local factors in group \(i\).
2.6 Empirical Application

Using the multilevel factor model we apply the GCC approach to studying the national and regional housing market cycles in England and Wales. Residential houses are the most valuable properties of the households while house price fluctuations can put the financial system at a greater risk of default during a recession. As the housing sector is directly related to employment, investment and consumption, it also plays a central role in the business cycle (e.g. Leamer (2007)). While house prices are subject to nation-wide shocks, such as the business cycle and credit liquidity, they are also determined by regional characteristics such as local amenities and the land supply. Hence, the housing market cycle is likely to exist at both national and regional levels.

From the website of Office of National Statistics HPSSA Dataset 14, we download the quarterly (mean) house prices of four different types of properties, (detached, semi-detached, terraced and flats/maisonettes) for 331 local authorities over the period 1996Q1 to 2021Q2. The local authorities belong to ten regions: North East (NE), North West (NW), Yorkshire and the Humber (YH), East Midlands (EM), West Midlands (WM), East of England (EE), London (LD), South East (SE), South West (SW) and Wales (WA). Each “block” in the multilevel factor model is referred to as a region.

We construct the real house price growth in the $j$th local authority of the region $i$ through deflating the nominal house price by CPI and log-differencing it as follows:

$$
\pi_{ijt} = 100 \times \log \left( \frac{\text{PRICE}_{ijt}}{\text{CPI}_t} \right) - 100 \times \log \left( \frac{\text{PRICE}_{ij,t-1}}{\text{CPI}_{t-1}} \right)
$$

By removing the series with missing observations, we end up with a balanced panel with $R = 10$, $N = \sum_{i=1}^{10} N_i = 1300$ and $T = 102$.

Table 2.7 displays the number of local authorities for each region as well as the mean and standard deviation of $\pi_{ijt}$. We observe that the average growth rates for NE, NW, YH and WA are lower than the overall mean, those for EE, LD and SE higher than the overall mean, and those for EM, WM and SW close to the mean. Notice that LD displays the highest mean growth and standard deviation.
Table 2.7: Main Empirical Results over 1996Q1–2021Q2

<table>
<thead>
<tr>
<th>Region</th>
<th>$N_i$</th>
<th>Mean</th>
<th>Std</th>
<th>$\hat{r}_i$</th>
<th>RIG</th>
<th>RIF</th>
</tr>
</thead>
<tbody>
<tr>
<td>North East</td>
<td>48</td>
<td>0.692</td>
<td>3.238</td>
<td>1</td>
<td>0.445</td>
<td>0.114</td>
</tr>
<tr>
<td>North West</td>
<td>153</td>
<td>0.823</td>
<td>3.429</td>
<td>1</td>
<td>0.436</td>
<td>0.082</td>
</tr>
<tr>
<td>Yorkshire and The Humber</td>
<td>84</td>
<td>0.848</td>
<td>3.2</td>
<td>1</td>
<td>0.501</td>
<td>0.073</td>
</tr>
<tr>
<td>East Midlands</td>
<td>136</td>
<td>0.969</td>
<td>3.75</td>
<td>0</td>
<td>0.507</td>
<td>0.000</td>
</tr>
<tr>
<td>West Midlands</td>
<td>119</td>
<td>0.912</td>
<td>2.817</td>
<td>0</td>
<td>0.527</td>
<td>0.000</td>
</tr>
<tr>
<td>East of England</td>
<td>180</td>
<td>1.163</td>
<td>2.8</td>
<td>1</td>
<td>0.501</td>
<td>0.092</td>
</tr>
<tr>
<td>London</td>
<td>122</td>
<td>1.45</td>
<td>4.362</td>
<td>1</td>
<td>0.296</td>
<td>0.226</td>
</tr>
<tr>
<td>South East</td>
<td>256</td>
<td>1.138</td>
<td>2.518</td>
<td>1</td>
<td>0.456</td>
<td>0.151</td>
</tr>
<tr>
<td>South West</td>
<td>116</td>
<td>1.072</td>
<td>2.843</td>
<td>0</td>
<td>0.551</td>
<td>0.000</td>
</tr>
<tr>
<td>Wales</td>
<td>86</td>
<td>0.875</td>
<td>3.829</td>
<td>1</td>
<td>0.437</td>
<td>0.094</td>
</tr>
<tr>
<td>Summary/Average</td>
<td>1300</td>
<td>1.037</td>
<td>3.237</td>
<td></td>
<td>0.466</td>
<td>0.083</td>
</tr>
</tbody>
</table>

$N_i$ is the number of local authorities in each region. Mean and Std represent the mean and standard deviation of $\pi_{ijt}$ from each region $j$. $\hat{r}_i$ is the number of local factors estimated by $\text{BIC}_3$ after projecting out one global factor selected by $\text{GCC}$. $RIG_i$ and $RIF_i$ are the relative importance ratios of global and local factors for block $i$, which are calculated as $RIG_i = N_i^{-1} \sum_{j=1}^{N_i} \left( \hat{\gamma}_{ij} / \hat{\pi}_{ij} / T^{1/2} \right)$ and $RIF_i = N_i^{-1} \sum_{j=1}^{N_i} \left( \hat{\lambda}_{ij} / \hat{\pi}_{ij} / T^{1/2} \right)$.

We apply the $\text{GCC}$ approach to estimating the multilevel factor model for the standardised series, denoted $\tilde{\pi}_{ijt}$, with 10 regions, which is referred to as the national-regional model. By setting $r_{\text{max}} = 5$ and applying the $\text{GCC}$ criterion in (2.4.20), we detect one global (national) factor.\footnote{We also select one global factor by $\text{GCC}$ by Choi et al. (2021) which is robust to the different values of $r_{\text{max}}$.} Next, by applying $\text{BIC}_3$ to each region,\footnote{We have also applied alternative selection criteria, $\text{IC}_{p2}$ by Bai & Ng (2002), $\text{ER}$ by Ahn & Horenstein (2013) and $\text{ED}$ by Onatski (2010). First, $\text{ER}$ surprisingly reports zero local factors for all regions whilst $\text{IC}_{p2}$ and $\text{ED}$ tend to produce more factors but the additional factors explain very small portions of variance. Second, $\text{BIC}_3$ is shown to have good finite sample performance, see Choi & Jeong (2019) and Choi et al. (2021).} we find that there is one local factor for NE, NW, YH, EE, LD, SE and WA whereas no local factor is detected for EM, WM and SW (see Table 2.7). The existence of both global and local factors clearly suggests that there are housing market cycles at both national and regional levels.

To measure the strength of the factors relative to idiosyncratic errors, we evaluate the relative...
importance ratios of the national and regional factors for region \(i\) by

\[
RIG_i = N_i^{-1} \sum_{j=1}^{N_i} \left( \hat{\gamma}_{ij} \hat{\gamma}_{ij} / (T^{-1} \hat{\pi}_{ij} \hat{\pi}_{ij}) \right) \quad \text{and} \quad RIF_i = N_i^{-1} \sum_{j=1}^{N_i} \left( \hat{\lambda}_{ij} \hat{\lambda}_{ij} / (T^{-1} \tilde{\pi}_{ij} \tilde{\pi}_{ij}) \right)
\]

where \(\hat{\pi}_{ij}\) is the \(T \times 1\) vector of the (standardised) real house price growth rates in the \(j\)-th local authority of the region \(i\). The results reported in Table 2.7 show that the global factor explains a considerable proportion of the variation, ranging between 29.6% (London) and 55.1% (South West) with a mean of 46.6%. The large variance share explained by the national factor suggests that the house market in England and Wales appears to be more integrated than the U.S. market where the national factor is dominated by the regional factors (see Del Negro & Otrok (2007)). RIGs of YH, EM, WM, EE and SW are above average, exhibiting that these regions are more responsive to national shocks. Interestingly, London is the least sensitive region to the national factor. On the other hand, the regional contribution is much weaker as its average relative importance ratio is only 8.3%. Still, the regional factor explains substantially larger time variations of the house price inflation for London and South East respectively at 22.6% and 15.1%.

To avoid the issue that the estimated global and local factors are subject to rotation/sign indeterminacy, we report the time-varying behaviour of the average global (national) and local (regional) factor-components for each region \(i\) at time \(t\) that are constructed by \(\hat{\gamma}_i = \bar{\hat{\gamma}}_i \hat{G}_t\) and \(\hat{\lambda}_i = \bar{\hat{\lambda}}_i \hat{F}_t\), where \(\bar{\hat{\gamma}}_i = N_i^{-1} \sum_{j=1}^{N_i} \hat{\gamma}_{ij}\) and \(\bar{\hat{\lambda}}_i = N_i^{-1} \sum_{j=1}^{N_i} \hat{\lambda}_{ij}\). The trajectories of \(\hat{G}_t\) plotted in Figure 2.1, are highly persistent but exhibit a typical “boom-bust-recovery” pattern of the (recent) housing market cycle. The national factor-components initially displayed an upward trend until 2003Q3, followed by a long-term downturn until 2009Q2. It then made a quick recovery and became relatively stable from 2012 till 2020 when the COVID19 pandemic erupted. We also observe a surge in the national factor-components during the COVID19 period, which was mainly prompted by a tax relief policy introduced by the UK government to boost the economy and improve liquidity.

---

15 As the (uniquely identified) factor-components are just scaled factors, they carry qualitatively the same information.

16 The boom-bust pattern is consistent with the economic theory suggesting that agents are over-optimistic about the fundamentals during a boom, rendering the growth continues to accelerate, whilst as the economy deteriorates following the negative shock, their expectations of capital return are reversed, resulting in the house market collapse, which is further worsened by foreclosures, see Kaplan et al. (2020) and Chodorow-Reich et al. (2021).

17 The residential property buyers in the U.K. pay Stamp Duty Land Tax (SDLT). The first stage of the policy started from July 2020 and ended at June 2021. The tax reduction is effectively raising the nil rate threshold of the property value from £125,000 to £500,000. See https://www.gov.uk/guidance/stamp-duty-land-tax-temporary-reduced-rates. As the housing demand was stimulated by the policy, the price was pushed up with the inelastic housing supply.
The first two figures in Figure 2.2 display the time-varying patterns of the regional factor-components $\tilde{F}_{it}$, from which we can identify that the regional components of EE, LD and SE (solid lines) co-move closely (the upper panel) while those of NE, NW, YH and WA (dotted lines) tend to cluster together (the lower panel). These clustering patterns are corroborated by the correlation matrix among the estimated regional components in Table 2.8, showing that the first and second off-diagonal elements are close to one, but the other off-diagonal ones are considerably smaller. Furthermore, we observe transparent discrepancies between these two groups (referred to as Area 1 and Area 2). The regional factor-components in Area 1 appear to have an earlier turning point around 2000 than the global components during the boom, but declined sharply during the financial crisis, Brexit and COVID19 period. On the other hand, the regional components in Area 2 tend to move in an opposite direction, but remained remarkably stable since 2008.
Table 2.8: Correlation matrix among the regional factor components

<table>
<thead>
<tr>
<th></th>
<th>NE</th>
<th>NW</th>
<th>YH</th>
<th>W</th>
<th>EE</th>
<th>LD</th>
<th>SE</th>
</tr>
</thead>
<tbody>
<tr>
<td>NE</td>
<td>1</td>
<td>0.859</td>
<td>0.885</td>
<td>0.827</td>
<td>-0.59</td>
<td>-0.383</td>
<td>-0.512</td>
</tr>
<tr>
<td>NW</td>
<td>0.859</td>
<td>1</td>
<td>0.911</td>
<td>0.946</td>
<td>-0.659</td>
<td>-0.471</td>
<td>-0.585</td>
</tr>
<tr>
<td>YH</td>
<td>0.885</td>
<td>0.911</td>
<td>1</td>
<td>0.884</td>
<td>-0.672</td>
<td>-0.531</td>
<td>-0.628</td>
</tr>
<tr>
<td>W</td>
<td>0.827</td>
<td>0.946</td>
<td>0.884</td>
<td>1</td>
<td>-0.628</td>
<td>-0.456</td>
<td>-0.559</td>
</tr>
<tr>
<td>EE</td>
<td>-0.59</td>
<td>-0.659</td>
<td>-0.672</td>
<td>-0.628</td>
<td>1</td>
<td>0.859</td>
<td>0.948</td>
</tr>
<tr>
<td>LD</td>
<td>-0.383</td>
<td>-0.471</td>
<td>-0.531</td>
<td>-0.456</td>
<td>0.859</td>
<td>1</td>
<td>0.927</td>
</tr>
<tr>
<td>SE</td>
<td>-0.512</td>
<td>-0.585</td>
<td>-0.628</td>
<td>-0.559</td>
<td>0.948</td>
<td>0.927</td>
<td>1</td>
</tr>
</tbody>
</table>

Figure 2.2: Estimated regional components

Next, we formally investigate an issue of whether there are areal factors common to some regions. We first project the estimated global factors out from the data and obtain the residuals containing only the local factors and errors, which form the new areal data. Then, we apply the GCC and MCC criterion to these areal data consisting of the different combinations of regions. For example, if the local factors of NE, NW, YH, and WA are common, then the number of common (areal) factors should be one, and zero otherwise. Alternatively, we may consider a two-block model with Area 1 and Area 2 as blocks. If the two areaal factors are identical, then there should be one common
factor. Otherwise, the number of common factor is zero. The results in Table 2.9 confirm that the local factors are common within each area, but the two areal factors are different. Thus, we can identify three areas, Area 1 (LD, EE and SW) with one areal factor, Area 2 (NE, NW, YH and WA) with one areal factor, and Area 3 (EM, WM and SW) with zero areal factor. Interestingly, these areas are adjacent geographically (see Figure 2.3). Notice that the existence of an areal factor around London is not in line with the notion that the “London factor” is pervasive nationally\footnote{Holly et al. (2011) propose a spatio-temporal model with the London price set as a common factor for all regions.}, because the main impact of London is more likely to be confined to its neighbouring regions. In this regard, this finding may provide a support to the notion of “convergence club” that the house prices in regions, that are closer and more distant to London, tend to converge separately, e.g. Holmes & Grimes (2008) and Montagnoli & Nagayasu (2015).
Table 2.9: Test of the number of common local factors from new blocks after \( G \) being projected out

<table>
<thead>
<tr>
<th>New Blocks</th>
<th>( \hat{r}_{MCC} )</th>
<th>( \hat{r}_{GCC} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>NE, NW, YH, W</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>EE, LD, SE</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Area 1, Area 2</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 2.10: Relative importance ratios from the National-Area model

<table>
<thead>
<tr>
<th>Area</th>
<th>( \hat{r}_i )</th>
<th>RIG</th>
<th>RIF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Area 1</td>
<td>1</td>
<td>0.447</td>
<td>0.132</td>
</tr>
<tr>
<td>Area 2</td>
<td>1</td>
<td>0.429</td>
<td>0.104</td>
</tr>
<tr>
<td>Area 3</td>
<td>0</td>
<td>0.525</td>
<td>0.000</td>
</tr>
<tr>
<td>Avg</td>
<td></td>
<td>0.467</td>
<td>0.079</td>
</tr>
</tbody>
</table>

Next, we estimate a national-areal model with 3 areas, and compare its estimation results with those obtained from the national-regional model with 10 regions. It is remarkable that the correlation between the global factors estimated from these two models is 0.996. Further, the local (areal) factor from Area 1 has correlations of 0.924, 0.974 and 0.977 with the local (regional) factors from EE, LD and SE, whereas the areal factor from Area 2 has correlations of 0.917, 0.978, 0.941 and 0.955 with the regional factors from NE, NW, YH, and W. This confirms the presence of the common local factors among some regions in which case the standard CCA-based estimates of the global and local factors may be inconsistent. The third panel in Figure 2.2 displays the areal factor components constructed by \( \hat{F}_{at} = \left( N^{-1}_a \sum_{j=1}^{N_a} \hat{\lambda}_{aj} \right) \hat{F}_{at} \) for \( a = 1, 2 \). These areal components follow the quite similar time-varying patterns to the clustered regional components as shown in the first two figures in Figure 2.2.

To assess the information contents of the global/local factor components, we present the correlations between the national/areal factor components and a list of macroeconomic and financial variables in Table 2.11. The national components are positively correlated with the GDP growth, the number of buildings started and the New York house price growth rate, demonstrating the pro-cyclicality and possibly strong connection to the international housing market. Moreover, the national component is negatively correlated with the unemployment rate (the demand side), whilst
they are negatively correlated with the labour force in the construction sector (the supply side). The credit market condition also plays an important role, as the national components are negatively correlated with the mortgage rate and the 20-year government bond yields while positively correlated with residential lending approvals. These results are in line with the conventional view that the national housing market cycle is pro-cyclical and closely related to economic fundamentals (see Chodorow-Reich et al. (2021)).

By contrast, the areal housing market cycles captured by the areal components display a heterogeneous and opposition pattern, as shown in the last plot of Figure 2.2. Although the areal component in Area 2 is still negatively and positively correlated with the unemployment rate and the residential credit supply respectively, it is positively correlated with the construction labour. Interestingly, the areal component in Area 1 shows that even tight financial market/economy conditions do not seem to suppress the housing market cycle surrounding Area 1. The opposite sign of the correlations reflect that the two areas react differently to changes of financial market/economy conditions. We may therefore conclude that the existence of such distinctive areal factors clearly indicates a housing market segmentation subject to a geographical gradient.
Finally, we investigate another important issue called the South-North house price gap, which has been a long-standing political concern. We collect the annual regional population data from Nomis and construct the areal population by the average of the regional population.¹⁹ We also aggregate the areal factor components into the annual ones. The first two figures in Figure 2.4 display the areal factor components and the (lagged) population growth rate of in Area 1 and Area 2, respectively. We observe that they co-move closely with correlations of 0.304 and 0.44 respectively for Area 1 and Area 2. Next, we construct the population gap between the two areas, calculated as the population in Area 1 minus the population in Area 2. We then compare its growth rate with the difference (gap) between their areal components. From the third panel in Figure 2.4, we observe

¹⁹The regional population data can be found in https://www.nomisweb.co.uk.
2.7 Conclusion

We have developed a novel approach based on the generalised canonical correlation (GCC) analysis for consistently estimating the global/local factors and loadings in a multilevel factor model. We also introduce a new selection criteria for the number of global factors. The Monte Carlo simulation shows dominating performance of our approach. Our methodology is applied to analysing the house market in England and Wales using a large disaggregated panel data of the real house price growth rates for the 331 local authorities over the period 1996Q1 to 2021Q. We find that the national factor explains about half of the time series variation while the regional factors are less important but non-negligible. Moreover, we show that the regional factors are common to some regions and hence suggesting a national-areal model rather than a national-regional model.

Although we focus on the global-local specification, our approach can be extended to cover the

---

Howard & Liebersohn (2020) show that the expected income inequality may drive the divergence of the house prices through the channel of rent expectation. Our results suggest that the widening population gap also contribute to the house price gap.
multilevel factor model that has a more complicated grouping scheme. For example, the model in which the individuals can be classified to more than two layers. See the parallel grouping in Breitung & Eickmeier (2016) and the hierarchical grouping in Moench et al. (2013). Furthermore, if the block membership is unknown, it is possible to estimate the block memberships using methods developed by Ando & Bai (2017), Coroneo et al. (2020) and Uematsu & Yamagata (2022) and apply GCC thereafter.
Chapter 3

Estimation and Inference for a Multi-dimensional Panel Data Model with Multilevel Factors

Abstract This paper considers a multi-dimensional panel data model with multilevel factors when the numbers of cross-sections and time observations are large. We develop a multilevel iterative principal component (MIPC) method for estimation by iteratively updating between the slope coefficients and factors, given one another. Under a finite number of blocks, our approach is able to produce consistent estimates of the slope coefficients, factors, and loadings. We also propose a model selection criteria based on the eigenvalue ratios to determine the numbers of factors. Given consistent factor estimates from each block, we apply the generalised canonical correlation (GCC) estimation to separately identifying the global and local factors. We show the consistency of our estimates and establish the asymptotic normality of the bias-corrected estimator for the slope coefficients. The Monte Carlo simulation demonstrates good finite sample performance of MIPC compared to IPC in the presence of multilevel factor structure. In an empirical application, our model is applied to an analysis of the energy consumption and economic growth nexus using a cross-country panel data categorised by regions.

Keywords: Panel Data, Principal Components, Interactive Effects, Multilevel Factors.

JEL codes: C14, C23, C51.
3.1 Introduction

Panel data regression is an important tool for empirical studies as it can provide more efficient estimations than cross-sectional and time-series regressions. Moreover, it can also account for unobserved heterogeneity that may cause endogeneity when such variables are correlated with the regressors. However, when the additive effects of individual and time variables fail to capture the cross-sectional correlation properly, inconsistent estimations and invalid inferences can occur. To address this issue, interactive fixed effects (IFE) can be used, which are multiplicative terms of the individual and time effects. The iterative principal components (IPC) approach, which was pioneered by Bai (2009), has become a popular way to estimate such models, especially for large \( N \) and \( T \). Another approach for IFE is the common correlated effects (CCE) approach developed by Pesaran (2006), where the interactive fixed effects are referred to as “factor structure”.

However, in practice, researchers often encounter multi-dimensional panel data where individuals can be grouped into different categories (blocks). In such cases, local factors may be required in addition to the global factors to capture cross-sectional correlations within blocks. The use of local factors in combination with global factors can handle the heterogeneity across different blocks. Ando & Bai (2014) and Ando & Bai (2017) develop panel regression models with global and local factors by combining shrinkage estimation and PC. Rodriguez-Caballero (2022) extended the CCE approach to a three-dimensional setup with a hierarchical factor structure. Kapetanios et al. (2021) studied the three-dimensional CCE in a panel with origin-destination heterogeneity. Feng et al. (2023) extend Bai’s approach to incorporate hierarchical multilevel factors when the number of blocks tends to infinity.

This article studies a panel regression model with unobserved global and local factors using a modified IPC estimation based on Bai (2009). The focus is on a finite number of blocks \( R \), which is often the case in practice. We propose an estimation procedure that produces consistent slope parameters and the multilevel factors, and employ a wild dependent bootstrap, following Shao (2010) and Feng et al. (2023), for inference. Our approach is thereby called the multilevel IPC (MIPC). In addition, we propose a consistent selection criteria for estimating the numbers of global factors \( r_0 \) and local factors \( r_i \) for each block \( i \). When \( R \) tends to infinity, Jin et al. (2023) show that the consistent estimation of \( r_0 \) and \( r_i \) can be achieved in a sequential manner because each block is asymptotically negligible. By contrast, when \( R \) is finite, consistent estimation of \( r_0 \) and \( r_i \) is difficult because the eigenvalues generated by the global and local factors are not well separated (see Han (2021)). While the information criteria in Ando & Bai (2014) and Ando & Bai (2017) are available for finite \( R \), they can be computationally infeasible even when \( R \) is only mildly large, as pointed out by Choi et al. (2021). Our approach provides consistency and valid inference by requiring only the consistent estimation of \( r_0 + r_i \) for each \( i \), which can be easily done block-by-block.

We focus primarily on homogeneous slope coefficients instead of heterogeneous ones, which are considered in Ando & Bai (2014) and Ando & Bai (2017). In the heterogeneous case, the individual slope estimates are \( \sqrt{T} \)-consistent without bias terms.\(^1\) By contrast, the optimal convergence rate \( \sqrt{NT} \) can be achieved in our homogeneous model but comes with biased terms in the asymptotic

---

\(^1\)We extend MIPC to a heterogeneous model; see Appendix C.2 for details.
distribution. We develop consistent estimators of these bias terms and propose a bias-corrected estimator. These are new results in the literature. In the appendix, we show that MIPC can be generalised to the heterogeneous coefficient model.

In the final step, we apply the generalized canonical correlation (GCC) estimation developed by Lin & Shin (2022) to disentangle the global and local factors, given consistent slope coefficients. Therefore, the results in Lin & Shin (2022) are directly applicable. This is useful in empirical studies when the global and local factors themselves are of interest rather than treated as nuisance parameters.

Via Monte Carlo simulation, we show the consistency of the estimated slope coefficients as well as the global and local factors. More importantly, MIPC with the estimated numbers of factors has smaller size distortions than the infeasible version of IPC with the known total number of factors. This demonstrates the superiority of our approach.

The rest of the paper is organized as follows. We introduce the panel data model with multilevel factors in Section 3.2. In Section 3.3, we analyze the asymptotic properties of the slope coefficients, factors, loadings, as well as the estimates of the numbers of factors. Section 3.4 provides a detailed algorithm for the implementation of MIPC. In Section 3.5, we demonstrate the finite sample performance of our approach using Monte Carlo simulations. We apply our approach to analysing the nexus between energy consumption and economic growth in Section 3.6 using cross-country multi-dimensional panel data. Section 3.7 is the concluding remarks. All the proofs are relegated to the Appendix.

3.2 The Model

Consider the following panel regression model with multilevel factors:

\[ y_{ijt} = X_{ijt}' \beta + u_{ijt}, \quad i = 1, ..., R, \quad j = 1, ..., N_i, \quad t = 1, ..., T \]

where \( X_{ijt} \) consists of the \( p \times 1 \) regressors and \( \beta = [\beta^1, \ldots, \beta^p]' \) is the corresponding slope parameters. The error term \( u_{ijt} \) consists of the global, local and idiosyncratic components. \( G_t = [G_{1t}, \ldots, G_{0t}]' \) is the \( r_0 \times 1 \) unobserved global factors, \( F_{it} = [F_{1it}, \ldots, F_{rit}]' \) is the \( r_i \times 1 \) unobserved local factors in the block \( i \), \( \gamma_{ij} \) and \( \lambda_{ij} \) are the corresponding factor loadings, and \( e_{ijt} \) is the idiosyncratic error. We assume that the number of blocks \( R \), as well as the numbers of factors \( r_0, r_1, \ldots, r_R \) are fixed, whilst the numbers of individuals in each block \( N_1, \ldots, N_R \) and the time observations \( T \) tend to infinity. Let \( \hat{N} = \min\{N_1, \ldots, N_R\} \) and \( \hat{N} = \sum_{i=1}^{R} N_i \), we assume that \( \hat{N} \to \infty \) through out this paper. We also assume that the group membership is known a priori. In vector notation, the above model can be written as

\[ Y_{ij} = X_{ij}' \beta + u_{ij} \quad \text{with} \quad u_{ij} = G_{ij}\gamma_{ij} + F_{ij}\lambda_{ij} + e_{ij} = K_i \theta_{ij} + e_{ij} \quad (3.2.2) \]

where \( Y_{ij}, X_{ij}, G, F, u_{ij} \) and \( e_{ij} \) are formed by stacking the corresponding identities across \( t \) and \( K_i = [G, F_i] \) and \( \theta_{ij} = [\gamma_{ij}', \lambda_{ij}']' \). Let \( d_i = r_0 + r_i \) for all \( i \). For convenience, we express the error
components using the following matrix notation:

\[ u_i = G_i \Gamma_i' + F_i \Lambda_i' + e_i = K_i \Theta_i' + e_i \]

where \( u_i = [u_{i1}, \ldots, u_{iN}] \), \( \Gamma_i = [\gamma_{i1}, \ldots, \gamma_{iN}]' \), \( \Lambda_i = [\lambda_{i1}, \ldots, \lambda_{iN}]' \), and \( \Theta_i = [\Gamma_i, \Lambda_i] \).

As pointed out by Bai (2009) and Feng et al. (2023), the specification in (3.2.2) incorporates various widely applied fixed effect models as special cases, such as individual fixed effects and time effects. Moreover, the regressors are allowed to be arbitrarily correlated with the factors and loadings. Our model extends the interactive fixed effects by allowing the factors to be block specific (semi-pervasive) rather than pervasive. For example, \( y_{ijt} \) is the house price (or growth rate) for city \( j \) that belongs to region \( i \) and \( X_{ijt} \) is the income and population. The house prices across different regions are subject to the national business cycle captured by \( G_t \). In addition, the regional economic shocks, captured by the local factors \( F_{it} \), can also be an important source of the local house price co-movement. The omission of such local factors may lead to inconsistent estimation of the slope parameters if the regressors are correlated with the local components. It may also invalidate the inference due to the strong cross-section correlation induced by the local factors.

It is important to note that model (3.2.1) can be written as a two dimensional model as in Bai (2009). Consider the factor structure in \( u_{ijt} \). Let \( u_{it} = [u_{i1t}, \ldots, u_{iNt}]' \). The factor structure in the error component can be written as

\[ u_t = \Theta^+ K_t^+ + e_t, \tag{3.2.3} \]

where

\[ u_t = \begin{bmatrix} u_{1t} \\ \vdots \\ u_{Rt} \end{bmatrix}, \quad e_t = \begin{bmatrix} e_{1t} \\ \vdots \\ e_{Rt} \end{bmatrix}, \quad K_t^+ = \begin{bmatrix} G_t \\ F_{1t} \\ \vdots \\ F_{Rt} \end{bmatrix}, \quad \Theta^+ = \begin{bmatrix} \gamma_1 & \lambda_1 & 0 & \cdots & 0 \\ \gamma_2 & 0 & \lambda_2 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ \gamma_R & 0 & 0 & \cdots & \lambda_R \end{bmatrix}. \]

Then, the model (3.2.1) can be written as

\[ Y_t = X_t \beta + \Theta^+ K_t^+ + e_t \tag{3.2.4} \]

where \( Y_t = [y_{1t}, \ldots, y_{1Nt}, \ldots, y_{Rt}, \ldots, y_{RNt}]' \) and \( X_t = [X_{11t}, \ldots, X_{1N1t}, \ldots, X_{R1t}, \ldots, X_{RN1t}]' \). IPC can be valid when the total number of the factors \( r^+ \) is finite and known. However, it is well known that the determination of \( r^+ \) will be difficult as the local factors become too “weak” to be detected as the \( R \) increases. Additionally, the global and local factors cannot be separately identified by IPC. Feng et al. (2023) consider the multilevel model as in (3.2.1) in a setting that the number of blocks goes infinity. In such a case, the identification of the global and local factors from (3.2.3) can be done sequentially. Let \( u_{ijt} = \gamma_{ijt} G_t + u_{ijt}^* \) where \( u_{ijt}^* = \lambda_{ij}^* F_{it} + e_{ijt} \). When \( R \to \infty \), each block is asymptotically negligible so the local components \( \lambda_{ij}^* F_{it} \) only introduce weak correlations among the error terms \( u_{ijt}^* \). As a result, the PC estimation applied to \( u_t \) can consistently estimate \( G_t \) and then \( F_{it} \) (as well as their dimension) in a sequential manner. However, if \( R \) is fixed, the local components \( \lambda_{ij}^* F_{it} \) violates the weak cross-section correlation assumption of \( u_{ijt}^* \) so PC is no longer
applicable, as pointed out by Breitung & Eickmeier (2016). In many applications, $R$ is finite rather than tends to infinity. Therefore, it is worth highlighting that the multilevel factor structure with finite $R$ brings new challenges in estimation as well as model selection. In this article, we establish an estimation procedure that works under fixed $R$, providing valid model selection and inferential theory for the estimates.

We define $M_A = I - P_A$ and $P_A = A (A'A)^{-1} A'$ for any matrix $A$ that has full column rank. Assuming that $d_i$’s are known a priori, we minimise the objective function defined as follows:

$$Q (b, K_1, \ldots, K_R) = \sum_{i=1}^{R} \sum_{j=1}^{N_i} (Y_{ij} - X_{ij} b)' M_{K_i} (Y_{ij} - X_{ij} b)$$

(3.2.5)

where $K_i$ is a $T \times d_i$ matrix for all $i$. The estimators are given by

$$\left( \hat{\beta}, \hat{K}_1, \ldots, \hat{K}_R \right) = \arg \min_{(b, K_1, \ldots, K_R) \in D} Q (b, K_1, \ldots, K_R)$$

where $D = \mathbb{R}^p \times \mathbb{R}^R$ and $\mathbb{K} = \{ K | T^{-1} K' K = I_{d_i} \}$. The factors and loadings are subject to rotational indeterminacy, i.e. $K_i \Theta'_i$ is observationally equivalent to $K_i A A^{-1} \Theta'_i$ for any invertible matrix $A$. Therefore, we impose $K_i' \hat{K}_i / T = I_{d_i}$ and that $\hat{\Theta}'_i \hat{\Theta}_i$ is diagonal for each block $i$ as identification restrictions. The above objective function implies that the solutions $\left( \hat{\beta}, \hat{K}_1, \ldots, \hat{K}_R \right)$ are the following

$$\hat{\beta} = \left( \sum_{i=1}^{R} \sum_{j=1}^{N_i} X_{ij}' M_{\hat{K}_i} X_{ij} \right)^{-1} \left( \sum_{i=1}^{R} \sum_{j=1}^{N_i} X_{ij}' M_{\hat{K}_i} Y_{ij} \right)$$

(3.2.6)

$$\hat{K}_i \hat{V}_i = \left[ \frac{1}{N_i T} \sum_{j=1}^{N_i} (Y_{ij} - X_{ij} \hat{\beta}) (Y_{ij} - X_{ij} \hat{\beta})' \right] \hat{K}_i$$

(3.2.7)

where $\hat{V}_i$ is a diagonal matrix consisting of the $d_i = r_0 + r_i$ largest eigenvalues of the term in the square bracket of (3.2.7).

Following Bai’s IPC, $\left( \hat{\beta}, \hat{K}_1, \ldots, \hat{K}_R \right)$ are obtained in an iterative manner. Given $\hat{\beta}$, $\hat{K}_i$ is updated block by block as in (3.2.7). Given $\hat{K}_i$, for each $i$, $\hat{\beta}$ is updated using (3.2.6). We thus call this approach multilevel IPC (MIPC). The solutions (3.2.6) and (3.2.7) are the same as in Feng et al. (2023). However, it is important to note that, under finite $R$, the bias terms in $\hat{\beta}$ do not vanish as is the case when $R \rightarrow \infty$. Our theory suggests that the consistency of $\hat{\beta}$ only requires the consistency of $\hat{K}_i$’s without separate identification of $G$ and $F_i$’s, which is different from the approach developed by Ando & Bai (2014). The advantages of MIPC are twofold. From a theoretical perspective, the sequential projection of global and local factors in the $\sqrt{NT}$-consistency framework introduces asymptotic bias terms. However, these bias terms are significantly simplified by employing the MIPC method. On the practical side, the estimation of $d_i$’s is substantially easier than the joint estimation of $r_0$ and $r_i$’s, as we explained earlier. In the next section, we shall demonstrate the large sample properties of our estimators and propose a bias corrected estimator for the slope coefficients.
3.3 Asymptotic Analysis

3.3.1 Consistency and asymptotic distribution

In this section, we assume for the moment that the numbers of the factors $d_i$ are known for each block $i$. The consistent estimation of the numbers of factors will be developed in Section 3.3.2. We make the following assumptions for the consistency of our estimators.

Let $M$ be a finite constant.

**Assumption 3.A.** $E(\|X_{ijt}\|^4) \leq M$ for all $i$, $j$, and $t$. Furthermore, we have

$$\inf_{K_1, \ldots, K_R \in K^R} D(K_1, \ldots, K_R) > 0.$$

where $D(K_1, \ldots, K_R)$ is a $p \times p$ matrix such that

$$D(K_1, \ldots, K_R) = \frac{1}{NT} \sum_{i=1}^R \sum_{j=1}^{N_i} X_{ijt}' \left( M_{K_i} X_{ijt} - \frac{1}{N_i} \sum_{k=1}^{N_i} a_{i,kj} M_{K_i} X_{ik} \right)$$

with $a_{i,kj} = \theta_{ik}' (\Theta_i \Theta_i / N_i)^{-1} \theta_{ij}$.

**Assumption 3.B.**

1. $E(\|K_{it}\|^4) \leq M$ and $T^{-1} K_i \to^p \Sigma_{K_i}$ for each $i$ as $T \to \infty$ where $\Sigma_{K_i}$ is an $d_i \times d_i$ positive definite matrix.

2. $E(\|\theta_{ij}\|^4) \leq M$ and $N_i^{-1} \Theta_i \to^p \Sigma_{\Theta_i}$ for each $i$ as $N_i \to \infty$ where $\Sigma_{\Theta_i}$ is an $d_i \times d_i$ positive definite matrix.

**Assumption 3.C.**

1. For all $i$, $j$ and $t$, $E(e_{ijt}) = 0$ and $E(|e_{ijt}|^8) \leq M$.

2. For all $i$, $E(e_{ijt} e_{iks}) = \sigma_{i,(jk),(ts)}$, $|\sigma_{i,(jk),(ts)}| \leq \sigma_{i,(jk)}$ for all $(t, s)$ and $|\sigma_{i,(jk),(ts)}| \leq \tau_{i,(ts)}$ for all $(j, k)$ such that

$$\frac{1}{N_i} \sum_{j=1}^{N_i} \sum_{k=1}^{N_i} \sigma_{i,(jk)} \leq \mathcal{M}, \quad \frac{1}{T} \sum_{t=1}^{T} \sum_{s=1}^{T} \tau_{i,(ts)} \leq \mathcal{M}, \quad \frac{1}{T} \sum_{t=1}^{T} \sum_{k=1}^{N_i} \sum_{s=1}^{T} \sum_{l=1}^{T} |\sigma_{i,(jk),(ts)}| \leq \mathcal{M}.$$

3. For all $i$, $t$ and $s$

$$E \left( \left| \frac{1}{\sqrt{N_i}} \sum_{j=1}^{N_i} [e_{ijt} e_{ijt} - E(e_{ijt})] \right|^4 \right) \leq \mathcal{M}$$

4. For all $i$, we have

$$\frac{1}{N_i T^2} \sum_{t=1}^{T} \sum_{s=1}^{T} \sum_{u=1}^{T} \sum_{v=1}^{T} \sum_{j=1}^{N_i} \sum_{k=1}^{N_i} |\text{Cov}(e_{ijt} e_{ijv}, e_{ijk} e_{ikv})| \leq \mathcal{M}$$
3.3 Asymptotic Analysis

\[
\frac{1}{N_i^{2T}} \sum_{t=1}^{T} \sum_{s=1}^{T} \sum_{j=1}^{N_i} \sum_{k=1}^{N_i} \sum_{c=1}^{N_i} \sum_{d=1}^{N_i} \left| \text{Cov}(e_{ijt}, e_{ikst}, e_{ics}, e_{ids}) \right| \leq \mathcal{M}
\]

Assumption 3.D. \( e_{mjt} \) is independent of \( X_{hks}, \theta_{hk} \) and \( K_{hs} \) for all \( m, h, j, k, t, \) and \( s \).

Assumption 3.A plays an important role as an identification condition. This assumption rules out common regressors that do not vary across individuals and also time-invariant regressors that do not vary across time. Moreover, it is straightforward to show that the following equation holds

\[
D(K_1, \ldots, K_R) = \frac{1}{NT^R} \sum_{i=1}^{R} \sum_{j=1}^{N_i} Z_{ij}'Z_{ij}.
\]

where \( Z_{ij} \) a \( T \times p \) matrix such that

\[
Z_{ij} = M_{K_i}X_{ij} - \frac{1}{N_i} \sum_{k=1}^{N_i} a_{i,kj}M_{K_i}X_{ik}.
\]

Assumption 3.B ensures the existence of the factors in each block \( i \). Assumption 3.C allows cross-sectional and serial correlation in the error terms, but they are restricted by Assumption 3.C.2-3.C.4. Assumptions 3.A-3.D extend Assumptions A–D in Bai (2009) by requiring those conditions to be met in each block \( i \). These assumptions are standard in the literature.

Lemma 3.1. Let \( \left( \hat{\beta}, \hat{K}_1, \ldots, \hat{K}_R \right) \) be the estimators from minimising (3.2.5). Under Assumption 3.A-3.D, as \( N_1, \ldots, N_R, T \to \infty \), the following statements holds:

1. \( \hat{\beta} - \beta \overset{p}{\to} 0 \).

2. For each \( i \), the matrix \( K_i'\hat{K}_i/T \) is invertible and \( \left\| P_{K_i} - P_{K_i} \right\| \overset{p}{\to} 0 \).

Assumption 3.E. For each \( i \), we have \( \lim_{N_i,N \to \infty} N/N_i = \alpha_i \leq \mathcal{M} \).

Lemma 3.2. Under Assumption 3.A-3.E, as \( N_1, \ldots, N_R, T \to \infty \) and \( T/N_i \to \rho_i > 0 \) for all \( i \), then \( \sqrt{NT} \left( \hat{\beta} - \beta \right) = O_p(1) \).

Lemma 3.1 establishes the consistency of the slope coefficients and the factor spaces for each block \( i \) based on the extreme estimation. At this stage, we are only able to claim consistency in Lemma 3.1.2 because the number of parameters grows with \( T \). The consistency of \( \hat{K}_i \) up to rotation is established by Lemma C.1.2 in the Appendix. Lemma 3.2 shows that \( \hat{\beta} \) achieves a convergence rate of \( \sqrt{NT} \) assuming that all \( N_i \)'s are of the same order of magnitude and each \( N_i \) is comparable with \( T \). Assumption 3.E is standard in the multilevel factor literature, see Ando & Bai (2014) and Andreou et al. (2019) for examples.

Assumption 3.F. For some nonrandom positive definite matrix \( D_Z \), as \( N, T \to \infty \), we have

\[
\frac{1}{\sqrt{NT}} \sum_{i=1}^{R} \sum_{j=1}^{N_i} Z_{ij}'e_{ij} \overset{d}{\to} N(0, D_Z)
\]
where
\[ D_Z = \text{plim} \frac{1}{N} \sum_{m=1}^{R} \sum_{k=1}^{R} \sum_{t=1}^{T} \sum_{s=1}^{T} \sigma_{(mh),(jk),(ts)}Z_{mjt}Z_{hks}. \]

**Theorem 3.1.** Under Assumption 3.A-3.F, as \( N_1, \ldots, N_R, T \to \infty \) and \( T/N_i \to \rho_i > 0 \) for all \( i \), then
\[ \sqrt{NT} \left( \hat{\beta} - \beta \right) \xrightarrow{d} N \left( 0, \Sigma_0 \right), \]
where \( \Sigma_0 = \text{plim} \Sigma_i \) and \( \Sigma_i = \text{plim} \Sigma_i \) with
\[ \Sigma_i = -D(K_1, \ldots, K_R) - D(K_1, \ldots, K_R) - \frac{1}{N_i} \sum_{j=1}^{N_i} \sum_{k=1}^{N_i} X_j' M_{K_i} \left( \frac{1}{N_i} \sum_{k=1}^{N_i} e_k e_k' \right) K_i' \theta_{ij}, \]
\[ W_{ij} = \frac{1}{N_i} \sum_{j=1}^{N_i} a_{i,j} X_{ik}, \text{ and } \Sigma_i = \left( \frac{K_i' K_i}{N_i} \right)^{-1} \left( \frac{\Theta_i' \Theta_i}{N_i} \right)^{-1}. \]

In addition, \( D_0 = \text{plim}_{N_1, \ldots, N_R, T \to \infty} D(K_1, \ldots, K_R) = \text{plim}_{N_1, \ldots, N_R, T \to \infty} (NT)^{-1} \sum_{i=1}^{R} \sum_{j=1}^{N_i} Z_{ij}Z_{ij} \) and \( D_Z \) is defined in Assumption 3.F.

Theorem 3.1 shows that the asymptotic distribution of \( \hat{\beta} \) is not centered. The bias term \( \Sigma_i \) evolves due to the heteroskedasticity and cross-section correlation between contemporaneous error terms and \( \Sigma_i \) is a consequence of correlation and heteroskedasticity in the time dimension. If it is assumed that the error terms are i.i.d., we have \( \Sigma_i = 0 \) and \( \Sigma_i = 0 \) for all \( i \) so there is no bias. Furthermore, the i.i.d. assumption leads to \( D_Z = D_0 \) and hence we have \( \sqrt{NT} \left( \hat{\beta} - \beta \right) \xrightarrow{d} N \left( 0, D_0 \right). \) However, if the error terms are not i.i.d., then a bias correction is required.

Let \( \hat{\Sigma}_i \) and \( \hat{\Theta}_i \) be the estimators of \( \Sigma_i \) and \( \Theta_i \), respectively, such that
\[ \hat{\Sigma}_i = -D(\hat{K}_1, \ldots, \hat{K}_R) - D(\hat{K}_1, \ldots, \hat{K}_R) - \frac{1}{N_i} \sum_{j=1}^{N_i} \sum_{k=1}^{N_i} \left( \frac{X_{ij} - \hat{W}_{ij}}{T} \right) \left( \frac{\hat{K}_i' \hat{K}_i}{N_i} \right)^{-1} \hat{\theta}_{ik} \hat{\theta}_{ik}, \]
with
\[ \hat{\theta}_{ik} = T^{-1} K_i' \left( Y_{ik} - X_{ik} \hat{\beta} \right), \hat{\Theta}_i = \left[ \hat{\theta}_{1i}, \ldots, \hat{\theta}_{N_i} \right], \hat{\sigma}_{i,(jk)} = T^{-1} \hat{e}_{ij} \hat{e}_{ik}, \hat{\beta} = Y_{ij} - X_{ij} \hat{\beta} - \hat{K}_i \hat{\theta}_{ij}, \hat{e}_{ik} = Y_{ik} - X_{ik} \hat{\beta} - \hat{K}_i \hat{\theta}_{ik}, \text{ and} \]
\[ \hat{\Theta}_i = -D(\hat{K}_1, \ldots, \hat{K}_R) - D(\hat{K}_1, \ldots, \hat{K}_R) - \frac{1}{N_i} \sum_{j=1}^{N_i} X_j' M_{K_i} \hat{\Sigma}_i \hat{K}_i \left( \frac{\hat{\Theta}' \hat{\Theta}}{N_i} \right)^{-1} \theta_{ij}, \]
where \( \hat{S}_i \) is an estimator of \( S_i \) whose \((t,s)\)-th element is \( \hat{S}_{i,(ts)} = N_i^{-1} \sum_{k=1}^{N_i} \hat{e}_{ikt} \hat{e}_{iks} \). Assuming \( E(e_{mjt} e_{hkt}) = \sigma_{(mh),(jk)} \) for all \( m, h, j, k, \text{ and } t \), it can be shown that \( \sqrt{T/N_i} \left( \hat{\Sigma}_i - \Sigma_i \right) = o_p(1) \)
and \( \sqrt{N_i/T (\hat{C}_i - C_i)} = o_p(1) \) (see Lemma C.1.7). Then, the bias-corrected estimator is given by

\[
\hat{\beta}_{bc} = \hat{\beta} - \sum_{i=1}^{R} \left( \frac{1}{N} \hat{B}_i + \frac{N_i}{NT} \hat{C}_i \right).
\]

**Theorem 3.2.** Under Assumptions 3.A-3.F, and \( E(e_{mjt}e_{hkt}) = \sigma_{(m), (j,k)} \) for all \( m, h, j, k, \) and \( t, \) as \( N_1, \ldots, N_R, T \to \infty, T/N^2 \to 0, \) and \( N/T^2 \to 0, \) then

\[
\sqrt{NT} \left( \hat{\beta}_{bc} - \beta \right) \overset{d}{\to} N \left( 0, \mathcal{D}_0^{-1} \mathcal{D} Z \mathcal{D}_0^{-1} \right).
\]

Under the presence of weak cross-section correlation and serial correlation in the error term, the consistent estimation of the covariance matrix \( \mathcal{D}_0^{-1} \mathcal{D} Z \mathcal{D}_0^{-1} \) is infeasible in practice. Therefore, following Feng et al. (2023), we adopt a dependent wild bootstrap advanced by Shao (2010) to construct a valid confidence interval for \( \hat{\beta}_{bc}. \) The detailed algorithm for implementation is provided in Section 3.4.\(^2\)

### 3.3.2 Determining the numbers of factors

So far we have assumed that the numbers of factors \( d_i \)'s are known. In this section we develop a consistent selection criterion. We set a finite integer that is common to all blocks, \( d_{\text{max}} \), such that \( d_{\text{max}} \geq \max_i \{d_i\} \). We consider the objective function defined as follows:

\[
\mathcal{Q}(b, \mathcal{K}_1, \ldots, \mathcal{K}_R) = \sum_{i=1}^{R} \sum_{j=1}^{N_i} (Y_{ij} - X_{ij}b)' M_{\mathcal{K}_i} (Y_{ij} - X_{ij}b) \quad (3.3.8)
\]

where \( \mathcal{K}_i \) is a \( T \times d_{\text{max}} \) matrix for all \( i. \) The initial estimators are given by

\[
\left( \hat{\beta}, \hat{\mathcal{K}}_1, \ldots, \hat{\mathcal{K}}_R \right) = \arg\min_{(\beta, \mathcal{K}_1, \ldots, \mathcal{K}_R) \in \mathcal{D}} \mathcal{Q}(b, \mathcal{K}_1, \ldots, \mathcal{K}_R)
\]

where \( \mathcal{D} = \mathbb{R}^p \times \mathcal{K}^R \) and \( \mathcal{K} = \{ K | T^{-1} K' K = I_{d_{\text{max}}} \}. \) Again, the above objective function implies the following solutions:

\[
\hat{\beta} = \left( \sum_{i=1}^{R} \sum_{j=1}^{N_i} X_{ij}' M_{\hat{\mathcal{K}}_i} X_{ij} \right)^{-1} \left( \sum_{i=1}^{R} \sum_{j=1}^{N_i} X_{ij}' M_{\hat{\mathcal{K}}_i} Y_{ij} \right) \quad (3.3.9)
\]

\[
\hat{\mathcal{K}}_i\hat{V}_i = \left[ \frac{1}{N_i T} \sum_{j=1}^{N_i} (Y_{ij} - X_{ij} \hat{\beta}) (Y_{ij} - X_{ij} \hat{\beta})' \right] \hat{\mathcal{K}}_i \text{ for each } i. \quad (3.3.10)
\]

Under Assumption 3.A-3.E, it can be shown that \( \hat{\beta} \) and \( \hat{\mathcal{K}}_i \)'s are consistent estimators. Define

---

\(^2\)We validate the bootstrap procedure using simulations in Section 3.5 and the formal proof is beyond the scope of this paper.
the covariance matrix for each block $i$:

$$
\tilde{\Sigma}_i = \frac{1}{N_i T} \sum_{j=1}^{N_i} \left( Y_{ij} - X_{ij} \tilde{\beta} \right) \left( Y_{ij} - X_{ij} \tilde{\beta} \right)'.
$$

(3.3.11)

Let $\tilde{v}_{i,k}$ be the $k$-th largest eigenvalue of $\tilde{\Sigma}_i$. It can be shown that for $k = 1, \ldots, d_i$, $\tilde{v}_{i,k}$ converges to its population counterpart $v_{i,k}$, which is larger than zero. On the contrary, $\tilde{v}_{i,k}$ is asymptotically zero for $k = d_i + 1, \ldots, d_{\text{max}}$. Therefore, we follow Lam & Yao (2012) and Ahn & Horenstein (2013) and develop estimators for $d_i$ based on the ratios of the adjacent eigenvalues as follows:

$$
\hat{d}_i = \arg \max_{k=0, \ldots, d_{\text{max}} - 1} \frac{\tilde{v}_{i,k}}{\tilde{v}_{i,k+1}}
$$

for $i = 1, \ldots, R$.

where $\tilde{v}_{i,0} = \sum_{\ell=1}^{C_{N_i,T}^2} \tilde{v}_{i,\ell} / \log (C_{N_i,T}^2)$ is a mock eigenvalue allowing the case where $d_i = 0$. Using the results of Lemma C.1.9, for each $i$, it is straightforward that for $k = 1, \ldots, d_i - 1, d_i + 1, \ldots, d_{\text{max}} - 1$, $\tilde{v}_{i,k}/\tilde{v}_{i,k+1} = O_p(1)$, whilst for $k = d_i$ we have $\tilde{v}_{i,k}/\tilde{v}_{i,k+1} \to_p \infty$. Therefore, the ratio of the eigenvalues falls sharply at $k = d_i$. The mock eigenvalue $\tilde{v}_{i,0}$ is smaller in magnitude than the largest $d_i$ eigenvalues but larger than the rest, which allows the case $d_i = 0$. The consistency of $\hat{d}_i$'s is summarised in the following proposition:

**Proposition 3.1.** Under Assumptions 3.A–3.E, we have

$$
\lim_{N_i,T \to \infty} \Pr \left( \hat{d}_i = r_0 + r_i \right) = 1.
$$

Alternatively, one may obtain $\hat{d}_i$ by implementing the selection criteria proposed by Bai & Ng (2002) to $\tilde{Y}_i = [\tilde{Y}_{i1}, \ldots, \tilde{Y}_{iN_i}]$ for each $i$ separately where $\tilde{Y}_{ij} = Y_{ij} - X_{ij} \tilde{\beta}$. In the supplement appendix of Bai (2009), it is argued without rigorous proof that the estimated slope coefficients $\tilde{\beta}_i$ are $\sqrt{N_i T}$ consistent even when $d_{\text{max}} > d_i$ factors are estimated. Moon & Weidner (2015) studies the asymptotic property of $\tilde{\beta}$ using a different set of assumptions other than Bai (2009).

### 3.3.3 Disentangling the global and local factors

While the estimation and inference do not necessarily require separate identification of global and local factors, practitioners may, in some instances, wish to estimate $G$ and $F_i$ individually, each with its economic interpretation. As a result, it becomes necessary to estimate the multilevel factor model as follows, after obtaining $\tilde{\beta}_{bc}$:

$$
Y_{ij} - X_{ij} \tilde{\beta}_{bc} = K_i \theta_{ij} + e_{ij} = G_i \gamma_{ij} + F_i \lambda_{ij} + e_{ij}
$$

Different techniques have been devised to disentangle global and local factors. In a special case where $R = 2$, Andreou et al. (2019) propose using CCA to estimate the global factors based on the canonical correlation between $\tilde{K}_1$ and $\tilde{K}_2$ by solving the characteristic equations:

$$
\left( \tilde{S}_{12} \tilde{S}_{22}^{-1} \tilde{S}_{21} - \ell \tilde{S}_{11} \right) \nu_1 = 0 \text{ or } \left( \tilde{S}_{21} \tilde{S}_{11}^{-1} \tilde{S}_{12} - \ell \tilde{S}_{22} \right) \nu_2 = 0.
$$
3.3 Asymptotic Analysis

where $\hat{S}_{ab} (a, b = 1, 2)$ represents the covariance matrix between $\hat{K}_1$ and $\hat{K}_2$. The global factors can be estimated as $\hat{G} = \hat{K}_1 \nu_{r0}^{*}$ or $\hat{G} = \hat{K}_2 \nu_{r0}^{*}$, where $\nu_{r0}^{*}$ and $\nu_{r0}^{*}$ are matrices comprising the characteristic vectors corresponding to the $r_0$ largest characteristic roots. Subsequently, by projecting out $\hat{G}$, one can obtain $\hat{F}_i$'s by applying $PC$ to each block separately. In the case where $R \geq 2$, Breitung & Eickmeier (2016) and Choi et al. (2018) use the global factors generated by CCA as initial estimates and propose iterative estimation procedures where the global and local factors are sequentially updated given each other. However, as highlighted by Lin & Shin (2022), CCA may not always correctly identify the global factors when common local factors are present, as they might be misidentified as global factors. In such a scenario, CCA may lead to overestimation of the number of global factors and inconsistent factor estimates. Instead, Lin & Shin (2022) propose the generalised canonical correlation analysis (GCC), which extends the standard CCA by jointly dealing with the pairwise canonical correlation between any two blocks. They show that GCC outperforms existing approaches via simulation. In addition, GCC offers computational advantage as it does not involve iterations by achieving consistency in one sequential estimation. Therefore, in this article, we follow Lin & Shin (2022) to estimate the global and local factors using GCC.

Given the consistent estimates $\hat{K}_i$‘s from the minimisation of (3.2.5), we follow the generalised canonical correlation (GCC) estimation developed by Lin & Shin (2022) for the global and local factors respectively. Specifically, we construct the following $T(R - 1)R/2 \times \hat{d}^*$ system-wide matrix:

$$
\hat{\Phi} = \begin{bmatrix}
\hat{K}_1 & -\hat{K}_2 & 0 & 0 & \ldots & 0 & 0 \\
\hat{K}_1 & 0 & -\hat{K}_3 & 0 & \ldots & 0 & 0 \\
0 & 0 & 0 & 0 & \ldots & \hat{K}_{R-1} & -\hat{K}_R \\
\end{bmatrix}
$$

(3.3.12)

where $\hat{d}^* = \sum_{i=1}^{R} \hat{d}_i$ and perform a singular value decomposition (SVD) to $\hat{\Phi}$ as $\hat{\Phi} = \hat{P} \hat{\Delta} \hat{Q}'$. Let $\hat{d}_1, \ldots, \hat{d}_{\hat{r}^*}$ be the diagonal elements of $\hat{\Delta}$ in ascending order. Then, the number of global factors $r_0$ can be obtained by

$$
\hat{r}_0 = \arg \max_{k=0,\ldots,\hat{d}_{\min}} \frac{\hat{d}^2_{k+1}}{\hat{d}^2_k}, \hat{d}_{\min} = \min \left\{ \hat{d}_1, \ldots, \hat{d}_R \right\}.
$$

(3.3.13)

To deal with the case of $r_0 = 0$, we set the mock singular value as

$$
\hat{d}^2_0 = \frac{1}{C_{NT\hat{d}^*}} \sum_{k=1}^{\hat{d}^*} \hat{d}^2_k.
$$

The number of local factors can be simply obtained by $\hat{r}_i = \hat{d}_i - \hat{r}_0$ for each block $i$. The consistency of $\hat{r}_0$ and $\hat{r}_i$‘s are summarised in the following proposition:

**Proposition 3.2.** Under Assumptions 3.A–3.E, we have:

$$
\lim_{N_1, \ldots, N_R, T \to \infty} \Pr (\hat{r}_0 = r_0) = 1 \text{ and } \lim_{N_1, \ldots, N_R, T \to \infty} \Pr (\hat{r}_i = r_i) = 1
$$

Let $\hat{Q}^{r_0} = \left[ \hat{Q}_1^{r_0}, \ldots, \hat{Q}_R^{r_0} \right]'$ as the first $\hat{r}_0$ columns of $\hat{Q}$ from the above SVD, and construct the
$T \times R\hat{r}_0$ matrix, $\hat{\Psi} = [\hat{K}_1\hat{Q}_1\hat{r}_0, \ldots, \hat{K}_R\hat{Q}_R\hat{r}_0]$. We perform the eigen decomposition,

$$T^{-1}\hat{\Psi}\hat{\Psi}' = \hat{L}\hat{\Xi}\hat{L}'$$  \hspace{1cm} (3.3.14)

where $\hat{L}$ is a $T \times R\hat{r}_0$ orthonormal matrix and $\hat{\Xi}$ is a $T \times T$ diagonal matrix consisting of the eigenvalues in descending order. Then, from (3.3.14), we obtain the consistent estimator of the global factors, denoted $\hat{\Xi}$, by the $\hat{r}_0$ vectors of $\hat{L}$ corresponding to the $\hat{r}_0$ largest eigenvalues multiplied by $\sqrt{T}$. Let $\hat{Y}_{ij} = Y_{ij} - X_{ij}\hat{\beta}$ and $\hat{Y}_i = [\hat{Y}_{i1}, \ldots, \hat{Y}_{iN_i}]$. The global factor loadings can be estimated by $\hat{\Gamma}_i = (1/\sqrt{T})\Gamma_i$. Finally, let $\hat{Y}_i^G = Y_{ij} - X_{ij}\hat{\beta} - \hat{G}\hat{\gamma}_{ij}$, the local factors and loadings can be obtained by applying PC to each block $\hat{Y}_i^G = [\hat{Y}_{i1}^G, \ldots, \hat{Y}_{iN_i}^G]$. $\hat{F}_i$ is $\sqrt{T}$ multiply the $\hat{r}_i$ eigenvectors of $\hat{Y}_i^G\hat{Y}_i^{G'}$ corresponding to the $\hat{r}_i$ largest eigenvalues. The local factor loadings can be obtained by $\hat{\Lambda}_i = T^{-1}\hat{Y}_i^G\hat{F}_i$.

To guarantee the consistency of $\hat{\Gamma}_i, \hat{\Lambda}_i$ and $\hat{F}_i$, we need the asymptotic orthogonality assumption stated as follows:

**Assumption 3.G.** For every $i$, $T^{-1}K_i'K_i = \left[\Sigma_G \ 0 \ 0 \ \Sigma_{F_i}\right] + O_p(T^{-1/2})$ where $\Sigma_G$ and $\Sigma_{F_i}$ are $r_0 \times r_0$ and $r_i \times r_i$ full rank matrices.

**Proposition 3.3.**

Under Assumptions 3.A–3.E and 3.G, as $N_1,N_2,\ldots,N_R,T \to \infty$, we have:

$$\frac{1}{\sqrt{T}} \left\| \hat{G} - G\hat{H} \right\| = O_p\left(\frac{1}{C_NT}\right)$$

$$\frac{1}{\sqrt{N_i}} \left\| \hat{\Gamma}_i' - H^{-1}\Gamma_i' \right\| = O_p\left(\frac{1}{C_NT}\right)$$

$$\frac{1}{\sqrt{T}} \left\| \hat{F}_i - F_i\hat{H}_i \right\| = O_p\left(\frac{1}{C_NT}\right)$$

$$\frac{1}{\sqrt{N_i}} \left\| \hat{\Lambda}_i' - H_i^{-1}\Lambda_i' \right\| = O_p\left(\frac{1}{C_NT}\right)$$

where $\hat{H} = T^{-1/2}G'J^\circ U$ is an $r_0 \times r_0$ rotation matrix, $J^\circ = L^\circ(\Xi^\circ)^{-1}$, $\Xi^\circ$ is an $r_0 \times r_0$ diagonal matrix consisting of the $r_0$ non-zero eigenvalues of $T^{-1}GG'$ in descending order, $L^\circ$ is a $T \times r_0$ matrix of the corresponding eigenvectors, and $U$ is an $r_0 \times r_0$ orthogonal matrix. $\hat{H}_i = (\Lambda_i'\Lambda_i/N_i) (\hat{F}_i\hat{F}_i/T)$ is a $r_i \times r_i$ rotation matrix, $\hat{Y}_i = Y_i - \hat{G}\hat{\gamma}_i$. Moreover, $C_N = \min\{\sqrt{N}, \sqrt{T}\}$ with $N = \min\{N_1, N_2, \ldots, N_R\}$.

### 3.4 Estimation Algorithm

In this section, we outline the detailed algorithm for estimation:

Estimating the number of factors $d_i$: 

Step A1. Obtain the OLS estimates of $\beta$ ignoring the factors, denoted $\tilde{\beta}^{(0)}$. Fix a sufficiently large integer $d_{\text{max}}$ such that $d_{\text{max}} \geq \max_i \{d_i\}$. For each $i$, obtain the factors $\tilde{K}_i^{(0)}$ as $\sqrt{T}$ multiplied by the $d_{\text{max}}$ eigenvectors of

$$
\frac{1}{N_i T} \sum_{j=1}^{N_i} \left( Y_{ij} - X_{ij} \tilde{\beta}^{(0)} \right) \left( Y_{ij} - X_{ij} \tilde{\beta}^{(0)} \right)' .
$$

$\tilde{\beta}^{(0)}$ and $\tilde{K}_i^{(0)}$’s are the initial estimates.

Step A2. Given $\tilde{K}_i^{(\ell-1)}$ for all $i$ from the $(\ell - 1)$-th step, update the slope coefficients as

$$
\tilde{\beta}^{(\ell)} = \left( \sum_{i=1}^{R} \sum_{j=1}^{N_i} X_{ij}' M_{\tilde{K}_i^{(\ell-1)}} X_{ij} \right)^{-1} \left( \sum_{i=1}^{R} \sum_{j=1}^{N_i} X_{ij}' M_{\tilde{K}_i^{(\ell-1)}} Y_{ij} \right).
$$

Step A3. Given $\tilde{\beta}^{(\ell)}$, update $\tilde{K}_i^{(\ell)}$ for each $i$ as $\sqrt{T}$ multiplied by the $d_{\text{max}}$ eigenvectors of

$$
\frac{1}{N_i T} \sum_{j=1}^{N_i} \left( Y_{ij} - X_{ij} \tilde{\beta}^{(\ell)} \right) \left( Y_{ij} - X_{ij} \tilde{\beta}^{(\ell)} \right)' .
$$

corresponding to the $d_{\text{max}}$ largest eigenvalues in descending order.

Step A4. Repeat Step A2–A3 until convergence, and obtain the resulting $\tilde{\beta}$ and $\tilde{K}_i$ for each $i$.

Step A5. Construct the covariance matrix for each $i$ as

$$
\tilde{\Sigma}_i = \frac{1}{N_i T} \sum_{j=1}^{N_i} \left( Y_{ij} - X_{ij} \tilde{\beta} \right) \left( Y_{ij} - X_{ij} \tilde{\beta} \right)' .
$$

and obtain its $d_{\text{max}}$ largest eigenvalues, denoted $\tilde{v}_{i,1}, \ldots, \tilde{v}_{i,d_{\text{max}}}$. For each $i$, estimate $\hat{d}_i$ as

$$
\hat{d}_i = \arg\max_{k=0, \ldots, d_{\text{max}} - 1} \frac{\tilde{v}_{i,k+1}}{\tilde{v}_{i,k}} .
$$

where $\tilde{v}_{i,0} = \sum_{\ell=1}^{C_{N_i T}} \tilde{v}_{i,\ell} / \log (C_{N_i T})$ is the mock eigenvalue.

Estimating the slope coefficients and factors:

Step B1. Let $\tilde{\beta}^{(0)} = \tilde{\beta}$ and $\tilde{K}_i^{(0)} = \tilde{K}_i$ for all $i$.

Step B2. Given $\tilde{K}_i^{(\ell-1)}$ for all $i$ from the $(\ell - 1)$-th step, update the slope coefficients as

$$
\tilde{\beta}^{(\ell)} = \left( \sum_{i=1}^{R} \sum_{j=1}^{N_i} X_{ij}' M_{\tilde{K}_i^{(\ell-1)}} X_{ij} \right)^{-1} \left( \sum_{i=1}^{R} \sum_{j=1}^{N_i} X_{ij}' M_{\tilde{K}_i^{(\ell-1)}} Y_{ij} \right) .
$$

Step B3. Given $\tilde{\beta}^{(\ell)}$, update $\tilde{K}_i^{(\ell)}$ for each $i$ as $\sqrt{T}$ multiplied by the $\hat{d}_i$ eigenvectors of

$$
\frac{1}{N_i T} \sum_{j=1}^{N_i} \left( Y_{ij} - X_{ij} \tilde{\beta}^{(\ell)} \right) \left( Y_{ij} - X_{ij} \tilde{\beta}^{(\ell)} \right)' .
$$
corresponding to the $\hat{d}_i$ largest eigenvalues in descending order.

Step B4. Repeat Step 2–3 until convergence, and obtain the resulting $\hat{\beta}$ and $\hat{K}_i$ for each $i$. The bias-corrected estimator $\hat{\beta}_{bc}$ can be obtained following Theorem 3.2.

Step B5. (Optional) Apply GCC estimation following Section 3.3.3 with $r_0 + r_1$ replaced by $\hat{d}_i$ and obtain the global/local factors and loadings.

A bootstrap confidence interval:

The superscript *(b)* denotes the $b$-th realisation among $B$ bootstrap repetitions. Following Feng et al. (2023), the bootstrap procedure proceeds as follows:

Step C1. Construct a random variable $\varepsilon_i^{(b)} = \left[ \varepsilon_1^{(b)}, \ldots, \varepsilon_T^{(b)} \right]'$ from a zero mean normal distribution with covariance

$$\operatorname{Cov} \left( \varepsilon_t^{(b)}, \varepsilon_s^{(b)} \right) = \text{Bartlett} \left( \frac{T-s}{l_T} \right) \text{ for } \tau, s = 1, \ldots, T$$

where $l_T$ is a bandwidth parameter$^3$, and $\text{Bartlett}(x) = 1 - |x|$ if $|x| \leq 1$ or $\text{Bartlett}(x) = 0$ otherwise, is the Bartlett kernel function.

Step C2. For each $i$, $j$, and $t$, construct $e_{ijt}^{* (b)} = \hat{\varepsilon}_{ijt} \varepsilon_t^{(b)}$ and $y_{ijt}^{* (b)} = \hat{\varepsilon}_{ijt} \varepsilon_t^{(b)} + \hat{\theta}_{ijt}^{*} \hat{K}_{it} + e_{ijt}^{* (b)}$ where $\hat{Z}_{ijt}$ is the $t$-th row vector of $\hat{Z}_{iij} = M_{K_i} X_{ij} - N_i^{-1} \sum_{k=1}^{N_i} a_{i,kj} M_{K_i} X_{ik}$.

Step C3. Obtain the bootstrap estimator of the slope parameters by

$$\hat{\beta}^{* (b)} = \left( \sum_{i=1}^{R} \sum_{j=1}^{N_i} \hat{Z}_{ij} M_{K_i} \hat{Z}_{ij} \right)^{-1} \left( \sum_{i=1}^{R} \sum_{j=1}^{N_i} \hat{Z}_{ij} M_{K_i} Y_{ij}^{* (b)} \right)$$

Step C4. Repeat Step C1-C3 $B$ times. Construct the empirical distribution function for the $k$-th slope coefficient

$$\hat{D}_{jk}(\tau) = \frac{1}{B} \sum_{b=1}^{B} 1 \left( \sqrt{NT} \left( \hat{\beta}_{jk}^{* (b)} - \hat{\beta}_k \right) \leq \tau \right) \text{ for } k = 1, \ldots, p.$$ 

Then, the $1 - \alpha$ CI is given by

$$\left[ \hat{\beta}_k - \frac{1}{\sqrt{NT}} \hat{D}_{jk}^{-1} \left( \frac{\alpha}{2} \right), \hat{\beta}_k - \frac{1}{\sqrt{NT}} \hat{D}_{jk}^{-1} \left( 1 - \frac{\alpha}{2} \right) \right] \quad (3.4.15)$$

where $\hat{D}_{jk}^{-1}(\alpha/2)$ and $\hat{D}_{jk}^{-1}(1 - \alpha/2)$ are the inverse functions of $\hat{D}_{jk}$ evaluated at $\alpha/2$ and $1 - \alpha/2$.

3.5 Monte Carlo Simulation

In this section, we conduct simulation studies to analyse the finite sample performance of the proposed estimators. The data is generated by

$$y_{ijt} = X'_{ijt} \beta + u_{ijt}, \quad u_{ijt} = \gamma_{ij} G_t + \lambda_{ij} F_t + e_{ijt}.$$ 

$^3$We set $l_T = [T^{1/3}]$ at the order of $T^{1/3}$ following Feng et al. (2023) in our simulation and application.
The idiosyncratic errors are cross-sectionally and serially correlated as
\[ e_t = 0.2e_{t-1} + w^e_t, \quad w^e_t \sim i.i.d.N(0, \Omega_e) \]
where \( e_t = [\epsilon_{1t}, \ldots, \epsilon_{1Nt}, \ldots, \epsilon_{RNt}]' \) and the \((m, n)\) elements of \( \Omega_e \) are \( 0.2^{m-n} \). The factors follow \( AR(1) \) processes
\[
G_t = 0.5G_{t-1} + w^G_t, \quad w^G_t \sim i.i.dN(0, I_{k0})
\]
\[
F_{it} = 0.5F_{i,t-1} + w^F_{i,t}, \quad w^F_{i,t} \sim i.i.dN(0, I_{ki})
\]
and the factor loadings are drawn from \( i.i.d. \) standard normal distribution as \( \gamma_{ij} \sim i.i.d.N(0, I_{ri}) \) and \( \lambda_{ij} \sim i.i.d. N(0, I_{ri}) \). We consider \( p = 2 \) and allow the regressors to be correlated with the factor structure as
\[
x_{ijt}^1 = \gamma'_{x,ij}G_t + \lambda'_{x,ij}F_{it} + x_{ijt}, \quad \gamma_{x,ij} \sim i.i.d.N(0, I_{ro}), \quad \lambda_{x,ij} \sim i.i.d.N(0, I_{ri})
\]
and
\[
x_{ijt}^2 = |\gamma'_{ij}G_t + \lambda'_{ij}F_{it}| + \chi_{ijt}^2
\]
where \( \chi_{ijt}^k \)'s are cross-sectionally correlated such that \( \chi^k_t = [\chi^k_{11t}, \ldots, \chi^k_{1Nt}, \ldots, \chi^k_{R1t}, \ldots, \chi^k_{RNt}]' \)
is generated by
\[
\chi^k_t = 0.5\chi^{k}_{t-1} + e^k_t, \quad e^k_t \sim i.i.d.N(0, \Omega_{\chi}) \quad \text{for} \quad k = 1, 2.
\]
with covariance matrix \( \Omega_{\chi} \) whose \((m, n)\) elements are \( 0.3^{m-n} \). We fix \( \beta = [1, 1]' \), \( R = 4 \) and \( r_0 = r_i = 2 \) for all \( i \). We set \( N_1 = \cdots = N_R \) for convenience and consider the sample sizes \( N_i \in \{30, 60, 90, 120, 150\} \) and \( T \in \{40, 80, 120, 160, 200\} \). Each simulation experiment is repeated over 500 times.

We report the average bias for the bias-corrected estimators provided by MIPC, namely \( \|\hat{\beta}_{bc} - \beta\| \), and the size of the t-tests, namely the rejection rate of \( H_0: \hat{\beta}^{bc}_{pk} = \beta^k \) against \( H_1: \hat{\beta}^{bc}_{pk} \neq \beta^k \) for \( k = 1, 2 \) under 0.05 significance level. The precision of the estimated factors is evaluated by the trace ratio defined as
\[
TR(\hat{\mathbf{A}}) = \frac{\text{tr}\left\{\mathbf{A}'\hat{\mathbf{A}}\left(\hat{\mathbf{A}}'\hat{\mathbf{A}}\right)^{-1}\hat{\mathbf{A}}'\mathbf{A}\right\}}{\text{tr}\{\mathbf{A}'\mathbf{A}\}} \quad (3.5.16)
\]
where \( \hat{\mathbf{A}} \) is the estimates of \( \mathbf{A} \) and \( \text{tr}\{\cdot\} \) is the trace of a matrix. Apart from the global and local factors, we evaluate the precision of the estimated combined factors \( \hat{\mathbf{K}}^+ = [\hat{\mathbf{G}}, \hat{\mathbf{F}}_1, \ldots, \hat{\mathbf{F}}_R] \) associated with the true factors \( \mathbf{K}^+ = [\mathbf{K}^+_1, \ldots, \mathbf{K}^+_R]' \) where \( \mathbf{K}^+_i \) is defined in (3.2.3). The closer the trace ratios are to one, the more precise the factors are estimated. For the estimated numbers of factors, we report the average \( \hat{r}_0 \) and \( \hat{r}_i \) that are estimated by GCC and \( \hat{r}_i = \hat{d}_i - \hat{r}_0 \) respectively, where \( \hat{d}_i \) is determined by our approach in Section 3.3.2 with \( d_{max} = 10 \). To assess the overall selection precision, we also report the average estimated total number of factors \( \hat{r}^+ = \hat{r}_0 + \sum_{l=1}^{R} \hat{r}_l. \)
For comparison, we examine two different versions of *IPC* based on Bai (2009). The first version is the bias-corrected *IPC* that is applied to the entire data. In this version, $\hat{r}^+$ is selected by $\text{BIC}_3$ with the maximum number of factors set at 15. We also consider an infeasible version of *IPC*, denoted by *IPC*\(^\ast\), which is the same as *IPC* except that we enforce the true number of factors $r^+ = r_0 + \sum_{l=1}^R r_l$ in the estimation. We assess the bias of the slope coefficients and the size of the t-tests. Since these approaches cannot separately identify the global and local factors, the precision of the estimated combined factors $\hat{\mathbf{K}}^+$ is evaluated.

The first panel of Table 3.1 shows the average bias of the slope coefficients. It is evident that *MIPC* and *IPC*\(^\ast\) exhibit comparable performance, while *IPC* demonstrates a larger bias, particularly when $N_i$ or $T$ is small. *IPC* is only comparable with *MIPC* and *IPC*\(^\ast\) when both $N_i$ and $T$ are sufficiently large. The second and third panels of Table 3.1 present the t-test sizes given by these approaches. *IPC* is severely oversized even when both $N_i$ and $T$ become large. Although *IPC*\(^\ast\) has a small bias, it demonstrates considerable size distortion. On the contrary, *MIPC* achieves a smaller size distortion in general, as the sample size increases. Take $\hat{\beta}_1$ as an example, when $N_i = 90$, the sizes of *IPC*\(^\ast\) are 13%, 27.8%, 20.2%, and 16.2%, and 13.8% for $T = 40, 80, 120, 160, 200$ respectively, whilst the corresponding figures for *MIPC* are 13.2%, 9.2%, 8%, 7%, and 6.8%. This clearly shows that *MIPC* is superior to *IPC* and *IPC*\(^\ast\) in the presence of multilevel factors.

We now focus on the estimation of the factor structure. In the first panel of Table 3.2, we present the trace ratios of the estimated global and local factors and their corresponding dimensions. The results reveal that the global factors are accurately estimated. The trace ratio of the global factors is not very high when $N_i = 30$ and $T = 40$. This is due to the underestimation of $r_0$ in small samples. As expected, the convergence of the local factors is slower than that of the global factors, but the trace ratio increases rapidly as the sample size increases. We also observe a similar pattern for the estimated dimensions of $\hat{r}_0$ and $\hat{r}_l$. This indicates that by combining *MIPC* with *GCC*, we are able to successfully identify both global and local factors. In the second panel of Table 3.2, we report the estimated total number of factors obtained from the *MIPC*, and *IPC* with $\text{BIC}_3$. Our approach precisely estimates the true $r^+$, whereas *IPC* with $\text{BIC}_3$ fails, as discussed in Section 3.2. It tends to underestimate the true number of factors, unless both $N_i$ and $T$ are very large, leading to higher bias and size distortion, which we have demonstrated in Table 3.1. Finally, the third part of Table 3.2 presents the trace ratios of the estimated combined factors. It is observed that *IPC* performs poorly, as the dimension is always smaller. The precision of the estimated factors generated by *MIPC* and *IPC*\(^\ast\) are comparable. This suggests that the performance of *MIPC* and *GCC* in terms of estimating the combined factor space is reasonably good, and the slower convergence of the local factors does not impact the precision of the estimated combined factor space.

It is important to note that, *IPC*\(^\ast\) is implemented with the known number of factors, which is barely the case in practice. Nevertheless, in terms of inference, *MIPC* performs better than *IPC*\(^\ast\) despite the uncertainty that arises from the estimation of the number of factors.

---

\(^4\)We use the R package “phtt” for IPC estimation. See Bada & Liebl (2014) and [https://CRAN.R-project.org/package=phtt](https://CRAN.R-project.org/package=phtt).
Table 3.1: Simulation results for the slope coefficients ($R = 4$, $r_0 = r_i = 2$ for all $i$, $\beta = [1, 1]'$)

<table>
<thead>
<tr>
<th>$N_i$</th>
<th>$T$</th>
<th>$MIP C$</th>
<th>$IPC$</th>
<th>$IPC^*$</th>
<th>$MIP C$</th>
<th>$IPC$</th>
<th>$IPC^*$</th>
<th>$MIP C$</th>
<th>$IPC$</th>
<th>$IPC^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Bias $\hat{\beta} - \beta$ $\times 100$</td>
<td>$\text{Size of } \hat{\beta}^1 \times 100%$</td>
<td>$\text{Size of } \hat{\beta}^2 \times 100%$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>40</td>
<td>1.796</td>
<td>3.777</td>
<td>1.878</td>
<td>13.2</td>
<td>33.8</td>
<td>17</td>
<td>14.6</td>
<td>21.6</td>
<td>23.4</td>
</tr>
<tr>
<td>30</td>
<td>80</td>
<td>1.159</td>
<td>1.68</td>
<td>1.225</td>
<td>8.8</td>
<td>26</td>
<td>16</td>
<td>9.4</td>
<td>16.4</td>
<td>11</td>
</tr>
<tr>
<td>30</td>
<td>120</td>
<td>0.968</td>
<td>1.066</td>
<td>0.989</td>
<td>10.4</td>
<td>16.8</td>
<td>12.4</td>
<td>8.4</td>
<td>29.6</td>
<td>31</td>
</tr>
<tr>
<td>30</td>
<td>160</td>
<td>0.804</td>
<td>0.837</td>
<td>0.799</td>
<td>9.4</td>
<td>14.8</td>
<td>12.8</td>
<td>11.6</td>
<td>22</td>
<td>21.8</td>
</tr>
<tr>
<td>30</td>
<td>200</td>
<td>0.804</td>
<td>0.837</td>
<td>0.799</td>
<td>7.4</td>
<td>14.8</td>
<td>13.4</td>
<td>7.4</td>
<td>19.4</td>
<td>19.2</td>
</tr>
<tr>
<td>60</td>
<td>40</td>
<td>1.17</td>
<td>2.613</td>
<td>1.298</td>
<td>12.2</td>
<td>31.6</td>
<td>18</td>
<td>12.8</td>
<td>20.6</td>
<td>11.4</td>
</tr>
<tr>
<td>60</td>
<td>80</td>
<td>0.77</td>
<td>0.866</td>
<td>0.797</td>
<td>7.6</td>
<td>9.2</td>
<td>7</td>
<td>9.2</td>
<td>26.8</td>
<td>25.4</td>
</tr>
<tr>
<td>60</td>
<td>120</td>
<td>0.635</td>
<td>0.653</td>
<td>0.653</td>
<td>7.8</td>
<td>27</td>
<td>26.8</td>
<td>8.6</td>
<td>17.8</td>
<td>18</td>
</tr>
<tr>
<td>60</td>
<td>160</td>
<td>0.556</td>
<td>0.563</td>
<td>0.563</td>
<td>7.4</td>
<td>24.6</td>
<td>24.6</td>
<td>8.8</td>
<td>17.8</td>
<td>17.8</td>
</tr>
<tr>
<td>60</td>
<td>200</td>
<td>0.484</td>
<td>0.456</td>
<td>0.455</td>
<td>8</td>
<td>20.2</td>
<td>20.2</td>
<td>7.4</td>
<td>11.2</td>
<td>11.2</td>
</tr>
<tr>
<td>90</td>
<td>40</td>
<td>0.939</td>
<td>2.191</td>
<td>1.04</td>
<td>13.2</td>
<td>33.4</td>
<td>13</td>
<td>14.4</td>
<td>21.8</td>
<td>25.8</td>
</tr>
<tr>
<td>90</td>
<td>80</td>
<td>0.64</td>
<td>0.697</td>
<td>0.652</td>
<td>9.2</td>
<td>27.6</td>
<td>27.8</td>
<td>9.8</td>
<td>21.4</td>
<td>21</td>
</tr>
<tr>
<td>90</td>
<td>120</td>
<td>0.501</td>
<td>0.501</td>
<td>0.501</td>
<td>8</td>
<td>20.2</td>
<td>20.2</td>
<td>8.8</td>
<td>17.6</td>
<td>17.6</td>
</tr>
<tr>
<td>90</td>
<td>160</td>
<td>0.435</td>
<td>0.379</td>
<td>0.379</td>
<td>7</td>
<td>16.2</td>
<td>16.2</td>
<td>8</td>
<td>9.6</td>
<td>9.6</td>
</tr>
<tr>
<td>90</td>
<td>200</td>
<td>0.389</td>
<td>0.329</td>
<td>0.328</td>
<td>6.8</td>
<td>13.8</td>
<td>13.8</td>
<td>7.4</td>
<td>12.4</td>
<td>12.4</td>
</tr>
<tr>
<td>120</td>
<td>40</td>
<td>0.777</td>
<td>1.98</td>
<td>0.887</td>
<td>10</td>
<td>36.8</td>
<td>10.2</td>
<td>12.6</td>
<td>22.2</td>
<td>27.4</td>
</tr>
<tr>
<td>120</td>
<td>80</td>
<td>0.534</td>
<td>0.553</td>
<td>0.536</td>
<td>10</td>
<td>20.6</td>
<td>21</td>
<td>10</td>
<td>18.6</td>
<td>16.4</td>
</tr>
<tr>
<td>120</td>
<td>120</td>
<td>0.434</td>
<td>0.394</td>
<td>0.395</td>
<td>6.6</td>
<td>17.4</td>
<td>17.6</td>
<td>7.4</td>
<td>11.2</td>
<td>11.2</td>
</tr>
<tr>
<td>120</td>
<td>160</td>
<td>0.396</td>
<td>0.354</td>
<td>0.354</td>
<td>9.4</td>
<td>18.2</td>
<td>18.2</td>
<td>10.2</td>
<td>14.6</td>
<td>14.6</td>
</tr>
<tr>
<td>120</td>
<td>200</td>
<td>0.336</td>
<td>0.357</td>
<td>0.357</td>
<td>6.4</td>
<td>9.8</td>
<td>9.8</td>
<td>7</td>
<td>7.6</td>
<td>7.6</td>
</tr>
<tr>
<td>150</td>
<td>40</td>
<td>0.704</td>
<td>1.967</td>
<td>0.803</td>
<td>13.6</td>
<td>37.2</td>
<td>24.4</td>
<td>13.2</td>
<td>38.2</td>
<td>24.2</td>
</tr>
<tr>
<td>150</td>
<td>80</td>
<td>0.487</td>
<td>0.498</td>
<td>0.48</td>
<td>9.4</td>
<td>21.2</td>
<td>21.2</td>
<td>9.6</td>
<td>16.2</td>
<td>14.8</td>
</tr>
<tr>
<td>150</td>
<td>120</td>
<td>0.384</td>
<td>0.336</td>
<td>0.338</td>
<td>9.4</td>
<td>16.6</td>
<td>16.8</td>
<td>9.8</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>150</td>
<td>160</td>
<td>0.327</td>
<td>0.26</td>
<td>0.26</td>
<td>6.4</td>
<td>10.2</td>
<td>10.2</td>
<td>8.4</td>
<td>6.6</td>
<td>6.6</td>
</tr>
<tr>
<td>150</td>
<td>200</td>
<td>0.314</td>
<td>0.236</td>
<td>0.236</td>
<td>8.6</td>
<td>10.6</td>
<td>10.6</td>
<td>8</td>
<td>10.6</td>
<td>10.6</td>
</tr>
</tbody>
</table>

$r_0$ is the true number of global factors. $r_i$ is the true number of local factors in block $i$, $d_i = r_0 + r_i$, and $r^+ = r_0 + \sum_{i=1}^{R} r_i$ is the total number of factors in the model where $R$ is the number of blocks. $MIP C$ is the result based on the numbers of factors estimated by our approach. $IPC$ is Bai (2009)'s approach applied to the whole data with $\hat{r}^+$ selected by $BIC_3$ and $IPC^*$ is $IPC$ with the true number of factors $r^+$. The results of bias and size are obtained from the bias-corrected estimators for these three approaches. We set $N_1 = \cdots = N_R$ as the number of individuals in each block.
3.6 Empirical Application

Table 3.2: Simulation results for the factors \((R = 4, r_0 = r_i = 2\) for all \(i, \beta = [1, 1]\))

<table>
<thead>
<tr>
<th>(N_i)</th>
<th>(T)</th>
<th>(\hat{r}_0)</th>
<th>(\hat{r}_i)</th>
<th>(\text{MIPC})</th>
<th>(\text{TR}(\hat{G}))</th>
<th>(\text{TR}(\hat{F}_i))</th>
<th>(\hat{r}^+)</th>
<th>(\text{MIPC})</th>
<th>(\text{IPC})</th>
<th>(\text{TR}(\hat{K}^+))</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>40</td>
<td>1.886(0.108)</td>
<td>2.071(0.106/2.2)</td>
<td>0.95</td>
<td>0.888</td>
<td>10.17(10.22)</td>
<td>3.018(0.999)</td>
<td>0.888</td>
<td>0.461</td>
<td>0.98</td>
</tr>
<tr>
<td>30</td>
<td>80</td>
<td>1.992(0.08)</td>
<td>2.006(0.8/0.2)</td>
<td>0.989</td>
<td>0.931</td>
<td>10.014(0.8/0.2)</td>
<td>7.998(0.80/2)</td>
<td>0.979</td>
<td>0.86</td>
<td>0.978</td>
</tr>
<tr>
<td>30</td>
<td>120</td>
<td>1.996(0.4)</td>
<td>2.003(0.4/0.2)</td>
<td>0.99</td>
<td>0.944</td>
<td>10.026(0.4/0.2)</td>
<td>7.944(0.028)</td>
<td>0.977</td>
<td>0.97</td>
<td>0.996</td>
</tr>
<tr>
<td>30</td>
<td>160</td>
<td>1.998(0.02)</td>
<td>2.001(0.2/0.2)</td>
<td>0.991</td>
<td>0.95</td>
<td>10.02(0.2/0.2)</td>
<td>7.88(0.104)</td>
<td>0.975</td>
<td>0.97</td>
<td>0.977</td>
</tr>
<tr>
<td>30</td>
<td>200</td>
<td>0(0)</td>
<td>0(0)</td>
<td>0</td>
<td>0.992</td>
<td>0.955</td>
<td>10(0)</td>
<td>7.94(0.5)</td>
<td>0.977</td>
<td>0.973</td>
</tr>
<tr>
<td>60</td>
<td>40</td>
<td>1.998(0.02)</td>
<td>2.002(0.2/0)</td>
<td>0.995</td>
<td>0.909</td>
<td>10.004(0.2/0)</td>
<td>3.114(0.100)</td>
<td>0.991</td>
<td>0.428</td>
<td>0.99</td>
</tr>
<tr>
<td>60</td>
<td>80</td>
<td>0(0)</td>
<td>0(0)</td>
<td>0</td>
<td>0.996</td>
<td>0.946</td>
<td>10(0)</td>
<td>7.945(0.428)</td>
<td>0.996</td>
<td>0.965</td>
</tr>
<tr>
<td>60</td>
<td>120</td>
<td>0(0)</td>
<td>0(0)</td>
<td>0</td>
<td>0.996</td>
<td>0.96</td>
<td>10(0)</td>
<td>7.992(0.8)</td>
<td>0.998</td>
<td>0.989</td>
</tr>
<tr>
<td>60</td>
<td>160</td>
<td>0(0)</td>
<td>0(0)</td>
<td>0</td>
<td>0.996</td>
<td>0.966</td>
<td>10(0)</td>
<td>10(0)</td>
<td>0.998</td>
<td>0.989</td>
</tr>
<tr>
<td>60</td>
<td>200</td>
<td>0(0)</td>
<td>0(0)</td>
<td>0</td>
<td>0.996</td>
<td>0.97</td>
<td>10(0)</td>
<td>10(0)</td>
<td>0.998</td>
<td>0.989</td>
</tr>
<tr>
<td>90</td>
<td>40</td>
<td>0(0)</td>
<td>0(0)</td>
<td>0</td>
<td>0.997</td>
<td>0.912</td>
<td>9.998(0.2/0)</td>
<td>3.112(0.100)</td>
<td>0.994</td>
<td>0.481</td>
</tr>
<tr>
<td>90</td>
<td>80</td>
<td>0(0)</td>
<td>0(0)</td>
<td>0</td>
<td>0.998</td>
<td>0.951</td>
<td>10(0)</td>
<td>7.969(0.256)</td>
<td>0.993</td>
<td>0.981</td>
</tr>
<tr>
<td>90</td>
<td>120</td>
<td>0(0)</td>
<td>0(0)</td>
<td>0</td>
<td>0.998</td>
<td>0.964</td>
<td>10(0)</td>
<td>10(0)</td>
<td>0.993</td>
<td>0.993</td>
</tr>
<tr>
<td>90</td>
<td>160</td>
<td>0(0)</td>
<td>0(0)</td>
<td>0</td>
<td>0.998</td>
<td>0.97</td>
<td>10(0)</td>
<td>10(0)</td>
<td>0.993</td>
<td>0.993</td>
</tr>
<tr>
<td>90</td>
<td>200</td>
<td>0(0)</td>
<td>0(0)</td>
<td>0</td>
<td>0.998</td>
<td>0.975</td>
<td>10(0)</td>
<td>10(0)</td>
<td>0.993</td>
<td>0.993</td>
</tr>
<tr>
<td>120</td>
<td>40</td>
<td>0(0)</td>
<td>0(0)</td>
<td>0</td>
<td>0.998</td>
<td>0.914</td>
<td>10(0)</td>
<td>2.862(0.100)</td>
<td>0.996</td>
<td>0.447</td>
</tr>
<tr>
<td>120</td>
<td>80</td>
<td>0(0)</td>
<td>0(0)</td>
<td>0</td>
<td>0.998</td>
<td>0.951</td>
<td>10(0)</td>
<td>7.74(0.196)</td>
<td>0.995</td>
<td>0.986</td>
</tr>
<tr>
<td>120</td>
<td>120</td>
<td>0(0)</td>
<td>0(0)</td>
<td>0</td>
<td>0.998</td>
<td>0.966</td>
<td>10(0)</td>
<td>7.998(0.2)</td>
<td>0.995</td>
<td>0.995</td>
</tr>
<tr>
<td>120</td>
<td>160</td>
<td>0(0)</td>
<td>0(0)</td>
<td>0</td>
<td>0.998</td>
<td>0.973</td>
<td>10(0)</td>
<td>10(0)</td>
<td>0.995</td>
<td>0.995</td>
</tr>
<tr>
<td>120</td>
<td>200</td>
<td>0(0)</td>
<td>0(0)</td>
<td>0</td>
<td>0.998</td>
<td>0.977</td>
<td>10(0)</td>
<td>10(0)</td>
<td>0.995</td>
<td>0.995</td>
</tr>
<tr>
<td>150</td>
<td>40</td>
<td>1.998(0.02)</td>
<td>2.002(0.2/0)</td>
<td>0.998</td>
<td>0.914</td>
<td>10.004(0.2/0)</td>
<td>2.696(0.100)</td>
<td>0.997</td>
<td>0.43</td>
<td>0.996</td>
</tr>
<tr>
<td>150</td>
<td>80</td>
<td>0(0)</td>
<td>0(0)</td>
<td>0</td>
<td>0.999</td>
<td>0.953</td>
<td>10(0)</td>
<td>8.16(0.166)</td>
<td>0.996</td>
<td>0.989</td>
</tr>
<tr>
<td>150</td>
<td>120</td>
<td>0(0)</td>
<td>0(0)</td>
<td>0</td>
<td>0.999</td>
<td>0.967</td>
<td>10(0)</td>
<td>10(0)</td>
<td>0.996</td>
<td>0.996</td>
</tr>
<tr>
<td>150</td>
<td>160</td>
<td>0(0)</td>
<td>0(0)</td>
<td>0</td>
<td>0.999</td>
<td>0.973</td>
<td>10(0)</td>
<td>10(0)</td>
<td>0.996</td>
<td>0.996</td>
</tr>
<tr>
<td>150</td>
<td>200</td>
<td>0(0)</td>
<td>0(0)</td>
<td>0</td>
<td>0.999</td>
<td>0.978</td>
<td>10(0)</td>
<td>10(0)</td>
<td>0.996</td>
<td>0.996</td>
</tr>
</tbody>
</table>

The average \(\hat{r}_0\), \(\hat{r}_i\), and \(\hat{r}^+\) over 1000 replications are reported with the figures inside the parenthesis, \((O(U))\), indicating the percentage of overestimation and underestimation. \(r_0\) is the true number of global factors, \(r_i\) is the true number of local factors in block \(i\), \(d_i = r_0 + r_i\), and \(r^+ = r_0 + \sum_{k=1}^{R} r_i\) is the total number of factors in the model. \(\hat{r}_0\) is estimated by GCC and \(\hat{r}_i = d_i - \hat{r}_0\) where \(d_i\) is determined by our approach. For \(MIPC\), \(\hat{r}^+ = \hat{r}_0 + \sum_{k=1}^{R} \hat{r}_i\). \(IPC\) is Bai (2009)’s approach applied to the whole data with \(\hat{r}^+\) selected by BIC3 and \(IPC^*\) is \(IPC\) with true number of factors \(r^+ = \sum_{k=1}^{R} r_i\). We set \(r_1 = \cdots = r_R\) where \(R\) is the number of blocks. We set \(N_1 = \cdots = N_R\) as the number of individuals in each block. \(TR(\cdot)\) is the trace ratio defined in (3.5.16). The closer the trace ratio is to one, the more precise the estimated factors are. \(\hat{K}^+\) is the estimated version of the combined factors \(K^+ = [K_1^+, \ldots, K_R^+]^T\) where \(K_i^+\) is defined in (3.2.3).

3.6 Empirical Application

The literature has long debated the connection between energy use and economic expansion. For example, urbanisation and industrialisation are two economic processes that heavily rely on energy use. As a result, energy economists argue that classic growth theories neglect energy as an important economic driver and that energy should be incorporated into the production function. Meanwhile, the externality of energy use has grown to be a significant global concern. How much limiting energy use will have on economic growth may be of importance to policymakers. Therefore, assessing their relationship has significant policy-making ramifications.
3.6 Empirical Application

Previous studies have employed techniques including cointegration analysis and the Granger Causality test to both time series and panel data. See Ozturk (2010) for a comprehensive review. Not until recently, the cross-section correlation between the error terms has drawn the attention of the researchers. In the panel ARDL context, a CD (cross-section dependence) test is often rejected, suggesting that the inference may be invalid for the panel data models if it is not appropriately dealt with (e.g. Damette & Seghir (2013) and Jalil (2014)). Numerous studies find that global and local business synchronisations have led to such cross-country correlation. Rodríguez-Caballero (2022) proposes a panel regression model with a multilevel factor structure to address this concern. Following his empirical specification, we estimate the following model:

$$\Delta \ln GDP_{ijt} = \beta^1 \Delta \ln EC_{ijt} + \beta^2 \Delta \ln K_{ijt} + \gamma'_{ij} G_t + \lambda'_{ij} F_t + \epsilon_{ijt} \quad (3.6.17)$$

where $GDP$ is the per capita GDP (current US$), $K$ is the capital formation (current US$), and $EC$ is the energy consumption (kWh per capita). All the variables are log-differenced to achieve stationarity. Since the fixed effects and time effects are absorbed in the multilevel factors, practitioners do not have to choose which one should be used. The indices $i = 1, 2, 3, 4$ represents the four regions, namely Asia and Pacific, Europe, Africa, and The Americas, $j$ represents the countries in the corresponding regions, and $t$ is the time index covering the years from 1972 to 2014. We end up with a balanced panel data where $R = 4, \{N_i\}_i = \{21, 19, 18, 22\}, N = 80,$ and $T = 43$.\(^5\) As opposed to Rodríguez-Caballero (2022), we use a differenced version of the regression to circumvent the potential non-stationarity in the variables. However, the interpretation of the slope coefficients is the same in that $\beta^1$ and $\beta^2$ are the partial elasticity of the production on energy consumption and capital. For comparison, we also report the estimation results from a fixed effect model, a two-way fixed effect model, Bai’s IPC estimation, and our (bias-corrected) MIPC estimation.

The results of the estimation are presented in Table 3.3, where the first panel displays the estimated slope coefficients, and the second panel shows the number of factors. Initially, we performed a regression (3.6.17) using IPC with the number of factors determined by BIC3, as displayed in the third column of Table 3.3. However, no factor was detected so IPC reduces to OLS. Therefore, we proceeded to estimate a fixed effect model and a two-way fixed effect model, as shown in the first two columns. The inclusion of fixed effects resulted in a reduction of the partial elasticity of energy consumption from 0.209 to 0.121, and a slight decrease in the partial elasticity of capital. Furthermore, the coefficients became even smaller after adding time effects compared to the fixed effect model. We then moved on to MIPC estimation. No global factor is detected. Meanwhile, $\{\hat{r}_i\}_i = \{1, 1, 4, 2\}$ regional factors are selected for Asia Pacific, Europe, Africa, and The Americas respectively, as shown in Column four. The coefficient for energy consumption is 0.172, which is notably higher than that reported by the additive effect models, while the coefficient for capital formation is 0.392. To provide a comparison, column five displays the IPC estimates using the same total number of factors $\hat{r}^+ = 8$, and the slope coefficients are similar to those generated by MIPC.

\(^5\)Our data sources from the World Bank: [https://databank.worldbank.org/source/world-development-indicators#](https://databank.worldbank.org/source/world-development-indicators#). We keep all the countries with less than 10 missing observations from 1971 to 2014. The missing values are imputed by the EM algorithm applied to each variable in the same region. We use the R package “mvdalab” to implement the EM algorithm.
Based on the above findings, it can be concluded that the energy effect is underestimated by FE models compared to the IFE models.

Table 3.3: Empirical results for the energy consumption and economic growth regression

<table>
<thead>
<tr>
<th></th>
<th>FE</th>
<th>Twoway FE</th>
<th>IPC</th>
<th>MIPC</th>
<th>IPC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Slope coefficients</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$d \ln EC$</td>
<td>0.121</td>
<td>0.094</td>
<td>0.209</td>
<td>0.172</td>
<td>0.151</td>
</tr>
<tr>
<td></td>
<td>(0.023)</td>
<td>(0.022)</td>
<td>(0.034)</td>
<td>(0.033)</td>
<td>(0.021)</td>
</tr>
<tr>
<td>$d \ln K$</td>
<td>0.451</td>
<td>0.399</td>
<td>0.474</td>
<td>0.392</td>
<td>0.370</td>
</tr>
<tr>
<td></td>
<td>(0.008)</td>
<td>(0.008)</td>
<td>(0.019)</td>
<td>(0.012)</td>
<td>(0.012)</td>
</tr>
<tr>
<td>Number of factors</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Global</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Africa</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The Americas</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>0</td>
<td>8</td>
<td>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Method</td>
<td>$BIC_3$</td>
<td>$MIPC&amp;GCC$</td>
<td>fixed</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The table shows the estimation results from the regression in (3.6.17). Each entry of the first panel shows the estimated coefficient with standard error in the parenthesis. The second panel shows the number of factors in each model and the corresponding selection criteria. For $IPC$, the total number of factors is either estimated by $BIC_3$ or fixed. For $MIPC$, $\hat{d}_i$ is estimated by our approach with $d_{max} = 5$ and $\hat{r}_0$ is estimated by GCC. The number of local factors $\hat{r}_i$ is obtained by $\hat{r}_i = \hat{d}_i - \hat{r}_0$. 
3.7 Conclusion

In this article, we consider a multi-dimensional panel data model with multilevel factors in the context of large numbers of cross-sections and time observations. The multilevel factor components capture the interactive fixed effects induced by the global factors that are pervasive across all individuals as well as the interactive fixed effects due to the local factors that are block-specific.

We develop a multilevel iterative principal component \((MIPC)\) method for estimation by iteratively updating between the slope coefficients and factors, given one another. Under a finite number of blocks, our approach is able to produce consistent estimates of the slope coefficients, factors, and loadings. To determine the numbers of factors, we propose a model selection criteria based on the eigenvalue ratios. In addition, given consistent factor estimates from each block, we apply the generalised canonical correlation estimation developed by Lin & Shin (2022) to the to separately identify the global and local factors. In the asymptotic analysis, we show the consistency of our estimates and establish the asymptotic normality of the bias-corrected estimator for the slope coefficients. A dependent wild bootstrap is employed for inference which accounts for the cross-sectional and serial correlation in the idiosyncratic errors. The Monte Carlo simulation demonstrates good finite sample performance of \(MIPC\) compared to Bai (2009)’s \(IPC\) in the presence of multilevel factor structure. We apply our model to study the energy consumption and economic growth nexus using a cross-country panel data categorised by regions.

There are several possible extensions. First, it would be interesting to incorporate spatial effects in the model. Such a model features both strong local dependence caused by local factors and weak local dependence evolving from spatial diffusion. Second, it is possible to extend the least squares estimation advanced by Moon & Weidner (2017) to our multilevel factor case which enables low-rank regressors such as time-invariant regressors and observed common factors regressors such as time-invariant regressors and observed common factors.
Conclusions

This thesis aims to make contributions to modelling a high-dimensional panel data with a multilevel factor structure. In Chapter 1, we have developed two new selection criteria, namely the canonical correlation difference ($CCD$) and modified canonical correlation ($MCC$) to consistently estimate the number of global factors. In Chapter 2, we have advanced the generalized canonical correlation ($GCC$) estimation and established inferential theory for the multilevel factor model. Chapter 3 considers a panel regression model with an unobserved multilevel factor structure and proposes the bias corrected multilevel iterative principal component ($MIPC$) estimator and inferential theory. Monte Carlo experiments have demonstrated the good finite performance of the proposed methods. We have further showcased the utility of our approaches by applying them to several macroeconomics and finance applications. Thus, this thesis offers a comprehensive framework for theoretical and empirical analysis of the high-dimensional panel data with a multilevel factor structure.

In particular, we aim to apply/modify our approaches to address several important empirical research topics. One area of interest is asset pricing, where the ever-expanding “factor zoo” has sparked concerns about the presence of spurious pricing factors (Feng et al. (2020)). To tackle this issue, we can develop a formal test based on the $GCC$ to examine whether a set of new factors spans the same space as the existing observable/unobserved factors. Additionally, another interesting application is to investigate the commonality among different groups of observable factors (Harvey et al. (2016)).

Furthermore, there are several prospect for methodological extensions. Firstly, the $GCC$ approach can be readily applied to more complicated factor structures, such as block structures with multiple layers of classification. Secondly, one could consider non-stationary multilevel factors, although this would bring forth new challenges in terms of identification and inference. Lastly, it would be intriguing to combine spatial effects with multilevel factors, allowing for a joint consideration of both strong and weak local dependence.
Appendix A

Appendix to Chapter 1

A.1 Lemmas and Proofs

Lemma A.1.1. Let \( \hat{\mathbf{K}}_i = (M_i T)^{-1} \mathbf{Y}_i \mathbf{Y}' \mathbf{K}_i \). Under Assumption A–D, as \( M_i, T \to \infty \), we have:

\[
\frac{1}{\sqrt{T}} \left\| \hat{\mathbf{K}}_i - \mathbf{K}_i \mathbf{H}_i \right\| = O_p \left( \frac{1}{\delta M_i T} \right), \quad i = 1, \ldots, R,
\]

where \( \mathbf{H}_i \) is the \( r_{\text{max}} \times (r_0 + r_i) \) rotation matrix, \( \delta M_i T = \min \left\{ \sqrt{M_i}, \sqrt{T} \right\} \) and \( M_i \) is the number of individuals in block \( i \).

Proof. Since Assumptions A–D in Bai & Ng (2002) are satisfied, the stated result follows directly from Theorem 1 of Bai & Ng (2002).

Q.E.D.

For any two blocks \( m \) and \( h \), we apply the PC estimator to (1.3.5), and obtain consistent estimators of \( \mathbf{K}_m = [\mathbf{G}, \mathbf{F}_m] \) and \( \mathbf{K}_h = [\mathbf{G}, \mathbf{F}_h] \), denoted \( \hat{\mathbf{K}}_m \) and \( \hat{\mathbf{K}}_h \). Let \( \ell_{m h, r} \) be the \( r \)-th largest squared canonical correlation between \( \hat{\mathbf{K}}_m \) and \( \hat{\mathbf{K}}_h \), which is given by the \( r \)-th largest characteristic root of

\[
\left( \hat{\mathbf{S}}_{m h} \hat{\mathbf{S}}_{h h}^{-1} \hat{\mathbf{S}}_{h m} - \ell \hat{\mathbf{S}}_{m m} \right) \mathbf{v} = 0,
\]

where \( \hat{\mathbf{S}}_{ab} (a, b = m, h) \) denotes the sample variance/covariance matrices for \( \hat{\mathbf{K}}_m \) and \( \hat{\mathbf{K}}_h \). Since \( (1/\sqrt{T}) \hat{\mathbf{K}}_m \) is the eigenvector matrix corresponding to the \( r_{\text{max}} \) largest eigenvalues of \( \mathbf{Y}_m \mathbf{Y}'_m \), we have:

\[
\frac{1}{M_m T} \mathbf{Y}_m \mathbf{Y}'_m \frac{1}{\sqrt{T}} \hat{\mathbf{K}}_m = \frac{1}{\sqrt{T}} \hat{\mathbf{K}}_m \mathbf{V}_m
\]

where \( \mathbf{V}_m \) is an \( r_{\text{max}} \times r_{\text{max}} \) diagonal matrix consisting of the \( r_{\text{max}} \) largest eigenvalues of \( \mathbf{Y}_m \mathbf{Y}'_m \) in descending order divided by \( M_m T \). This implies that \( \hat{\mathbf{K}}_m \mathbf{V}_m = \hat{\mathbf{K}}_m \). Similarly, we obtain \( \hat{\mathbf{K}}_h \mathbf{V}_h = \hat{\mathbf{K}}_h \) for block \( h \). Since \( r_{\text{max}} < \min \{M_m, T\} \) \( (r_{\text{max}} < \min \{M_h, T\}) \), the diagonal elements of \( \mathbf{V}_m (\mathbf{V}_h) \) are non-zero. This implies that \( \mathbf{V}_m (\mathbf{V}_h) \) is of full rank, though some diagonal elements
may be very small. The canonical correlations between \( \hat{K}_m \) and \( \hat{K}_h \) are equal to those between \( \tilde{K}_m \) and \( \tilde{K}_h \), because the canonical correlations between two sets of variables are invariant to full rank transformations, see Theorem 12.2.2 in Anderson (2003). Therefore, we will study the limiting behaviour of the canonical correlations between \( \hat{K}_m \) and \( \hat{K}_h \) instead of those between \( \tilde{K}_m \) and \( \tilde{K}_h \). This enables us to employ Lemma A.1.1 subsequently.

**Proof of Lemma 1.1.** For any two blocks \( m \) and \( h \), the population covariance between \( K_{mt} \) and \( K_{ht} \) can be expressed as

\[
\text{Var}\left( \begin{bmatrix} K_{mt} \\ K_{ht} \end{bmatrix} \right) = \begin{bmatrix} \Sigma_{mm} & \Sigma_{mh} \\ \Sigma_{hm} & \Sigma_{hh} \end{bmatrix} = \begin{bmatrix} \Sigma_G & 0 & \Sigma_G & 0 \\ 0 & \Sigma_{Fm} & 0 & 0 \\ \Sigma_G & 0 & \Sigma_G & 0 \\ 0 & 0 & 0 & \Sigma_{Fh} \end{bmatrix} \tag{A.1.1}
\]

where \( \Sigma_G, \Sigma_{Fm} \) and \( \Sigma_{Fh} \) are defined in Assumption C. Without loss of generality, we assume \( r_m \leq r_h \). Using (A.1.1), we can rewrite the characteristic equation,

\[
\left( \Sigma_{mh} \Sigma_{hh}^{-1} \Sigma_{hm} - \rho \Sigma_{mm} \right) v = 0 \tag{A.1.2}
\]

as

\[
\begin{bmatrix} \Sigma_G - \rho \Sigma_G & 0 \\ 0 & -\rho \Sigma_{Fm} \end{bmatrix} v = 0,
\]

where \( \rho_{mh,r} \) is the \( r \)-th largest squared canonical correlation between \( K_m \) and \( K_h \). It is clear that \( \rho_{mh,1} = \cdots = \rho_{mh,r_0} = 1 \) are the characteristic roots with multiplicity \( r_0 \), while \( \rho_{mh,r_0+1} = \cdots = \rho_{mh,r_m} = 0 \) are the characteristic roots with multiplicity, \( r_m \). Since this holds for all \( m \) and \( h \), we simply let \( \rho_r = \rho_{mh,r} \). The characteristic vector corresponding to the \( r \)-th eigenvalue is \( v_r = [0, \ldots, 0, 1, 0, \ldots, 0] \), which is the unit vector with the \( r \)-th element being 1 and 0 otherwise.

Since \( r_{\text{max}} \geq r_0 + r_i \) for all \( i \) by construction, \( H_m \) and \( H_h \) are not of full column rank. This renders the variance-covariance matrices for the rotated factors \( H_m' K_{mt} \) and \( H_h' K_{ht} \), becoming singular as follows:

\[
\text{Var}\left( \begin{bmatrix} H_m' K_{mt} \\ H_h' K_{ht} \end{bmatrix} \right) = \begin{bmatrix} H_m' \Sigma_{mm} H_m & H_m' \Sigma_{mh} H_h \\ H_h' \Sigma_{hm} H_m & H_h' \Sigma_{hh} H_h \end{bmatrix} \tag{A.1.3}
\]

where both \( H_m' \Sigma_{mm} H_m \) and \( H_h' \Sigma_{hh} H_h \) are the singular matrices. Consider the characteristic equation between the rotated factors as

\[
\left[ H_m' \Sigma_{mh} H_h (H_h' \Sigma_{hh} H_h)^{-1} H_h' \Sigma_{hm} H_m - \rho H_m' \Sigma_{mm} H_m \right] u = 0 \tag{A.1.4}
\]

where \( (H_h' \Sigma_{hh} H_h)^{-1} \) is the Moore-Penrose inverse of \( H_h' \Sigma_{hh} H_h \). Using the property of Moore-
Penrose inverse, we have:

$$H_h \left( H_h' \Sigma_{hh} H_h \right)^{-1} H_h' = \Sigma_{hh}^{-1}$$

which holds if $H_h$ has full row rank. Then, (A.1.4) becomes:

$$H_m' \left( \Sigma_{mh} - \rho \Sigma_{mm} \right) H_m u = 0. \quad (A.1.5)$$

Using (A.1.1), we rewrite (A.1.5) as

$$H_m' \left[ \Sigma_G - \rho \Sigma_G \atop 0 \atop -\rho \Sigma_{Fm} \right] H_m u = 0$$

which shows that both (A.1.2) and (A.1.4) will produce the same non-zero eigenvalues.

We now consider the following spectral decompositions:

$$H_m' \Sigma_{mm} H_m = P \Delta_m P' \quad \text{and} \quad H_h' \Sigma_{hh} H_h = Q \Delta_h Q'$$

where $\Delta_m(\Delta_h)$ is a diagonal matrix of eigenvalues of $H_m' \Sigma_{mm} H_m (H_h' \Sigma_{hh} H_h)$, $P(Q)$ is an orthogonal matrix whose columns are standardized eigenvectors associated with the diagonal entries of $\Delta_m(\Delta_h)$. As the rank of $H_m' \Sigma_{mm} H_m (H_h' \Sigma_{hh} H_h)$ is $r_0 + r_m \leq r_{\max}(r_0 + r_h \leq r_{\max})$ asymptotically, we rewrite the above equation as

$$H_m' \Sigma_{mm} H_m = \begin{bmatrix} P_1 & P_2 \end{bmatrix} \begin{bmatrix} \Delta_1^2 & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} P_1 & P_2 \end{bmatrix}' \quad (A.1.6)$$

$$H_h' \Sigma_{hh} H_h = \begin{bmatrix} Q_1 & Q_2 \end{bmatrix} \begin{bmatrix} \Delta_2^2 & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} Q_1 & Q_2 \end{bmatrix}'$$

where $P_1$ and $P_2$ are $r_{\max} \times (r_0 + r_m)$ and $r_{\max} \times [r_{\max} - (r_0 + r_m)]$ orthogonal matrices, and similarly for $Q_1$ and $Q_2$. Now, consider the $(r_0 + r_m) \times (r_0 + r_h)$ matrix, $\Delta_1^{-1} P_1' (H_m' \Sigma_{mh} H_h) Q_1 \Delta_2^{-1}$, whose singular value decomposition is given by (see Rao (1981))

$$\Delta_1^{-1} P_1' (H_m' \Sigma_{mh} H_h) Q_1 \Delta_2^{-1} = W \begin{bmatrix} R^{1/2} & 0 \end{bmatrix} D' \quad (A.1.7)$$

where $W$ is an $(r_0 + r_m) \times (r_0 + r_m)$ orthonormal matrix, $D$ an $(r_0 + r_h) \times (r_0 + r_h)$ orthonormal matrix and $R$ the $(r_0 + r_m) \times (r_0 + r_m)$ diagonal matrix given by $R = \text{diag}(\rho_1, \ldots, \rho_{r_0}, \rho_{r_0 + 1}, \ldots, \rho_{r_0 + r_m}) = \text{diag}(1, \ldots, 1, 0, \ldots, 0).$\(^2\)

\(^1\)We use two properties of the Moore-Penrose inverse. (1) Let $A \in R^{m \times n}$ and $B \in R^{n \times p}$. If $A$ has full column rank and $B$ has full row rank, then $(AB)^{-} = B^{-} A^{-}$. (2) If $A$ has full column rank, then $A^{-} A = I$. If $A$ has full row rank, then $A A^{-} = I$.

\(^2\)Notice that $R$ contains the same non-zero roots as in (A.1.4), see Rao (1981).
Define the full rank matrices,
\[ A = [P_1 \Delta_1^{-1} W, P_2] \quad \text{and} \quad B = [Q_1 \Delta_2^{-1} D, Q_2] \] (A.1.8)

Combining (A.1.6), (A.1.7) and (A.1.8), it is straightforward to show that
\[
\text{Var}
\begin{pmatrix}
  A' H_m K_{mt} \\
  B' H_h K_{ht}
\end{pmatrix}
= \begin{bmatrix}
  \mathbf{I}_{r_0 + r_m} & 0 & R_{1/2} & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 \\
  R_{1/2} & 0 & \mathbf{I}_{r_0 + r_m} & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0
\end{bmatrix} (A.1.9)
\]

From (A.1.9), we obtain the characteristic equation between \( A' H_m K_{mt} \) and \( B' H_h K_{ht} \) by
\[
\begin{pmatrix}
  A' H_m \Sigma_{mh} H_h B \\
  B' H_h \Sigma_{hh} H_h B
\end{pmatrix} - \rho A' H_m \Sigma_{mn} H_m A \\
\begin{pmatrix}
  \mathbf{I}_{r_0 + r_m} & 0 & R_{1/2} & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 \\
  R_{1/2} & 0 & \mathbf{I}_{r_0 + r_m} & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]
\[ u = 0 \] (A.1.10)

Hence,
\[
\begin{pmatrix}
  \mathbf{R} & 0 \\
  0 & 0
\end{pmatrix} - \rho\begin{pmatrix}
  \mathbf{I}_{r_0 + r_m} & 0 \\
  0 & 0
\end{pmatrix} u = 0
\]

\[ u = 0 \] (A.1.10)

Obviously, (A.1.10) has the same characteristic roots from (A.1.4) and the same non-zero characteristic roots from (A.1.2), consequently.

Now, we consider the sample covariance matrix for \( e K_m \) and \( e K_h \) given by
\[
\text{Var}
\begin{pmatrix}
  \tilde{K}_m \\
  \tilde{K}_h
\end{pmatrix}
= \frac{1}{T}
\begin{bmatrix}
  \tilde{K}_m' \tilde{K}_m & \tilde{K}_m' \tilde{K}_h \\
  \tilde{K}_h' \tilde{K}_m & \tilde{K}_h' \tilde{K}_h
\end{bmatrix}
= \begin{bmatrix}
  \tilde{S}_{mm} & \tilde{S}_{mh} \\
  \tilde{S}_{hm} & \tilde{S}_{hh}
\end{bmatrix}
\]

Consider the full rank transformation \( \tilde{K}_m A \) and \( \tilde{K}_h B \), where \( A \) and \( B \) are defined in (A.1.8).

The canonical correlations between them are equivalent to those between \( \tilde{K}_m \) and \( \tilde{K}_h \). By Lemma A.1.1, we obtain: \( A' \tilde{S}_{mm} A \xrightarrow{p} A' H_m \Sigma_{mm} H_m A \), \( B' \tilde{S}_{hh} B \xrightarrow{p} B' H_h \Sigma_{hh} H_h B \) and \( A' \tilde{S}_{mh} B \xrightarrow{p} A' H_m \Sigma_{mh} H_h B \). Let \( M = \min\{M_m, M_h\} \) and \( \delta_{MT} = \min\{\sqrt{M}, \sqrt{T}\} \). Applying (A.1.9) and Lemma A.1.1, we can rewrite these transformed variance/covariance matrices as
\[
A' \tilde{S}_{mm} A = \begin{bmatrix}
I_{r_0 + r_m} + O_p \left( \delta_{MT}^{-2} \right) & O_p \left( \delta_{MT}^{-2} \right) \\
O_p \left( \delta_{MT}^{-2} \right) & O_p \left( \delta_{MT}^{-2} \right)
\end{bmatrix}
\]
\[
\begin{align*}
\mathbf{B}'\mathbf{\tilde{S}}_{hh}\mathbf{B} &= \begin{bmatrix}
\mathbf{I}_{r_0 + r_m} + O_p\left(\frac{\delta^2_{\Delta T}}{M_T}\right) & O_p\left(\frac{\delta^2_{\Delta T}}{M_T}\right) & O_p\left(\frac{\delta^2_{\Delta T}}{M_T}\right) \\
O_p\left(\frac{\delta^2_{\Delta T}}{M_T}\right) & \mathbf{I}_{r_h - r_m} + O_p\left(\frac{\delta^2_{\Delta T}}{M_T}\right) & O_p\left(\frac{\delta^2_{\Delta T}}{M_T}\right) \\
O_p\left(\frac{\delta^2_{\Delta T}}{M_T}\right) & O_p\left(\frac{\delta^2_{\Delta T}}{M_T}\right) & O_p\left(\frac{\delta^2_{\Delta T}}{M_T}\right)
\end{bmatrix} \\
\text{and} \\
\mathbf{A}'\mathbf{\tilde{S}}_{mh}\mathbf{B} &= \begin{bmatrix}
\mathbf{R}^{1/2} + O_p\left(\frac{\delta^2_{\Delta T}}{M_T}\right) & O_p\left(\frac{\delta^2_{\Delta T}}{M_T}\right) \\
O_p\left(\frac{\delta^2_{\Delta T}}{M_T}\right) & O_p\left(\frac{\delta^2_{\Delta T}}{M_T}\right)
\end{bmatrix}
\end{align*}
\]

Notice that the Moore-Penrose inverse of the lower \([r_{\max} - (r_0 + r_m)] \times [r_{\max} - (r_0 + r_m)]\) block of \(\mathbf{B}'\mathbf{\tilde{S}}_{hh}\mathbf{B}\) does not converge to \(\begin{bmatrix}
\mathbf{I}_{r_h - r_m} & 0 \\
0 & 0
\end{bmatrix}\), because

\[
\text{rank}\left(\begin{bmatrix}
\mathbf{I}_{r_h - r_m} + O_p\left(\frac{\delta^2_{\Delta T}}{M_T}\right) & O_p\left(\frac{\delta^2_{\Delta T}}{M_T}\right)
\end{bmatrix}\right) \neq \text{rank}\left(\begin{bmatrix}
\mathbf{I}_{r_h - r_m} & 0 \\
0 & 0
\end{bmatrix}\right)
\]

Similarly, \((\mathbf{B}'\mathbf{\tilde{S}}_{hh}\mathbf{B})^{-}\) does not converge to \(\begin{bmatrix}
\mathbf{I}_{r_0 + r_m} & 0 \\
0 & \mathbf{I}_{r_h - r_m}
\end{bmatrix}\). See Theorem 1 in Karabiyik et al. (2017). But, the Moore-Penrose inverse follows the Banachiewicz-Schur form. Thus,

\[
\begin{align*}
\begin{bmatrix}
\mathbf{I}_{r_h - r_m} + O_p\left(\frac{\delta^2_{\Delta T}}{M_T}\right) & O_p\left(\frac{\delta^2_{\Delta T}}{M_T}\right) \\
O_p\left(\frac{\delta^2_{\Delta T}}{M_T}\right) & O_p\left(\frac{\delta^2_{\Delta T}}{M_T}\right)
\end{bmatrix}^{-} &= \begin{bmatrix}
\mathbf{I}_{r_h - r_m} + O_p\left(\frac{\delta^2_{\Delta T}}{M_T}\right) & -O_p(1) \\
-O_p(1) & O_p\left(\frac{\delta^2_{\Delta T}}{M_T}\right)
\end{bmatrix} = O_p\left(\frac{\delta^2_{\Delta T}}{M_T}\right)
\end{align*}
\]

Also, \((\mathbf{B}'\mathbf{\tilde{S}}_{hh}\mathbf{B})^{-}\) follows the Banachiewicz-Schur form, from which we obtain:

\[
\begin{align*}
\mathbf{B}'\mathbf{\tilde{S}}_{hh}\mathbf{B}^{-} &= \begin{bmatrix}
\mathbf{I}_{r_0 + r_m} + O_p\left(\frac{\delta^2_{\Delta T}}{M_T}\right) & -O_p(1) \\
-O_p(1) & O_p\left(\frac{\delta^2_{\Delta T}}{M_T}\right)
\end{bmatrix}.
\end{align*}
\]

Using the above results, we obtain:

\[
\mathbf{A}'\mathbf{\tilde{S}}_{mh}\mathbf{B} (\mathbf{B}'\mathbf{\tilde{S}}_{hh}\mathbf{B})^{-} \mathbf{B}'\mathbf{\tilde{S}}_{hm}\mathbf{A} =
\]

\[
\begin{align*}
\begin{bmatrix}
\mathbf{R}^{1/2} + O_p\left(\frac{\delta^2_{\Delta T}}{M_T}\right) & O_p\left(\frac{\delta^2_{\Delta T}}{M_T}\right) \\
O_p\left(\frac{\delta^2_{\Delta T}}{M_T}\right) & O_p\left(\frac{\delta^2_{\Delta T}}{M_T}\right)
\end{bmatrix} \begin{bmatrix}
\mathbf{I}_{r_0 + r_m} + O_p\left(\frac{\delta^2_{\Delta T}}{M_T}\right) & -O_p(1) \\
-O_p(1) & O_p\left(\frac{\delta^2_{\Delta T}}{M_T}\right)
\end{bmatrix} &= \begin{bmatrix}
\mathbf{R}^{1/2} + O_p\left(\frac{\delta^2_{\Delta T}}{M_T}\right) & O_p\left(\frac{\delta^2_{\Delta T}}{M_T}\right) \\
O_p\left(\frac{\delta^2_{\Delta T}}{M_T}\right) & O_p\left(\frac{\delta^2_{\Delta T}}{M_T}\right)
\end{bmatrix}
\end{align*}
\]

\[
= \begin{bmatrix}
\mathbf{R} + O_p\left(\frac{\delta^2_{\Delta T}}{M_T}\right) & O_p\left(\frac{\delta^2_{\Delta T}}{M_T}\right) \\
O_p\left(\frac{\delta^2_{\Delta T}}{M_T}\right) & O_p\left(\frac{\delta^2_{\Delta T}}{M_T}\right)
\end{bmatrix}
\]

\[\text{Let } M = \begin{bmatrix} A & B \\ C & D \end{bmatrix}. \text{ Under some conditions, the MP inverse of } M \text{ is given as } M^{-} = \begin{bmatrix} A^{-} + A^{-}CS^{-}BA^{-} & -A^{-}CS^{-} \\ -S^{-}BA^{-} & S^{-} \end{bmatrix}, \text{ where } S = D - BA^{-}C. \text{ We check that the required conditions hold in our case. See Tian & Takane (2009) and Castro-González et al. (2015)} \]
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Therefore, the characteristic equation between $\tilde{K}_m A$ and $\tilde{K}_h B$,

$$\left[ A'\tilde{S}_{mh} B \left( B'\tilde{S}_{hh} B \right)^{-1} B'\tilde{S}_{hm} A - \ell A'\tilde{S}_{mm} A \right] \xi = 0$$

can be rewritten as

$$\left( \begin{bmatrix} R & 0 \\ 0 & 0 \end{bmatrix} - \ell \begin{bmatrix} I_{r_0+r_m} & 0 \\ 0 & 0 \end{bmatrix} + O_p \left( \frac{\delta_{MT}^{-2}}{M} \right) \right) \xi = 0$$

which is analogous to (A.1.10) with a small perturbation term.

Finally, by the continuity of the characteristic roots, we have $\ell_{mh,r} \xrightarrow{p} 1$ for $r = 1, \ldots, r_0$ and $\ell_{mh,r} \xrightarrow{p} 0$ for $r = r_0 + 1, \ldots, r_{\text{max}}$ as $T, M_m, M_h \to \infty$.

Q.E.D

**Proof of Lemma 1.2** Using Lemma 1.1, it is straightforward to show that $\xi(r) \xrightarrow{p} 1$ for $0 \leq r \leq r_0$ and $\xi(r) \xrightarrow{p} 0$ otherwise.

Q.E.D

**Proof of Lemma 1.3.** By applying Lemma 1 to the definition of $\text{CCD}(r)$, it is straightforward to derive the main results in Lemmas 1.3.

Q.E.D

**Proof of Theorem 1.1.** We need to show that

$$\Pr(\text{CCD}(r) < \text{CCD}(r_0)) \xrightarrow{p} 1 \quad \text{as} \quad M_1, \ldots, M_R, T \to \infty$$

for $r \neq r_0$ and $r \leq r_{\text{max}}$. By Lemma 1.3, it is easily seen that for $r_0 < r \leq r_{\text{max}}$ we have:

$$\text{CCD}(r) - \text{CCD}(r_0) \xrightarrow{p} -1 < 0$$

while for $0 \leq r < r_0$:

$$\text{CCD}(r) - \text{CCD}(r_0) \xrightarrow{p} -1 < 0.$$ 

Next, consider the case with $r_0 = 0$. Then, for $r_0 < r \leq r_{\text{max}}$, it is straightforward to show that

$$\text{CCD}(r) - \text{CCD}(r_0) \xrightarrow{p} -1 < 0.$$ 

Q.E.D

**A.2 The Performance of Existing 2D Model Selection Criteria**

We investigate the finite sample performance of the existing 2D model selection criteria when we apply them directly to the whole data matrix, $YY'$ by ignoring the multilevel factors structure.
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Let \( r_0 \) (\( r_i \)) be the number of global (local) factors and \( R \) be the number of groups. In the case where the number of blocks, \( R \) is finite, it is well-established that the existing information criteria mainly developed for the single level panel data, fail to consistently estimate the number of global factors \( r_0 \) because the weak cross-section correlation condition is violated in the presence of the local factors. But, as \( R \to \infty \), the impacts of the local factors would be asymptotically negligible. In this case, we may rewrite the multilevel factor model as the single level counterpart:

\[
y_{ijt} = \gamma_{ij}^t G_t + u_{ijt}
\]

where

\[
u_{ijt} = \lambda_{ij}^t F_{it} + e_{ijt}\]

First, we assume that the local factors are orthogonal to each other. Then, the errors \( u_{ijt} \) would satisfy the weak cross-sectional correlation condition in the sense of Assumption A3. In this case, Han (2021) conjectures that the number of global factors can be consistently estimated asymptotically by the existing selection criteria (see Remark 4). Next, in the general case where the local factors are mutually correlated, Assumption 1.A.3 may be violated because \( u_{ijt} \)'s share stronger cross-section correlations. In this situation we show via simulations that the existing criteria will be inconsistent.

To conduct additional Monte Carlo simulations we consider the same benchmark design as used in Section 1.5.\(^4\) We fix \( r_0 = 2 \) and \( r_i = 2 \) for all \( i = 1, ..., R \) and set \( T \in \{50, 100\} \). We set \( r_{\text{max}} = 10 \) for the four criteria, \( IC_{p2} \), \( BIC_3 \) by Bai & Ng (2002), \( ER \) by Ahn & Horenstein (2013) and \( ED \) by Onatski (2010) whilst we apply our practical guide in selecting \( r_{\text{max}}^* \) for CCD (see Section II).

Table A.1 shows the simulation results for \( T = 100 \). Panel A of Table A.1 reports the results for the case with \( (\beta, \phi_e, \kappa) = (0, 0, 1) \) and \( \omega_F = 0 \) in which \( u_{ijt} \)'s are \( iid \) and the local factors are mutually uncorrelated. For \( R = 2 \), all of the existing criteria fail to distinguish between the global and local factors, and tend to select the total number of factors, \( r_0 + \sum_{i=1}^{R} r_i = 6 \), not \( r_0 \). For sufficiently large \( R \), all of the four existing criteria tend to select the number of global factors as \( M \) and \( T \) increase. If the value of \( R \) is moderate, e.g. \( R = 5 \) or 10, then they tend to select the intermediate value between \( r_0 \) and \( r_0 + \sum_{i=1}^{R} r_i \), suggesting that these approaches are rather unreliable in practice.\(^5\) Notice, however, that CCD selects the true number of global factors in all cases, regardless of whether \( R \) is small or large.

\(^4\)We have also conducted more simulations by using the different numbers for \( r_0 \) and \( r_i \) together with the different sample sizes. These simulation results, available upon request, are qualitatively similar.

\(^5\)Their performance is also very sensitive to the values of \( r_{\text{max}} \). For instance, for \( R = 5 \), the average estimates of \( r_0 \) by \( ER \) and \( ED \) are 1.96 and 1.99 if \( r_{\text{max}} = 10 \) while they become 8.96 and 12.0 if \( r_{\text{max}} = 15 \). In principle, it is unclear how to set the value of \( r_{\text{max}} \) sufficiently large for large \( R \).
Panel B presents the results for the case with \((\beta, \phi_e, \kappa) = (0.1, 0.5, 1)\) and \(\omega_F = 0\) in which we allow \(u_{ijt}\)'s to be cross-sectionally and serially correlated. The performances of the four existing criteria are all adversely affected in small samples. Except for \(IC_{p2}\), they can select \(r_0\) only if \(R > 30\). Still for the moderate value of \(R\), they tend to select the intermediate value between \(r_0\) and \(r_0 + \sum_{i=1}^{R} r_i\). \(CCD\) remains insensitive to the presence of the cross-sectionally and serially correlated errors, and selects the number of global factors correctly in all cases.

Panels C and D display the results for the case with \((\beta, \phi_e, \kappa) = (0, 0, 1)\) and \(\omega_F = \{0.2, 0.4\}\) in which we allow the local factors to be mutually correlated. The performances of the four existing criteria are all unreliable when \(R\) is relatively small. Even for large \(R\), say \(R = 50\), they tend to overestimate the number of global factors significantly. By contrast, \(CCD\) still selects \(r_0\) precisely as \(M\) rises.

To further examine the impact of the small \(T\), we repeat the above experiments with \(T = 50\), and report the results in Table A.2. Though the performance of all selection criteria are slightly adversely affected by the small \(T\), overall patterns are qualitatively similar to those reported in Table A.1. Still remarkably, only \(CCD\) selects the number of global factors correctly in almost all cases.

In sum we demonstrate that the existing selection criteria will produce unreliable inference in finite samples by ignoring the multilevel structure. This result also implies that the sequential procedure proposed by Wang (2008) and applied by Hallin & Liška (2011) will be quite unreliable. In particular, for large \(R\), it will severely overestimate by selecting \(r_0 + \sum_{i=1}^{R} r_i/R\) instead of \(r_0\). Furthermore, Han (2021) provides the simulation evidence that this approach can lead to even negative estimates of both the number of global factors and the number of local factors in small samples, for \(R = 3\).
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Table A.1: The performance of 2D criteria applied to 3D data ($r_0 = 2, r_i = 2$, $r_{\max} = 10, T = 100$)

<table>
<thead>
<tr>
<th>R</th>
<th>M</th>
<th>T</th>
<th>CCD</th>
<th>$IC_{p2}$</th>
<th>$BIC_3$</th>
<th>$ER$</th>
<th>$ED$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Panel A: $(\beta, \phi_0, \kappa) = (0, 0, 1), \omega_F = 0$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>100</td>
<td>2(0.1)</td>
<td>5.81(100)</td>
<td>5.02(100)</td>
<td>5.45(91.2)</td>
<td>5.99(99.9)</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>100</td>
<td>2(0)</td>
<td>6(100)</td>
<td>5.97(100)</td>
<td>6(100)</td>
<td>6(100)</td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>100</td>
<td>2(0)</td>
<td>6.35(99.8)</td>
<td>4.15(99.5)</td>
<td>1.89(2.9)</td>
<td>1.92(81.3)</td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td>100</td>
<td>2(0)</td>
<td>10(100)</td>
<td>5.1(100)</td>
<td>1.96(0.6)</td>
<td>1.99(1.2)</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>100</td>
<td>2(0)</td>
<td>4.07(92.3)</td>
<td>2.11(11.1)</td>
<td>1.99(0.1)</td>
<td>2.08(6.4)</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>100</td>
<td>2(0)</td>
<td>8.73(100)</td>
<td>2.02(2)</td>
<td>2(0.3)</td>
<td>2.06(4.4)</td>
</tr>
<tr>
<td>30</td>
<td>20</td>
<td>100</td>
<td>2(0)</td>
<td>2.01(1.4)</td>
<td>2(0)</td>
<td>2(0)</td>
<td>2.06(3.8)</td>
</tr>
<tr>
<td>30</td>
<td>100</td>
<td>100</td>
<td>2(0)</td>
<td>2.01(1)</td>
<td>2(0)</td>
<td>2(0)</td>
<td>2.04(2.7)</td>
</tr>
<tr>
<td>50</td>
<td>20</td>
<td>100</td>
<td>2(0)</td>
<td>2(0)</td>
<td>2(0)</td>
<td>2(0)</td>
<td>2.03(2)</td>
</tr>
<tr>
<td>50</td>
<td>100</td>
<td>100</td>
<td>2(0)</td>
<td>2(0)</td>
<td>2(0)</td>
<td>2(0)</td>
<td>2.02(2)</td>
</tr>
</tbody>
</table>

| Panel B: $(\beta, \phi_0, \kappa) = (0.1, 0.5, 1), \omega_F = 0$ |
| 2 | 20 | 100 | 2(0.4) | 8.03(100) | 6.27(100) | 4.21(66.8) | 2.37(32.5) |
| 2 | 100 | 100 | 2(0) | 6.54(100) | 6(100) | 5.97(99.4) | 6.01(100) |
| 2 | 20 | 100 | 2(0) | 9.02(100) | 5.34(100) | 1.88(417.9) | 1.93(96.3) |
| 5 | 100 | 100 | 2(0) | 10(100) | 6.32(100) | 1.94(0.5) | 2.01(3.9) |
| 10 | 20 | 100 | 2(0) | 7.98(100) | 2.77(66.4) | 1.97(2.9) | 2.1(6.9) |
| 10 | 100 | 100 | 2(0) | 10(100) | 2.43(40.4) | 2(0.2) | 2.06(4.7) |
| 30 | 20 | 100 | 2(0) | 2.83(58.1) | 2(0) | 2(0.1) | 2.04(2.6) |
| 30 | 100 | 100 | 2(0) | 3.55(82) | 2(0) | 2(0) | 2.02(1.7) |
| 50 | 20 | 100 | 2(0) | 2.06(5.4) | 2(0) | 2(0) | 2.02(1.6) |
| 50 | 100 | 100 | 2(0) | 2.05(4.8) | 2(0) | 2(0) | 2.02(1.5) |

| Panel C: $(\beta, \phi_0, \kappa) = (0, 0, 1), \omega_F = 0.2$ |
| 2 | 20 | 100 | 2(0.2) | 5.69(100) | 4.76(100) | 5.13(88.96) | 5.96(99.9) |
| 2 | 100 | 100 | 2(0) | 6(100) | 5.87(100) | 6(100) | 6(100) |
| 5 | 20 | 100 | 2(0) | 5.45(100) | 3.8(100) | 2.44(53.4) | 2.53(68.4) |
| 5 | 100 | 100 | 2(0) | 9.89(100) | 4.4(100) | 2.61(665.1) | 2.77(84.5) |
| 10 | 20 | 100 | 2(0) | 3.9(100) | 2.99(99.2) | 2.64(684.3) | 3.02(95.7) |
| 10 | 100 | 100 | 2(0) | 6.65(100) | 3.99(99) | 2.78(784.0) | 3.03(99.6) |
| 30 | 20 | 100 | 2(0) | 3(100) | 2.95(94.6) | 2.89(89.6) | 3.04(100) |
| 30 | 100 | 100 | 2(0) | 3(100) | 2.92(91.8) | 2.93(93.3) | 3.02(100) |
| 50 | 20 | 100 | 2(0) | 3(100) | 2.92(91.5) | 2.96(95.9) | 3.02(100) |
| 50 | 100 | 100 | 2(0) | 3(100) | 2.95(94.6) | 2.89(89.6) | 3.04(100) |

| Panel D: $(\beta, \phi_0, \kappa) = (0, 0, 1), \omega_F = 0.4$ |
| 2 | 20 | 100 | 2.18(19.3) | 5.25(100) | 4.19(100) | 4.03(83.7) | 5.87(99.5) |
| 2 | 100 | 100 | 2.09(8.6) | 6(100) | 5.25(100) | 5.97(100) | 6.01(100) |
| 5 | 20 | 100 | 2.1(9.6) | 3.92(100) | 3.19(100) | 2.96(96.4) | 3.13(98.9) |
| 5 | 100 | 100 | 2.02(1.7) | 8.29(100) | 3.28(100) | 3(99.6) | 3.02(100) |
| 10 | 20 | 100 | 2.06(6.4) | 3.2(100) | 3(100) | 3(100) | 3.07(100) |
| 10 | 100 | 100 | 2.01(0.5) | 4.12(100) | 3(100) | 3(100) | 3.03(100) |
| 30 | 20 | 100 | 2.06(5.8) | 3(100) | 3(100) | 3(100) | 3.04(100) |
| 30 | 100 | 100 | 2.01(0.6) | 3(100) | 3(100) | 3(100) | 3.02(100) |
| 50 | 20 | 100 | 2.05(5.4) | 3(100) | 3(100) | 3(100) | 3.03(100) |
| 50 | 100 | 100 | 2(0) | 3(100) | 3(100) | 3(100) | 3.02(100) |

The average of $\hat{r}_0$ over 1,000 replications is reported together with the figures inside the parenthesis, ($\hat{O}|\hat{U}$), indicating the percentage of overestimation and underestimation. $r_0$ and $r_i$ are the true number of global factors and true number of local factors in group $i$. We set $r_i = \cdots = r_2$, where $R$ is the number of groups. $M_i$ is the number of individuals in group $i$. We set $M_i = M$ for all $i$. $T$ is the number of time periods. $\beta$, $\phi_0$ and $\kappa$ control the cross-section correlation, serial correlation and noise-to-signal ratio.
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Table A.2: The performance of 2D criteria applied to 3D data \((r_0 = 2, r_i = 2, r_{\text{max}} = 10, T = 50)\)

<table>
<thead>
<tr>
<th>R</th>
<th>M</th>
<th>T</th>
<th>(CCD)</th>
<th>(IC_{p2})</th>
<th>(BIC_3)</th>
<th>(ER)</th>
<th>(ED)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>((\beta, \phi, \kappa) = (0, 0, 1), \omega_F = 0)</td>
<td>((\beta, \phi, \kappa) = (0, 1, 0), \omega_F = 0)</td>
<td>((\beta, \phi, \kappa) = (0, 0, 1), \omega_F = 0.2)</td>
<td>((\beta, \phi, \kappa) = (0, 0, 1), \omega_F = 0.4)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>50</td>
<td>1.98(0.3/2.6)</td>
<td>5.06(99.5/0)</td>
<td>4.96(100/0)</td>
<td>3.96(66.7/19.8)</td>
<td>5.35(91.5/6.5)</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>50</td>
<td>2(0/0)</td>
<td>5.99(100/0)</td>
<td>5.1(100/0)</td>
<td>5.96(99.5/0.4)</td>
<td>6(100/0)</td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td>50</td>
<td>2(0/0)</td>
<td>4.6(96.7/0)</td>
<td>3.63(96.8/0)</td>
<td>1.77(6.7/30.7)</td>
<td>1.9(14.4/27.9)</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>50</td>
<td>2(0/0)</td>
<td>7.58(100/0)</td>
<td>3.25(90.1/0)</td>
<td>1.78(29.5/25.5)</td>
<td>1.87(9.5/19.3)</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>50</td>
<td>2(0/0)</td>
<td>2.93(66.5/0)</td>
<td>2.09(9.2/0.2)</td>
<td>1.84(0.8/15.8)</td>
<td>2.1(10.9/4)</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>50</td>
<td>2(0/0)</td>
<td>3.85(91/0)</td>
<td>2(0.1/0.1)</td>
<td>1.9(0.2/9.8)</td>
<td>2.13(8.3/1)</td>
</tr>
<tr>
<td>30</td>
<td>20</td>
<td>50</td>
<td>2(0/0)</td>
<td>2.01(0.6/0)</td>
<td>1.98(0.1/9)</td>
<td>1.97(3.1/31)</td>
<td>2.11(6.9/0)</td>
</tr>
<tr>
<td>30</td>
<td>100</td>
<td>50</td>
<td>2(0/0)</td>
<td>2(0/0)</td>
<td>1.97(0.2/9.8)</td>
<td>1.98(0.1/8)</td>
<td>2.07(5/0)</td>
</tr>
<tr>
<td>50</td>
<td>20</td>
<td>50</td>
<td>2(0/0)</td>
<td>2(0/0)</td>
<td>1.98(0.2/1.9)</td>
<td>1.98(0.2/4.1)</td>
<td>2.05(3.9/0)</td>
</tr>
<tr>
<td>50</td>
<td>100</td>
<td>50</td>
<td>2(0/0)</td>
<td>2(0/0)</td>
<td>1.92(0.7/8)</td>
<td>1.99(0.1)</td>
<td>2.04(3.1/0)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(\beta, \phi, \kappa = (0.1, 0.5, 1), \omega_F = 0)</td>
<td>(\beta, \phi, \kappa = (0.1, 0.5, 1), \omega_F = 0.2)</td>
<td>(\beta, \phi, \kappa = (0.1, 0.5, 1), \omega_F = 0.4)</td>
<td>(\beta, \phi, \kappa = (0.1, 0.5, 1), \omega_F = 0.4)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>50</td>
<td>2.17(14.7/1.6)</td>
<td>7.31(100/0)</td>
<td>6.73(100/0)</td>
<td>3.36(54.3/26.5)</td>
<td>2.11(30.2/57.7)</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>50</td>
<td>2.02(1.5/0)</td>
<td>7.49(100/0)</td>
<td>5.9(100/0)</td>
<td>4.9(81.9/9.8)</td>
<td>4.98(82.9/14.8)</td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td>50</td>
<td>2(0.2/0.1)</td>
<td>8.69(100/0)</td>
<td>5.49(100/0)</td>
<td>1.79(8.3/35.3)</td>
<td>1.66(10.7/37)</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>50</td>
<td>2(0/0)</td>
<td>9.97(100/0)</td>
<td>4.85(100/0)</td>
<td>1.78(3.5/27.3)</td>
<td>1.75(6.2/24.5)</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>50</td>
<td>2(0/0)</td>
<td>7.65(100/0)</td>
<td>3.33(93/0)</td>
<td>1.8(1.1/20.3)</td>
<td>2.02(8.6/8)</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>50</td>
<td>2(0/0)</td>
<td>9.64(100/0)</td>
<td>2.48(45/0)</td>
<td>1.85(0.3/14.8)</td>
<td>2.06(6.2/3.1)</td>
</tr>
<tr>
<td>30</td>
<td>20</td>
<td>50</td>
<td>2(0/0)</td>
<td>3.95(80.2/0)</td>
<td>2(0/0)</td>
<td>1.92(0.8/3)</td>
<td>2.04(2.3/0.2)</td>
</tr>
<tr>
<td>30</td>
<td>100</td>
<td>50</td>
<td>2(0/0)</td>
<td>4.77(89.1/0)</td>
<td>2(0.1/0.1)</td>
<td>1.95(0.4/6)</td>
<td>2.02(1.9/0)</td>
</tr>
<tr>
<td>50</td>
<td>20</td>
<td>50</td>
<td>2(0/0)</td>
<td>2.75(46.4/0)</td>
<td>2(0/0)</td>
<td>1.95(0.5/4)</td>
<td>2.02(1.2/0)</td>
</tr>
<tr>
<td>50</td>
<td>100</td>
<td>50</td>
<td>2(0/0)</td>
<td>2.77(45.4/0)</td>
<td>2(0/0.4)</td>
<td>1.96(0.4/3)</td>
<td>2.01(0.9/0)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(\beta, \phi, \kappa = (0, 0, 1), \omega_F = 0.2)</td>
<td>(\beta, \phi, \kappa = (0, 0, 1), \omega_F = 0.4)</td>
<td>(\beta, \phi, \kappa = (0, 0, 1), \omega_F = 0.4)</td>
<td>(\beta, \phi, \kappa = (0, 0, 1), \omega_F = 0.4)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>50</td>
<td>2.01(3.6/2.7)</td>
<td>4.82(99.9/0)</td>
<td>4.77(100/0)</td>
<td>3.65(65/18.1)</td>
<td>5.01(87.3/9.1)</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>50</td>
<td>2.01(0.8/0)</td>
<td>5.97(100/0)</td>
<td>4.78(100/0)</td>
<td>5.9(98.9/1)</td>
<td>6(100/0)</td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td>50</td>
<td>2(0.1/0.6)</td>
<td>4.31(99.7/0)</td>
<td>3.5(99.4/0)</td>
<td>2.16(38.3/27.6)</td>
<td>2.27(47.8/28.5)</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>50</td>
<td>2(0/0)</td>
<td>6.48(100/0)</td>
<td>3.22(88.4/0)</td>
<td>2.23(41.6/20.6)</td>
<td>2.29(53.3/21)</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>50</td>
<td>2(0/0.4)</td>
<td>3.37(99.2/0)</td>
<td>2.85(84.7/0)</td>
<td>2.26(43.4/18)</td>
<td>2.78(74.8/5.3)</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>50</td>
<td>2(0/0)</td>
<td>3.77(99.9/0)</td>
<td>2.72(72/0)</td>
<td>2.4(52.1/11.7)</td>
<td>2.87(82.9/2.1)</td>
</tr>
<tr>
<td>30</td>
<td>20</td>
<td>50</td>
<td>2(0/0.1)</td>
<td>2.99(98.8/0)</td>
<td>2.37(37.1/0.2)</td>
<td>2.57(61.3/4.8)</td>
<td>3.01(98/0)</td>
</tr>
<tr>
<td>30</td>
<td>100</td>
<td>50</td>
<td>2(0/0)</td>
<td>2.99(99.2/0)</td>
<td>2.14(14.6/0.9)</td>
<td>2.63(67/4.2)</td>
<td>3.04(98/0)</td>
</tr>
<tr>
<td>50</td>
<td>20</td>
<td>50</td>
<td>2(0/0)</td>
<td>2.99(98.6/0)</td>
<td>2.19(20.1/1.2)</td>
<td>2.65(68.1/3.6)</td>
<td>3.03(99/0)</td>
</tr>
<tr>
<td>50</td>
<td>100</td>
<td>50</td>
<td>2(0/0)</td>
<td>2.99(99.1/0)</td>
<td>2.06(7.9/1.6)</td>
<td>2.69(72.2/3.2)</td>
<td>3.02(99/0)</td>
</tr>
</tbody>
</table>

See footnotes to Table A.1.
A.3 Practical Guidelines for Selecting the Maximum Number of Factors

It is well-established in the literature that if the maximum number of factors is set too high, the redundant factors are likely to be selected, see Ahn & Horenstein (2013). Hence, we propose a practical selection guideline. We first apply \( BIC \) to the data \( Y_i \) in each block with a sufficiently large \( r_{\text{max}} \), and obtain the consistent estimate of \( r_0 + r_i \) for \( i = 1, \ldots, R \). Then, we select the common maximum number of factors by \( r_{\text{max}}^* = \max \left\{ r_0 + r_1, \ldots, r_0 + r_R \right\} \). This procedure selects \( r_{\text{max}}^* \leq r_{\text{max}} \), while ensuring that \( \Pr(r_{\text{max}}^* \geq r_0 + r_i) \to 1 \) for all \( i = 1, \ldots, R \).

We generate the data following the similar simulation design used in Section 1.5, but fix \((\phi_G, \phi_F) = (0.5, 0.5), (r_0, r_i) = (2, 2)\) and \( \kappa = 1 \). We consider the four cases with \((\beta, \phi_e) \in \{(0, 0), (0.1, 0), (0, 0.5), (0.1, 0.5)\}\).

In Tables A.3 and A.4 we report the simulation results for CCD and MCC using \( r_{\text{max}}^* \) together with the fixed \( r_{\text{max}} = 10 \). In particular, if idiosyncratic errors are serially correlated, then CCD with the large \( r_{\text{max}} \) tends to overestimate \( r_0 \) for small \( T \) whereas its performance seems to be intact in the presence of the cross-sectional correlations. The performance of MCC is adversely affected by the presence of both cross-section and serial correlation in the errors, especially if \( T \) is small. On the other hand, we find that both CCD and MCC with \( r_{\text{max}}^* \) select the number of global factors correctly even in small samples. These results confirm our claim that the practical guide outlined in Section 1.5 improves the selection precision of CCD and MCC in finite samples.

---

\( ^6 \)Here, we run \( BIC_3 \) \( R \) times using \( r_{\text{max}} = 10 \) for all \( i = 1, \ldots, R \), and then obtain the common maximum number of factors by \( r_{\text{max}}^* = \max \left\{ r_0 + r_1, \ldots, r_0 + r_R \right\} \).
### Table A.3: Average CCD estimates of the number of global factors for experiments with $r_{\text{max}} = 10$ and $r^*_{\text{max}} = \max \{ r_0 + r_1, \ldots, r_0 + r_R \}$

<table>
<thead>
<tr>
<th>$R$</th>
<th>$M$</th>
<th>$T$</th>
<th>$r_{\text{max}}$</th>
<th>$r^*_{\text{max}}$</th>
<th>$r_{\text{max}}$</th>
<th>$r^*_{\text{max}}$</th>
<th>$r_{\text{max}}$</th>
<th>$r^*_{\text{max}}$</th>
<th>$r_{\text{max}}$</th>
<th>$r^*_{\text{max}}$</th>
<th>$r_{\text{max}}$</th>
<th>$r^*_{\text{max}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>20</td>
<td>50</td>
<td>2.07(9.9</td>
<td>5.4)</td>
<td>1.98(0.6</td>
<td>2.4)</td>
<td>2.05(6.7</td>
<td>2)</td>
<td>1.99(0.7</td>
<td>1.5)</td>
<td>2.05(1.5</td>
<td>2)</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>50</td>
<td>2.02(2</td>
<td>0)</td>
<td>2(0</td>
<td>2</td>
<td>0)</td>
<td>2(0</td>
<td>3</td>
<td>0)</td>
<td>2(0</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>50</td>
<td>2.01(1</td>
<td>3</td>
<td>0)</td>
<td>2(0</td>
<td>0</td>
<td>0)</td>
<td>2(0</td>
<td>3</td>
<td>0)</td>
<td>2(0</td>
</tr>
<tr>
<td>2</td>
<td>200</td>
<td>50</td>
<td>2.01(1</td>
<td>0</td>
<td>0)</td>
<td>2(0</td>
<td>0</td>
<td>0)</td>
<td>2(0</td>
<td>3</td>
<td>0)</td>
<td>2(0</td>
</tr>
<tr>
<td>2</td>
<td>200</td>
<td>100</td>
<td>2(0</td>
<td>1</td>
<td>0</td>
<td>0)</td>
<td>2(0</td>
<td>0</td>
<td>0)</td>
<td>2(0</td>
<td>3</td>
<td>0)</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>100</td>
<td>2(0</td>
<td>0</td>
<td>0)</td>
<td>2(0</td>
<td>0</td>
<td>0)</td>
<td>2(0</td>
<td>3</td>
<td>0)</td>
<td>2(0</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>100</td>
<td>2(0</td>
<td>0</td>
<td>0)</td>
<td>2(0</td>
<td>0</td>
<td>0)</td>
<td>2(0</td>
<td>3</td>
<td>0)</td>
<td>2(0</td>
</tr>
<tr>
<td>2</td>
<td>200</td>
<td>100</td>
<td>2(0</td>
<td>0</td>
<td>0)</td>
<td>2(0</td>
<td>0</td>
<td>0)</td>
<td>2(0</td>
<td>3</td>
<td>0)</td>
<td>2(0</td>
</tr>
<tr>
<td>2</td>
<td>200</td>
<td>200</td>
<td>2(0</td>
<td>0</td>
<td>0)</td>
<td>2(0</td>
<td>0</td>
<td>0)</td>
<td>2(0</td>
<td>3</td>
<td>0)</td>
<td>2(0</td>
</tr>
</tbody>
</table>

The average of $r_0$ over 1,000 replications are reported together with the figures inside the parenthesis, $(O|U)$, indicating the percentage of overestimation and underestimation, respectively. For example, $(0|0)$ implies that $r_0$ is perfectly correctly estimated. $\beta$, $\phi_e$ and $\kappa$ control the cross-section correlation, serial correlation and noise to signal ratio, respectively.
### Table A.4: Average MCC estimates of the number of global factors for experiments with $r_{\text{max}} = 10$ and $r_{\text{max}}^* = \max\{r_0 + r_1, \ldots, r_0 + r_R\}$

<table>
<thead>
<tr>
<th>$R$</th>
<th>$M$</th>
<th>$T$</th>
<th>$(\beta, \phi, \kappa) = (0, 0, 1)$</th>
<th>$(\beta, \phi, \kappa) = (0.1, 0, 1)$</th>
<th>$(\beta, \phi, \kappa) = (0, 0.5, 1)$</th>
<th>$(\beta, \phi, \kappa) = (0.1, 0.5, 1)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>20</td>
<td>50</td>
<td>2.18(18.3)(0.2) 1.99(0)[1.3]</td>
<td>2.15(15.1)(0) 1.99(0.1)[0.7]</td>
<td>2.16(16.1)(0) 1.99(0.1)[0.8]</td>
<td>2.23(91.7)(0) 2.26(25.1)[0]</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>50</td>
<td>2.04(3.8)(0) 2(0)[0.1]</td>
<td>2.02(2.3)(0) 2(0.2)</td>
<td>2.04(3.5)(0) 2(0.1)</td>
<td>3.13(88.9)(0) 2.01(1)[0]</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>50</td>
<td>2.01(1.1)(0) 2(0)[0]</td>
<td>2(0.3)(0) 2(0)</td>
<td>2.01(0.9)(0) 2(0)</td>
<td>3.14(89.1)(0) 2(0.2)[0]</td>
</tr>
<tr>
<td>2</td>
<td>200</td>
<td>50</td>
<td>2(0.0) 2(0)[0]</td>
<td>2(0.1)(0) 2(0)</td>
<td>2(0) 2(0)</td>
<td>3.43(96.8)(0) 2(0.1)[0]</td>
</tr>
<tr>
<td>2</td>
<td>200</td>
<td>100</td>
<td>1.98(0)[1.7] 1.98(0)[2.4]</td>
<td>1.99(0.06) 1.96(0)[3.7]</td>
<td>2(0) 1.97(0)[2.8]</td>
<td>2(0.4) 1.98(0)[2.2]</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>100</td>
<td>2(0) 2(0)</td>
<td>2(0)(0) 2(0.1)</td>
<td>2(0) 2(0)</td>
<td>2(0) 2(0)</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>100</td>
<td>2(0) 2(0)</td>
<td>2(0) 2(0)</td>
<td>2(0) 2(0)</td>
<td>2(0) 2(0)</td>
</tr>
<tr>
<td>2</td>
<td>200</td>
<td>100</td>
<td>2(0) 2(0)</td>
<td>2(0) 2(0)</td>
<td>2(0) 2(0)</td>
<td>2(0) 2(0)</td>
</tr>
<tr>
<td>2</td>
<td>200</td>
<td>200</td>
<td>1.92(0)[8.4] 1.94(0)[5.7]</td>
<td>1.97(0)[2.9] 1.86(0)[3.7]</td>
<td>1.97(0)[3.3] 1.9(0)[10.5]</td>
<td>1.97(0)[2.8] 1.88(0)[12.2]</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>200</td>
<td>2(0) 2(0)</td>
<td>2(0) 2(0)</td>
<td>2(0) 2(0)</td>
<td>2(0) 2(0)</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>200</td>
<td>2(0) 2(0)</td>
<td>2(0) 2(0)</td>
<td>2(0) 2(0)</td>
<td>2(0) 2(0)</td>
</tr>
<tr>
<td>2</td>
<td>200</td>
<td>200</td>
<td>2(0) 2(0)</td>
<td>2(0) 2(0)</td>
<td>2(0) 2(0)</td>
<td>2(0) 2(0)</td>
</tr>
</tbody>
</table>

See footnotes to Table A.3.
A.4 The Performance of MCC with $BIC_3$

In the main text, we propose using the following penalty function in $MCC$:

$$P(M, T) = \frac{\ln M + \ln T}{\sqrt{MT}} \ln \ln(MT)$$

Since the different penalty functions may lead to the different performance (e.g. Bai & Ng (2002)), we also consider the popular penalty function in $BIC_3$:

$$BIC_3 = \frac{M + T}{MT} \ln(MT)$$

We find that $P(M, T)$ and $BIC_3$ produce values close to each other under the normal panel sizes. For example, for $\bar{M} = 50$ and $T = 100$, $BIC_3 = 0.23$ and $P(M, T) = 0.21$. Notice, however, that $BIC_3$ does not always guarantee consistency. For example, if $M = \exp(T)$, then $BIC_3 \to 1$. On the other hand, $P(M, T)$ is not subject to this issue.

Table A.5 reports the relative performance of $MCC$ with $BIC_3$ and $P(M, T)$. When cross-sectional and serial correlation are absent in the error terms, both approaches are able to produce precise estimates. Under the presence of cross-sectional and serial correlation, $MCC$ with $BIC_3$ tends to severely overestimate $r_0$ in small samples. For the noisier data with $\kappa = 3$, we have the mixed results. Overall, we may conclude that $MCC$ using $P(M, T)$ outperforms.
### A.4 The Performance of MCC with $BIC_3$

Table A.5: Average estimates of the number of global factors by $BIC_3$ and $P(M,T)$ for experiments with $(\phi_G, \phi_F) = (0.5, 0.5)$, $(r_0, r_1) = (2, 2)$ and \( r_{\text{max}} = \max \{ r_0 + r_1, \ldots, r_0 + r_R \} \)

<table>
<thead>
<tr>
<th>$R$</th>
<th>$M$</th>
<th>$T$</th>
<th>$\hat{G}$</th>
<th>$P(M,T)$</th>
<th>$\hat{G}$</th>
<th>$P(M,T)$</th>
<th>$\hat{G}$</th>
<th>$P(M,T)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>20</td>
<td>50</td>
<td>2(0.103)</td>
<td>1.98 (0.1.8)</td>
<td>2.53 (46.8)</td>
<td>2.24 (22.9)</td>
<td>2.57 (52.7)</td>
<td>2.18 (23.3)</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>50</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>2.01 (0.8)</td>
<td>2.01 (0.9)</td>
<td>1.88 (1.9)</td>
<td>1.89 (2.3)</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>50</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>1.91 (0.5)</td>
<td>1.92 (0.5)</td>
</tr>
<tr>
<td>2</td>
<td>200</td>
<td>50</td>
<td>2(0.1)</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>1.96 (0.4)</td>
<td>1.95 (0.4)</td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>100</td>
<td>2(0.3)</td>
<td>1.97 (2.7)</td>
<td>2(0.0)</td>
<td>1.99 (0.1)</td>
<td>1.71 (0.2)</td>
<td>1.22 (0.7)</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>100</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>1.57 (0.4)</td>
<td>1.6 (0.3)</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>100</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>1.88 (0.12)</td>
<td>1.93 (0.6)</td>
</tr>
<tr>
<td>2</td>
<td>200</td>
<td>100</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>200</td>
<td>2(0.4)</td>
<td>1.95 (5.5)</td>
<td>1.99 (0.7)</td>
<td>1.86 (0.13)</td>
<td>1.47 (0.5)</td>
<td>0.63 (0.7)</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>200</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>1.36 (0.6)</td>
<td>1.21 (0.7)</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>200</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>1.92 (0.8)</td>
<td>1.95 (0.5)</td>
</tr>
<tr>
<td>2</td>
<td>200</td>
<td>200</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td>50</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>2.69 (68.2)</td>
<td>2.19 (19.6)</td>
<td>2.7 (69.6)</td>
<td>2.22 (22.4)</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>50</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>1.95 (0.5)</td>
<td>1.97 (0.2)</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>50</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>1.95 (0.5)</td>
<td>1.93 (0.6)</td>
</tr>
<tr>
<td>5</td>
<td>200</td>
<td>50</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>1.99 (0.15)</td>
<td>1.98 (0.2)</td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td>100</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>1.85 (0.15)</td>
<td>1.26 (0.26)</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>100</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>1.66 (0.34)</td>
<td>1.67 (0.33)</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>100</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>1.93 (0.7)</td>
<td>1.97 (3.4)</td>
</tr>
<tr>
<td>5</td>
<td>200</td>
<td>100</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td>200</td>
<td>2(0.0)</td>
<td>1.99 (0.1,3)</td>
<td>2(0.0)</td>
<td>1.97 (0.3)</td>
<td>1.56 (0.43,7)</td>
<td>0.7 (0.97)</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>200</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>1.43 (0.56)</td>
<td>1.25 (0.74)</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>200</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>1.97 (2.9)</td>
<td>1.99 (1.4)</td>
</tr>
<tr>
<td>5</td>
<td>200</td>
<td>200</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
<td>2(0.0)</td>
</tr>
</tbody>
</table>

\[ \rho_G = \max \{ r_0 + r_1, \ldots, r_0 + r_R \} \]

See footnotes to Table A.3.
A.5 Uneven Block Sizes and Heterogeneous Correlations among Local Factors

We investigate the performance of CCD and MCC with uneven block sizes and correlated local factors. We use the similar DGP in Section 1.5, but generate the local factors by

\[ F_{t} = \Phi_F F_{t-1} + \omega_t, \quad \omega_t \sim iidN(0, \Omega_F) \]

where \( F_t = [F_{1t}', \ldots, F_{Rt}']' \) and \( \Phi_F \) is a diagonal matrix with the common elements, 0.5. We fix \( R = 4 \) and \( (r_0, r_i) = (2, 1) \) for all \( i = 1, \ldots, 4 \). We set \( (M_1, M_2, M_3, M_4) \in \{(20, 50, 70, 100), (50, 70, 100, 150), (100, 150, 200, 250)\} \). We allow the correlations among local factors to be heterogeneous. We consider the three different covariance matrices of \( \Omega_F \). The first covariance matrix is simply set at \( \Omega_F = I_4 \) such that the local factors are uncorrelated. We also consider the following covariance matrices:

\[ \Omega_F = \Omega_F^{(1)} = \begin{bmatrix} 1 & 0.8 & 0.4 & 0.2 \\ 0.8 & 1 & 0.6 & 0.3 \\ 0.4 & 0.6 & 1 & 0.5 \\ 0.2 & 0.3 & 0.5 & 1 \end{bmatrix} \quad \text{and} \quad \Omega_F = \Omega_F^{(2)} = \begin{bmatrix} 1 & 0.9 & 0.8 & 0.8 \\ 0.9 & 1 & 0.7 & 0.8 \\ 0.8 & 0.7 & 1 & 0.4 \\ 0.8 & 0.8 & 0.4 & 1 \end{bmatrix} \]

The average off-diagonal elements of \( \Omega_F^{(1)} \) and \( \Omega_F^{(2)} \) are 0.47 and 0.73 respectively, which represent a moderate and high level of correlation among the local factors.

The results for uncorrelated local factors reported in Panel A of Table A.6 show that CCD performs well whilst MCC is less satisfactory when the block sizes are small and \( T = 50 \) but its performance improves sharply as block sizes increase. Panel B shows the results for \( \Omega_F = \Omega_F^{(1)} \). Now that the upper bound condition for CCD is not violated, we find that the performance of both CCD and MCC are satisfactory and qualitatively similar to that in Panel A. In Panel C, we present the results for \( \Omega_F = \Omega_F^{(2)} \), where the local factors are strongly correlated. CCD now overestimates \( r_0 \) significantly mainly due to the violation of the upper bound condition. The performance of MCC remains satisfactory unless \( T \) is too small. When the data is noisier, we find that its performance improves sharply with the large block sizes.
Table A.6: Average estimates of the number of global factors with uneven block sizes and heterogeneous local correlations, $R = 4$, $(\phi_C, \phi_F) = (0.5, 0.5)$ and $r_{\text{max}} = \max \{ r_0 + r_1, \ldots, r_0 + r_R \}$.

<table>
<thead>
<tr>
<th>$M_i$</th>
<th>$M_i = (20, 50, 70, 100)$</th>
<th>$M_i = (50, 70, 100, 150)$</th>
<th>$M_i = (100, 150, 200, 250)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\beta$</td>
<td>$\phi_c$</td>
<td>$\kappa$</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>0.5</td>
<td></td>
</tr>
</tbody>
</table>

Panel A: $\Omega_F = I_4$

| $\Omega_F = \Omega_F^{(1)}$ |
|-------|-------------------------|
| | $\beta$ | $\phi_c$ | $\kappa$ | $T$ | $CCD$ | $MCC$ | $CCD$ | $MCC$ |
| | 0 | 0 | 1 | 50 | 2.02(2)[1] | 2.01(1)[0] | 2.01(0)[7] | 2(0)[0] | 2.01(0)[6] | 2(0)[0] |
| | 0 | 0 | 1 | 100 | 2(0)[1] | 2(0)[0] | 2(0)[0] | 2(0)[0] | 2(0)[0] | |
| | 0 | 0 | 1 | 200 | 2(0) | 2(0) | 2(0) | 2(0) | 2(0) | |
| | 0.1 | 0.5 | | 1 | 50 | 2.05(4)[8] | 2.78(75)[9] | 2.03(3)[3] | 2.03(2)[6] | 2(0)[2] | |
| | 0.1 | 0.5 | | 1 | 100 | 2(0) | 2(0) | 2(0) | 2(0) | 2(0) | |
| | 0.1 | 0.5 | | 1 | 200 | 2(0) | 2(0) | 2(0) | 2(0) | 2(0) | |
| | 0.1 | 0.5 | | 3 | 50 | 2.27(23)[2] | 2.97(10)[0] | 2.12(13)[9] | 2.1(10)[4.0] | 2.05(5)[8] | 2(0)[2] | |
| | 0.1 | 0.5 | | 3 | 100 | 1.98(2)[5] | 1.99(0)[8] | 2(0)[0.3] | 1.97(0)[2.9] | 2(0)[1] | |
| | 0.1 | 0.5 | | 3 | 200 | 1.96(0)[1] | 1.85(14)[7] | 2(0)[1] | 1.93(0)[7] | 2(0) | |

Panel B: $\Omega_F = \Omega_F^{(2)}$

| $\Omega_F = \Omega_F^{(3)}$ |
|-------|-------------------------|
| | $\beta$ | $\phi_c$ | $\kappa$ | $T$ | $CCD$ | $MCC$ | $CCD$ | $MCC$ |
| | 0 | 0 | 1 | 50 | 2.85(3)[84] | 2.85(84)[9] | 2.83(82)[5] | 2.42(41)[9] | 2.79(78)[5] | 2.11(11)[2] |
| | 0 | 0 | 1 | 100 | 2.91(91)[2] | 2.44(43)[7] | 2.9(89)[5] | 2.03(2)[5] | 2.9(89)[5] | 2.0(1)[0] |
| | 0 | 0 | 1 | 200 | 2.98(97)[5] | 2(0)[3] | 2.97(96)[7] | 2(0) | 2.96(95)[8] | 2(0) |
| | 0.1 | 0.5 | | 1 | 50 | 2.87(81)[2] | 3.08(99)[5] | 2.85(84)[6] | 2.8(80)[5] | 2.86(85)[9] | 2.2(22)[6] |
| | 0.1 | 0.5 | | 1 | 100 | 2.92(92)[0] | 2.52(52)[1] | 2.93(92)[7] | 2.05(4)[8] | 2.89(88)[5] | 2(0) |
| | 0.1 | 0.5 | | 1 | 200 | 2.98(97)[8] | 2.01(5)[0] | 2.97(96)[9] | 2(0) | 2.95(94)[8] | 2(0) |
| | 0.1 | 0.5 | | 3 | 50 | 2.94(79)[5.3] | 3.19(99)[3] | 2.88(85)[2.0] | 2.77(76)[6] | 2.87(86)[4] | 2.42(41)[7] |
| | 0.1 | 0.5 | | 3 | 100 | 2.8(80)[5] | 2.46(45)[9] | 2.91(90)[7] | 2.09(8)[6] | 2.93(93)[3] | 2.0(1)[4] |
| | 0.1 | 0.5 | | 3 | 200 | 2.76(76)[3] | 2.01(14)[0.9] | 2.95(95)[3] | 1.99(0)[6] | 2.98(97)[9] | 2(0) |

$\omega_F$ is the common off-diagonal element of $\Omega_F$ that is the covariance matrix of the innovations in the local factors. See footnotes to Table A.3.
A.6 Estimating the Number of Local Factors

In this section we provide the additional simulation results for the estimation of local factors. We apply the estimation procedure suggested in Section 1.4.2 to the same experiments conducted in Section 1.5. We consider the four estimators, $IC_p^2$, $BIC_3$ by Bai & Ng (2002), $ER$ by Ahn & Horenstein (2013) and $ED$ by Onatski (2010). Before applying these estimators to the data within each block ($i = 1, \cdots, R$), we need to concentrate out the $T \times \hat{r}_0$ matrix of estimated global factors, $\hat{G}$, where $\hat{r}_0$ is estimated by $CCD$ or $MCC$.

We iterate each simulation experiment 1000 times, yielding $R \times 1000 \hat{r}_i$ in total. The maximum number of local factors, $r_{i, \text{max}}^*$, is set to $r_{\text{max}}^* - \hat{r}_0$. We report the average estimates together with the percentage of overestimates and underestimates inside the parenthesis as $(O|U)$ in Table A.7-A.12.

Table A.7 presents the simulation results for the benchmark case with $(r_0, r_i) = (2, 2)$ and $(\beta, \phi_e, \kappa) = (0, 0, 1)$. The four approaches can produce accurate estimates of $\hat{r}_i$, unless $M$ is too small. If the idiosyncratic errors are cross-sectionally and serially correlated, $IC_p^2$ always overestimates $r_i$. $BIC_3$ and $ER$ perform slightly better than $ED$, see Table A.8. Qualitatively similar patterns can be observed in Table A.9 and Table A.10.

The results for $(r_0, r_i) = (3, 3)$ reported in Table A.11, show that it is more difficult to precisely estimate $r_i$ in small sample, although the number of global factors is still accurately estimated. As $M$ and $T$ become large, $BIC_3$ and $ER$ can provide precise estimates. When working with the very noisy data with $(\beta, \phi_e, \kappa) = (0.1, 0.5, 3)$, we find that all the estimators perform poorly, see Table A.12. This is a small sample issue as the biases will vanish as $M$ and $T$ increases.

Combining these results with the main simulation results in Section 1.5, we may conclude that the sequential procedure using $BIC$ or $ER$ in conjunction with $CCD$ or $MCC$ will provide reliable inference for jointly selecting the number of global factors and the number of local factors in multilevel factor model.
Table A.7: Average estimates of the number of local factors for experiments with \((\phi_G, \phi_F) = (0.5, 0.5), (r_0, r_i) = (2, 2), (\beta, \phi_e, \kappa) = (0, 0, 1)\) and \(r_{i,\text{max}} = r_{\text{max}}^* - r_0\)

<table>
<thead>
<tr>
<th>(R)</th>
<th>(M)</th>
<th>(T)</th>
<th>(IC_{p^2})</th>
<th>(BIC_3)</th>
<th>(ER)</th>
<th>(ED)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>20</td>
<td>50</td>
<td>2.02(5</td>
<td>3)</td>
<td>1.59(0</td>
<td>40)</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>50</td>
<td>2(0</td>
<td>0)</td>
<td>1.9(0</td>
<td>10)</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>50</td>
<td>2(0</td>
<td>0)</td>
<td>1.98(0</td>
<td>2)</td>
</tr>
<tr>
<td>2</td>
<td>200</td>
<td>50</td>
<td>2(0</td>
<td>0)</td>
<td>2(0</td>
<td>0)</td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>100</td>
<td>2.06(6</td>
<td>0)</td>
<td>1.63(0</td>
<td>36)</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>100</td>
<td>2(0</td>
<td>0)</td>
<td>1.99(0</td>
<td>1)</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>100</td>
<td>2(0</td>
<td>0)</td>
<td>2(0</td>
<td>0)</td>
</tr>
<tr>
<td>2</td>
<td>200</td>
<td>100</td>
<td>2(0</td>
<td>0)</td>
<td>2(0</td>
<td>0)</td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>200</td>
<td>2.07(7</td>
<td>0)</td>
<td>1.62(0</td>
<td>37)</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>200</td>
<td>2(0</td>
<td>0)</td>
<td>2(0</td>
<td>0)</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>200</td>
<td>2(0</td>
<td>0)</td>
<td>2(0</td>
<td>0)</td>
</tr>
<tr>
<td>2</td>
<td>200</td>
<td>200</td>
<td>2(0</td>
<td>0)</td>
<td>2(0</td>
<td>0)</td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td>50</td>
<td>2.05(9</td>
<td>4)</td>
<td>1.52(0</td>
<td>46)</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>50</td>
<td>2(0</td>
<td>0)</td>
<td>1.9(0</td>
<td>10)</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>50</td>
<td>2(0</td>
<td>0)</td>
<td>1.98(0</td>
<td>2)</td>
</tr>
<tr>
<td>5</td>
<td>200</td>
<td>50</td>
<td>2(0</td>
<td>0)</td>
<td>1.99(0</td>
<td>1)</td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td>100</td>
<td>2.09(10</td>
<td>1)</td>
<td>1.58(0</td>
<td>41)</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>100</td>
<td>2(0</td>
<td>0)</td>
<td>1.99(0</td>
<td>1)</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>100</td>
<td>2(0</td>
<td>0)</td>
<td>2(0</td>
<td>0)</td>
</tr>
<tr>
<td>5</td>
<td>200</td>
<td>100</td>
<td>2(0</td>
<td>0)</td>
<td>2(0</td>
<td>0)</td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td>200</td>
<td>2.11(11</td>
<td>0)</td>
<td>1.56(0</td>
<td>43)</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>200</td>
<td>2(0</td>
<td>0)</td>
<td>2(0</td>
<td>0)</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>200</td>
<td>2(0</td>
<td>0)</td>
<td>2(0</td>
<td>0)</td>
</tr>
<tr>
<td>5</td>
<td>200</td>
<td>200</td>
<td>2(0</td>
<td>0)</td>
<td>2(0</td>
<td>0)</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>50</td>
<td>2.06(10</td>
<td>4)</td>
<td>1.49(0</td>
<td>49)</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>50</td>
<td>2(0</td>
<td>0)</td>
<td>1.9(0</td>
<td>10)</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>50</td>
<td>2(0</td>
<td>0)</td>
<td>1.98(0</td>
<td>2)</td>
</tr>
<tr>
<td>10</td>
<td>200</td>
<td>50</td>
<td>2(0</td>
<td>0)</td>
<td>1.99(0</td>
<td>1)</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>100</td>
<td>2.1(11</td>
<td>1)</td>
<td>1.55(0</td>
<td>44)</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>100</td>
<td>2(0</td>
<td>0)</td>
<td>1.99(0</td>
<td>1)</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>100</td>
<td>2(0</td>
<td>0)</td>
<td>2(0</td>
<td>0)</td>
</tr>
<tr>
<td>10</td>
<td>200</td>
<td>100</td>
<td>2(0</td>
<td>0)</td>
<td>2(0</td>
<td>0)</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>200</td>
<td>2.12(12</td>
<td>0)</td>
<td>1.53(0</td>
<td>45)</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>200</td>
<td>2(0</td>
<td>0)</td>
<td>2(0</td>
<td>0)</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>200</td>
<td>2(0</td>
<td>0)</td>
<td>2(0</td>
<td>0)</td>
</tr>
<tr>
<td>10</td>
<td>200</td>
<td>200</td>
<td>2(0</td>
<td>0)</td>
<td>2(0</td>
<td>0)</td>
</tr>
</tbody>
</table>

The average of \(\hat{r}_i\) across \(R\) blocks over 1,000 replications are reported together with the figures inside the parenthesis, \((O|U)\), indicating the percentage of overestimation and underestimation, respectively. \(\phi_G\) and \(\phi_F\) are the AR coefficients of the global and local factors respectively. \(\beta, \phi_e\) and \(\kappa\) control the cross-section correlation, serial correlation and noise to signal ratio, respectively. \(\hat{r}_0\) is estimated by \(CCD\) with \(r_{\text{max}}^* = \max \left\{ r_0 + r_1, \ldots, r_0 + r_R \right\} \).
Table A.8: Average estimates of the number of local factors for experiments with \((\phi_G, \phi_F) = (0.5, 0.5), (r_o, r_v) = (2, 2), (\beta, \phi_o, \kappa) = (0.1, 0.5, 1)\) and \(r_{i, \text{max}} = r_{\text{max}} - r_o\)

<table>
<thead>
<tr>
<th>(R)</th>
<th>(M)</th>
<th>(T)</th>
<th>(IC_{p2})</th>
<th>(BIC_3)</th>
<th>(ER)</th>
<th>(ED)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>50</td>
<td>50</td>
<td>2.95(92)</td>
<td>2.06(17)</td>
<td>1.77(5)</td>
<td>2.23(46)</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>50</td>
<td>2.81(81)</td>
<td>1.99(1)</td>
<td>1.88(2)</td>
<td>2.12(18)</td>
</tr>
<tr>
<td>2</td>
<td>200</td>
<td>50</td>
<td>2.58(60)</td>
<td>1.96(0)</td>
<td>1.95(0)</td>
<td>2.01(5)</td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>100</td>
<td>2.99(99)</td>
<td>1.99(9)</td>
<td>1.82(2)</td>
<td>2.33(55)</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>100</td>
<td>2.99(99)</td>
<td>2(0)</td>
<td>1.96(0)</td>
<td>2.07(8)</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>100</td>
<td>2.74(74)</td>
<td>2(0)</td>
<td>2(0)</td>
<td>2.04(4)</td>
</tr>
<tr>
<td>2</td>
<td>200</td>
<td>100</td>
<td>2.45(45)</td>
<td>2(0)</td>
<td>2(0)</td>
<td>2.04(4)</td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>200</td>
<td>3(100)</td>
<td>1.91(3)</td>
<td>1.87(2)</td>
<td>2.4(58)</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>200</td>
<td>3(100)</td>
<td>2(0)</td>
<td>1.99(0)</td>
<td>2.02(2)</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>200</td>
<td>2.98(98)</td>
<td>2(0)</td>
<td>2(0)</td>
<td>2.02(2)</td>
</tr>
<tr>
<td>2</td>
<td>200</td>
<td>200</td>
<td>2.62(62)</td>
<td>2(0)</td>
<td>2(0)</td>
<td>2.02(2)</td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td>50</td>
<td>2.96(96)</td>
<td>1.97(1)</td>
<td>1.75(6)</td>
<td>2.02(37)</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>50</td>
<td>2.84(84)</td>
<td>1.99(1)</td>
<td>1.88(1)</td>
<td>2.08(15)</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>50</td>
<td>2.84(84)</td>
<td>2(0)</td>
<td>1.95(0)</td>
<td>2.08(8)</td>
</tr>
<tr>
<td>5</td>
<td>200</td>
<td>50</td>
<td>2.73(73)</td>
<td>2(0)</td>
<td>1.99(0)</td>
<td>2.05(5)</td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td>100</td>
<td>2.99(99)</td>
<td>1.9(5)</td>
<td>1.81(4)</td>
<td>2.13(43)</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>100</td>
<td>2.98(98)</td>
<td>2(0)</td>
<td>1.96(0)</td>
<td>2.06(7)</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>100</td>
<td>2.71(71)</td>
<td>2(0)</td>
<td>2(0)</td>
<td>2.04(4)</td>
</tr>
<tr>
<td>5</td>
<td>200</td>
<td>100</td>
<td>2.44(44)</td>
<td>2(0)</td>
<td>2(0)</td>
<td>2.04(4)</td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td>200</td>
<td>3(100)</td>
<td>1.83(2)</td>
<td>1.85(3)</td>
<td>2.19(46)</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>200</td>
<td>3(100)</td>
<td>2(0)</td>
<td>1.99(0)</td>
<td>2.01(1)</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>200</td>
<td>2.98(98)</td>
<td>2(0)</td>
<td>2(0)</td>
<td>2.02(2)</td>
</tr>
<tr>
<td>5</td>
<td>200</td>
<td>200</td>
<td>2.24(24)</td>
<td>2(0)</td>
<td>2(0)</td>
<td>2.03(3)</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>50</td>
<td>2.96(96)</td>
<td>1.93(8)</td>
<td>1.73(6)</td>
<td>1.95(33)</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>50</td>
<td>2.82(82)</td>
<td>1.99(1)</td>
<td>1.88(1)</td>
<td>2.07(14)</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>50</td>
<td>2.82(82)</td>
<td>2(0)</td>
<td>1.96(0)</td>
<td>2.07(7)</td>
</tr>
<tr>
<td>10</td>
<td>200</td>
<td>50</td>
<td>2.72(72)</td>
<td>2(0)</td>
<td>1.99(0)</td>
<td>2.05(5)</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>100</td>
<td>2.99(99)</td>
<td>1.87(4)</td>
<td>1.84(2)</td>
<td>2.09(41)</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>100</td>
<td>2.98(98)</td>
<td>2(0)</td>
<td>1.96(0)</td>
<td>2.05(7)</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>100</td>
<td>2.7(70)</td>
<td>2(0)</td>
<td>2(0)</td>
<td>2.05(5)</td>
</tr>
<tr>
<td>10</td>
<td>200</td>
<td>100</td>
<td>2.43(43)</td>
<td>2(0)</td>
<td>2(0)</td>
<td>2.04(4)</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>200</td>
<td>3(100)</td>
<td>1.81(1)</td>
<td>1.84(3)</td>
<td>2.1(42)</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>200</td>
<td>3(100)</td>
<td>2(0)</td>
<td>1.99(0)</td>
<td>2.01(1)</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>200</td>
<td>2.98(98)</td>
<td>2(0)</td>
<td>2(0)</td>
<td>2.02(2)</td>
</tr>
<tr>
<td>10</td>
<td>200</td>
<td>200</td>
<td>2.26(26)</td>
<td>2(0)</td>
<td>2(0)</td>
<td>2.03(2)</td>
</tr>
</tbody>
</table>

See footnotes to Table A.7.
### Table A.9: Average estimates of the number of local factors for experiments with $(\phi_G, \phi_F) = (0.5, 0.5), (r_o, r_v) = (0, 2), (\beta, \phi_0, \kappa) = (0.1, 0.5, 1)$ and $r_{\text{max}}^o = r_{\text{max}}^o - r_0$

<table>
<thead>
<tr>
<th>$R$</th>
<th>$M$</th>
<th>$T$</th>
<th>$IC_{p2}$</th>
<th>$BIC_3$</th>
<th>$ER$</th>
<th>$ED$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>20</td>
<td>50</td>
<td>3.83(98)</td>
<td>2.77(74)</td>
<td>1.77(4)</td>
<td>2.74(63)</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>50</td>
<td>3.46(85)</td>
<td>2.25(25)</td>
<td>1.89(1)</td>
<td>2.35(24)</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>50</td>
<td>3.44(82)</td>
<td>2(1)</td>
<td>1.94(0)</td>
<td>2.12(10)</td>
</tr>
<tr>
<td>2</td>
<td>200</td>
<td>50</td>
<td>2.82(57)</td>
<td>1.93(0)</td>
<td>1.91(0)</td>
<td>2.01(6)</td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>100</td>
<td>3.79(100)</td>
<td>2.57(57)</td>
<td>1.84(3)</td>
<td>3.33(85)</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>100</td>
<td>4.35(100)</td>
<td>2.12(12)</td>
<td>1.97(0)</td>
<td>2.49(22)</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>100</td>
<td>3.13(74)</td>
<td>2(0)</td>
<td>2(0)</td>
<td>2.06(4)</td>
</tr>
<tr>
<td>2</td>
<td>200</td>
<td>100</td>
<td>2.49(42)</td>
<td>2(0)</td>
<td>2(0)</td>
<td>2.05(4)</td>
</tr>
<tr>
<td>2</td>
<td>200</td>
<td>200</td>
<td>3.86(100)</td>
<td>2.38(38)</td>
<td>1.86(3)</td>
<td>3.83(98)</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>200</td>
<td>3.86(100)</td>
<td>2.38(39)</td>
<td>1.88(4)</td>
<td>3.82(98)</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>200</td>
<td>4.44(99)</td>
<td>2(0)</td>
<td>2(0)</td>
<td>2.02(1)</td>
</tr>
<tr>
<td>2</td>
<td>200</td>
<td>200</td>
<td>2.26(24)</td>
<td>2(0)</td>
<td>2(0)</td>
<td>2.02(1)</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>50</td>
<td>3.48(85)</td>
<td>2.27(26)</td>
<td>1.88(1)</td>
<td>2.36(25)</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>50</td>
<td>3.55(85)</td>
<td>2(0)</td>
<td>1.95(0)</td>
<td>2.13(10)</td>
</tr>
<tr>
<td>5</td>
<td>200</td>
<td>50</td>
<td>3.12(70)</td>
<td>2(0)</td>
<td>1.99(0)</td>
<td>2.06(4)</td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td>100</td>
<td>3.79(100)</td>
<td>2.58(58)</td>
<td>1.85(3)</td>
<td>3.35(86)</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>100</td>
<td>4.32(99)</td>
<td>2.12(12)</td>
<td>1.96(0)</td>
<td>2.48(22)</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>100</td>
<td>3.08(72)</td>
<td>2(0)</td>
<td>2(0)</td>
<td>2.07(5)</td>
</tr>
<tr>
<td>5</td>
<td>200</td>
<td>100</td>
<td>2.5(42)</td>
<td>2(0)</td>
<td>2(0)</td>
<td>2.04(3)</td>
</tr>
<tr>
<td>5</td>
<td>200</td>
<td>200</td>
<td>3.86(100)</td>
<td>2.38(39)</td>
<td>1.89(3)</td>
<td>3.83(98)</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>200</td>
<td>4.82(100)</td>
<td>2.03(3)</td>
<td>1.98(0)</td>
<td>2.38(14)</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>200</td>
<td>4.46(99)</td>
<td>2(0)</td>
<td>2(0)</td>
<td>2.02(1)</td>
</tr>
<tr>
<td>5</td>
<td>200</td>
<td>200</td>
<td>2.26(24)</td>
<td>2(0)</td>
<td>2(0)</td>
<td>2.02(2)</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>50</td>
<td>3.85(98)</td>
<td>2.77(74)</td>
<td>1.76(4)</td>
<td>2.72(61)</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>50</td>
<td>3.48(86)</td>
<td>2.26(26)</td>
<td>1.89(1)</td>
<td>2.38(26)</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>50</td>
<td>3.54(84)</td>
<td>2(0)</td>
<td>1.95(0)</td>
<td>2.14(10)</td>
</tr>
<tr>
<td>10</td>
<td>200</td>
<td>50</td>
<td>3.16(71)</td>
<td>2(0)</td>
<td>1.99(0)</td>
<td>2.07(5)</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>100</td>
<td>3.79(100)</td>
<td>2.58(58)</td>
<td>1.84(3)</td>
<td>3.33(85)</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>100</td>
<td>4.33(99)</td>
<td>2.12(12)</td>
<td>1.97(0)</td>
<td>2.48(22)</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>100</td>
<td>3.1(74)</td>
<td>2(0)</td>
<td>2(0)</td>
<td>2.07(5)</td>
</tr>
<tr>
<td>10</td>
<td>200</td>
<td>100</td>
<td>2.5(42)</td>
<td>2(0)</td>
<td>2(0)</td>
<td>2.05(3)</td>
</tr>
<tr>
<td>10</td>
<td>200</td>
<td>200</td>
<td>3.86(100)</td>
<td>2.38(39)</td>
<td>1.89(3)</td>
<td>3.83(98)</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>200</td>
<td>4.83(100)</td>
<td>2.03(3)</td>
<td>1.99(0)</td>
<td>2.37(14)</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>200</td>
<td>4.46(99)</td>
<td>2(0)</td>
<td>2(0)</td>
<td>2.01(1)</td>
</tr>
<tr>
<td>10</td>
<td>200</td>
<td>200</td>
<td>2.26(24)</td>
<td>2(0)</td>
<td>2(0)</td>
<td>2.02(2)</td>
</tr>
</tbody>
</table>

See footnotes to Table A.7.
### A.6 Estimating the Number of Local Factors

Average estimates of the number of local factors for experiments with \((\phi_G, \phi_F) = (0.5, 0.5), (r_0, r_s) = (1, 1), (\beta, \phi_c, \kappa) = (0.1, 0.5, 1)\) and \(r_{i,max}^* = r_{max}^* - r_0\)

<table>
<thead>
<tr>
<th>(R)</th>
<th>(M)</th>
<th>(T)</th>
<th>(IC_{p2})</th>
<th>(BIC_3)</th>
<th>(ER)</th>
<th>(ED)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>20</td>
<td>50</td>
<td>2.93(99/0)</td>
<td>1.82(78/0)</td>
<td>1.01(10/0)</td>
<td>2.11(75/0)</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>50</td>
<td>2.58(88/0)</td>
<td>1.26(26/0)</td>
<td>1(0/0)</td>
<td>1.6(34/0)</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>50</td>
<td>2.52(85/0)</td>
<td>1.01(1/0)</td>
<td>1(0/0)</td>
<td>1.2(14/0)</td>
</tr>
<tr>
<td>2</td>
<td>200</td>
<td>50</td>
<td>1.86(59/2)</td>
<td>0.97(0/3)</td>
<td>0.98(0/2)</td>
<td>1.1(9/1)</td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>100</td>
<td>2.88(100/0)</td>
<td>1.66(66/0)</td>
<td>1(0/0)</td>
<td>2.51(90/0)</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>100</td>
<td>3.34(99/0)</td>
<td>1.11(11/0)</td>
<td>1(0/0)</td>
<td>1.62(27/0)</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>100</td>
<td>2.09(73/0)</td>
<td>1(0/0)</td>
<td>1(0/0)</td>
<td>1.11(7/0)</td>
</tr>
<tr>
<td>2</td>
<td>200</td>
<td>100</td>
<td>1.53(45/0)</td>
<td>1(0/0)</td>
<td>1(0/0)</td>
<td>1.07(5/0)</td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>200</td>
<td>2.94(100/0)</td>
<td>1.47(47/0)</td>
<td>1(0/0)</td>
<td>2.93(98/0)</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>200</td>
<td>3.83(100/0)</td>
<td>1.02(2/0)</td>
<td>1(0/0)</td>
<td>1.44(17/0)</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>200</td>
<td>3.48(99/0)</td>
<td>1(0/0)</td>
<td>1(0/0)</td>
<td>1.02(2/0)</td>
</tr>
<tr>
<td>2</td>
<td>200</td>
<td>200</td>
<td>1.27(25/0)</td>
<td>1(0/0)</td>
<td>1(0/0)</td>
<td>1.04(3/0)</td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td>50</td>
<td>2.93(98/0)</td>
<td>1.78(75/0)</td>
<td>1.01(10/0)</td>
<td>2.04(70/0)</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>50</td>
<td>2.5(87/0)</td>
<td>1.23(23/0)</td>
<td>1(0/0)</td>
<td>1.5(31/0)</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>50</td>
<td>2.55(85/0)</td>
<td>1.01(1/0)</td>
<td>1(0/0)</td>
<td>1.2(14/0)</td>
</tr>
<tr>
<td>5</td>
<td>200</td>
<td>50</td>
<td>2.11(69/0)</td>
<td>1(0/0)</td>
<td>1(0/0)</td>
<td>1.09(6/0)</td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td>100</td>
<td>2.89(100/0)</td>
<td>1.61(61/0)</td>
<td>1(0/0)</td>
<td>2.47(88/0)</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>100</td>
<td>3.33(99/0)</td>
<td>1.11(10/0)</td>
<td>1(0/0)</td>
<td>1.59(27/0)</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>100</td>
<td>2.08(72/0)</td>
<td>1(0/0)</td>
<td>1(0/0)</td>
<td>1.1(7/0)</td>
</tr>
<tr>
<td>5</td>
<td>200</td>
<td>100</td>
<td>1.48(40/0)</td>
<td>1(0/0)</td>
<td>1(0/0)</td>
<td>1.07(5/0)</td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td>200</td>
<td>2.95(100/0)</td>
<td>1.41(41/0)</td>
<td>1(0/0)</td>
<td>2.9(97/0)</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>200</td>
<td>3.81(100/0)</td>
<td>1.02(2/0)</td>
<td>1(0/0)</td>
<td>1.46(17/0)</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>200</td>
<td>3.4(99/0)</td>
<td>1(0/0)</td>
<td>1(0/0)</td>
<td>1.03(2/0)</td>
</tr>
<tr>
<td>5</td>
<td>200</td>
<td>200</td>
<td>1.26(25/0)</td>
<td>1(0/0)</td>
<td>1(0/0)</td>
<td>1.04(3/0)</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>50</td>
<td>2.91(98/0)</td>
<td>1.78(75/0)</td>
<td>1(0/0)</td>
<td>2.03(70/0)</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>50</td>
<td>2.47(86/0)</td>
<td>1.23(22/0)</td>
<td>1(0/0)</td>
<td>1.5(31/0)</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>50</td>
<td>2.54(85/0)</td>
<td>1.01(1/0)</td>
<td>1(0/0)</td>
<td>1.19(13/0)</td>
</tr>
<tr>
<td>10</td>
<td>200</td>
<td>50</td>
<td>2.12(70/0)</td>
<td>1(0/0)</td>
<td>1(0/0)</td>
<td>1.09(6/0)</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>100</td>
<td>2.91(100/0)</td>
<td>1.59(59/0)</td>
<td>1(0/0)</td>
<td>2.45(86/0)</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>100</td>
<td>3.31(99/0)</td>
<td>1.09(9/0)</td>
<td>1(0/0)</td>
<td>1.58(26/0)</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>100</td>
<td>2.05(71/0)</td>
<td>1(0/0)</td>
<td>1(0/0)</td>
<td>1.1(7/0)</td>
</tr>
<tr>
<td>10</td>
<td>200</td>
<td>100</td>
<td>1.49(41/0)</td>
<td>1(0/0)</td>
<td>1(0/0)</td>
<td>1.07(5/0)</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>200</td>
<td>2.97(100/0)</td>
<td>1.39(39/0)</td>
<td>1(0/0)</td>
<td>2.9(96/0)</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>200</td>
<td>3.81(100/0)</td>
<td>1.02(2/0)</td>
<td>1(0/0)</td>
<td>1.42(16/0)</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>200</td>
<td>3.4(98/0)</td>
<td>1(0/0)</td>
<td>1(0/0)</td>
<td>1.02(1/0)</td>
</tr>
<tr>
<td>10</td>
<td>200</td>
<td>200</td>
<td>1.25(23/0)</td>
<td>1(0/0)</td>
<td>1(0/0)</td>
<td>1.04(3/0)</td>
</tr>
</tbody>
</table>

See footnotes to Table A.7.
Table A.11: Average estimates of the number of local factors for experiments with $(\phi_{\text{E}}, \phi_F) = (0.5, 0.5), (\tau_0, \tau_1) = (3, 3), (\beta, \phi_r, \kappa) = (0.1, 0.5, 1)$ and $r^*_\text{max} = r^*_\text{max} - r_0$

<table>
<thead>
<tr>
<th>$R$</th>
<th>$M$</th>
<th>$T$</th>
<th>$IC_{p2}$</th>
<th>$BIC_3$</th>
<th>$ER$</th>
<th>$ED$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>20</td>
<td>50</td>
<td>4.41(82/4)</td>
<td>3.11(36/24)</td>
<td>2.18(11/63)</td>
<td>2.4(31/50)</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>50</td>
<td>4.19(80/2)</td>
<td>2.9(9/17)</td>
<td>2.47(8/43)</td>
<td>2.39(20/42)</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>50</td>
<td>4.17(77/4)</td>
<td>2.84(0/15)</td>
<td>2.65(1/25)</td>
<td>2.87(9/15)</td>
</tr>
<tr>
<td>2</td>
<td>200</td>
<td>50</td>
<td>3.67(57/12)</td>
<td>2.72(0/24)</td>
<td>2.68(0/23)</td>
<td>2.79(5/15)</td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>100</td>
<td>4.89(99/0)</td>
<td>3.13(28/16)</td>
<td>2.48(13/45)</td>
<td>3.01(53/35)</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>100</td>
<td>4.84(99/0)</td>
<td>3.02(5/3)</td>
<td>2.78(4/19)</td>
<td>2.57(13/28)</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>100</td>
<td>4.12(76/0)</td>
<td>3(0/0)</td>
<td>2.98(0/2)</td>
<td>3.05(4/0)</td>
</tr>
<tr>
<td>2</td>
<td>200</td>
<td>100</td>
<td>3.65(52/0)</td>
<td>3(0/0)</td>
<td>3(0/0)</td>
<td>3.05(4/0)</td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>200</td>
<td>4.89(99/0)</td>
<td>3.14(30/16)</td>
<td>2.48(13/46)</td>
<td>2.93(51/37)</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>200</td>
<td>4.99(100/0)</td>
<td>3.01(1/1)</td>
<td>2.9(2/9)</td>
<td>2.58(4/21)</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>200</td>
<td>4.86(98/0)</td>
<td>3(0/0)</td>
<td>3(0/0)</td>
<td>3.02(1/0)</td>
</tr>
<tr>
<td>2</td>
<td>200</td>
<td>200</td>
<td>3.33(30/0)</td>
<td>3(0/0)</td>
<td>3(0/0)</td>
<td>3.01(1/0)</td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td>50</td>
<td>4.69(95/1)</td>
<td>3.15(30/17)</td>
<td>2.24(13/60)</td>
<td>2.11(27/58)</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>50</td>
<td>4.28(83/0)</td>
<td>2.97(7/10)</td>
<td>2.5(7/40)</td>
<td>2.34(16/43)</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>50</td>
<td>4.38(86/0)</td>
<td>2.94(0/6)</td>
<td>2.72(1/21)</td>
<td>2.91(8/11)</td>
</tr>
<tr>
<td>5</td>
<td>200</td>
<td>50</td>
<td>4.21(79/0)</td>
<td>2.95(0/5)</td>
<td>2.88(0/9)</td>
<td>3.03(4/1)</td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td>100</td>
<td>4.81(98/0)</td>
<td>2.87(14/27)</td>
<td>2.36(11/51)</td>
<td>2.42(37/49)</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>100</td>
<td>4.79(98/0)</td>
<td>2.99(2/4)</td>
<td>2.78(3/19)</td>
<td>2.53(11/28)</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>100</td>
<td>4.01(73/0)</td>
<td>3(0/0)</td>
<td>2.97(0/2)</td>
<td>3.04(4/0)</td>
</tr>
<tr>
<td>5</td>
<td>200</td>
<td>100</td>
<td>3.57(47/0)</td>
<td>3(0/0)</td>
<td>3(0/0)</td>
<td>3.04(3/0)</td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td>200</td>
<td>4.86(99/0)</td>
<td>2.65(8/41)</td>
<td>2.46(11/45)</td>
<td>2.68(46/43)</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>200</td>
<td>4.98(100/0)</td>
<td>2.99(0/1)</td>
<td>2.91(1/8)</td>
<td>2.63(4/18)</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>200</td>
<td>4.81(98/0)</td>
<td>3(0/0)</td>
<td>3(0/0)</td>
<td>3.01(1/0)</td>
</tr>
<tr>
<td>5</td>
<td>200</td>
<td>200</td>
<td>3.28(25/0)</td>
<td>3(0/0)</td>
<td>3(0/0)</td>
<td>3.02(2/0)</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>50</td>
<td>4.7(94/1)</td>
<td>3.09(25/16)</td>
<td>2.2(12/61)</td>
<td>1.95(23/62)</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>50</td>
<td>4.23(81/0)</td>
<td>2.94(6/12)</td>
<td>2.48(6/41)</td>
<td>2.29(14/43)</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>50</td>
<td>4.37(86/0)</td>
<td>2.94(0/6)</td>
<td>2.72(1/21)</td>
<td>2.9(8/11)</td>
</tr>
<tr>
<td>10</td>
<td>200</td>
<td>50</td>
<td>4.21(79/0)</td>
<td>2.96(0/4)</td>
<td>2.9(0/8)</td>
<td>3.04(4/1)</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>100</td>
<td>4.8(98/0)</td>
<td>2.8(10/30)</td>
<td>2.32(10/53)</td>
<td>2.22(32/54)</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>100</td>
<td>4.78(98/0)</td>
<td>2.97(2/4)</td>
<td>2.78(3/19)</td>
<td>2.53(10/28)</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>100</td>
<td>3.97(71/0)</td>
<td>3(0/0)</td>
<td>2.97(0/2)</td>
<td>3.04(4/0)</td>
</tr>
<tr>
<td>10</td>
<td>200</td>
<td>100</td>
<td>3.54(45/0)</td>
<td>3(0/0)</td>
<td>3(0/0)</td>
<td>3.04(3/0)</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>200</td>
<td>4.86(99/0)</td>
<td>2.57(4/44)</td>
<td>2.44(10/46)</td>
<td>2.36(39/50)</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>200</td>
<td>4.98(100/0)</td>
<td>2.99(0/2)</td>
<td>2.9(1/9)</td>
<td>2.64(4/18)</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>200</td>
<td>4.79(97/0)</td>
<td>3(0/0)</td>
<td>3(0/0)</td>
<td>3.01(1/0)</td>
</tr>
<tr>
<td>10</td>
<td>200</td>
<td>200</td>
<td>3.26(24/0)</td>
<td>3(0/0)</td>
<td>3(0/0)</td>
<td>3.02(1/0)</td>
</tr>
</tbody>
</table>

See footnotes to Table A.7.
A.7 Alternative Selection Criteria under Two Wide-groups Division when $R > 2$

In this Section we follow the anonymous referee’s suggestion and split the whole data with $R > 2$ groups into the two wide groups. This simple modification enables us to apply the AGGR’s procedure for estimating the number of global factors even if $R > 2$, without developing complex

<table>
<thead>
<tr>
<th>$R$</th>
<th>$M$</th>
<th>$T$</th>
<th>$IC_{p2}$</th>
<th>$BIC_3$</th>
<th>$ER$</th>
<th>$ED$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>20</td>
<td>50</td>
<td>3.13(76)</td>
<td>1.51(12)</td>
<td>1.56(17)</td>
<td>1.34(23)</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>50</td>
<td>2.58(62)</td>
<td>1.02(0)</td>
<td>1.5(11)</td>
<td>1.02(12)</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>50</td>
<td>2.6(65)</td>
<td>1.03(0)</td>
<td>1.4(4)</td>
<td>1.34(8)</td>
</tr>
<tr>
<td>2</td>
<td>200</td>
<td>50</td>
<td>2.4(50)</td>
<td>1.02(0)</td>
<td>1.47(0)</td>
<td>1.7(3)</td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>100</td>
<td>3.4(94)</td>
<td>1.25(5)</td>
<td>1.53(16)</td>
<td>1.45(32)</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>100</td>
<td>3.01(97)</td>
<td>1.13(0)</td>
<td>1.47(9)</td>
<td>0.78(7)</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>100</td>
<td>2.68(68)</td>
<td>1.57(0)</td>
<td>1.79(1)</td>
<td>1.79(5)</td>
</tr>
<tr>
<td>2</td>
<td>200</td>
<td>100</td>
<td>2.4(44)</td>
<td>1.88(0)</td>
<td>1.96(0)</td>
<td>2.04(4)</td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>200</td>
<td>3.29(96)</td>
<td>0.91(1)</td>
<td>1.48(16)</td>
<td>1.45(35)</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>200</td>
<td>3.02(100)</td>
<td>1.16(0)</td>
<td>1.47(6)</td>
<td>0.6(2)</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>200</td>
<td>2.98(98)</td>
<td>1.88(0)</td>
<td>1.93(0)</td>
<td>1.98(2)</td>
</tr>
<tr>
<td>2</td>
<td>200</td>
<td>200</td>
<td>2.26(26)</td>
<td>2(0)</td>
<td>2(0)</td>
<td>2.03(3)</td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td>50</td>
<td>3.29(84)</td>
<td>1.54(15)</td>
<td>1.59(18)</td>
<td>1.14(19)</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>50</td>
<td>2.62(65)</td>
<td>0.99(0)</td>
<td>1.48(12)</td>
<td>0.87(9)</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>50</td>
<td>2.77(77)</td>
<td>1.07(0)</td>
<td>1.41(3)</td>
<td>1.35(8)</td>
</tr>
<tr>
<td>5</td>
<td>200</td>
<td>50</td>
<td>2.67(67)</td>
<td>1.12(0)</td>
<td>1.56(0)</td>
<td>1.82(4)</td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td>100</td>
<td>3.36(92)</td>
<td>1.11(5)</td>
<td>1.42(16)</td>
<td>1.17(22)</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>100</td>
<td>2.96(95)</td>
<td>1.05(8)</td>
<td>1.42(9)</td>
<td>0.76(6)</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>100</td>
<td>2.66(66)</td>
<td>1.53(0)</td>
<td>1.76(1)</td>
<td>1.76(5)</td>
</tr>
<tr>
<td>5</td>
<td>200</td>
<td>100</td>
<td>2.43(43)</td>
<td>1.85(0)</td>
<td>1.96(0)</td>
<td>2.04(4)</td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td>200</td>
<td>3.14(95)</td>
<td>0.68(1)</td>
<td>1.34(15)</td>
<td>1.14(24)</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>200</td>
<td>3(100)</td>
<td>1.08(0)</td>
<td>1.38(5)</td>
<td>0.6(2)</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>200</td>
<td>2.97(97)</td>
<td>1.87(0)</td>
<td>1.92(0)</td>
<td>1.98(2)</td>
</tr>
<tr>
<td>5</td>
<td>200</td>
<td>200</td>
<td>2.23(23)</td>
<td>2(0)</td>
<td>2(0)</td>
<td>2.02(2)</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>50</td>
<td>3.24(84)</td>
<td>1.48(14)</td>
<td>1.54(18)</td>
<td>1.12(18)</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>50</td>
<td>2.62(66)</td>
<td>0.97(0)</td>
<td>1.46(12)</td>
<td>0.86(9)</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>50</td>
<td>2.76(76)</td>
<td>1.05(0)</td>
<td>1.30(3)</td>
<td>1.33(7)</td>
</tr>
<tr>
<td>10</td>
<td>200</td>
<td>50</td>
<td>2.67(67)</td>
<td>1.13(0)</td>
<td>1.57(0)</td>
<td>1.81(5)</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>100</td>
<td>3.27(91)</td>
<td>1.04(4)</td>
<td>1.38(15)</td>
<td>1.09(20)</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>100</td>
<td>2.96(96)</td>
<td>1.01(0)</td>
<td>1.38(8)</td>
<td>0.71(5)</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>100</td>
<td>2.65(65)</td>
<td>1.53(0)</td>
<td>1.77(1)</td>
<td>1.78(4)</td>
</tr>
<tr>
<td>10</td>
<td>200</td>
<td>100</td>
<td>2.4(40)</td>
<td>1.85(0)</td>
<td>1.95(0)</td>
<td>2.04(4)</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>200</td>
<td>3.06(95)</td>
<td>0.58(0)</td>
<td>1.25(13)</td>
<td>0.98(20)</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>200</td>
<td>3(100)</td>
<td>1.05(0)</td>
<td>1.32(5)</td>
<td>0.6(2)</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>200</td>
<td>2.97(97)</td>
<td>1.86(0)</td>
<td>1.92(0)</td>
<td>1.98(2)</td>
</tr>
<tr>
<td>10</td>
<td>200</td>
<td>200</td>
<td>2.22(22)</td>
<td>2(0)</td>
<td>2(0)</td>
<td>2.02(2)</td>
</tr>
</tbody>
</table>

See footnotes to Table A.7.
analytic counterparts. Furthermore, this scheme may improve the finite sample performance of CCD and MCC estimators by increasing the number of cross-section observations used in the estimation of the number of global factors, \( r_0 \) and the global factors, \( G \). This implementation requires to calculate only one pair of sample squared canonical correlations, though we need to adjust \( r_{\text{max}} \) when estimating the two wide-group specific factors.

Let \( [R/2] \) be the integer part of \( R/2 \). Without loss of generality, we suppose that the first (the second) “w” group contains the blocks, \( i = 1, \ldots, [R/2] \) (\( i = [R/2] + 1, \ldots, R \)). We use the superscript, \( w \) to denote the data constructed by this strategy. The numbers of cross-sectional observations in each “w” group are \( M_1^w = M_1 + \cdots + M_{[R/2]} \) and \( M_2^w = M_{[R/2]+1} + \cdots + M_R \), respectively. Denote the corresponding \( T \times M_1^w \) and \( T \times M_2^w \) data matrices by \( Y_1^w \) and \( Y_2^w \). The first “w” group contains \( r_1^w = r_0 + r_1 + \cdots + r_{[R/2]} \) factors, denoted by \( K_1^w \) while the second “w” group contains \( r_2^w = r_0 + r_{[R/2]+1} + \cdots + r_R \) factors, denoted by \( K_2^w \). Then, we can estimate \( r_0 \) through evaluating the canonical correlations between \( K_1^w \) and \( K_2^w \).

We explore the performance of AGGR, CCD and MCC with the two wide-group division, denoted respectively by \( AGGR^w \), \( CCD^w \) and \( MCC^w \), via additional Monte Carlo experiments. We consider the same DGP employed under Experiments 1 and 3 as in Section 1.5.

To consistently estimate factors and canonical correlations by \( CCD^w \) and \( MCC^w \), we need to select a sufficiently large \( r_{\text{max}} \ge \max\{r_1^w, r_2^w\} \). Following a practical selection guideline described in Section 1.5, we select the common \( r_0^* \) for the two-wide groups by \( r_0^* = \max\{\hat{r}_1^w, \hat{r}_2^w\} \), where \( \hat{r}_1^w \) and \( \hat{r}_2^w \) are the number of factors estimated by \( BIC_3 \). Here we set \( r_{\text{max}} = r_0 + r_i \times [R/2] + 5 \) for each \( w \)-groups when applying \( BIC_3 \), where \( [R/2] \) is the smallest integer that is larger than or equal to \( R/2 \). For example, if \( (r_0, r_i) = (2, 2) \), then \( r_{\text{max}} = 9, 13, 17 \) for \( R = 2, 5, 10 \). This ensures the consistency of \( BIC_3 \). When implementing \( AGGR^w \), we assume that the true numbers of factors, \( r_1^w \) and \( r_2^w \), are known, and set \( r_{\text{max}} = \max\{r_1^w, r_2^w\} \). But, we still allow the estimation uncertainty in implementing \( CCD^w \) and \( MCC^w \).

Table A.13 shows the simulation results for Experiment 1. For \( R = 2 \), the performances of \( CCD^w \), \( MCC^w \) and \( AGGR^w \) are qualitatively similar to those in Table 1. As \( R \) increases, however, all three criteria tend to overestimate \( r_0 \) if \( T \) is small (\( T = 50 \)). In particular, the performance of \( AGGR^w \) becomes satisfactory only if \( M \) and \( T \) are sufficiently large. Overall, we find that \( CCD^w \) and \( MCC^w \) appear to be outperformed by \( CCD \) and \( MCC \). First, we need to set \( r_0^* \) larger as \( R \) grows. This may adversely affect the precision of canonical correlations. Second, if \( M_i \ge T \), the two wide-group division does not yield more precise factor estimates. By Lemma 4, the convergence

---

\(^7\) We do not report the results for the IC approach by Chen (2012), since it is computationally too burdensome and its performance is dominated by CCD and MCC as reported in the main text.
A.7 Alternative Selection Criteria under Two Wide-groups Division when $R > 2$

rate of $\hat{K}_i^w$ is $O_p(1/\delta_{M^wT})$ where $\delta_{M^wT} = \min\{\sqrt{M_i^w}, \sqrt{T}\} = \sqrt{T}$. In this case the use of more cross-section observations does not necessarily result in a faster convergence rate.

However, if $T > M_i$, then the larger $M_1^w$ and $M_2^w$ will improve the precision of factor estimates by $CCD^w$ and $MCC^w$. If $T$ is also sufficiently large ($T \geq 100$) with $M_i << T$, then the advantage of using the larger $M_1^w$ and $M_2^w$ can outweigh the disadvantage caused by assigning the larger $r_{\text{max}}^w$.

This gain is more noticeable when the data is noisier. For example, in Panel C of Table A.13, the average estimates of $CCD^w$ and $MCC^w$ with $(M, T) = (20, 200)$ are 1.68 and 1.21 (2 and 1.93) for $R = 5$ ($R = 10$) whilst the corresponding figures for $CCD$ and $MCC$ are only 0.92 and 0.7 (0.96 and 0.78) for $R = 5$ ($R = 10$) (see Table 1.1).

Next, Table A.14 shows the simulation results for Experiment 3. We allow the number of global factors to vary from 0 to 3 by setting $(r_0, r_i) \in \{(0,2), (1,1), (3,3)\}$ for $i = 1, ..., R$ and $(\beta, \phi_e, \kappa) = (0.1, 0.5, 1)$. First, the results for the case with $(r_0, r_i) = (0,2)$, are reported in Panel A. $CCD^w$ tends to select zero global factor correctly for $R = 2, 5$. But, if $R = 10$, $CCD^w$ slightly overestimate $r_0$ if $T$ is small, mainly due to the adverse effect of the larger $r_{\text{max}}^w$. Such overestimation becomes more severe for $MCC^w$ and $AGGR^w$. Second, turning to the case with $(r_0, r_i) = (1,1)$ in Panel B, we find that $CCD^w$ and $MCC^w$ estimate $r_0 = 1$ correctly in most cases. $AGGR^w$ overestimates $r_0$ when $M$ or $T$ is small. Finally, the results for $(r_0, r_i) = (3,3)$ presented in Panel C, display that $CCD^w$, $MCC^w$ and $AGGR^w$ are all subject to severe overestimation biases if $T$ is small. The performance of $CCD^w$ and $MCC^w$ improves sharply with $T$. By contrast, the performance of $AGGR$ becomes satisfactory only if both $M$ and $T$ are large. Overall, $CCD$ and $MCC$ still outperform $CCD^w$, $MCC^w$ and $AGGR^w$ in most cases.

We may draw three conclusions from these findings. First, we are able to apply the $AGGR$ approach to the multilevel panel with $R > 2$ by forming the two wide-groups, though its performance becomes satisfactory only if both $M$ and $T$ are substantially large. Its performance becomes rather unreliable, especially if $T$ is small. Second, $CCD$ and $MCC$ still outperform $CCD^w$, $MCC^w$ and $AGGR^w$ in most cases. Third, there is a trade-off between a selection of the larger $r_{\text{max}}^w$ and the use of more cross-section observations. $CCD^w$ and $MCC^w$ significantly improves the estimation precision of $r_0$ for the multilevel panel with $R > 2$, if $T$ is sufficiently large and $M$ is much smaller than $T$. On the other hand, if $T$ is small, then the performance of $CCD^w$ and $MCC^w$ appears to be unreliable, and $MCC^w$ tends to overestimate $r_0$. Hence, we may recommend to apply this 2-wide groups modification in practice, only when $T$ is sufficiently large and $M$ is much smaller than $T$. 


Table A.13: Average estimates of the number of global factors for \( w \)-groups for Experiment 1. \((\phi_G, \phi_F) = (0.5, 0.5), (r_0, r_i) = (2, 2), (\beta, \phi_e, \kappa) \in \{ (0, 0, 1), (0.1, 0.5, 1), (0.1, 0.5, 3) \}\)

<table>
<thead>
<tr>
<th>(CCD^w)</th>
<th>(MCC^w)</th>
<th>(AGGR^w)</th>
<th>(CCD^m)</th>
<th>(MCC^m)</th>
<th>(AGGR^m)</th>
<th>(CCD)</th>
<th>(MCC)</th>
<th>(AGGR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(M)</td>
<td>(T)</td>
<td>(R = 2)</td>
<td>(R = \beta)</td>
<td>(R = 5)</td>
<td>(R = 10)</td>
<td>(M)</td>
<td>(T)</td>
<td>(R = 2)</td>
</tr>
<tr>
<td>20</td>
<td>50</td>
<td>1.95(0.34)</td>
<td>2.82</td>
<td>0.19(0.15)</td>
<td>1.99(0.21)</td>
<td>7.55</td>
<td>5.54</td>
<td>5.54</td>
</tr>
<tr>
<td>50</td>
<td>1.2(0.2)</td>
<td>1.98(0.18)</td>
<td>0.25</td>
<td>2.01(0.4)</td>
<td>2.01(0.4)</td>
<td>2.28</td>
<td>2.27</td>
<td>5.54</td>
</tr>
<tr>
<td>100</td>
<td>1.99(0.06)</td>
<td>1.99(0.07)</td>
<td>1.99(0.11)</td>
<td>1.99(0.1)</td>
<td>2.3(0.4)</td>
<td>2.3(0.4)</td>
<td>2.3(0.4)</td>
<td>5.54</td>
</tr>
<tr>
<td>200</td>
<td>2(0.4)</td>
<td>2(0.5)</td>
<td>2(0.3)</td>
<td>2(0.3)</td>
<td>1.98(0.6)</td>
<td>2.11(0.7)</td>
<td>2(0.3)</td>
<td>5.54</td>
</tr>
<tr>
<td>200</td>
<td>1.92(0.6)</td>
<td>1.91(0.8)</td>
<td>1.99(0.1)</td>
<td>8(100)</td>
<td>8(100)</td>
<td>8(100)</td>
<td>8(100)</td>
<td>5.54</td>
</tr>
<tr>
<td>100</td>
<td>2(0.01)</td>
<td>2(0.01)</td>
<td>2(0.1)</td>
<td>2(0.01)</td>
<td>2(0.01)</td>
<td>2(0.01)</td>
<td>2(0.01)</td>
<td>5.54</td>
</tr>
<tr>
<td>100</td>
<td>2(0.01)</td>
<td>2(0.01)</td>
<td>2(0.01)</td>
<td>2(0.01)</td>
<td>2(0.01)</td>
<td>2(0.01)</td>
<td>2(0.01)</td>
<td>5.54</td>
</tr>
<tr>
<td>100</td>
<td>2(0.01)</td>
<td>2(0.01)</td>
<td>2(0.01)</td>
<td>2(0.01)</td>
<td>2(0.01)</td>
<td>2(0.01)</td>
<td>2(0.01)</td>
<td>5.54</td>
</tr>
<tr>
<td>200</td>
<td>2(0.01)</td>
<td>2(0.01)</td>
<td>2(0.01)</td>
<td>2(0.01)</td>
<td>2(0.01)</td>
<td>2(0.01)</td>
<td>2(0.01)</td>
<td>5.54</td>
</tr>
<tr>
<td>200</td>
<td>2(0.01)</td>
<td>2(0.01)</td>
<td>2(0.01)</td>
<td>2(0.01)</td>
<td>2(0.01)</td>
<td>2(0.01)</td>
<td>2(0.01)</td>
<td>5.54</td>
</tr>
</tbody>
</table>

The average of \(r_0\) over 1,000 replications is reported together with the figures inside the parenthesis, \((O/U)\), indicating the percentage of overestimation and underestimation. \(\phi_G\) and \(\phi_F\) are the AR coefficients for the global and local factors. \(\beta, \phi_e, \kappa\) control the cross-section correlation, serial correlation and noise-to-signal ratio. For \(AGGR^w\), we assume that the true number of factors, \(r_0 + r_i\), is known whereas we allow the estimation uncertainty in implementing \(CCD^w\) and \(MCC^w\). We select the common \(r_{\text{max}}^w\) for the two-wide groups by \(r_{\text{max}}^w = \max\{r_0^w, r_i^w\}\), where \(r_0^w\) and \(r_i^w\) are the number of factors estimated by \(RC\) with \(r_{\text{max}} = r_0 + r_i \times \lceil R/2 \rceil + 5\) for each of \(w\)-groups, where \(\lceil R/2 \rceil\) is the smallest integer that is larger than or equal to \(R/2\).
Table A.14: Average estimates of the number of global factors for $w-$groups for Experiment 3. \((\phi_G, \phi_F) = (0.5, 0.5), (\beta, \phi_e, \kappa) = (0.1, 0.5, 1), (r_0, r_i) \in \{(0, 2), (1, 1), (3, 3)\}\n
<table>
<thead>
<tr>
<th>(CCD)</th>
<th>(MCC)</th>
<th>(AGGR)</th>
<th>(CCD)</th>
<th>(MCC)</th>
<th>(AGGR)</th>
<th>(CCD)</th>
<th>(MCC)</th>
<th>(AGGR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(T)</td>
<td>(R = 2)</td>
<td>(R = 2)</td>
<td>(R = 5)</td>
<td>(R = 5)</td>
<td>(R = 10)</td>
<td>(R = 10)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>50</td>
<td>0.02(1.9)</td>
<td>0.32(21.5)</td>
<td>4.93(21.3)</td>
<td>5.16(21.4)</td>
<td>8.03(21.6)</td>
<td>8.02(21.7)</td>
<td>17(100)</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>0.0(2.1)</td>
<td>2.10(73.9)</td>
<td>3.95(73.9)</td>
<td>8.90(73.9)</td>
<td>8.90(73.9)</td>
<td>8.90(73.9)</td>
<td>17(100)</td>
</tr>
<tr>
<td>100</td>
<td>50</td>
<td>3.0(1.3)</td>
<td>3.0(1.3)</td>
<td>3.0(1.3)</td>
<td>3.0(1.3)</td>
<td>3.0(1.3)</td>
<td>3.0(1.3)</td>
<td>17(100)</td>
</tr>
<tr>
<td>200</td>
<td>50</td>
<td>3.0(1.3)</td>
<td>3.0(1.3)</td>
<td>3.0(1.3)</td>
<td>3.0(1.3)</td>
<td>3.0(1.3)</td>
<td>3.0(1.3)</td>
<td>17(100)</td>
</tr>
<tr>
<td>50</td>
<td>100</td>
<td>3.8(5.0)</td>
<td>3.8(5.0)</td>
<td>3.8(5.0)</td>
<td>3.8(5.0)</td>
<td>3.8(5.0)</td>
<td>3.8(5.0)</td>
<td>17(100)</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>3.8(5.0)</td>
<td>3.8(5.0)</td>
<td>3.8(5.0)</td>
<td>3.8(5.0)</td>
<td>3.8(5.0)</td>
<td>3.8(5.0)</td>
<td>17(100)</td>
</tr>
<tr>
<td>200</td>
<td>100</td>
<td>3.8(5.0)</td>
<td>3.8(5.0)</td>
<td>3.8(5.0)</td>
<td>3.8(5.0)</td>
<td>3.8(5.0)</td>
<td>3.8(5.0)</td>
<td>17(100)</td>
</tr>
</tbody>
</table>

See footnotes to Table A.13.
A.8 Alternative Selection Criteria for the Number of Global Factors

A few studies have attempted to develop consistent selection criteria for the number of global factors under the multilevel setting. Here we provide the detailed estimation algorithms for the alternative approaches proposed by Chen (2012), Andreou et al. (2019) and Han (2021).

First, Chen (2012) proposes the modified information criteria as follows:

$$IC_{Chen}(k_0, k_1, \ldots, k_R) = \frac{1}{N} \sum_{i=1}^{R} M_i V_i \left( \hat{G}_i^{k_0}, \hat{F}_i^{k_i}, k_0, k_i \right) + \hat{\sigma} \left( \sum_{i=1}^{R} k_i/R + \bar{h} + \bar{\alpha} k_0 \right) g(N, T)$$

$$\bar{r}_0, \bar{r}_1, \ldots, \bar{r}_R = \arg\min_{0 \leq k_0, k_1, \ldots, k_R \leq r_{max}} IC_{Chen}(k_0, k_1, \ldots, k_R)$$

where $M_i$ is the number of the individuals in each block $i$, $V_i$ is the sum of squared residuals for each block $i$ for $i = 1, \ldots, R$, $\hat{G}_i^{k_0}$ are the $k_0$ estimated global factors, $\hat{F}_i^{k_i}$ are the $k_i$ estimated local factors, $\hat{\sigma}$ is the average variance of the idiosyncratic errors, $\bar{h}$ and $\bar{\alpha} < 1$ are fixed scaling parameters given by\(^8\)

$$\bar{h} = \sum_{i=1}^{R} h(\alpha_i), \quad h(\alpha_i) = \frac{\alpha_i g(N, T)}{\bar{g}(N, T)}, \quad \alpha_i = \frac{M_i}{N} \quad \text{and} \quad \alpha = \min\{\alpha_1, \ldots, \alpha_R\}.$$  

and $g(N, T)$ is a penalty function given by

$$g(N, T) = \frac{N + T}{NT} \ln \frac{NT}{N + T}.$$  

When implementing $IC_{Chen}$ in the simulations, we simply assume that the true number of factors $r_0 + r_i$ is known in order to avoid estimating too many candidate models.\(^9\)

Next, Andreou et al. (2019) (AGGR) apply the canonical correlation analysis to estimate global and local factors in a two-group factor model with mixed frequency data. They then develop a novel inference on the numbers of global and group-specific factors. AGGR apply the existing information criteria to the data in each block and obtain $\bar{r}_0 + r_i$ for $i = 1, 2$. Set $r_{max} = \min\{\bar{r}_0 + r_1, \bar{r}_0 + r_2\}$ and $M = \min\{M_1, M_2\}$. Then, we extract the $r_{max}$ PCs from the data matrix $Y_i$, that is denoted $\hat{K}_i$ for $i = 1, 2$. Let $\hat{V}_{ab} = \hat{K}_a^\top \hat{K}_b / T$ be the covariance matrix between $\hat{K}_1$ and $\hat{K}_2$ for $a, b = 1, 2$. Construct $\hat{R} = \hat{V}_{11}^{-1} \hat{V}_{12} \hat{V}_{22}^{-1} \hat{V}_{21}$ and $\hat{R}^* = \hat{V}_{22}^{-1} \hat{V}_{21} \hat{V}_{11}^{-1} \hat{V}_{12}$. Evaluate the $r_{max} \times k$ matrix $\hat{W}_1$ (resp. $\hat{W}_2$) which collects the eigenvectors corresponding to $k$ largest eigenvalues of $\hat{R}$ in descending

---

\(^8\)Chen (2012) uses this criterion to jointly determine the (unknown) block memberships. Then, $\bar{h}$ is a function of $M_i, N$ and $T$ controlling the dispersion of blocks. If the membership is known, $\bar{h}$ is a fixed constant.

\(^9\)For example, in the case where $(r_0, r_i) = (2, 2)$, the candidate models are restricted to $\{(0, 4), (1, 3), (2, 2), (3, 1), (4, 0)\}$. 
order (resp. $\tilde{R}^*$). Define the $r_{\text{max}} \times (r_{\text{max}} - k)$ matrix $\tilde{W}_1^-$ (resp. $\tilde{W}_2^-$), which collects the $r_{\text{max}} - k$ eigenvectors corresponding to the remaining eigenvalues of $\tilde{R}$ (resp. $\tilde{R}^*$) in descending order. The global factors can be estimated by $\tilde{G} = \tilde{K}_1 \tilde{W}_1$ or $\tilde{G} = \tilde{K}_2 \tilde{W}_2$. The local factors can be estimated by $\tilde{F}_1 = \tilde{K}_1 \tilde{W}_1^-$ and $\tilde{F}_2 = \tilde{K}_2 \tilde{W}_2^-$. The factor loadings can be estimated by $\tilde{\Gamma}_i = \tilde{Y}_i' \tilde{G}_i / T$ and $\tilde{\Lambda}_i = \tilde{Y}_i' \tilde{F}_i / T$ for $i = 1, 2$. Let $\tilde{D}_i = \tilde{E}_i' \tilde{E}_i / T$ and $\tilde{\Theta}_i = \left[ \tilde{\Gamma}_i, \tilde{\Lambda}_i \right]$ for $i = 1, 2$, where $\tilde{E}_i = \tilde{Y}_i - \tilde{G}_i' \tilde{F}_i - \tilde{F}_i' \tilde{\Lambda}_i$. Define

$$\tilde{\Sigma}_{u,i} = \left( \frac{\tilde{\Theta}_i' \tilde{\Theta}_i}{M_i} \right)^{-1} \left( \frac{\tilde{\Theta}_i' \tilde{\Lambda}_i}{M_i} \right)^{-1} \left( \frac{\tilde{\Lambda}_i' \tilde{\Lambda}_i}{M_i} \right)^{-1}, \quad i = 1, 2$$

where $\tilde{C}_i$ is an $M_i \times M_i$ diagonal matrix with diagonal elements equal to those in $\tilde{D}_i$.

Then, they construct the following (feasible) scaled and centered test statistic:

$$\tilde{\xi}(k) = M \sqrt{T} \left( \frac{1}{2} \text{tr} \left\{ \tilde{\Sigma}_U^2 \right\} \right)^{-1/2} \left[ \tilde{\xi}(k) - k + \frac{1}{2M} \text{tr} \left\{ \tilde{\Sigma}_U^2 \right\} \right]$$

where $\tilde{\xi}(k)$ is the sum of the $k$ largest eigenvalues of $\tilde{R}$ and $\tilde{\Sigma}_U = (M_2/M_1) \tilde{\Sigma}_{u,1}^{(kk)} + \tilde{\Sigma}_{u,2}^{(kk)}$ with $(kk)$ indicating the upper-left $(k,k)$ blocks of the matrix. By imposing the strong assumption that idiosyncratic errors have neither serial nor cross-sectional correlations, AGGR can derive that $\tilde{\xi}(r)$ follows the standard normal distribution asymptotically under the null hypothesis, $r_0 = r$.

The number of global factors can be estimated by applying the $\tilde{\xi}(r)$ test sequentially for $r = r_{\text{max}}, r_{\text{max}} - 1, \ldots, 1$ backwards:

$$\hat{r}_0 = \max \left\{ r : 1 \leq r \leq r_{\text{max}} : \tilde{\xi}(r) > z_{\alpha_MT} \right\}$$

where $\alpha_{MT}$ is a sequence of real scalars defined in the interval $(0,1)$ such that $\alpha_{MT} \to 0$ and $(M \sqrt{T})^{-1} z_{\alpha_MT} \to 0$ as $M, T \to \infty$. $z_{\alpha_MT}$ is a threshold value given by $z_{\alpha_MT} = -c (M \sqrt{T})^\gamma$ for $c > 0$ and $0 < \gamma < 1$.

The above procedure can be used for model selection if the critical value diverges at a certain rate, $\gamma$. Following AGGR (see Footnote 7 on p.1277), we set $c = 0.95$ and $\gamma = 0.1$ in simulations. We also assume that the number of factors $r_0 + r_i$ is known. If we use the estimates of $r_0 + r_i$, then we find that the finite sample performance of AGGR becomes worse.

Han (2021) proposes an alternative method to identify the spaces spanned by global and local factors separately, and develops a shrinkage estimator that can consistently estimate the factor loadings and determine the number of factors, simultaneously. We describe Han’s algorithms in details.

1. Let $\tilde{F}$ be $\sqrt{T}$ times the eigenvectors corresponding to the $\tilde{k}$ largest eigenvalues of the $T \times T$
matrix $YY'$ in descending order. Compute $\hat{\Lambda} = Y'\hat{F}/T$. Let $\tilde{\Lambda}_i (M_i \times \tilde{k})$ be the \(i\)-th block of $\tilde{\Lambda}$. Let $\tilde{S}_1 = \tilde{A}_i'\tilde{A}_1/M_1$ and then compute the spectral decomposition:

$$\tilde{S}_1 = \tilde{A}_1\tilde{V}_1\tilde{A}_1'$$ (A.8.13)

where $\tilde{V}_1$ is a diagonal matrix consisting of the eigenvalues of $\tilde{S}_1$ in descending order and $\tilde{A}_1$ denotes the corresponding eigenvectors. Let $\tilde{F} = \tilde{F}\tilde{A}_1$ and $\tilde{\Lambda} = \tilde{A}\tilde{A}_1$.

2. The estimate of $\tilde{A}_1$, denoted $\hat{\Lambda}_1$, can be obtained by minimising the LASSO function:

$$Q_1(\Lambda_1) = \frac{1}{M_1T} \sum_{t=1}^T \frac{1}{T} \left\| Y_{1t} - \Lambda_1\tilde{f}_t \right\|^2 + \gamma_1 \sum_{k=1}^\tilde{k} w_{1k} \left\| \Lambda_{1k} \right\|$$ (A.8.14)

where $\tilde{f}_t$ is the transpose of the $t$-th row of $\tilde{F}$, $\Lambda_{1k}$ is an $M_1 \times 1$ vector of the $k$-th column of $A_{1k}$, $\gamma_{1,NT}$ is a positive tuning parameter depending on $N$ and $T$, and $w_{1k}$ is an adaptive weight. Let $\tilde{k}_1$ be the number of nonzero columns in $\hat{\Lambda}_1$.

3. Partition $\tilde{\Lambda}$ as $[\tilde{\Lambda}_1', \ldots, \tilde{\Lambda}_R']'$ where $\tilde{\Lambda}_i'$ is an $M_i \times \tilde{k}$ loading matrix of the $i$-th block for $i = 1, \ldots, R$. Let $\tilde{\Lambda}_{i,1:k_1}$ and $\tilde{\Lambda}_{i,k_1+1:k}$ be the first $k_1$ columns and the last $\tilde{k} - k_1$ columns of $\tilde{\Lambda}_i$, respectively. Define

$$\tilde{S}_0 = (N - M_1)^{-1} \sum_{i=2}^R \tilde{\Lambda}_{i,1:k_1}' \tilde{\Lambda}_{i,1:k_1}$$

$$\tilde{S}_i = \frac{1}{M_i} \tilde{\Lambda}_{i,k_1+1:k}' \tilde{\Lambda}_{i,k_1+1:k}, \ i = 2, \ldots, R.$$ Evaluate the spectral decompositions, $\tilde{S}_0 = \tilde{\Lambda}_0\tilde{V}_0\tilde{S}_0'$ and $\tilde{S}_i = \tilde{\Lambda}_i\tilde{V}_i\tilde{\Lambda}_i'$ for $i = 2, \ldots, R$. Let $\hat{G} = \hat{F}_{2:k}^{1:k}A_0$ and $\hat{F}_i = \hat{F}_{k_1+1:k}^{i:1:k}A_i$ for $i = 2, \ldots, R$.

4. Let $\Lambda^{(-1)} = [\Lambda_2', \ldots, \Lambda_R']'$. This factor loading matrix can be estimated by minimising:

$$Q\left(\Lambda^{(-1)}\right) = \frac{1}{(N - M_1)T} \sum_{i=2}^R \sum_{t=1}^T \left\| Y_{1t} - \Lambda_{i,1:k_1}\hat{G}_t - \Lambda_{i,k_1+1:k}\hat{F}_t \right\|^2 + \gamma_0 \sum_{k=1}^\tilde{k} w_{0k} \left\| \Lambda_k^{(-1)} \right\| + \frac{1}{\gamma_{2,NT}} \sum_{i=2}^R \sum_{k=k+1}^\tilde{k} w_{ik} \left\| \Lambda_{ik} \right\|$$ (A.8.15)

where $\hat{G}_t$ and $\hat{F}_t$ denote the transpose of the $t$-th rows of $\hat{G}$ and $\hat{F}$, $\Lambda_k^{(-1)}$ is the $k$-th column of $\Lambda^{(-1)}$, $\Lambda_{ik}$ is the $k$-th column of the $M_i \times \tilde{k}$ matrix $\Lambda_i$ for $i = 2, \ldots, R$, $\gamma_{0,NT}$ and $\gamma_{2,NT}$ are positive tuning parameters, and $w_{0k}$ and $w_{ik}$ are adaptive weights.

Let $\hat{A}^{(-1)} = [\hat{A}_2', \ldots, \hat{A}_R']'$, where $\hat{A}_i$ denotes the estimate of the $M_i \times \tilde{k}$ loadings for the $i$-th block ($i = 2, \ldots, R$). Then, we can estimate the number of global factors by the number of nonzero
columns in $\mathbf{A}_{i,k}^{(-1)}$, denoted $\hat{r}_0$. Similarly, we estimate the number of local factors by the number of nonzero columns in $\hat{\mathbf{A}}_{i,k+1:k}$, denoted $\hat{r}_i$, for $i = 2, \ldots, R$. Finally, we obtain $\hat{r}_1 = \hat{k}_1 - \hat{r}_0$.

Notice that the above shrinkage estimator requires us to select tuning parameters by some information criteria. The tuning parameter for the first block, $\gamma_1$, can be selected by minimizing the following information criterion:

$$
T_1(\gamma_1) = \ln \left( \frac{1}{M_1 T} \sum_{t=1}^{T} \left\| \mathbf{Y}_{it} - \hat{\mathbf{A}}_{1:k} \right\|^2 \right) + \hat{k}_1(\gamma_1) \frac{M_1 + T}{M_1} \ln \left( \frac{M_1 T}{M_1 + T} \right) \cdot \ln[\ln(M_1)].
$$

Let $\gamma_1^*$ be the selected tuning parameter and denote the estimate of $k_1$ based on $\gamma_1^*$ by $\hat{k}_1(\gamma_1^*)$. To select the tuning parameters for rest of the blocks, Han proposes the following information criterion:

$$
T_2(\gamma_0, \gamma_2, \ldots, \gamma_R) = \ln \left( \frac{1}{(N - M_1) T} \sum_{i=2}^{R} \sum_{t=1}^{T} \left\| \mathbf{Y}_{it} - \hat{\mathbf{A}}_{i,1:k} \tilde{\mathbf{G}}_t - \hat{\mathbf{A}}_{i,k+1:k} \tilde{\mathbf{F}}_{it} \right\|^2 \right) + \left( \hat{r}_0(\gamma_0, \gamma_i, \gamma_1^*) + \sum_{i=2}^{R} \hat{r}_i(\gamma_0, \gamma_i, \gamma_1^*) \right) \left( \frac{N + T}{NT} \right) \ln \left( \frac{NT}{N + T} \right) \ln[\ln(\bar{N})].
$$

Han’s approach imposes different penalty terms for different blocks. Consequently, even when the number of blocks, $R$ is (mildly) large, there will be a large number of candidate tuning parameters to be selected coherently.

Moreover, the shrinkage estimation results are not invariant to the order of the blocks. Hence, the selection of the appropriate first group is crucially important in practice (see the empirical applications in Han (2021)). To deal with this issue, he proposes an additional information criteria to determine which block is ordered first as follows:

$$
IC(s) = \ln(SSR_s) + \left( \hat{r}_0 + \sum_{i=1}^{R} \hat{r}_i \right) \left( \frac{N + T}{NT} \right) \ln \left( \frac{NT}{N + T} \right) \ln[\ln(\bar{N})], \text{ for } s = 1, \ldots, R
$$

where $SSR_s$ is the sum of squared residual when the $s$-th block is ordered first and $\bar{N} = \sum_i M_i / R$. This further increases the computational burden.

In the simulation study, Han only considers the sample sizes by combining $R \in \{2, 3, 4, 5\}$, $M \in \{50, 100, 150, 200\}$ and $T \in \{100, 200\}$. However, if $R$ is sufficiently large, there are too many candidate models to be estimated along with too many combinations of the tuning parameters selection, which is computationally too heavy.

More importantly, to derive the consistency of the shrinkage estimator in Theorem 2, he has to assume that the local factors are mutually uncorrelated, though idiosyncratic errors are still

---

10Indeed, Han (2021) focus the model with a fixed number of groups.

11He acknowledges that it is challenging to develop a shrinkage estimator fully robust to between-group correlations among group-specific factors.
allowed to be cross sectionally and serially correlated. He addressed this issue by conducting the additional simulations (see Table 5), from which we find that his approach severely overestimates (underestimates) the number of global (local) factors, if the correlation between the local factors is as small as 0.1.

A.9 Proofs of Lemmas 1*–3*

Proof of Lemma 1*. For any two groups $m$ and $h$, the population covariance between $K_{mt}$ and $K_{ht}$ can be expressed as

$$
\text{Var}\left(\begin{bmatrix} K_{mt} \\ K_{ht} \end{bmatrix}\right) = \begin{bmatrix} \Sigma_{mm} & \Sigma_{mh} \\ \Sigma_{hm} & \Sigma_{hh} \end{bmatrix} = \begin{bmatrix} \Sigma_G & 0 & \Sigma_G & 0 \\ 0 & \Sigma_{Fm} & 0 & \Sigma_{Fmh} \\ \Sigma_G & 0 & \Sigma_G & 0 \\ 0 & \Sigma_{Fhm} & 0 & \Sigma_{Fh} \end{bmatrix}$$

(A.9.16)

where $\Sigma_G$, $\Sigma_{Fm}$ and $\Sigma_{Fh}$ are defined in Assumption C, $\Sigma_{Fmh} = E\left( F_{mt}F_{ht}' \right)$ and $\Sigma_{Fhm} = \Sigma_{Fmh}'$.

We assume $r_m \leq r_h$. Using (A.9.16), we can express the characteristic equation,

$$
(\Sigma_{mh} \Sigma_{hh}^{-1} \Sigma_{hm} - \rho \Sigma_{mm}) v = 0
$$

(A.9.17)

as

$$
\begin{bmatrix} \Sigma_G - \rho \Sigma_G \\ 0 \\ \Sigma_{Fmh} \Sigma_{Fh}^{-1} \Sigma_{Fhm} - \rho \Sigma_{Fm} \end{bmatrix} v = 0,
$$

where $\rho_{mh,r}$ is the $r$-th largest squared canonical correlation between $K_m$ and $K_h$. Here, $\rho_{mh,1} = \cdots = \rho_{mh,r_0} = 1$ are the characteristic roots with multiplicity $r_0$. From the lower block,

$$
\Sigma_{Fmh} \Sigma_{Fh}^{-1} \Sigma_{Fhm} - \rho \Sigma_{Fm},
$$

we obtain $1 > \rho_{mh,r_0+1} \geq \cdots \geq \rho_{mh,r_0+r_m} \geq 0$. The characteristic vector corresponding to the $r_0$ largest eigenvalue is $v_r = [0, \ldots, 0, 1, 0, \ldots, 0]$, which is the unit vector with the $r$th element being 1 and zeros otherwise.

In practice, we should deal with the rotation matrix and the selection of $r_{\text{max}}$ in the PC estimation. As $r_{\text{max}} \geq r_0 + r_i$ for all $i$ by construction, the rotation matrices, $H_m$ and $H_h$, makes the standard CCA inapplicable to the rotated factors, $H'_m K_{mt}$ and $H'_h K_{ht}$, because their variance/covariance matrices will be singular. The variance-covariance matrix for the rotated factors $H'_m K_{mt}$ and $H'_h K_{ht}$, becomes:

$$
\text{Var}\left(\begin{bmatrix} H'_m K_{mt} \\ H'_h K_{ht} \end{bmatrix}\right) = \begin{bmatrix} H'_m \Sigma_{mm} H_m & H'_m \Sigma_{mh} H_h \\ H'_h \Sigma_{hm} H_m & H'_h \Sigma_{hh} H_h \end{bmatrix}
$$

(A.9.18)
where both $H'_m \Sigma_{mm} H_m$ and $H'_h \Sigma_{hh} H_h$ are singular. Consider the characteristic equation between the rotated factors as

$$
\begin{bmatrix}
H'_m \Sigma_{mh} H_h (H'_h \Sigma_{hh} H_h) & H'_h \Sigma_{hm} H_m - \rho H'_m \Sigma_{mm} H_m
\end{bmatrix} u = 0
$$

(A.9.19)

where $(H'_h \Sigma_{hh} H_h)^{-1}$ is the Moore-Penrose inverse of $H'_h \Sigma_{hh} H_h$. Using the property of Moore-Penrose inverse, we have:

$$
H_h (H'_h \Sigma_{hh} H_h)^{-1} H'_h = \Sigma_{hh}^{-1}
$$

which holds if $H_h$ has full row rank. Then (A.9.19) becomes

$$
H'_m (\Sigma_{mh} \Sigma_{hh}^{-1} \Sigma_{hm} - \rho \Sigma_{mm}) H_m u = 0.
$$

(A.9.20)

Using (A.9.16), we rewrite (A.9.20) as

$$
H'_m \begin{bmatrix}
\Sigma_G - \rho \Sigma_G \\
0 \\
\Sigma_{Fmh} \Sigma_{Fh}^{-1} \Sigma_{Fhm} - \rho \Sigma_{Fm}
\end{bmatrix} H_m u = 0
$$

which shows that both (A.9.17) and (A.9.19) will produce the same non-zero eigenvalues. This implies that the rotation matrices do not alter the non-zero canonical correlation.

We now consider the following spectral decompositions:

$$
H'_m \Sigma_{mm} H_m = P \Delta_m P'^t \quad \text{and} \quad H'_h \Sigma_{hh} H_h = Q \Delta_h Q'
$$

where $\Delta_m(\Delta_h)$ is a diagonal matrix of eigenvalues of $H'_m \Sigma_{mm} H_m (H'_h \Sigma_{hh} H_h)$, $P(Q)$ is an orthogonal matrix whose columns are standardized eigenvectors associated with the diagonal entries of $\Delta_m(\Delta_h)$. As the rank of $H'_m \Sigma_{mm} H_m (H'_h \Sigma_{hh} H_h)$ is $r_0 + r_m \leq r_{\max}(r_0 + r_h \leq r_{\max})$ asymptotically, we rewrite the above equation as:

$$
H'_m \Sigma_{mm} H_m = \begin{bmatrix} P_1 & P_2 \end{bmatrix} \begin{bmatrix} \Delta^2_1 & 0 \\
0 & 0 \end{bmatrix} \begin{bmatrix} P_1 & P_2 \end{bmatrix}'
 $$

(A.9.21)

$$
H'_h \Sigma_{hh} H_h = \begin{bmatrix} Q_1 & Q_2 \end{bmatrix} \begin{bmatrix} \Delta^2_2 & 0 \\
0 & 0 \end{bmatrix} \begin{bmatrix} Q_1 & Q_2 \end{bmatrix}'
 $$

where $P_1$ and $P_2$ are $r_{\max} \times (r_0 + r_m)$ and $r_{\max} \times [r_{\max} - (r_0 + r_m)]$ orthogonal matrices, and similarly for $Q_1$ and $Q_2$. Consider the $(r_0 + r_m) \times (r_0 + r_h)$ matrix, $\Delta_1^{-1} P_1^t (H'_m \Sigma_{mm} H_m) Q_1 \Delta_2^{-1}$, whose singular value decomposition is given by (see Rao (1981))

$$
\Delta_1^{-1} P_1^t (H'_m \Sigma_{mm} H_m) Q_1 \Delta_2^{-1} = W \begin{bmatrix} R^{1/2} & 0 \end{bmatrix} D'
$$

(A.9.22)

where $W$ is an $(r_0+r_m) \times (r_0+r_m)$ orthonormal matrix, $D$ an $(r_0+r_h) \times (r_0+r_h)$ orthonormal matrix.
and \( R \) the \((r_0 + r_m) \times (r_0 + r_m)\) diagonal matrix given by \( R = \text{diag}(\rho_1, \ldots, \rho_{r_0}, \rho_{r_0+1}, \ldots, \rho_{r_0+r_m}) = \text{diag}(1, \ldots, 1, \rho_{mh,r_0+1}, \ldots, \rho_{mh,r_0+r_m})\).\(^{12}\)

Define the full rank matrices,

\[
A = \begin{bmatrix} P_1 \Delta^{-1}_1 W, P_2 \end{bmatrix} \quad \text{and} \quad B = \begin{bmatrix} Q_1 \Delta^{-1}_2 D, Q_2 \end{bmatrix} \tag{A.9.23}
\]

Combining (A.9.21), (A.9.22) and (A.9.23), it is straightforward to show that

\[
\text{Var} \left( \begin{bmatrix} A' H'_m K_{mt} \\ B' H'_h K_{ht} \end{bmatrix} \right) = \begin{bmatrix} I_{r_0+r_m} & 0 & R^{1/2} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
R^{1/2} & 0 & I_{r_0+r_m} & 0 & 0 \\
0 & 0 & 0 & I_{r_h-r_m} & 0 \\
0 & 0 & 0 & 0 & 0 \end{bmatrix} \tag{A.9.24}
\]

From (A.9.24), the characteristic equation between \( A' H'_m K_{mt} \) and \( B' H'_h K_{ht} \) is

\[
\left[ A' H'_m \Sigma_{mh} H_h B (B' H'_h \Sigma_{hh} H_h B)^{-1} B' H'_h \Sigma_{hm} H_m A - \rho A' H'_m \Sigma_{mm} H_m A \right] u = 0
\]

which can be simplified as

\[
\begin{pmatrix} R^{1/2} & 0 & 0 & 0 & 0 \\
0 & I_{r_h-r_m} & 0 & 0 & 0 \\
0 & 0 & I_{r_0+r_m} & 0 & 0 \\
0 & 0 & 0 & R^{1/2} & 0 \\
0 & 0 & 0 & 0 & \rho \end{pmatrix} u = 0
\]

Hence,

\[
\begin{pmatrix} R & 0 & 0 & 0 & 0 \\
0 & \rho & 0 & 0 & 0 \\
0 & 0 & R & 0 & 0 \\
0 & 0 & 0 & R & 0 \\
0 & 0 & 0 & 0 & \rho \end{pmatrix} u = 0 \tag{A.9.25}
\]

Obviously, (A.9.25) has the same characteristic roots as (A.9.19) and the same non-zero characteristic roots in (A.9.17) consequently.

Now, we consider the sample covariance matrix for \( \tilde{K}_m \) and \( \tilde{K}_h \) given by

\[
\text{Var} \left( \begin{bmatrix} \tilde{K}_m \\ \tilde{K}_h \end{bmatrix} \right) = \frac{1}{T} \begin{bmatrix} \tilde{K}'_m \tilde{K}_m & \tilde{K}'_m \tilde{K}_h \\
\tilde{K}'_h \tilde{K}_m & \tilde{K}'_h \tilde{K}_h \end{bmatrix} = \begin{bmatrix} \tilde{S}_{mm} & \tilde{S}_{mh} \\
\tilde{S}_{hm} & \tilde{S}_{hh} \end{bmatrix}
\]

Consider the full rank transformation \( \tilde{K}_m A \) and \( \tilde{K}_h B \), where \( A \) and \( B \) are defined in (A.9.23). The canonical correlations between them are equivalent to those between \( \tilde{K}_m \) and \( \tilde{K}_h \). From Lemma 5, we obtain: \( A' \tilde{S}_{mm} A \xrightarrow{p} A' H'_m \Sigma_{mm} H_m A, \quad B' \tilde{S}_{hh} B \xrightarrow{p} B' H'_h \Sigma_{hh} H_h B \) and \( A' \tilde{S}_{mh} B \xrightarrow{p} A' H'_m \Sigma_{mh} H_h B \). Let \( M \) be \( \text{min}\{M_m, M_h\} \). Applying (A.9.24) and Lemma 5, we can rewrite these

\(^{12}\)Notice that \( R \) contains the same non-zero roots as in (A.9.19), see Rao (1981).
transformed variance/covariance matrices as:

\[
A^\prime \tilde{S}_{mm} A = \begin{bmatrix}
I_{r_0 + r_m} + O_p \left( \delta^{-2}_{MT} \right) & O_p \left( \delta^{-2}_{MT} \right) \\
O_p \left( \delta^{-2}_{MT} \right) & O_p \left( \delta^{-2}_{MT} \right)
\end{bmatrix}
\]

\[
B^\prime \tilde{S}_{hh} B = \begin{bmatrix}
I_{r_0 + r_m} + O_p \left( \delta^{-2}_{MT} \right) & O_p \left( \delta^{-2}_{MT} \right) & O_p \left( \delta^{-2}_{MT} \right) \\
O_p \left( \delta^{-2}_{MT} \right) & I_{r_{h-r_m}} + O_p \left( \delta^{-2}_{MT} \right) & O_p \left( \delta^{-2}_{MT} \right) \\
O_p \left( \delta^{-2}_{MT} \right) & O_p \left( \delta^{-2}_{MT} \right) & O_p \left( \delta^{-2}_{MT} \right)
\end{bmatrix}
\]

and

\[
A^\prime \tilde{S}_{mh} B = \begin{bmatrix}
R^{1/2} + O_p \left( \delta^{-2}_{MT} \right) & O_p \left( \delta^{-2}_{MT} \right) & O_p \left( \delta^{-2}_{MT} \right)
\end{bmatrix}
\]

Notice that the Moore-Penrose inverse of the lower \([r_{\text{max}} - (r_0 + r_m)] \times [r_{\text{max}} - (r_0 + r_m)]\) block of \(B^\prime \tilde{S}_{hh} B\) does not converge to \(\begin{bmatrix} I_{r_{h-r_m}} & 0 \\ 0 & 0 \end{bmatrix}\) as a result of

\[
\text{rank} \left( \begin{bmatrix}
I_{r_{h-r_m}} + O_p \left( \delta^{-2}_{MT} \right) & O_p \left( \delta^{-2}_{MT} \right) \\
O_p \left( \delta^{-2}_{MT} \right) & O_p \left( \delta^{-2}_{MT} \right)
\end{bmatrix} \right) \neq \text{rank} \left( \begin{bmatrix} I_{r_{h-r_m}} & 0 \\ 0 & 0 \end{bmatrix} \right)
\]

For the same reason, \((B^\prime \tilde{S}_{hh} B)^{-1}\) do not converge to \(\begin{bmatrix} I_{r_0 + r_m} & 0 & 0 \\ 0 & I_{r_{h-r_m}} & 0 \\ 0 & 0 & 0 \end{bmatrix}\). See Theorem 1 in Karabiyik et al. (2017). But, the Moore-Penrose inverse follows the Banachiewicz-Schur form and thus we have

\[
\begin{bmatrix}
I_{r_{h-r_m}} + O_p \left( \delta^{-2}_{MT} \right) & O_p \left( \delta^{-2}_{MT} \right) \\
O_p \left( \delta^{-2}_{MT} \right) & O_p \left( \delta^{-2}_{MT} \right)
\end{bmatrix}^{-1} = \begin{bmatrix}
I_{r_{h-r_m}} + O_p \left( \delta^{-2}_{MT} \right) & -O_p(1) \\
-O_p(1) & O_p \left( \delta^{-2}_{MT} \right)
\end{bmatrix} = O_p \left( \delta^{-2}_{MT} \right) \quad (A.9.26)
\]

as shown in Tian & Takane (2009) and Castro-González et al. (2015). Again, \((B^\prime \tilde{S}_{hh} B)^{-1}\) also follows the Banachiewicz-Schur form which leads to

\[
(B^\prime \tilde{S}_{hh} B)^{-1} = \begin{bmatrix}
I_{r_0 + r_m} + O_p \left( \delta^{-2}_{MT} \right) & -O_p(1) \\
-O_p(1) & O_p \left( \delta^{-2}_{MT} \right)
\end{bmatrix} \quad (A.9.27)
\]

Using the above results, we obtain:

\[
A^\prime \tilde{S}_{mh} B \left( B^\prime \tilde{S}_{hh} B \right)^{-1} B^\prime \tilde{S}_{hm} A =
\]

\[
\begin{bmatrix}
R^{1/2} + O_p \left( \delta^{-2}_{MT} \right) & O_p \left( \delta^{-2}_{MT} \right) \\
O_p \left( \delta^{-2}_{MT} \right) & O_p \left( \delta^{-2}_{MT} \right)
\end{bmatrix} \left[ I_{r_0 + r_m} + O_p \left( \delta^{-2}_{MT} \right) & -O_p(1) \\
-O_p(1) & O_p \left( \delta^{-2}_{MT} \right)
\right] \begin{bmatrix}
R^{1/2} + O_p \left( \delta^{-2}_{MT} \right) & O_p \left( \delta^{-2}_{MT} \right) \\
O_p \left( \delta^{-2}_{MT} \right) & O_p \left( \delta^{-2}_{MT} \right)
\end{bmatrix}
\]
Therefore, the characteristic equation between $\tilde{K}_m A$ and $\tilde{K}_h B$

$$\left[ A'S_{mh} B (B'S_{hh} B)^{-1} B'S_{hm} A - \ell A'S_{mm} A \right] \xi = 0$$

can be rewritten as

$$\left( \begin{bmatrix} R & 0 \\ 0 & 0 \end{bmatrix} - \ell \begin{bmatrix} I_{r_0 + r_m} & 0 \\ 0 & 0 \end{bmatrix} + O_p(\delta^{-2}_m T) \right) \xi = 0$$

which is analogous to (A.9.25) with a small perturbation term. Finally, by the continuity of the characteristic roots, we have $\ell_{mh,r} \xrightarrow{p} 1$ for $r = 1, \ldots, r_0$, $\ell_{mh,r} \xrightarrow{p} \rho_{mh,r}$ for $r = r_0 + 1, \ldots, r_0 + r_m$ and $\ell_{mh,r} \xrightarrow{p} 0$ for $r = r_0 + r_m + 1, \ldots, r_{\text{max}}$ as $T, M_m, M_h \to \infty$.

Q.E.D

Proof of Lemma 2*. This lemma follows directly by Lemma 1* and the definition of $\xi(r)$ and $\bar{\rho}_r$.

Q.E.D

Proof of Lemma 3*. This lemma follows directly from Lemma 2* and the definition of $CCD(r)$.

Q.E.D
Appendix B

Appendix to Chapter 2

B.1 Lemmas and Proofs

In Section B.1.1, we state some auxiliary lemmas and show the proofs of the results established in Section 2.4. Section B.1.2 presents the proofs of the auxiliary lemmas. We use the following facts throughout the proofs. By Assumption 2.B.1, we have: \[ \|T^{-1/2}G\| = O_p(1) \] and \[ \|T^{-1/2}F_i\| = O_p(1) \] for all \( i = 1, \ldots, R \). By Assumptions 2.C.1, we have: \[ \|N_i^{-1/2}\Gamma_i\| = O_p(1) \] and \[ \|N_i^{-1/2}\Lambda_i\| = O_p(1) \] for all \( i = 1, \ldots, R \). The eigenvectors of a real \( n \times n \) matrix \( \Sigma \) is scale invariant since \( a \Sigma V = a \lambda V \) where \( V \) is the eigenvector associated with the eigenvalue \( \lambda \) and \( a \) is a non-zero real number.

B.1.1 Proofs of the main results

Proof of Proposition 2.1.

Using \( K_i = [G, F_i] \) for \( i = 1, \ldots, R \), we can express the matrix \( \Phi \) in (2.3.13) as

\[
\Phi = \begin{bmatrix}
    G & F_1 & -G & -F_2 & 0 & 0 & \ldots & 0 & 0 & 0 & 0 \\
    G & F_1 & 0 & 0 & -G & -F_3 & \ldots & 0 & 0 & 0 & 0 \\
    \vdots & & & & & & & & & & & \\
    0 & 0 & 0 & 0 & 0 & 0 & \ldots & G & F_{R-1} & -G & -F_R
\end{bmatrix}
\]

Let

\[
Q_i^{r_0} = \begin{bmatrix}
    \frac{1}{\sqrt{R}} A \\
    0
\end{bmatrix}
\]

and

\[
Q_0^{r_0} = \sum_{l=1}^{R} Q_l^{r_0} = [Q_1^{r_0}, Q_2^{r_0}, \ldots, Q_R^{r_0}]'
\]

where \( (1/\sqrt{R}) A \) is any \( r_0 \times r_0 \) orthogonal matrix. For each \( i \), it is easily seen that

\[
K_i Q_i^{r_0} = [G, F_i] \begin{bmatrix}
    \frac{1}{\sqrt{R}} A \\
    0
\end{bmatrix} = GB
\]

(B.1.1)
where $B = \left( 1/\sqrt{R} \right) A$. This shows that $\Phi Q^r = 0$. Since $Q^r Q^r = I$, $Q^r$ can serve as the right eigenvectors in the SVD of $\Phi$. Consequently, we obtain
\[
\Phi Q^r = P^r
\begin{bmatrix}
\delta_1 \\
\delta_2 \\
\vdots \\
\delta_{r_0}
\end{bmatrix} = 0
\]
where $P^r$ is the corresponding left eigenvectors. As $P^r$ is non-zero, it follows that $\delta_1 = \cdots = \delta_{r_0} = 0$. This establishes that the first $r_0$ smallest singular values are zero.

Next, we show that the rest of the singular values are larger than zero by contradiction. Suppose that there exists an eigenvector $Q^\perp = [Q_1^\perp, \ldots, Q_R^\perp]'$, satisfying $\Phi Q^\perp = 0$, $Q^r Q^\perp = 0$ and $Q^\perp Q^\perp = 1$, where $Q_i^\perp = [Q_i^G, Q_i^F]'$. Noting $\Phi Q^\perp = 0$, we have:
\[
G Q_m^G + F_m Q_m^F = G Q_h^G + F_h Q_h^F
\]
for any $h$ and $m$.

It follows that
\[
R \left( G Q_m^G + F_m Q_m^F \right) = \sum_{i=1}^R \left( G Q_i^G + F_i Q_i^F \right) = \sum_{i=1}^R F_i Q_i^F.
\]
where the second equality holds as a result of $Q^r Q^\perp = B' \sum_{i=1}^R Q_i^G = 0$. Consequently, we have
\[
G \left( \frac{1}{R} Q_m^G \right) = F_m \left( 1 - \frac{1}{R} \right) Q_m^F + \sum_{h \neq m} F_h Q_h^F.
\]
By construction, we must have $Q_m^G = Q_1^F = \cdots = Q_R^F = 0$ for all $m$. Hence, $Q^\perp = 0$. This contradicts the definition of an eigenvector. Since the singular values are non-negative, the remaining singular values of $\Phi$ are larger than zero. By Assumption 2.B.1, we have $T^{-1/2} K_i = O_P(1)$ for all $i$ such that $\Phi = O_P \left( \sqrt{T} \right)$. Using $\Phi Q = \delta P$ and the fact that the eigenvectors $P$ and $Q$ are bounded, we have: $\delta_{r_0+j} = O_P \left( \sqrt{T} \right)$ for $j = 1, \ldots, R r_{\text{max}} - r_0$.

Q.E.D

Proof of Proposition 2.2.

Using (B.1.1) we obtain:
\[
\frac{1}{\sqrt{T}} \Psi = \frac{1}{\sqrt{T}} \left[ K_1 Q_1^r, \ldots, K_R Q_R^r \right] = \frac{1}{\sqrt{T}} \left[ GB, \ldots, GB \right]
\]
which yields
\[
\frac{\Psi \Psi'}{T} = \frac{G G'}{T} = L \Xi L'
\]
where $\Xi$ is a diagonal matrix with the first $r_0$ non-zero elements and the remaining zero elements.
Finally, it follows that
\[ L^{r_0} = \frac{1}{\sqrt{T}} G \left( G' L^{r_0} (\Xi^{r_0})^{-1} \right) \]
where \( \Xi^{r_0} \) is the diagonal matrix consisting of \( r_0 \) non-zero diagonal elements of \( \Xi \). The full rank matrix inside the bracket is a rotation matrix.

**Proof of Lemma 2.1.**

Since Assumptions A–D in Bai & Ng (2002) are now satisfied, the stated result follows from Theorem 1 of Bai & Ng (2002).

**Proof of Lemma 2.2.**

Let \( \bar{Q}_i^{r_0} = \hat{H}_i^{-1} Q_i^{r_0} \) where \( \hat{H}_i^{-1} \) is the Moore-Penrose inverse of \( \hat{H}_i \). Since \( r_0 + r_i \leq r_{\max} \) for all \( i \), by the property of the Moore-Penrose inverse, it follows that \( \hat{H}_i \hat{H}_i^{-1} = I_{r_0 + r_i} \). Let \( \hat{Q}_i^{r_0} = [Q_i^{r_0'}, \ldots, Q_{R}^{r_0'}]' \). Then, we obtain
\[ \Phi \hat{H} \hat{Q}_i^{r_0} = \Phi Q_i^{r_0} = P^{r_0} \Delta^{r_0} \]
where \( \hat{H} = diag \{ \hat{H}_1, \hat{H}_2, \ldots, \hat{H}_R \} \). Along the same arguments in Proof of Proposition 2.1, we obtain the desired result.

**Proof of Lemma 2.3.**

See the proof of Theorem 2 in Yu et al. (2015).

**Lemma B.1.1.** Under Assumption 2.A–2.C, as \( N_1, N_2, \ldots, N_R, T \rightarrow \infty \), we have:

1. For every \( m \) and \( h \),
\[ \frac{1}{T \sqrt{N_h}} \left\| (\hat{K}_m - K_m \hat{H}_m)' e_h \right\| = O_p \left( \frac{1}{C_{NT}} \right) \]

2. For each \( i \),
\[ \frac{1}{T \sqrt{N_i}} \left\| \hat{G}' e_i \right\| = O_p \left( \frac{1}{C_{NT}} \right) \]

where \( C_{NT} = \min \left\{ \sqrt{N}, \sqrt{T} \right\} \) with \( N = \min\{N_1, N_2, \ldots, N_R\} \).

**Proof of Theorem 2.1.**
By Lemma 2.1, we have:
\[
\frac{1}{T} \| \hat{\Phi}' \hat{\Phi} - \hat{H}' \hat{\Phi} \hat{H} \| = O_p \left( \frac{1}{C_{NT}} \right)
\]
Furthermore, by Lemma 2.2 and Lemma 2.3, we obtain:
\[
\| \hat{\Phi} - \Phi \| = O_p \left( \frac{1}{C_{NT}} \right)
\]
where \( D \) is an \( r_0 \times r_0 \) orthogonal matrix. Then, using the definition \( \hat{\Phi} = \hat{H}' \hat{Q} \) and (B.1.1), it follows for each \( i \) that
\[
\frac{1}{\sqrt{T}} \| \hat{K}_i \hat{Q} \| = O_p(1) \quad \text{and} \quad \| \hat{H} \| = O_p(1).
\]
Using this convergence rate, we obtain:
\[
\frac{1}{\sqrt{T}} \| \hat{K}_i \hat{Q} \| = O_p \left( \frac{1}{C_{NT}} \right)
\]
where the inequality follows from the Cauchy-Schwarz inequality. Applying Lemma 2.3 to the above equation, we obtain:
\[
\| \hat{L} \| = O_p \left( \frac{1}{C_{NT}} \right)
\]
where \( U \) is an \( r_0 \times r_0 \) orthogonal matrix. Finally, by definition of \( \hat{G} \) and Proposition 2.2, we conclude:
\[
\frac{1}{\sqrt{T}} \| \hat{G} - G \| = O_p \left( \frac{1}{C_{NT}} \right)
\]
where \( \hat{H} = T^{-1/2}G' L \) is a rotation matrix.

For the global factor loadings in block \( i \), we have:
\[
\hat{\Gamma}_i = \frac{1}{\sqrt{T}} \hat{G}' Y_i = \frac{1}{\sqrt{T}} \hat{G}' \left( G_i + F_i \Lambda_i + e_i \right) = \frac{1}{\sqrt{T}} \hat{G}' \left( G - \hat{G} \hat{H}^{-1} + \hat{G} \hat{H}^{-1} \right) \Gamma_i + F_i \Lambda_i + e_i
\]
Multiplying both sides of the above equation by $1/\sqrt{N_i}$ and rearranging the results, we have:
\[
\frac{1}{\sqrt{N_i}} \left( \hat{\Gamma}_i' - \mathbb{H}^{-1} \Gamma_i' \right) = \frac{1}{T\sqrt{N_i}} \hat{G}' \left( G - \hat{G} \mathbb{H}^{-1} \right) \Gamma_i' + \frac{1}{T\sqrt{N_i}} \hat{G}' F_i' A_i' + \frac{1}{T\sqrt{N_i}} \hat{G}' e_i' \tag{B.1.5}
\]

The first term of RHS is bounded by $O_p \left( C^{-1}_{NT} \right)$ due to (B.1.4). The second term is bounded as
\[
\left\| \frac{1}{T\sqrt{N_i}} \hat{G}' F_i' A_i' \right\| = \left\| \frac{1}{T\sqrt{N_i}} \left( \hat{G}' - G \mathbb{H} + \mathbb{H} \hat{G}' \right)' F_i' A_i' \right\|
\leq \left\| \frac{1}{T\sqrt{N_i}} \left( \hat{G}' - G \mathbb{H} \right)' F_i' A_i' \right\| + \left\| \frac{1}{T\sqrt{N_i}} \mathbb{H}' \hat{G}' F_i' A_i' \right\|
= O_p \left( \frac{1}{C_{NT}} \right) + O_p \left( \frac{1}{\sqrt{T}} \right) = O_p \left( \frac{1}{C_{NT}} \right) \tag{B.1.6}
\]
where the inequality follows from the Cauchy-Schwarz inequality and the second to last equalities use Lemma 2.1 and Assumption 2.D. The last term of (B.1.5) is bounded by $O_p \left( C^{-1}_{NT} \right)$ due to Lemma B.1.1.2. Then,
\[
\frac{1}{\sqrt{N_i}} \left\| \hat{\Gamma}_i' - \mathbb{H}^{-1} \Gamma_i' \right\| = O_p \left( \frac{1}{C_{NT}} \right)
\]

Q.E.D

**Lemma B.1.2.** Under Assumptions 2.A–2.C, as $N_1, N_2, \ldots, N_R, T \to \infty$, we have for each $i = 1, \ldots, R$:

1. \[
\left\| \frac{1}{\sqrt{N_i T}} \Gamma_i' e_i' \right\| = O_p(1)
\]

2. \[
\left\| \frac{1}{\sqrt{N_i T}} \Lambda_i' e_i' \right\| = O_p(1)
\]

3. \[
\left\| \frac{1}{N_i \sqrt{T}} \left( \hat{\Gamma}_i' - \mathbb{H}^{-1} \Gamma_i' \right) e_i' \right\| = O_p \left( \frac{1}{C_{NT} \sqrt{N_i}} \right) + O_p \left( \frac{1}{\sqrt{N_i}} \right) + O_p \left( \frac{1}{\sqrt{T}} \right)
\]

Proof of Theorem 2.2.
By construction, we have the following relation for each $i$:

$$\hat{F}_i \hat{Y}_i = \frac{1}{N_iT} \left( Y_i - \hat{G}\hat{\Gamma}'_i \right) \left( \hat{Y}_i - \hat{G}\hat{\Gamma}'_i \right)' \hat{F}_i$$

Replacing $Y_i$ with $Y_i = G\Gamma'_i + F_i \Lambda'_i + e_i$, we obtain:

$$\hat{F}_i \hat{Y}_i = \frac{1}{N_iT} \left( \hat{S}_i + F_i \Lambda'_i + e_i \right) \left( \hat{S}_i + F_i \Lambda'_i + e_i \right)' \hat{F}_i$$

where $\hat{S}_i = G\Gamma'_i - \hat{G}\hat{\Gamma}'_i$. Multiplying both sides by $\left( F_i' \hat{F}_i / T \right)^{-1} \left( \Gamma'_i / N_i \right)^{-1}$ and rearranging terms:

$$\frac{1}{\sqrt{T}} \left( \hat{F}_i \hat{Y}_i - F_i \right) = \frac{1}{\sqrt{T}N_iT} \left( F_i \Lambda'_i e_i + e_i \Lambda_i F_i' + e_i e_i' \right) \hat{F}_i \left( \frac{F_i' \hat{F}_i}{T} \right)^{-1} \left( \frac{\Lambda'_i \Lambda_i}{N_i} \right)^{-1}$$

$$+ \frac{1}{\sqrt{T}N_iT} \left( \hat{S}_i S_i' + \hat{S}_i \Lambda_i F_i' + \hat{S}_i e_i' + F_i' \Lambda_i \hat{S}_i + e_i \hat{S}_i \right) \hat{F}_i \left( \frac{F_i' \hat{F}_i}{T} \right)^{-1} \left( \frac{\Lambda'_i \Lambda_i}{N_i} \right)^{-1}.$$

The stochastic bound of the first term is $O_p(C_{NT}^{-1})$ by Theorem 1 of Bai & Ng (2002) and the fact that $\left( F_i' \hat{F}_i / T \right)$ and $\left( \Gamma'_i / N_i \right)$ are bounded and invertible (see Proposition 1 of Bai (2003)).

Next, we study the second term of the above equation. Using the relation that

$$\hat{S}_i = G\Gamma'_i - \hat{G}\hat{\Gamma}'_i = G\Gamma'_i - \left( \hat{G} - \hat{G}H + H\hat{G} \right) \left( \hat{\Gamma}'_i - \hat{H}^{-1}\Gamma'_i + \hat{H}^{-1}\Gamma'_i \right)$$

$$= - \left( \hat{G} - \hat{G}H \right) \left( \hat{\Gamma}'_i - \hat{H}^{-1}\Gamma'_i \right) - \left( \hat{G} - \hat{G}H \right) \hat{H}^{-1}\Gamma'_i - \hat{H} \left( \hat{\Gamma}'_i - \hat{H}^{-1}\Gamma'_i \right), \quad (B.1.7)$$

we obtain:

$$\frac{1}{\sqrt{T}N_iT} \hat{S}_i S_i' \hat{F}_i = - \frac{1}{\sqrt{T}N_iT} \left( \hat{G} - \hat{G}H \right) \left( \hat{\Gamma}'_i - \hat{H}^{-1}\Gamma'_i \right) \hat{F}_i$$

$$- \frac{1}{\sqrt{T}N_iT} \hat{G} \hat{H} \left( \hat{\Gamma}'_i - \hat{H}^{-1}\Gamma'_i \right) \hat{F}_i - \frac{1}{\sqrt{T}N_iT} \hat{G} \hat{H} \left( \hat{\Gamma}'_i - \hat{H}^{-1}\Gamma'_i \right) \hat{F}_i.$$

By Theorem 2.1, it follows that

$$\frac{1}{\sqrt{T}N_iT} \hat{S}_i S_i' \hat{F}_i = O_p \left( \frac{1}{C_{NT}^2 \sqrt{N_iT}} \right) + O_p \left( \frac{1}{C_{NT} \sqrt{N_iT}} \right) + O_p \left( \frac{1}{C_{NT} \sqrt{N_iT}} \right) = O_p \left( \frac{1}{C_{NT} \sqrt{N_iT}} \right)$$

Using (B.1.7), it follows that

$$\frac{1}{\sqrt{T}N_iT} \hat{S}_i \Lambda_i F_i' \hat{F}_i = - \frac{1}{\sqrt{T}N_iT} \left( \hat{G} - \hat{G}H \right) \left( \hat{\Gamma}'_i - \hat{H}^{-1}\Gamma'_i \right) \Lambda_i F_i' \hat{F}_i$$

$$- \frac{1}{\sqrt{T}N_iT} \hat{G} \hat{H} \left( \hat{\Gamma}'_i - \hat{H}^{-1}\Gamma'_i \right) \Lambda_i F_i' \hat{F}_i - \frac{1}{\sqrt{T}N_iT} \hat{G} \hat{H} \left( \hat{\Gamma}'_i - \hat{H}^{-1}\Gamma'_i \right) \Lambda_i F_i' \hat{F}_i.$$
Therefore, by Theorem 2.1,

\[
\left\| \frac{1}{\sqrt{T}} \frac{1}{N_i T} \tilde{S}_i \Lambda_i F_i' \hat{F}_i \right\| = O_p \left( \frac{1}{C_{NT}^2} \right) + O_p \left( \frac{1}{C_{NT}} \right) + O_p \left( \frac{1}{C_{NT}} \right) = O_p \left( \frac{1}{C_{NT}} \right)
\]

From (B.1.7) we obtain:

\[
\frac{1}{\sqrt{T}} \frac{1}{N_i T} \tilde{S}_i e_i' \hat{F}_i = - \frac{1}{\sqrt{T}} \frac{1}{N_i T} \left( \hat{G} - \mathcal{H} \hat{H} \right) \left( \hat{\Gamma}_i' - \mathcal{H}^{-1} \Gamma_i' \right) e_i' \hat{F}_i \\
- \frac{1}{\sqrt{T}} \frac{1}{N_i T} \left( \hat{G} - \mathcal{H} \hat{H} \right)^{-1} e_i' \hat{F}_i - \frac{1}{\sqrt{T}} \frac{1}{N_i T} \mathcal{H} \left( \hat{\Gamma}_i' - \mathcal{H}^{-1} \Gamma_i' \right) e_i' \hat{F}_i
\]

The first term is bounded by \( O_p \left( C_{NT}^{-1} \right) \left[ O_p \left( N_i^{-1/2} \right) + O_p \left( T^{-1/2} \right) \right] \) due to Theorem 2.1 and Lemma 3. The second term is bounded by \( N_i^{-1/2} O_p \left( C_{NT}^{-1} \right) \) due to Theorem 2.1 and Lemma 1. The last term is bounded by \( O_p \left( N_i^{-1/2} \right) + O_p \left( T^{-1/2} \right) \). Consequently, we have:

\[
\frac{1}{\sqrt{T}} \frac{1}{N_i T} \left\| \tilde{S}_i e_i' \hat{F}_i \right\| = O_p \left( \frac{1}{C_{NT}} \right)
\]

It is straightforward to show that \( \frac{1}{\sqrt{T}} \frac{1}{N_i T} \left\| \tilde{S}_i e_i' \hat{F}_i \right\| \) has the same stochastic order. Again using (B.1.7):

\[
\frac{1}{\sqrt{T}} \frac{1}{N_i T} \left\| F_i' \Lambda_i' \tilde{S}_i' \hat{F}_i \right\| = O_p \left( \frac{1}{C_{NT}^2} \right) + O_p \left( \frac{1}{C_{NT}} \right) + O_p \left( \frac{1}{C_{NT}} \right) = O_p \left( \frac{1}{C_{NT}} \right)
\]

Combining all the results, we conclude that

\[
\frac{1}{\sqrt{T}} \left\| \hat{F}_i - F_i \hat{\gamma}' \right\| = O_p \left( \frac{1}{C_{NT}} \right).
\]

(B.1.8)

Next, for each \( i \), the estimated factor loadings are:

\[
\hat{\Lambda}_i' = \frac{1}{T} \hat{F}_i' \left( Y_i - \hat{G} \hat{\gamma}' \right)
\]

Plugging \( Y_i = G_i' + F_i \Lambda_i' + e_i, F_i = F_i - \hat{F}_i \hat{\gamma}_i' + \hat{F}_i \hat{\gamma}_i' \) and (B.1.7) into the above equation, we obtain:

\[
\frac{1}{\sqrt{N_i}} \left( \hat{\Lambda}_i' - \hat{\gamma}_i' \hat{\Lambda}_i' \right) = - \frac{1}{T \sqrt{N_i}} \hat{F}_i' \left( \hat{G} - \mathcal{H} \hat{H} \right) \left( \hat{\Gamma}_i' - \mathcal{H}^{-1} \Gamma_i' \right) - \frac{1}{T \sqrt{N_i}} \hat{F}_i' \left( \hat{G} - \mathcal{H} \hat{H} \right) \mathcal{H}^{-1} \Gamma_i'
\]
B.1 Lemmas and Proofs

\[- \frac{1}{T \sqrt{N_i}} \hat{F}'_i G \hat{H}'_i (\hat{H}'_i - \hat{H}'_i^{-1}) \frac{\hat{F}'_i}{T \sqrt{N_i}} (\hat{F}_i - \hat{H}_i) + \frac{1}{T \sqrt{N_i}} \hat{F}'_i \left( \Lambda'_i + \frac{1}{T \sqrt{N_i}} \hat{F}'_i e_i \right) \]

The first three terms are bounded by $O_p \left( \frac{C^{-2}}{N T} \right)$, $O_p \left( \frac{C^{-1}}{N T} \right)$ and $O_p \left( \frac{C^{-1}}{N T} \right)$ by Theorem 2.1. The fourth term is bounded by $O_p \left( \frac{C^{-1}}{N T} \right)$ from (B.1.8). The last term can be written as

\[ \frac{1}{T \sqrt{N_i}} \hat{F}'_i e_i = \frac{1}{T \sqrt{N_i}} \left( \hat{F}_i - \hat{H}_i \right) e_i + \frac{1}{T \sqrt{N_i}} \hat{F}'_i \left( \Lambda'_i + \frac{1}{T \sqrt{N_i}} \hat{F}'_i e_i \right) \]

The first term of the above equation is bounded by $O_p \left( \frac{C^{-2}}{N T} \right)$ that follows from Lemma B1 of Bai (2003) with a slight modification. The second term is bounded by $O_p \left( \frac{1}{T} \right)$ using the fact that $(N_i T)^{-1/2} \| \hat{F}_i e_i \| = O_p(1)$ under Assumption 2.B.2. Collecting all the results, we conclude that

\[ \frac{1}{\sqrt{N_i}} \left( \hat{A}'_i - \hat{H}'_i^{-1} \right) = O_p \left( \frac{1}{C N T} \right) \]

Q.E.D

Proof of Theorem 2.3.

By Lemmas 2.1 and 2.2 and using the continuity of the singular values, we have:

\[ \hat{\delta}_k = \begin{cases} \sqrt{T} O_p \left( \frac{C^{-1}}{N T} \right) & \text{for } k = 1, \ldots, r_0 \\ O_p \left( \sqrt{T} \right) & \text{for } k = r_0 + 1, \ldots, R r_{\max} \\ C^{-1} \frac{1}{N T} O_p \left( \sqrt{T} \right) & \text{for } k = 0 \end{cases} \]

First, if $r_0 > 0$, we have:

\[ \lim_{N_1, \ldots, N_R, T \to \infty} \frac{\hat{\delta}_{k+1}}{\hat{\delta}_k} = \begin{cases} O_p \left( C N T \right) & \text{for } k = r_0 \\ O_p \left( 1 \right) & \text{for } k = r_0 + 1, \ldots, R r_{\max} \\ O_p \left( 1 \right) & \text{for } k = 0, 1, \ldots, r_0 - 1 \end{cases} \]

Next, if $r_0 = 0$, we have:

\[ \lim_{N_1, \ldots, N_R, T \to \infty} \frac{\hat{\delta}_{k+1}}{\hat{\delta}_k} = \begin{cases} O_p \left( 1 \right) & \text{for } k = 1, \ldots, R r_{\max} \\ O_p \left( C N T \right) & \text{for } k = 0 \end{cases} \]

As $C N T \to \infty$, we have the desired result that the ratio $\hat{\delta}_{k+1}/\hat{\delta}_k$ attains maximum at $k = r_0$.

Q.E.D

Lemma B.1.3. Let $C_{N_i, T} = \min \{ \sqrt{N_i}, \sqrt{T} \}$. Under Assumptions 2.A–2.C and 2.F–2.G, we have:

1. For each $i$ and $t$, as $N_{i, T} \to \infty$, we have:

\[ \hat{K}_{i t} - \hat{H}'_i K_{i t} = \hat{V}_i^{-1} \left( \frac{1}{T} \sum_{s=1}^{T} \hat{K}_{i s} \omega_i(s, t) + \frac{1}{T} \sum_{s=1}^{T} \hat{K}_{i s} \zeta_{i, s t} + \frac{1}{T} \sum_{s=1}^{T} \hat{K}_{i s} \eta_{i, s t} + \frac{1}{T} \sum_{s=1}^{T} \hat{K}_{i s} \mu_{i, s t} \right) \]
Lemma B.1.4. Under Assumptions 2.A–2.C and 2.E–2.G, as $N_i, T \to \infty$, we have:

1. \[
\frac{1}{T} \left\| \hat{\Phi} \hat{\Phi} - \hat{H} \hat{\Phi} \hat{\Phi} \right\| = O_p \left( \frac{1}{C_{N,T}^2} \right) \quad \text{and} \quad \hat{Q}_i^{r_0} - Q_i^{r_0} D = O_p \left( \frac{1}{C_{N,T}^2} \right)
\]

2. \[
\frac{1}{T} \left\| \hat{\Psi} \hat{\Psi} - \Psi' \Psi \right\| = O_p \left( \frac{1}{C_{N,T}^2} \right) \quad \text{and} \quad \| \hat{\Gamma}^{r_0} - L^{r_0} U \| = O_p \left( \frac{1}{C_{N,T}^2} \right)
\]

where $D$ is an $r_0 \times r_0$ orthogonal matrix, $U$ is an $r_0 \times r_0$ orthogonal matrix defined in (B.1.3), and $C_{N,T} = \min \left\{ \sqrt{N}, \sqrt{T} \right\}$ with $N = \min \{N_1, N_2, \ldots, N_R\}$.

Lemma B.1.5. Under Assumptions 2.A–2.C and 2.F–2.G, as $N_i, T \to \infty$, we have for each $i$:
1. \[
\frac{1}{T} \hat{K}_i' \left( \frac{1}{N_i T} Y_i Y_i' \right) \hat{K}_i = \hat{V}_i \overset{p}{\rightarrow} V_i
\]
where \( V_i \) is a diagonal matrix consisting of the eigenvalues of \( \Sigma_{\Theta_i} \Sigma_{K_i}^{-1} \).

2. \[
\frac{\hat{K}_i' K_i}{T} \left( \frac{\Theta_i' \Theta_i}{N_i} \right) \frac{\hat{K}_i' K_i}{T} \overset{p}{\rightarrow} V_i
\]

3. \[
\text{plim}_{N_i, T \rightarrow \infty} \frac{\hat{K}_i' K_i}{T} = Q_i
\]
The \((r_0 + r_i) \times (r_0 + r_i)\) matrix \(Q_i\) is given by \(Q_i = V_i^{1/2} \mathcal{P}_i' \Sigma_{\Theta_i}^{-1/2} \) and invertible, where \( V_i \) is the diagonal matrix consisting of the eigenvalues of \( \Sigma_{\Theta_i}^{1/2} \Sigma_{K_i} \Sigma_{\Theta_i}^{-1/2} \) and \( \mathcal{P}_i \) is the corresponding eigenvector matrix such that \( \mathcal{P}_i' \mathcal{P}_i / T = \mathbf{I}_{r_0 + r_i} \).

4. \[
\text{plim}_{N_i, T \rightarrow \infty} \hat{H}_i = H_i
\]
where \( H_i = \Sigma_{\Theta_i} Q_i / V_i^{-1} \).

Proof of Theorem 2.4.

1. From (2.3.19), we have for each \( t \):
\[
\hat{G}_t = \frac{1}{\sqrt{T}} (\Xi^{r_0})^{-1} \hat{L}^{r_0} \left( \sum_{i=1}^{R} \hat{K}_i \hat{Q}_i^{r_0} \hat{Q}_i^{r_0'} \hat{K}_i' \right)
\]
Using the asymptotic expansions in Lemma B.1.4.1 and Lemma B.1.4.2:
\[
\hat{L}^{r_0} = L^{r_0} U + O_p \left( \frac{1}{C^{2}_{N T}} \right), \quad \hat{Q}_i^{r_0} = \hat{H}_i^{-1} Q_i^{r_0} D + O_p \left( \frac{1}{C^{2}_{N T}} \right)
\]
and keeping the term up to order \( O_p \left( C^{-2}_{N T} \right) \), we have:
\[
\hat{G}_t = \frac{1}{\sqrt{T}} U (\Xi^{r_0})^{-1} L^{r_0'} \left[ \sum_{i=1}^{R} \hat{K}_i \hat{H}_i^{-1} Q_i^{r_0} Q_i^{r_0'} \left( \hat{H}_i^{-1} \right)' \hat{K}_i' \right] + O_p \left( \frac{1}{C^{2}_{N T}} \right)
\]
where we use that \((\Xi^{r_0})^{-1} U' = U (\Xi^{r_0})^{-1}\) because \( \Xi \) is diagonal. Replacing \( T^{-1/2} \hat{K}_i \) with \( T^{-1/2} K_i \hat{H}_i \)
\( \hat{\mathcal{R}}_t \), the above equation can be written as
\[
\hat{G}_t = \mathbb{H}' \frac{1}{R} \sum_{i=1}^{R} \mathbb{I}' \left( \hat{H}_i^{-1} \right) \hat{K}_{it} + U(\Sigma^o)^{-1} L^{\text{rof}} \left[ \sum_{i=1}^{R} \hat{\mathcal{R}}_i \hat{H}_i^{-1} Q_i Q_i^o \left( \hat{H}_i^{-1} \right)' \hat{K}_{it} \right] + O_p \left( \frac{1}{C_{NT}^2} \right) \tag{B.1.9}
\]
where we use \( K_i Q_i^o = GB \), \( B = R^{-1/2} A \), \( Q_i^o = \left[ R^{-1/2} A', 0 \right]' \), \( BQ_i^o = R^{-1} [I_n, 0] = R^{-1} y_i \), and \( A \) is an orthogonal matrix. From the asymptotic expansion in Lemma 1, it follows that \( T^{-1} \sum_{s=1}^{T} \hat{K}_{is} \hat{H}_i \) and \( (N, T)^{-1} e_i \Theta_i \hat{K}_i \hat{V}_i^{-1} \) are dominant terms in \( \hat{K}_{it} - \hat{H} \hat{K}_{it} \) and \( \hat{R}_i \), respectively. So we have:
\[
\hat{K}_{it} = \hat{H}_i \hat{K}_{it} + \hat{V}_i^{-1} \frac{1}{NT} \sum_{s=1}^{T} \hat{K}_{is} \hat{K}_i' \Theta_i e_{i,t} + O_p \left( \frac{1}{C_{NT}^2} \right)
\]
and
\[
\hat{R}_i = \frac{1}{\sqrt{T}} \frac{1}{NT} e_i \Theta_i K_i' \hat{K}_i \hat{V}_i^{-1} + O_p \left( \frac{1}{C_{NT}^2} \right)
\]
Plugging these expressions into (B.1.9) and multiplying both sides by \( \sqrt{N} \), we can show that
\[
\sqrt{N} \left( \hat{G}_t - \mathbb{H}' G_t \right) = \mathbb{H}' \frac{1}{R} \sum_{i=1}^{R} \mathbb{I}' \left( \hat{H}_i^{-1} \right) \hat{V}_i^{-1} \sqrt{\frac{N}{N_i}} \left( \frac{1}{T} \sum_{s=1}^{T} \hat{K}_{is} \hat{K}_i' \right) \sqrt{\frac{N}{N_i}} \sum_{j=1}^{N_i} \theta_{ij} e_{ijt}
\]
\[
+ U(\Sigma^o)^{-1} L^{\text{rof}} \sqrt{\frac{N}{N_i}} \frac{1}{R} \sum_{i=1}^{R} \frac{1}{\sqrt{N_i}} e_i \Theta_i \left( \frac{K_i' \hat{K}_i}{T} \right) \hat{V}_i^{-1} \hat{H}_i^{-1} I_t G_t + O_p \left( \frac{\sqrt{N}}{C_{NT}^2} \right)
\]
Using \( \hat{H}_i = (\Theta_i \Theta_i / N_i) \left( K_i' \hat{K}_i / T \right) \hat{V}_i^{-1} \) from Lemma B.1.3.1 and rearranging terms, the above equation can be reduced to
\[
\sqrt{N} \left( \hat{G}_t - \left( \mathbb{H}' + \mathbb{B}' \right) G_t \right) = \mathbb{H}' \frac{1}{R} \sum_{i=1}^{R} \mathbb{I}' \sqrt{\frac{N}{N_i}} \left( \frac{\Theta_i \Theta_i}{N_i} \right)^{-1} \frac{1}{\sqrt{N_i}} \sum_{j=1}^{N_i} \theta_{ij} e_{ijt} + o_p(1).
\]
where
\[
\mathbb{B} = \frac{1}{R} \sum_{i=1}^{R} \sqrt{\frac{1}{N_i}} \mathbb{I}' \left( \frac{\Theta_i \Theta_i}{N_i} \right)^{-1} \frac{\Theta_i e'_i}{\sqrt{N_i T}} J^o U.
\]
By Lemmas B.1.2 and B.1.5, it is easily seen that \( \mathbb{B} = O_p \left( N^{-1/2} \right) \).
Finally, we achieve the desired result that
\[
\sqrt{N} \left( \left( \mathbb{H}' + \mathbb{B}' \right)^{-1} \hat{G}_t - G_t \right) = \frac{1}{R} T' CE_t + o_p(1)
\]
Therefore, and $E_t$ is an $Rr_0 \times 1$ vector given by

$$E_t = \begin{bmatrix} E_{t1} \\ E_{t2} \\ \vdots \\ E_{tR} \end{bmatrix} = \begin{bmatrix} \sqrt{\frac{1}{N_1}} \sum_{i=1}^{N_1} \theta_{1i} e_{1ij} \\ \sqrt{\frac{1}{N_2}} \sum_{j=1}^{N_2} \theta_{2j} e_{2jt} \\ \vdots \\ \sqrt{\frac{1}{N_R}} \sum_{j=1}^{N_R} \theta_{Rj} e_{Rjt} \end{bmatrix} \xrightarrow{d} N \left( 0, \frac{1}{N_1} \begin{bmatrix} \Sigma_{\Theta_1} \\ \Sigma_{\Theta_2} \\ \vdots \\ \Sigma_{\Theta_R} \end{bmatrix} \right)$$

Using Assumptions 2.C.2b and 2.E, we have:

$$C \xrightarrow{p} C^o = \begin{bmatrix} \alpha_1^{1/2} \gamma_1^o \Sigma_{\Theta_1} \\ \alpha_2^{1/2} \gamma_2^o \Sigma_{\Theta_2} \\ \vdots \\ \alpha_R^{1/2} \gamma_R^o \Sigma_{\Theta_R} \end{bmatrix}$$

Therefore,

$$\sqrt{N} \left( (H' + B')^{-1} \hat{G}_t - G_t \right) \xrightarrow{d} N \left( 0, \frac{1}{N_1} T' C^o T \right).$$

2. For each $i$ and $j$, we have $\hat{\gamma}_{ij} = T^{-1} \hat{G}' Y_{ij}$. Using (2.2.5) and $G = \hat{G} (H + B)^{-1} + \hat{G} (H + B)^{-1}$, we have

$$\hat{\gamma}_{ij} - (H + B)^{-1} \gamma_{ij} = \frac{1}{T} \hat{G}' \left[ G - \hat{G} (H + B)^{-1} \right] \gamma_{ij} + \frac{1}{T} \hat{G}' F_i \lambda_{ij} + \frac{1}{T} \hat{G}' e_{ij}$$

Using $\hat{G} = \hat{G} - G (H + B) + G (H + B)$, the above equation can be written as

$$\hat{\gamma}_{ij} - (H + B)^{-1} \gamma_{ij} = \frac{1}{T} \hat{G}' \left[ G - \hat{G} (H + B) \right]' \gamma_{ij} + \frac{1}{T} \hat{G}' \left[ G - \hat{G} (H + B) \right]' \lambda_{ij} + \frac{1}{T} \hat{G}' \left[ G - \hat{G} (H + B) \right]' e_{ij}$$

The first term is bounded by $O_p \left( N^{-1} \right)$ by Theorem 2.4.1. The second to fourth terms are $O_p \left( \frac{C^2}{N^T} \right)$ by Lemma B.1.6. Then, we obtain:

$$\hat{\gamma}_{ij} - (H + B)^{-1} \gamma_{ij} = \frac{1}{T} \left( H + B \right)' G' \left( F_i \lambda_{ij} + e_{ij} \right) + O_p \left( \frac{C^2}{N^T} \right)$$

Next, consider the eigen-decomposition, $T^{-1} G' G = X \Xi^0 X'$. Let $\xi_k$ and $X_k$ be the $k$-th eigenvalue and eigenvector pair of the matrix $T^{-1} G' G$. Pre-multiplying $G$ by $T^{-1} G' G X_k = \xi_k X_k$
yields $T^{-1}GG' (GX_k) = \xi_k (GX_k)$, which shows that $GX_k$ is the (non-normalised) eigenvector of $T^{-1}GG'$ for $k = 1, \ldots, r_0$, where $T^{-1}G'G$ and $T^{-1}GG'$ have the same nonzero eigenvalues. Moreover, the normalised eigenvector becomes $(X'_k G' G X_k)^{-1/2} G X_k = (\xi_k T)^{-1/2} G X_k$. By definition $L^{r_0}$ is the normalised eigenvectors of $T^{-1}GG'$, and it is easily seen that $L^{r_0} = T^{-1/2} G (\Xi^{r_0})^{-1/2}$.

Thus, we have:

$$\Pi\Pi' = T^{-1}G'L^{r_0} (\Xi^{r_0})^{-1} (\Xi^{r_0})^{-1} L^{r_0} G.$$

Plugging the expression of $L^{r_0}$ into the above equation, we obtain: $\Pi\Pi' = (T^{-1}G'G)^{-1}$. Since $T^{-1}G'G \xrightarrow{P} \Sigma_G$, we have $\Pi\Pi' \xrightarrow{P} \Sigma_G^{-1}$.

Therefore, under Assumption 2.G.4, we have:

$$\sqrt{T} [((\Pi + B)\tilde{\gamma}_{ij} - \gamma_{ij}] = \Pi\Pi' \frac{1}{\sqrt{T}} \sum_{t=1}^{T} G_t (\lambda_{ij} F_{it} + e_{ijt}) + o_p(1) \xrightarrow{d} N \left(0, (\Sigma_G^{-1})' E_{ij} (\Sigma_G^{-1}) \right)$$

where we use the fact that $B = O_p \left(N^{-1/2}\right)$.

**Proof of Corollary 2.1.**

Using Theorem 2.4, $\hat{G}_t = \hat{G}_t - (\Pi + B)' G_t + (\Pi + B) G_t$ and $\hat{\gamma}_{ij} = \gamma_{ij} - (\Pi + B)^{-1} \gamma_{ij} + (\Pi + B)^{-1} \gamma_{ij}$, we have:

$$C_N T \left(\hat{\gamma}_{ij} \hat{G}_t - \gamma_{ij} G_t\right) = \frac{C_N T}{\sqrt{N}} \frac{1}{R} \gamma_{ij} \xi T \xi T + \frac{C_N T}{\sqrt{N}} G_t \Pi \Pi' \frac{1}{\sqrt{T}} \sum_{t=1}^{T} G_t (\lambda_{ij} F_{it} + e_{ijt}) + o_p(1).$$

(B.1.10)

where we use the fact that $B = o_p(1)$ from Theorem 2.4. Using the same arguments in the proof of Theorem 3 in Bai (2003), the leading terms in (B.1.10) are asymptotically independent. Under Assumption 2.G.3 and 2.G.4, we finally obtain the desired result.

**Q.E.D**

**Lemma B.1.6.** Under Assumptions 2.A–2.G, as $N_1, \ldots, N_R, T \to \infty$, we have:

1. For each $i$, we have $T^{-1} \left[\hat{G} - G (\Pi + B)\right]' K_i = O_p \left(C_N^{-2} \right)$.

2. For each $i$ and $j$, we have $T^{-1} \left[\hat{G} - G (\Pi + B)\right]' e_{ij} = O_p \left(C_N^{-2} \right)$.

**Lemma B.1.7.** Under Assumptions 2.A–2.G, as $N_i, T \to \infty$, we have for each $i, j$ and $t$:

$$\hat{S}_{ijt} = - \left[\gamma_{ij} - (\Pi + B)^{-1} \gamma_{ij}\right]' \left(\hat{G}_t - (\Pi' + B') G_t\right) - \gamma_{ij} \left[(\Pi + B)^{-1}\right]' \left(\hat{G}_t - (\Pi' + B') G_t\right)$$

$$- G'_t (\Pi + B) \left[\gamma_{ij} - (\Pi + B)^{-1} \gamma_{ij}\right] = O_p \left(\frac{1}{\sqrt{N}}\right) + O_p \left(\frac{1}{\sqrt{T}}\right),$$

where $\hat{S}_{ijt}$ is the $(t, j)$ element of $\hat{S}_i = G pi' - \hat{G}Pi'$. 
Lemma B.1.8. Under Assumptions 2.A–2.G, for each $i$, as $N_i, T \to \infty$, we have:

1. $$\frac{1}{T} \hat{F}_i' \left( \frac{1}{N_i T} \hat{Y}_i \hat{Y}_i' \right) \hat{F}_i = \hat{Y}_i \xrightarrow{p} \Upsilon_i$$

where $\hat{Y}_i = Y_i - \hat{G} \Gamma_i$ and $\Upsilon_i$ is a diagonal matrix consisting of the eigenvalues of $\Sigma_{\Lambda_i} \Sigma_{F_i}$.

2. $$\frac{\hat{F}_i' F_i}{T} \left( \frac{\Lambda_i' \Lambda_i}{N_i} \right) \frac{F_i' \hat{F}_i}{T} \xrightarrow{p} \Upsilon_i$$

3. $$\plim_{N_i, T \to \infty} \frac{\hat{F}_i' F_i}{T} = \mathcal{W}_i$$

The $r_i \times r_i$ matrix $\mathcal{W}_i$ is given by $\mathcal{W}_i = \Upsilon_i^{1/2} \Lambda_i' \Sigma_{\Lambda_i} \Sigma_{F_i} \Upsilon_i^{-1/2}$ and invertible, where $\Upsilon_i$ is also an $r_i \times r_i$ diagonal matrix consisting of the eigenvalues of $\Sigma_{\Lambda_i} \Sigma_{F_i} \Sigma_{\Lambda_i}^{-1/2}$, and $\mathcal{L}_i$ is the corresponding eigenvector matrix such that $\mathcal{L}_i' \mathcal{L}_i = I_{r_i}$.

4. $$\plim_{N_i, T \to \infty} \hat{H}_i = \mathcal{H}_i$$

where $\mathcal{H}_i = \Sigma_{\Lambda_i} \mathcal{W}_i' \Upsilon_i^{-1} = \mathcal{W}_i^{-1}$.

Lemma B.1.9. Under the assumptions of Theorem 2.5.1, we have for each $i$ and $j$:

1. $$\frac{1}{T} \left( \hat{F}_i - F_i \hat{H}_i \right)' F_i = O_p \left( \frac{1}{C^2 \sqrt{N}} \right)$$

2. $$\frac{1}{T} \left( \hat{F}_i - F_i \hat{H}_i \right)' e_{ij} = O_p \left( \frac{1}{C^2 \sqrt{N}} \right)$$

3. $$\frac{1}{T} \left( \hat{F}_i - F_i \hat{H}_i \right)' \hat{S}_{ij} = O_p \left( \frac{1}{C^2 \sqrt{N}} \right)$$

where $\hat{S}_{ij} = G \gamma_{ij} - \hat{G} \hat{\gamma}_{ij}$. 
Proof of Theorem 2.5.

1. To analyse the first term in (B.1.12), we let:

\[
\frac{1}{N_i T} \left( \sum_{s=1}^{T} \widehat{F}_{is} \hat{S}_{is} \hat{S}_{i,t} + \sum_{s=1}^{T} \widehat{F}_{is} \hat{S}_{is} \hat{A}, \hat{F}_{it} + \sum_{s=1}^{T} \widehat{F}_{is} \hat{S}_i x_{e_i} + \sum_{s=1}^{T} \widehat{F}_{is} \hat{A}_i \hat{S}_{i,t} + \sum_{s=1}^{T} \widehat{F}_{is} e_i \hat{S}_{i,t} \right) = X^1 + X^2 + X^3 + X^4 + X^5.
\]

Using \( F_{is} - \widehat{F}_{is} = \mathcal{H}_i F_{is} + \mathcal{H}_i^2 F_{is} \) and by Theorem 2.1.2, we obtain:

\[
X^1 = \frac{1}{N_i T} \sum_{s=1}^{T} \sum_{j=1}^{N_i} \left( F_{is} - \mathcal{H}_i F_{is} \right) \hat{S}_{ijs} \hat{S}_{ijit} + \mathcal{H}_i \frac{1}{N_i T} \sum_{s=1}^{T} \sum_{j=1}^{N_i} F_{is} \hat{S}_{ijs} \hat{S}_{ijit} = O_p \left( \frac{1}{C^2 N_i} \right)
\]

Similarly,

\[
X^2 = \frac{1}{N_i T} \sum_{s=1}^{T} \sum_{j=1}^{N_i} F_{is} \hat{S}_{ijs} \lambda_j F_{it} + \mathcal{H}_i \frac{1}{N_i T} \sum_{s=1}^{T} \sum_{j=1}^{N_i} F_{is} \hat{S}_{ijs} \lambda_j F_{it}
\]

The first term is \( O_p \left( C^{-2}_N \right) \) by Theorem 2.2 and Lemma B.1.7. Using Lemma B.1.7, we can express the second term as

\[
\mathcal{H}_i \frac{1}{N_i T} \sum_{s=1}^{T} \sum_{j=1}^{N_i} F_{is} \hat{S}_{ijs} \lambda_j F_{it} =
\]

\[
- \mathcal{H}_i \frac{1}{N_i T} \sum_{j=1}^{N_i} \frac{1}{T} \sum_{s=1}^{T} F_{is} \left( \hat{G}_s - (H' + B') G_s \right)' \left[ \hat{\gamma}_{ij} - (H' + B)^{-1} \right] \lambda_j F_{it}
\]

\[
- \mathcal{H}_i \frac{1}{N_i T} \sum_{j=1}^{N_i} \frac{1}{T} \sum_{s=1}^{T} F_{is} \left( \hat{G}_s - (H' + B') G_s \right)' (H + B)^{-1} \lambda_j \lambda_j F_{it}
\]

\[
- \mathcal{H}_i \frac{1}{N_i T} \sum_{j=1}^{N_i} \frac{1}{T} \sum_{s=1}^{T} F_{is} G_s' (H + B)' \left[ \hat{\gamma}_{ij} - (H' + B)^{-1} \right] \lambda_j F_{it}
\]

The first term of the above expression is \( O_p \left( C^{-2}_N \right) \) \( O_p (T^{-1/2}) + O_p \left( N^{-1} \right) \) by Lemma B.1.6.1 and Theorem 2.5. The second term is \( O_p \left( C^{-2}_N \right) \) by Lemma B.1.6.1 while the last term is

\[
O_p \left( T^{-1/2} \right) \left[ O_p \left( T^{-1/2} \right) + O_p \left( N^{-1} \right) \right]
\]

by Assumption 2.D. Therefore, we obtain: \( X^2 = O_p \left( C^{-2}_N \right) \). Using \( F_{is} = F_{is} - \mathcal{H}_i^2 F_{is} + \mathcal{H}_i^3 F_{is} \), we have:

\[
X^3 = \frac{1}{N_i T} \sum_{s=1}^{T} \sum_{j=1}^{N_i} \left( F_{is} - \mathcal{H}_i^2 F_{is} \right) \hat{S}_{ijs} e_{ijt} + \mathcal{H}_i \frac{1}{N_i T} \sum_{s=1}^{T} \sum_{j=1}^{N_i} F_{is} \hat{S}_{ijs} e_{ijt}
\]
The first term is bounded by $O_p \left( C_{\Delta T}^{-2} \right)$ by Theorem 2.2 and Lemma B.1.7. The second term is written as

$$
\mathcal{R}_i \frac{1}{N_i T} \sum_{j=1}^{N_i} \sum_{s=1}^{T} F_{is} \hat{S}_{ijt} e_{ijt} = 
- \mathcal{R}_i \frac{1}{N_i} \sum_{j=1}^{N_i} \sum_{s=1}^{T} F_{is} \left( \tilde{G}_s - (H' + B') G_s \right)' \left[ \hat{\gamma}_{ij} - (H + B)^{-1} \gamma_{ij} \right] e_{ijt}
- \mathcal{R}_i \frac{1}{N_i} \sum_{j=1}^{N_i} \sum_{s=1}^{T} F_{is} \left( \tilde{G}_s - (H' + B') G_s \right) (H + B)^{-1} \gamma_{ij} e_{ijt}
- \mathcal{R}_i \frac{1}{N_i} \sum_{j=1}^{N_i} \sum_{s=1}^{T} F_{is} G_s' (H + B)' \left[ \hat{\gamma}_{ij} - (H + B)^{-1} \gamma_{ij} \right] e_{ijt}
$$

The first term of the above equation is $O_p \left( C_{\Delta T}^{-2} \left[ O_p \left( T^{-1/2} \right) + O_p \left( N^{-1} \right) \right] \right)$ by Lemma B.1.6.1 and Theorem 2.5. The second term is $O_p \left( C_{\Delta T}^{-2} \right)$ by Lemma B.1.6.1 and the last term is

$$
O_p \left( T^{-1/2} \left[ O_p \left( T^{-1/2} \right) + O_p \left( N^{-1} \right) \right] \right)
$$

by Assumption 2.D. Combining these results, we have: $\mathcal{X} 3 = O_p \left( C_{\Delta T}^{-2} \right)$.

Next, consider

$$
\mathcal{X} 5 = \frac{1}{N_i T} \sum_{s=1}^{T} \sum_{j=1}^{N_i} \left( \tilde{F}_{is} - \mathcal{H}'_{i} F_{is} \right) e_{ij} \hat{S}_{ijt} + \mathcal{H}_{i} \frac{1}{N_i} \sum_{j=1}^{N_i} \sum_{s=1}^{T} F_{is} e_{ij} \hat{S}_{ijt}
$$

The first term of the above equation is of order $O_p \left( C_{\Delta T}^{-2} \right)$ by Theorem 2.2 and Lemma B.1.7. Therefore, we have:

$$
\| \mathcal{X} 5 \| \leq O_p \left( \frac{1}{C_{\Delta T}^2} \right) + \| \mathcal{H} \| \frac{1}{\sqrt{T}} \left( \frac{1}{N_i} \sum_{j=1}^{N_i} \left\| \frac{1}{\sqrt{T}} \sum_{s=1}^{T} F_{is} e_{ij} \right\|^2 \right)^{1/2} \left( \frac{1}{N_i} \sum_{j=1}^{N_i} \left| \hat{S}_{ijt} \right|^2 \right)^{1/2}
= O_p \left( \frac{1}{\sqrt{T} C_{\Delta T}} \right)
$$

where the last equality follows from Assumption 2.B.2 and Lemma B.1.7.

Collecting the results above, (B.1.12) becomes

$$
\tilde{F}_{it} - \mathcal{H}'_{i} F_{it} = \tilde{Y}_i^{-1} \frac{1}{N_i T} \sum_{s=1}^{T} \tilde{F}_{is} A'_i \hat{S}_{i,t}
+ \tilde{Y}_i^{-1} \left( \frac{1}{T} \sum_{s=1}^{T} \tilde{F}_{is} \omega_i(s, t) + \frac{1}{T} \sum_{s=1}^{T} \tilde{F}_{is} \hat{\zeta}_{i, st} + \frac{1}{T} \sum_{s=1}^{T} \tilde{F}_{is} \hat{\eta}_{i, st} + \frac{1}{T} \sum_{s=1}^{T} \tilde{F}_{is} \hat{\mu}_{i, st} \right) + O_p \left( \frac{1}{C_{\Delta T}^2} \right)
$$
It then follows that
\[
\hat{F}_{it} - \hat{\mathcal{H}}_{it} \mathbf{F}_{it} = \hat{Y}_{i}^{-1} \left( \frac{\hat{F}' \mathbf{F}}{T} \right) \frac{1}{N_i} \sum_{j=1}^{N_i} \lambda_{ij} \hat{S}_{ijt} + \hat{Y}_{i}^{-1} \left( \frac{\hat{F}' \mathbf{F}}{T} \right) \frac{1}{N_i} \sum_{j=1}^{N_i} \lambda_{ij} e_{ijt} + O_p \left( \frac{1}{C_{NT}^2} \right)
\]

Under Assumption 2.G.3, we have
\[
\hat{Y}_{i}^{-1} \left( \frac{1}{T} \sum_{s=1}^{T} \hat{F}_{is} \mathbf{F}_{is}' \right) \frac{1}{\sqrt{N_i}} \sum_{j=1}^{N_i} \lambda_{ij} e_{ijt} \xrightarrow{d} N \left( 0, \mathbf{Y}_{i}^{-1} \mathbb{D}^{(1)}_{ii,t} \mathbf{Y}_{i}^{-1} \right)
\]

where
\[
\mathbb{D}^{(1)}_{ii,t} = \operatorname{plim}_{N_i \to \infty} \frac{1}{N_i} \sum_{j=1}^{N_i} \sum_{k=1}^{N_i} \lambda_{ij} \mathbf{X}_{ik} E(e_{ijt} e_{ikt})
\]
is a lower-right \( r_i \times r_i \) matrix of \( \mathbb{D}^{(1)}_{ii,t} \). As a result, it follows that
\[
\sqrt{N_i} \left( \hat{F}_{it} - \hat{\mathcal{H}}_{it} \mathbf{F}_{it} \right) = \hat{Y}_{i}^{-1} \left( \frac{\hat{F}' \mathbf{F}}{T} \right) \frac{1}{N_i} \sum_{j=1}^{N_i} \lambda_{ij} \sqrt{N_i} \hat{S}_{ijt} + \hat{Y}_{i}^{-1} \left( \frac{\hat{F}' \mathbf{F}}{T} \right) \frac{1}{N_i} \sum_{j=1}^{N_i} \lambda_{ij} e_{ijt} + o_p(1)
\]
\[
= \hat{Y}_{i}^{-1} \left( \frac{\hat{F}' \mathbf{F}}{T} \right) \frac{1}{\sqrt{N_i}} \sum_{j=1}^{N_i} \lambda_{ij} \left( e_{ijt} + \hat{S}_{ijt} \right) + o_p(1) \xrightarrow{d} N \left( 0, \mathbf{Y}_{i}^{-1} \mathbb{D}^{(1)}_{ii,t} \mathbf{Y}_{i}^{-1} \right)
\]
since the first leading term also have a non-degenerate distribution by Corollary 2.1.

2. Using \( \hat{A}_i = T^{-1} \hat{F}' \hat{Y}_{ij} \), \( \hat{Y}_{ij} = \hat{S}_{ij} + \mathbf{F}_i \lambda_{ij} + e_{ij} \) and \( \mathbf{F}_i = \mathbf{F}_i - \hat{\mathcal{H}}_{i} \hat{\mathcal{H}}_{i}^{-1} + \hat{\mathcal{F}}_{i} \hat{\mathcal{H}}_{i}^{-1} \), we obtain:
\[
\hat{\lambda}_{ij} - \hat{\mathcal{H}}_{i}^{-1} \lambda_{ij} = \frac{1}{T} \hat{\mathbf{F}}_i' \left( \mathbf{F}_i - \hat{\mathcal{H}}_{i} \hat{\mathcal{H}}_{i}^{-1} \right) \lambda_{ij} + \frac{1}{T} \hat{\mathbf{F}}_i' e_{ij} + \frac{1}{T} \hat{\mathbf{F}}_i' \hat{\mathbf{S}}_{ij}
\]
Replacing \( \hat{\mathbf{F}}_i \) by \( \hat{\mathbf{F}}_i - \hat{\mathcal{H}}_{i} \hat{\mathcal{H}}_{i} + \hat{\mathcal{F}}_{i} \hat{\mathcal{H}}_{i} \), we get:
\[
\hat{\lambda}_{ij} - \hat{\mathcal{H}}_{i}^{-1} \lambda_{ij} = \frac{1}{T} \left( \hat{\mathbf{F}}_i - \mathbf{F}_i \hat{\mathcal{H}}_{i} \right)' \left( \mathbf{F}_i - \hat{\mathcal{H}}_{i} \hat{\mathcal{H}}_{i}^{-1} \right) \lambda_{ij} + \hat{\mathcal{H}}_{i} \frac{1}{T} \mathbf{F}_i' \left( \mathbf{F}_i - \hat{\mathcal{H}}_{i} \hat{\mathcal{H}}_{i}^{-1} \right) \lambda_{ij}
\]
\[
+ \frac{1}{T} \left( \hat{\mathbf{F}}_i - \mathbf{F}_i \hat{\mathcal{H}}_{i} \right)' e_{ij} + \frac{1}{T} \left( \hat{\mathbf{F}}_i - \mathbf{F}_i \hat{\mathcal{H}}_{i} \right)' \hat{\mathbf{S}}_{ij} + \hat{\mathcal{H}}_{i} \frac{1}{T} \mathbf{F}_i' \hat{\mathbf{S}}_{ij} + \hat{\mathcal{H}}_{i} \frac{1}{T} \mathbf{F}_i' e_{ij}
\]
Notice that, using Corollary 2.1, we obtain
\[
\hat{\mathcal{H}}_{i} \frac{1}{T} \mathbf{F}_i' \hat{\mathbf{S}}_{ij} = \hat{\mathcal{H}}_{i} \frac{1}{T} \sum_{t=1}^{T} \mathbf{F}_{it} \hat{S}_{ijt}
\]
\[
= \hat{\mathcal{H}}_{i} \frac{1}{T} \sum_{t=1}^{T} \mathbf{F}_{it} \left( \frac{1}{\sqrt{N R}} \mathbf{G}_t' \mathbf{G}_t \right)^{-1} \frac{1}{\sqrt{T}} \sum_{t=1}^{T} \mathbf{G}_t (\lambda_{ij} \mathbf{F}_{is} + e_{ij}) + o_p \left( \frac{1}{C_{NT}^2} \right)
\]
\[
= \frac{1}{\sqrt{N}} \hat{\mathcal{H}}_{i} \frac{1}{T} \sum_{t=1}^{T} \mathbf{F}_{it} \left( \frac{1}{R} \mathbf{G}_t' \mathbf{G}_t \right)^{-1} \frac{1}{\sqrt{T}} \sum_{s=1}^{T} \mathbf{G}_s (\lambda_{ij} \mathbf{F}_{is} + e_{ij}) + o_p \left( \frac{1}{C_{NT}^2} \right)
\]
\[
\frac{1}{\sqrt{N}} \hat{\mathcal{H}}_i \frac{1}{T} \sum_{t=1}^{T} F_{it} \frac{1}{R} \gamma_{ij}^t \mathbb{E}_{\mathcal{D}} + O_p \left( \frac{1}{T} \right) + o_p \left( \frac{1}{\sqrt{NT}} \right)
\]

where the last equality is due to Assumption 2.D and 2.G.4. The first term of the RHS in the above equation is bounded by

\[
\frac{1}{\sqrt{N}} \hat{\mathcal{H}}_i \frac{1}{T} \sum_{t=1}^{T} F_{it} \frac{1}{R} \gamma_{ij}^t \mathbb{E}_{\mathcal{D}}
\]

\[
= \frac{1}{\sqrt{N}} \hat{\mathcal{H}}_i \frac{1}{T} \sum_{t=1}^{T} F_{it} \frac{1}{R} \gamma_{ij}^t \sum_{m=1}^{R} \sqrt{\frac{N}{N_m}} \mathbb{I}_m \left( \frac{\Theta_m' \Theta_m}{N_m} \right)^{-1} \frac{1}{\sqrt{N_m}} \sum_{k=1}^{N_m} \theta_{mk} e_{mkt}
\]

\[
= \frac{1}{\sqrt{TN_m}} \hat{\mathcal{H}}_i \frac{1}{R} \sum_{m=1}^{R} \sum_{k=1}^{N_m} \sum_{t=1}^{T} F_{it} \theta_{mk} e_{mkt} \left( \frac{\Theta_m' \Theta_m}{N_m} \right)^{-1} \mathbb{I}_m \gamma_{ij} = O_p \left( \frac{1}{\sqrt{TN_m}} \right)
\]

where the last equality follows from Assumption 2.G.2. Then, by the above development, part 1 of this theorem, Lemma B.1.9, and Assumption 2.D, it follows that

\[
\hat{\lambda}_{ij} - \hat{\mathcal{H}}_i^{-1} \lambda_{ij} = \hat{\mathcal{H}}_i \frac{1}{T} \sum_{t=1}^{T} F_{it} \epsilon_{ijt} + O_p \left( \frac{1}{\sqrt{NT}} \right).
\]

By Assumption 2.G.4, we have

\[
\sqrt{T} \left( \hat{\lambda}_{ij} - \hat{\mathcal{H}}_i^{-1} \lambda_{ij} \right) = \hat{\mathcal{H}}_i \frac{1}{\sqrt{T}} \sum_{t=1}^{T} F_{it} \epsilon_{ijt} + o_p(1) \overset{d}{\rightarrow} N \left( 0, \left( \mathbb{W}_i^{-1} \right)' \mathbb{D}_{ij}^{(3)} \mathbb{W}_i^{-1} \right)
\]

since the leading terms have non-degenerate distributions.

Q.E.D

B.1.2 Proofs of the auxiliary lemmas

Proof of Lemma B.1.1.

1. Using the Cauchy-Schwarz inequality, we obtain:

\[
\frac{1}{T} \frac{1}{\sqrt{Nh}} \left\| \left( \hat{K}_m - K_m \hat{H}_m \right)' e_h \right\| \leq \frac{1}{\sqrt{T}} \left\| \left( \hat{K}_m - K_m \hat{H}_m \right) \right\| \left\| \frac{1}{\sqrt{Nh}} e_h \right\|
\]

The first term is of stochastic order \( O_p \left( C_{N_m T}^{-1} \right) \) by Lemma 2.1. For the second term, we have:

\[
\left\| \frac{1}{\sqrt{Nh}} e_h \right\| = \sqrt{\frac{1}{NhT} \text{tr} \left\{ e_h' e_h \right\} } = \sqrt{\frac{1}{NhT} \sum_{j=1}^{Nh} \sum_{t=1}^{T} e_{hjt}^2}
\]

Since \( E(e_{hjt}^2) = O(1) \), the above term is \( O_p(1) \). Combining these, we obtain the required result.

2. Using equation (2.3.19) and \( \hat{K}_m = \hat{K}_m - K_m \hat{H}_m + K_m \hat{H}_m \), we have:
Following the proof of Theorem 1 in Bai & Ng (2002), we have for each \( m \) bounded by \( O \) second term is bounded by \( O \).

**B.1 Lemmas and Proofs**

**Theorem 2.1**

The proof is similar to part 1 and thus omitted.

**Lemma 2.1**

From (B.1.5) we have:

\[
\mathbf{E} \left( \frac{1}{N_i T} \sum_{j=1}^{N_i} \sum_{k=1}^{N_i} \gamma_{ij} \gamma_{ik} \sum_{t=1}^{T} e_{ikt} e_{ijt} \right) \leq \frac{1}{N_i T} \sum_{j=1}^{N_i} \sum_{k=1}^{N_i} \gamma_{ij} \gamma_{ik} \sum_{t=1}^{T} r_{i,(jk)} = O(1)
\]

2. The proof is similar to part 1 and thus omitted.

3. From (B.1.6) we have:

\[
\frac{1}{N_i \sqrt{T}} \left( \mathbf{H}_i - \mathbf{H}^{-1} \mathbf{H}_i \right) \mathbf{e}_i = \frac{1}{N_i T \sqrt{T}} \mathbf{G}' \left( \mathbf{G} - \mathbf{G} \mathbf{H}^{-1} \right) \mathbf{e}_i + \frac{1}{N_i T \sqrt{T}} \mathbf{G}' \mathbf{F} \mathbf{A}' \mathbf{e}_i + \frac{1}{N_i \sqrt{T}} \mathbf{G}' \mathbf{e}_i
\]

The first term is bounded by \( O_p \left( C_{N_i T}^{-1} N_i^{-1/2} \right) \) by Theorem 2.1 and Lemma 1. The second term is bounded by \( O_p \left( C_{N_i T}^{-1} N_i^{-1/2} \right) \) due to (B.1.6) and Lemma 2. Using (2.3.19), the third term can be written as

\[
\frac{1}{N_i T \sqrt{T}} \mathbf{G}' \mathbf{e}_i \mathbf{e}_i' = \frac{1}{N_i T} \mathbf{L}^{ro} \mathbf{e}_i \mathbf{e}_i' = \frac{1}{N_i T} \mathbf{L}^{ro} \mathbf{e}_i \mathbf{e}_i' = \frac{1}{N_i T} \mathbf{L}^{ro} \mathbf{e}_i \mathbf{e}_i' = \frac{1}{N_i T} \mathbf{L}^{ro} \mathbf{e}_i \mathbf{e}_i'
\]

The proof completes by combining all these results.

\[Q.E.D\]

**Proof of Lemma B.1.2.**

1. 

\[
\frac{1}{\sqrt{N_i T}} \mathbf{G}' \mathbf{e}_i = \frac{1}{\sqrt{N_i T}} \left( \mathbf{G} - \mathbf{G} \mathbf{H}^{-1} \mathbf{H} \right) \mathbf{e}_i + \frac{1}{\sqrt{N_i T}} \mathbf{G}' \mathbf{e}_i
\]

Taking expectations of the term inside the bracket, by Assumption 2.A.3 and 2.C.1, we have:

\[
\mathbf{E} \left( \frac{1}{N_i T} \sum_{j=1}^{N_i} \sum_{k=1}^{N_i} \gamma_{ij} \gamma_{ik} \sum_{t=1}^{T} e_{ikt} e_{ijt} \right) \leq \frac{1}{N_i T} \sum_{j=1}^{N_i} \sum_{k=1}^{N_i} \gamma_{ij} \gamma_{ik} \sum_{t=1}^{T} r_{i,(jk)} = O(1)
\]

2. The proof is similar to part 1 and thus omitted.

3. From (B.1.5) we have:

\[
\frac{1}{N_i \sqrt{T}} \left( \mathbf{H}_i - \mathbf{H}^{-1} \mathbf{H}_i \right) \mathbf{e}_i = \frac{1}{N_i T \sqrt{T}} \mathbf{G}' \left( \mathbf{G} - \mathbf{G} \mathbf{H}^{-1} \right) \mathbf{e}_i + \frac{1}{N_i T \sqrt{T}} \mathbf{G}' \mathbf{F} \mathbf{A}' \mathbf{e}_i + \frac{1}{N_i \sqrt{T}} \mathbf{G}' \mathbf{e}_i
\]

Following the proof of Theorem 1 in Bai & Ng (2002), we have for each \( m \):

\[
\frac{1}{N_i T \sqrt{T}} \left\| \mathbf{H}_i \mathbf{e}_i \right\| = O_p \left( \frac{1}{\sqrt{N_i}} \right) + O_p \left( \frac{1}{\sqrt{T}} \right)
\]
Therefore, it follows that
\[
\frac{1}{N_i T \sqrt{T}} \| \hat{G}'e_i e'_i \| = O_p \left( \frac{1}{\sqrt{N_i}} \right) + O_p \left( \frac{1}{\sqrt{T}} \right)
\]
The proof completes by combining the above results.

**Q.E.D**

**Proof of Lemma B.1.3.**
1. For each \( i \), by definition, we have: \( \hat{K}_i \hat{V}_i = (N_i T)^{-1} Y_i Y'_i \hat{K}_i \). By plugging (2.2.6) into this equation, we obtain:
\[
\hat{K}_i - \hat{K}_i \hat{H}_i = \left( \frac{1}{N_i T} e_i \Theta_i \hat{K}_i + \frac{1}{N_i T} K_i \Theta'_i \hat{K}_i + \frac{1}{N_i T} e_i e'_i \hat{K}_i \right) \hat{V}_i^{-1}
\]
(B.1.11)

Let \( \hat{K}_{it} - \hat{H}_i \hat{K}_{it} \) be the \( t \)-th row vector of \( \hat{K}_i - \hat{K}_i \hat{H}_i \). Then, the proof follows directly from Lemma A.2 in Bai (2003).

2. For each \( i \), we have:
\[
\left\| \frac{1}{\sqrt{T}} \left( \hat{K}_i - \hat{K}_i \hat{H}_i \right) \right\|^2 = tr \left\{ \frac{1}{T} \left( \hat{K}_i - \hat{K}_i \hat{H}_i \right)' \left( \hat{K}_i - \hat{K}_i \hat{H}_i \right) \right\} =
\]
\[
tr \left\{ \frac{1}{T} \sum_{t=1}^{T} \left( \hat{K}_{it} - \hat{H}' \hat{K}_{it} \right) \left( \hat{K}_{it} - \hat{H}' \hat{K}_{it} \right)' \right\} = \frac{1}{T} \sum_{t=1}^{T} \left\| \hat{K}_{it} - \hat{H}' \hat{K}_{it} \right\|^2
\]
Combining (a)-(d) in Lemma B.1.3.1, the result follows.

3. Consider the term,
\[
\frac{1}{\sqrt{T}} \hat{R}'_m \hat{K}_h = \hat{V}_m^{-1} \left( \frac{1}{T} \sum_{t=1}^{T} \sum_{s=1}^{T} \hat{K}_{m s} \omega_m(s, t) \hat{K}'_{h t} + \frac{1}{T^2} \sum_{t=1}^{T} \sum_{s=1}^{T} \hat{K}_{m s} \mu_{m s t} \hat{K}'_{ht} \right)
\]
where \( \left\| \hat{V}_m^{-1} \right\| = O_p(1) \) by Lemma B.1.5. Let \( T^{-1/2} \hat{R}'_m \hat{K}_h = \hat{V}_m^{-1} (X1 + X2 + X3 + X4) \).

First, \( X1 \) can be written as
\[
\frac{1}{T^2} \sum_{t=1}^{T} \sum_{s=1}^{T} \left( \hat{K}_{m s} - \hat{H}'_m \hat{K}_{ms} \right) \omega_m(s, t) \hat{K}'_{ht} + \hat{H}'_m \frac{1}{T^2} \sum_{t=1}^{T} \sum_{s=1}^{T} \hat{K}_{m s} \omega_m(s, t) \hat{K}'_{ht} = X1.1 + X1.2
\]
By the Cauchy-Schwarz inequality, we have:
\[
\left\| X1.1 \right\| \leq \frac{1}{\sqrt{T}} \left( \frac{1}{T} \sum_{t=1}^{T} \frac{1}{T} \sum_{s=1}^{T} \left\| \hat{K}_{m s} - \hat{H}'_m \hat{K}_{ms} \right\|^2 \right)^{1/2} \left( \frac{1}{T} \sum_{t=1}^{T} \sum_{s=1}^{T} \left| \omega_m(s, t) \right|^2 \left\| \hat{K}_{ht} \right\|^2 \right)^{1/2}
\]
\[
= O_p \left( \frac{1}{\sqrt{N_m}} \right) + O_p \left( \frac{1}{\sqrt{TC_{NmT}}} \right) \frac{1}{\sqrt{T}} = O_p \left( \frac{1}{\sqrt{N_m}} \right) + O_p \left( \frac{1}{TC_{NmT}} \right)
\]
where we use Lemma 1, Assumption 2.B.1 and the fact that $T^{-1} \sum_{t=1}^{T} \sum_{s=1}^{T} |\omega_m(s, t)|^2 = O(1)$ (see Lemma 1.(i) in Bai & Ng (2002)). The expected value of $X_1$ without $\hat{H}_m'$, is bounded by

$$
\frac{1}{T^2} \sum_{t=1}^{T} \sum_{s=1}^{T} |\omega_m(s, t)| E \left( \|K_{ms}\|^2 \right)^{1/2} E \left( \|K_{ht}\|^2 \right)^{1/2} \leq \mathcal{M} \frac{1}{T} \left( \frac{1}{T} \sum_{t=1}^{T} \sum_{s=1}^{T} |\omega_m(s, t)| \right) = O \left( \frac{1}{T} \right)
$$

under Assumption 2.B.1 and Assumption 2.A.2. Therefore, we obtain: $\|X_1\| = O_p \left( C_{N_{mT}}^{-2} \right)$.

By the Cauchy-Schwarz inequality, $X_2$ is bounded by

$$
\|X_2\| \leq \left( \frac{1}{N_{mT}^2} \sum_{t=1}^{T} \left( \sum_{s=1}^{T} \sum_{j=1}^{N_m} K_{ms} \left[ e_{mjs}e_{mj} - E(e_{mjs}e_{mj}) \right] \right)^2 \right)^{1/2} \left( \frac{1}{T} \sum_{t=1}^{T} \|K_{ht}\|^2 \right)^{1/2} = O_p \left( \frac{1}{\sqrt{N_{mT}}} \right)
$$

under Assumptions 2.B.1 and 2.G.1.

Next, $X_3$ can be expressed as

$$
X_3 = \frac{1}{T^2} \sum_{t=1}^{T} \sum_{s=1}^{T} \left( \hat{K}_{ms} - \hat{H}_m K_{ms} \right) \eta_{ms, st} K_{ht} + \hat{H}_m' \frac{1}{T^2} \sum_{t=1}^{T} \sum_{s=1}^{T} \sum_{j=1}^{N_m} K_{ms} \eta_{ms, st} K_{ht}' = X_{3.1} + X_{3.2}.
$$

Applying the Cauchy-Schwarz inequality to $X_{3.1}$, we obtain:

$$
\|X_{3.1}\| \leq \left( \frac{1}{T} \sum_{s=1}^{T} \left( \sum_{t=1}^{T} K_{ms} - \hat{H}_m K_{ms} \right)^2 \right)^{1/2} \left( \frac{1}{T} \sum_{s=1}^{T} \left( \sum_{t=1}^{T} K_{ht}\eta_{ms, st} \right)^2 \right)^{1/2}.
$$

The second term can be expressed as

$$
\left( \frac{1}{T} \sum_{s=1}^{T} \left( \sum_{t=1}^{T} K_{ht}\eta_{ms, st} \right)^2 \right)^{1/2} = \left( \frac{1}{T} \sum_{s=1}^{T} \left( \sum_{t=1}^{T} K_{ht} K_{ms}' \theta_{mj} e_{mj} \right)^2 \right)^{1/2} \leq \left( \frac{1}{T} \sum_{s=1}^{T} \left( \sum_{j=1}^{N_m} \sum_{t=1}^{T} K_{ms}' \theta_{mj} e_{mj} \right)^2 \right)^{1/2} = O_p \left( \frac{1}{\sqrt{N_{mT}}} \right)
$$

under Assumptions 2.B.1 and 2.G.2. Hence, $\|X_{3.1}\| = O_p \left( C_{N_{mT}}^{-1} \right) O_p \left( N_{mT}^{-1/2} T^{-1/2} \right)$. For $X_{3.2}$, we have:

$$
X_{3.2} = \frac{1}{T} \sum_{s=1}^{T} K_{ms} K_{ms}' \frac{1}{N_{mT}} \sum_{t=1}^{T} \sum_{j=1}^{N_m} K_{ht}' \theta_{mj} e_{mj} = O_p \left( \frac{1}{\sqrt{N_{mT}}} \right)
$$

by Assumption 2.G.2. Therefore, $\|X_3\| = O_p \left( N_{mT}^{-1/2} T^{-1/2} \right)$.

Following similar steps, we also obtain: $X_4 = O_p \left( N_{mT}^{-1/2} T^{-1/2} \right)$. Collecting all these results, we have: $T^{-1/2} \hat{R}_m' K_h = O_p \left( C_{N_{mT}}^2 \right)$. 
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4. \[
\frac{1}{\sqrt{T}} \hat{\mathbf{R}}_m \hat{\mathbf{K}}_h = \frac{1}{\sqrt{T}} \hat{\mathbf{R}}_m \left( \hat{\mathbf{K}}_h - \mathbf{K}_h \hat{\mathbf{H}}_h \right) + \frac{1}{\sqrt{T}} \hat{\mathbf{R}}_m \mathbf{K}_h \hat{\mathbf{H}}_h
\]

By Lemmas B.1.3.2 and B.1.3.3, it follows that \( T^{-1/2} \hat{\mathbf{R}}_m \hat{\mathbf{K}}_h = O_p \left( C_{N_m T}^{-2} \right) \).

5. Consider

\[
\frac{1}{\sqrt{T}} \mathbf{R}'_m \mathbf{e}_{hj} = \hat{\mathbf{V}}_m^{-1} \left( \frac{1}{T^2} \sum_{t=1}^{T} \sum_{s=1}^{T} \hat{\mathbf{K}}_{ms} \omega_m(s, t) \mathbf{e}_{hjt} + \frac{1}{T^2} \sum_{t=1}^{T} \sum_{s=1}^{T} \hat{\mathbf{K}}_{ms} \zeta_{ms, st} \mathbf{e}_{hjt} \right. \\
+ \left. \frac{1}{T^2} \sum_{t=1}^{T} \sum_{s=1}^{T} \hat{\mathbf{K}}_{ms} \eta_{ms, st} \mathbf{e}_{hjt} + \frac{1}{T^2} \sum_{t=1}^{T} \sum_{s=1}^{T} \hat{\mathbf{K}}_{ms} \eta_{ms, st} \mathbf{e}_{hjt} \right)
\]

where \( \left\| \hat{\mathbf{V}}_m^{-1} \right\| = O_p(1) \) by Lemma B.1.5. Let \( T^{-1/2} \hat{\mathbf{R}}'_m \mathbf{e}_{hj} = \hat{\mathbf{V}}_m^{-1} (\mathbf{X}1 + \mathbf{X}2 + \mathbf{X}3 + \mathbf{X}4) \).

As \( \mathbf{X}1 \) is of order \( O_p \left( C_{N_m T}^{-2} \right) \), the proof is the same as that of \( \mathbf{X}1 \) in Lemma B.1.3. Next,

\[ \mathbf{X}2 = \frac{1}{T^2} \sum_{t=1}^{T} \sum_{s=1}^{T} \left( \hat{\mathbf{K}}_{ms} - \hat{\mathbf{H}}_m \mathbf{K}_{ms} \right) \zeta_{ms, st} \mathbf{e}_{hjt} + \hat{\mathbf{H}}_m \frac{1}{T^2} \sum_{t=1}^{T} \sum_{s=1}^{T} \mathbf{K}_{ms} \zeta_{ms, st} \mathbf{e}_{hjt} = \mathbf{X}2.1 + \mathbf{X}2.2. \]

Using the Cauchy-Schwarz inequality, we have:

\[ \left\| \mathbf{X}2.1 \right\| \leq \left( \frac{1}{T} \sum_{s=1}^{T} \left\| \hat{\mathbf{K}}_{ms} - \hat{\mathbf{H}}_m \mathbf{K}_{ms} \right\| \right) \left( \frac{1}{T} \sum_{s=1}^{T} \left( \frac{1}{T} \sum_{t=1}^{T} \zeta_{ms, st} \mathbf{e}_{hjt} \right) \right)^{1/2}. \]

Notice that by Assumption 2.A.5,

\[ \frac{1}{T} \sum_{t=1}^{T} \zeta_{ms, st} \mathbf{e}_{hjt} = \frac{1}{T} \sum_{t=1}^{T} \frac{1}{\sqrt{N_m}} \left( \frac{1}{\sqrt{N_m}} \sum_{k=1}^{N_m} \left[ e_{mks} e_{mkt} - E(e_{mks} e_{mkt}) \right] \right) \mathbf{e}_{hjt} = O_p \left( \frac{1}{\sqrt{N_m}} \right). \]

Using Lemma B.1.3.2, we show that

\[ \left\| \mathbf{X}2.1 \right\| = O_p \left( \frac{1}{\sqrt{N_m} TC_{N_m T}} \right) + O_p \left( \frac{1}{N_m} \right). \]

By Assumption 2.G.1,

\[ \mathbf{X}2.2 = \hat{\mathbf{H}}_m \frac{1}{\sqrt{N_m T}} \frac{1}{T} \sum_{t=1}^{T} \left( \frac{1}{\sqrt{N_m T}} \sum_{s=1}^{T} \sum_{k=1}^{N_m} \mathbf{K}_{ms} \left[ e_{mks} e_{mkt} - E(e_{mks} e_{mkt}) \right] \right) \mathbf{e}_{hjt} = O_p \left( \frac{1}{\sqrt{N_m T}} \right). \]

Combining these two terms, we have \( \mathbf{X}2 = O_p \left( C_{N_m T}^{-2} \right) \).

Next, we can write \( \mathbf{X}3 \) as

\[ \mathbf{X}3 = \frac{1}{T^2} \sum_{t=1}^{T} \sum_{s=1}^{T} \left( \hat{\mathbf{K}}_{ms} - \hat{\mathbf{H}}_m \mathbf{K}_{ms} \right) \eta_{ms, st} \mathbf{e}_{hjt} + \hat{\mathbf{H}}_m \frac{1}{T^2} \sum_{t=1}^{T} \sum_{s=1}^{T} \mathbf{K}_{ms} \eta_{ms, st} \mathbf{e}_{hjt} = \mathbf{X}3.1 + \mathbf{X}3.2. \]
By the Cauchy-Schwarz inequality, we have:

\[
\|\mathcal{X}3.1\| \leq \left( \frac{1}{T} \sum_{s=1}^{T} \left\| \mathbf{K}_{ms} - \mathbf{\hat{H}}' m \mathbf{K}_{ms} \right\|^2 \right)^{1/2} \left( \frac{1}{T} \sum_{s=1}^{T} \left( \frac{1}{T} \sum_{t=1}^{T} \eta_{ms, st} c_{hjt} \right)^2 \right)^{1/2}
\]

Notice that

\[
\frac{1}{T} \sum_{t=1}^{T} \eta_{ms, st} c_{hjt} = \frac{1}{\sqrt{N_m}} \mathbf{K}_{ms} \mathbf{\bar{r}} \sum_{t=1}^{T} \frac{1}{N_m} \sum_{k=1}^{N_m} \theta_{mk} e_{mk} e_{hjt} = O_p \left( \frac{1}{\sqrt{N_m}} \right)
\]

Using Lemma B.1.3.2, we have:

\[
\|\mathcal{X}3.1\| = O_p \left( \frac{1}{\sqrt{N_m T C_{N_m T}}} \right) + O_p \left( \frac{1}{N_m} \right).
\]

By Assumption 2.F.2, we have:

\[
\mathcal{X}3.2 = \mathbf{\hat{H}}'_m \left( \frac{1}{T} \sum_{s=1}^{T} \mathbf{K}_{ms}\mathbf{K}'_{ms} \right) \frac{1}{N_m T \sum_{t=1}^{T} \sum_{k=1}^{N_m} \theta_{mk} e_{mk} e_{hjt} = O_p \left( \frac{1}{N_m} \right).}
\]

Combining these two terms, we obtain \(\mathcal{X}3 = O_p \left( C_{N_m T}^{-2} \right)\). The proof for \(\mathcal{X}4\) is similar to that for \(\mathcal{X}3\). Finally, we conclude that \(T^{-1/2} \mathbf{\hat{R}}'_m e_{hj} = O_p \left( C_{N_m T}^{-2} \right)\).

**Proof of Lemma B.1.4.**

1. By definition of \(\mathbf{\hat{\Phi}}\), we have:

\[
\frac{1}{T} \mathbf{\hat{\Phi}}' \mathbf{\hat{\Phi}} = \frac{1}{T} \mathbf{\hat{H}}' \mathbf{\Phi} \mathbf{\hat{H}} + \mathbf{\hat{a}}_1 + \mathbf{\hat{a}}_2 + \mathbf{\hat{a}}_3
\]

Using (B.1.11) and the definition of \(\mathbf{\hat{R}}_{i}\) in Lemma B.1.3.2, we obtain:

\[
\frac{1}{T} \mathbf{\hat{\Phi}}' \mathbf{\hat{\Phi}} = \frac{1}{T} \mathbf{\hat{H}}' \mathbf{\Phi} \mathbf{\hat{H}} + \mathbf{\hat{a}}_1 + \mathbf{\hat{a}}_2 + \mathbf{\hat{a}}_3
\]

where

\[
\mathbf{\hat{a}}_1 = \mathbf{\hat{a}}_2 = \frac{1}{\sqrt{T}} \left[ (R - 1) \mathbf{\hat{R}}'_1 \mathbf{K}_1 \mathbf{\hat{H}}_1 - \mathbf{\hat{R}}'_1 \mathbf{K}_2 \mathbf{\hat{H}}_2 \ldots - \mathbf{\hat{R}}'_1 \mathbf{K}_R \mathbf{\hat{H}}_R \right]
\]

\[
- \mathbf{\hat{R}}'_2 \mathbf{K}_1 \mathbf{\hat{H}}_1 - \mathbf{\hat{R}}'_2 \mathbf{K}_2 \mathbf{\hat{H}}_2 \ldots - \mathbf{\hat{R}}'_2 \mathbf{K}_R \mathbf{\hat{H}}_R 
\]

\[
\left[ \begin{array}{c}
- \mathbf{\hat{R}}'_R \mathbf{K}_1 \mathbf{\hat{H}}_1 - \mathbf{\hat{R}}'_R \mathbf{K}_2 \mathbf{\hat{H}}_2 \ldots - \mathbf{\hat{R}}'_R \mathbf{K}_R \mathbf{\hat{H}}_R
\end{array} \right]
\]

Q.E.D.
and

$$\widehat{\mathbf{A}}_3 = \begin{bmatrix} \hat{\mathbf{A}}'_1 \hat{\mathbf{A}}_1 & -\hat{\mathbf{A}}'_2 \hat{\mathbf{A}}_2 & \ldots & -\hat{\mathbf{A}}'_R \hat{\mathbf{A}}_R \\ -\hat{\mathbf{A}}'_2 \hat{\mathbf{A}}_1 & (R-1)\hat{\mathbf{A}}'_2 \hat{\mathbf{A}}_2 & \ldots & -\hat{\mathbf{A}}'_R \hat{\mathbf{A}}_R \\ \vdots & \vdots & \ddots & \vdots \\ -\hat{\mathbf{A}}'_R \hat{\mathbf{A}}_1 & -\hat{\mathbf{A}}'_R \hat{\mathbf{A}}_2 & \ldots & (R-1)\hat{\mathbf{A}}'_R \hat{\mathbf{A}}_R \end{bmatrix}$$

Using Lemma B.1.3.3 and the fact that $\hat{\mathbf{H}}_i$ is $O_p(1)$, we have $\hat{\mathbf{A}}_1 = \hat{\mathbf{A}}'_2 = O_p\left(C_{2N}^{-2}\right)$. Furthermore, by Lemma B.1.3.2, we have $\hat{\mathbf{A}}_3 = O_p\left(C_{2N}^{-2}\right)$.

2. By definition of $\hat{\mathbf{Ψ}}$ and $\mathbf{Ψ}$, we have:

$$\left\| \frac{1}{T}\hat{\mathbf{Ψ}}'\hat{\mathbf{Ψ}} - \frac{1}{T}\mathbf{Ψ}'\mathbf{Ψ} \right\| \leq \sum_{i=1}^{R} \left\| \frac{1}{T}\hat{\mathbf{K}}_i\hat{\mathbf{Q}}_i'\hat{\mathbf{Q}}_i'\hat{\mathbf{K}}_i' - \frac{1}{T}\mathbf{G}\mathbf{G}' \right\|$$

Using $\hat{\mathbf{K}}_i = \hat{\mathbf{K}}_i - \mathbf{K}_i\hat{\mathbf{H}}_i + \mathbf{K}_i\hat{\mathbf{H}}_i$, we have:

$$\frac{1}{T}\hat{\mathbf{K}}_i\hat{\mathbf{Q}}_i'\hat{\mathbf{Q}}_i'\hat{\mathbf{K}}_i - \frac{1}{T}\mathbf{G}\mathbf{G}' = \frac{1}{T}\hat{\mathbf{Q}}_i'\left(\hat{\mathbf{K}}_i - \mathbf{K}_i\hat{\mathbf{H}}_i\right)\hat{\mathbf{K}}_i\hat{\mathbf{Q}}_i + \frac{1}{T}\hat{\mathbf{Q}}_i'\hat{\mathbf{H}}_i'\hat{\mathbf{K}}_i'\left(\hat{\mathbf{K}}_i - \mathbf{K}_i\hat{\mathbf{H}}_i\right)\hat{\mathbf{Q}}_i + \frac{1}{T}\hat{\mathbf{Q}}_i'\hat{\mathbf{H}}_i'\mathbf{K}_i\hat{\mathbf{H}}_i\hat{\mathbf{Q}}_i - \frac{1}{T}\mathbf{G}\mathbf{G}'$$

The first two terms are bounded by $O_p\left(C_{2N}^{-2}\right)$ by Lemmas B.1.3.3 and B.1.3.4. Using $\hat{\mathbf{Q}}_i = \hat{\mathbf{H}}_i^{-1}\mathbf{Q}_i\mathbf{D} + O_p\left(C_{2N}^{-2}\right)$, the last two terms can be expressed as

$$\mathbf{D}'\mathbf{B}'\frac{\mathbf{G}'\mathbf{B}}{T} - \frac{\mathbf{G}'\mathbf{G}}{T}$$

Notice that

$$\left\| \mathbf{D}'\mathbf{B}'\frac{\mathbf{G}'\mathbf{B}}{T} - \frac{\mathbf{G}'\mathbf{G}}{T} \right\| = 0$$

since $\mathbf{D}$ and $\mathbf{B}$ are orthogonal matrices. Therefore,

$$\left\| \frac{1}{T}\hat{\mathbf{Ψ}}'\hat{\mathbf{Ψ}} - \frac{1}{T}\mathbf{Ψ}'\mathbf{Ψ} \right\| = O_p\left(\frac{1}{C_{2N}^2}\right)$$

By Lemma 2.3 and Assumption 2.B.1, we have: $\left\| \widehat{\mathbf{L}}^{r_0} - \mathbf{L}^{r_0}\mathbf{U} \right\| = O_p\left(C_{2N}^{-2}\right)$ where $\mathbf{U}$ is an $r_0 \times r_0$ orthogonal matrix defined in (B.1.3).

Q.E.D

**Proof of Lemma B.1.5.**

The proof follows the same lines from Proposition 1 and Lemma A.3 in Bai (2003) and is thus omitted.

Q.E.D

**Proof of Lemma B.1.6.**
Using \( \hat{K}_{it} = \hat{K}_{it} - \hat{H}'_{it}K_{it} + \hat{H}'_{it}K_{it} \), we can write (B.1.9) as

\[
\hat{G}_t - (H' + B') G_t = \hat{H}'_t \left( \hat{H}_{it}^{-1} \right)' \left( \hat{K}_{it} - \hat{H}'_{it}K_{it} \right) \\
+ U (E'^{\gamma})^{-1} \sum_{i=1}^{R} R_i \hat{H}_i^{-1} Q_i^{\gamma} Q_i^{\gamma'} \left( \hat{H}_{it}^{-1} \right)' \left( \hat{K}_{it} - \hat{H}'_{it}K_{it} \right) + O_p \left( \frac{1}{C^2_{NT}} \right).
\]

Then, we have:

\[
\frac{1}{T} \sum_{t=1}^{T} \left[ \hat{G}_t - (H' + B') G_t \right] K_{it} = \hat{H}'_t \frac{1}{R} \sum_{m=1}^{R} R_m \left( \hat{H}_m^{-1} \right)' \left( \hat{K}_{mt} - \hat{H}'_m K_{mt} \right) K_{it}' \\
+ U (E'^{\gamma})^{-1} \sum_{m=1}^{R} R_m \hat{H}_m^{-1} Q_m^{\gamma} Q_m^{\gamma'} \left( \hat{H}_m^{-1} \right)' \left( \hat{K}_{mt} - \hat{H}'_m K_{mt} \right) K_{it} + O_p \left( \frac{1}{C^2_{NT}} \right).
\]

By Lemma B.1.3.4, \( T^{-1} \sum_{t=1}^{T} \left( \hat{K}_{mt} - \hat{H}'_m K_{mt} \right) K_{it} = O_p \left( C^{-2}_{NT} \right) \). Then, the required result follows.

We can also prove Lemma B.1.6.2 along similar arguments using Lemma B.1.3.4.

Q.E.D

**Proof of Lemma B.1.7.**

Using the expansions, \( \hat{G} = \hat{G} - G \left( H + B \right) + G \left( H + B \right) \) and \( \hat{F}'_i = \hat{F}'_i - (H + B)^{-1} \Gamma'_i + (H + B)^{-1} \Gamma'_i \), the result follows from Theorems 2.4.

Q.E.D

**Proof of Lemma B.1.8.**

As \( \hat{S}_{ij} = o_p(1) \), the proof follows directly from Proposition 1 and Lemma A.3 in Bai (2003) with slight modification.

Q.E.D

**Proof of Lemma B.1.9.**

1. By construction we have:

\[
\hat{F}_i = \frac{1}{N_iT} \left( \hat{S}_i \hat{S}'_i + \hat{F}_i \hat{A}'_i \hat{S}'_i + \hat{S}_i \hat{A}_i \hat{F}'_i + \hat{F}_i \hat{A}'_i \hat{A}_i \hat{F}'_i + e_i \hat{S}_i \hat{A}_i \hat{e}'_i + \hat{S}_i e_i + e_i \hat{e}'_i \right) \hat{F}_i \hat{Y}_i^{-1}
\]

where \( \hat{S}_i = G \Gamma'_i - \hat{G} \hat{Y}'_i \). Therefore, we have:

\[
\hat{F}_{it} - \hat{F}'_{it} F_{it} = \\
\hat{Y}_i^{-1} \frac{1}{N_iT} \left( \sum_{s=1}^{T} \hat{F}_{is} \hat{S}'_{is} \hat{S}_{is} + \sum_{s=1}^{T} \hat{F}_{is} \hat{S}'_{is} \hat{L}_{is} \hat{F}_{it} + \sum_{s=1}^{T} \hat{F}_{is} \hat{F}'_{is} \hat{L}_{is} \hat{F}_{it} + \sum_{s=1}^{T} \hat{F}_{is} \hat{e}'_{is} \hat{S}_{is} + \sum_{s=1}^{T} \hat{F}_{is} \hat{e}'_{is} \hat{L}_{is} \hat{F}_{it} + \sum_{s=1}^{T} \hat{F}_{is} \hat{e}'_{is} \hat{e}_{is} \hat{S}_{is} \right) \\
+ \hat{Y}_i^{-1} \left( \frac{1}{T} \sum_{s=1}^{T} \hat{F}_{is} \omega_i(s, t) + \frac{1}{T} \sum_{s=1}^{T} \hat{F}_{is} \zeta_{is} + \frac{1}{T} \sum_{s=1}^{T} \hat{F}_{is} \eta^*_{is} + \frac{1}{T} \sum_{s=1}^{T} \hat{F}_{is} \mu^*_{is} \right) \quad (B.1.12)
\]
where \( \hat{H}_i = (A_i' A_i/N_i) (F_i' F_i/T) \hat{Y}_i^{−1} \), \( \hat{S}_{i,t} \) is the \( N_i \times 1 \) vector of \( \hat{S}_i \) (the \( t \)-th row vector), \( \eta_{i,st}^s = N_i^{−1} F_i' e_{i,s.t} \) and \( \mu_{i,st}^s = N_i^{−1} F_i' A_i' e_{i,s.t} \). \( \omega_i(s,t) \) and \( \zeta_{i,st} \) are defined in Lemma B.1.3.1.

It then follows that:

\[
\frac{1}{T} \left( \hat{F}_i - F_i \hat{H}_i \right)' F_i = \frac{1}{T} \sum_{t=1}^T \left( \hat{F}_{it} - \hat{H}_i F_{it} \right) F_{it}' = \frac{1}{N_i T} \sum_{s=1}^T \sum_{t=1}^T \hat{F}_{i,s.t} \hat{S}_{i,s.t} F_{it} F_{it}' + \frac{1}{T} \sum_{s=1}^T \sum_{t=1}^T \hat{F}_{i,s.t} \hat{A}_{i,s.t} F_{it} F_{it}' + \frac{1}{T} \sum_{s=1}^T \sum_{t=1}^T \hat{F}_{i,s.t} \hat{S}_{i,s.t} F_{it} F_{it}' + \frac{1}{T} \sum_{s=1}^T \sum_{t=1}^T \hat{F}_{i,s.t} \hat{A}_{i,s.t} F_{it} F_{it}' + \frac{1}{T} \sum_{s=1}^T \sum_{t=1}^T \hat{F}_{i,s.t} \hat{S}_{i,s.t} F_{it} F_{it}' + \frac{1}{T} \sum_{s=1}^T \sum_{t=1}^T \hat{F}_{i,s.t} \hat{A}_{i,s.t} F_{it} F_{it}'
\]

By Lemma B.1.8, we have \( \hat{Y}_i = O_p(1) \). It is straightforward to show that the second term is of order \( O_p \left( C_{\Delta T}^{-2} \right) \) using the similar lines in the proof of Lemma B.1.3.3.

We now focus on the first term, which is written as \( \hat{Y}_i^{−1} (Q1 + Q2 + Q3 + Q4 + Q5) \). By Lemma B.1.7, \( Q1 = O_p \left( C_{\Delta T}^{-2} \right) \). Next, using \( \hat{F}_{is} = \hat{F}_i - \hat{H}_i F_{is} + \hat{H}_i F_{is} \), we have:

\[
Q2 = \frac{1}{N_i T} \sum_{j=1}^{N_i} \sum_{s=1}^T \left( \hat{F}_{is} - \hat{H}_i F_{is} \right) \hat{S}_{ijs} \lambda_{ij} \left( F_i' F_i / T \right)
\]

Notice that \( F_i' F_i / T = O_p(1) \) under Assumption 2B.1. Combining Lemmas B.1.6 and B.1.7, Theorems 2.4 and Assumption 2.8, we have: \( T^{-1} \sum_{s=1}^T F_{is} \hat{S}_{ijs} = O_p \left( C_{\Delta T}^{-2} \right) \) such that the second term of the above equation is \( O_p \left( C_{\Delta T}^{-2} \right) \). Hence, \( Q2 = \left( C_{\Delta T}^{-2} \right) \). Along similar arguments, it is easily seen that \( Q3 \) to \( Q5 \) have stochastic order \( O_p \left( C_{\Delta T}^{-2} \right) \).

2. The proof is similar to part 1 of Lemma B.1.9 and thus omitted.

3. The result follows from Theorem 2.2 and Lemma B.1.7.

\[Q.E.D\]

### B.2 Bootstrap Confidence Intervals

In this section, we outline the bootstrap procedure for estimating the confidence intervals for \((H + B)' G_t, (H + B)^{-1} \gamma_{ij}, \gamma_{ij}' G_t, \hat{H}_i' F_{it}, \) and \( \lambda_{ij}' F_{it} \), respectively. For computational tractability, we assume that the error terms are cross-sectionally and serially uncorrelated. If the error terms are serially correlated or weakly cross-sectionally correlated, the dependent bootstrap can be adopted (e.g. Shao (2010) and Conley et al. (2023)). The validity of the bootstrap is corroborated...
by simulations whilst the formal proof is beyond the scope of this paper.

We introduce some notations in line with the bootstrap literature. The superscript \( * \) denotes the \( b \)-th realisation among \( B \) bootstrap repetitions. Let \( \Pr^* \) be the bootstrap probability measure conditional on the original sample. Though \( \Pr^* \) depends on the sample size \((N, T)\) and the realisation \((b)\), we omit them for notational simplicity. For a bootstrapped sequence \( \mathbf{X}^{* \,(b)}_n \) for \( b = 1, \ldots, B \), we denote \( \mathbf{X}^{* \,(b)}_n = o_{pr}(1) \) if \( \lim_{n \to \infty} \Pr^* \left( \left| \mathbf{X}^{* \,(b)}_n \right| > \epsilon \right) = o_{pr}(1) \) for all \( \epsilon > 0 \). Furthermore, \( \mathbf{X}^{* \,(b)}_n \overset{d}{\to} \mathbf{D} \) if \( \mathbf{X}^{* \,(b)}_n \) weakly converges in distribution to \( \mathbf{D} \) conditional on the original sample. Bartlett \( (x) = 1 - |x| \) if \( |x| \leq 1 \) and Bartlett \( (x) = 0 \) if \( |x| > 0 \) is the Bartlett kernel function, see Andrews (1991). Finally, let \( \mathbf{t}_z = [0, \ldots, 1, \ldots, 0]' \) be an \( r_0 \times 1 \) vector such that the \( z \)-th element is one and zeros elsewhere and \( \mathbf{t}_{i \times z} \) be an \( r_1 \times 1 \) vector defined similarly for \( i = 1, \ldots, R \).

We provide three algorithms to generate the confidence intervals.

---

**Algorithm 1: Bootstrap the global factors**

**Step 1.1** For each \( i, j \) and \( s \), construct \( e^{* \,(b)}_{ij} = \hat{\varepsilon}_{ij} \) where \( \hat{\varepsilon}_{ij} = y_{ijs} - \hat{\gamma}_{ij} \hat{\mathbf{G}}_s - \hat{\mathbf{X}}_{ij} \hat{\mathbf{F}}_{is} \) and \( \hat{\varepsilon}_{ij} \sim \text{i.i.d.} \ N(0, 1) \).

**Step 1.2** Re-sample the data by \( \mathbf{y}^{* \,(b)}_{ijs} = \hat{\gamma}_{ij} \hat{\mathbf{G}}_s + \hat{\mathbf{X}}_{ij} \hat{\mathbf{F}}_{is} + e^{* \,(b)}_{ij} \).

**Step 1.3** Apply the estimation procedure developed in Section 2.3 to the re-sampled data, and obtain the bootstrap estimates of global factors, denoted \( \mathbf{G}^{* \,(b)} \). We then construct the rotation matrix by \( \hat{\mathbf{H}}^{* \,(b)} = T^{-1} \hat{\mathbf{G}} \mathbf{G}^{* \,(b)} \).

**Step 1.4** Repeat Steps 1.1–1.3 \( B \) times, and construct the empirical distribution function as

\[
\hat{D}_{Gi}(\tau) = \frac{1}{B} \sum_{b=1}^{B} \mathbbm{1} \left( \sqrt{N} \mathbf{t}_z' \left( \hat{\mathbf{H}}^{* \,(b)} \right)^{-1} \mathbf{G}_i^{* \,(b)} - \mathbf{G}_i \right) \leq \tau \right) \text{ for } z = 1, \ldots, r_0
\]

where \( \mathbbm{1} \) is the indicator function. The \( 1 - \alpha \) CI for the \( z \)-th (rotated) global factor is given by

\[
\left[ \hat{\mathbf{G}}_i - \frac{1}{\sqrt{N}} \hat{D}_{Gi}^{-1} \left( \frac{\alpha}{2} \right), \hat{\mathbf{G}}_i + \frac{1}{\sqrt{N}} \hat{D}_{Gi}^{-1} \left( 1 - \frac{\alpha}{2} \right) \right]
\]  

where \( \hat{D}_{Gi}^{-1}(\alpha/2) \) and \( \hat{D}_{Gi}^{-1}(1 - \alpha/2) \) are the inverse function of \( \hat{D}_{Gi} \) evaluated at \( \alpha/2 \) and \( 1 - \alpha/2 \), respectively.

---

The consistency and asymptotic normality of the GCC estimator can be achieved for the re-sampled data since the validity of Assumptions 2.A–2.G is still maintained in Step 1.1. Hence, for each \( b = 1, \ldots, B \), we have:

\[
\sqrt{N} \left( \left( \hat{\mathbf{H}}^{* \,(b)} + \mathbf{E}^{* \,(b)} \right)^{-1} \mathbf{G}_i^{* \,(b)} - \mathbf{G}_i \right) = \frac{1}{R} \mathbf{T}^' \hat{\mathbf{C}} \mathbf{E}_t^{* \,(b)} + o_{pr}(1)
\]
where \( H^*(b) = T^{-1/2} \hat{G} \tilde{T}_{b} \Lambda_{b} U_{b} \) and \( E^*(b) = \frac{1}{R} \sum_{i=1}^{R} \sqrt{\frac{1}{N_i}} v_i^T \left( \Theta_{i} \Theta_{i}^T \right)^{-1} \frac{\Theta_{i}^T \varepsilon_{i}^*}{\sqrt{N_i}} \tilde{J}_{b} \Lambda_{b} U_{b} \) with \( U_{b} \) being an orthonormal matrix induced by Lemma 2.3, \( \Theta_{i} = [\tilde{\Gamma}_{i}, \tilde{A}_{i}] \).

\[
\hat{C} = \text{diag} \left( \sqrt{\frac{N}{N_1}} v_1^T \left( \Theta_{i} \Theta_{i}^T \right)^{-1}, \ldots, \sqrt{\frac{N}{N_R}} v_R^T \left( \Theta_{i} \Theta_{i}^T \right)^{-1} \right),
\]

and

\[
E_{t}^*(b) = \begin{bmatrix}
E_{1t}^*(b) \\
E_{2t}^*(b) \\
\vdots \\
E_{Rt}^*(b)
\end{bmatrix} = \begin{bmatrix}
\frac{1}{\sqrt{N_1}} \sum_{j=1}^{N_1} \hat{\theta}_{1j} \epsilon_{1jt}(b) \\
\frac{1}{\sqrt{N_2}} \sum_{j=1}^{N_2} \hat{\theta}_{2j} \epsilon_{2jt}(b) \\
\vdots \\
\frac{1}{\sqrt{N_R}} \sum_{j=1}^{N_R} \hat{\theta}_{Rj} \epsilon_{Rjt}(b)
\end{bmatrix}.
\]

Notice that \( H^*(b) + E^*(b) \) can be evaluated directly under the bootstrap world. By applying Theorem 2.4, we have

\[
\left[ \hat{G}^*(b) - \hat{G} \left( H^*(b) + E^*(b) \right) \right] = \frac{1}{R\sqrt{N}} E^*(b) \hat{C}' \mathcal{I}
\]

where \( E^*(b) = \left[ E_{1t}^*(b), \ldots, E_{Rt}^*(b) \right]' \). Pre-multiplying the above equation by \( T^{-1} \hat{G}' \) and using the fact that \( T^{-1} \hat{G}' \hat{G} = I_{p_0} \), we obtain:

\[
\left( \frac{\hat{G}' \hat{G}^*(b)}{T} \right) - \left( H^*(b) + E^*(b) \right) = \frac{1}{RT\sqrt{N}} \hat{G}' E^*(b) \hat{C}' \mathcal{I} = o_{p^*}(1)
\]

which implies that \( (H^*(b) + E^*(b)) \) can be consistently estimated by \( \hat{H}^*(b) = T^{-1} \hat{G}' \hat{G}^*(b) \). As a result, we have

\[
\sqrt{N} \left[ \left( \frac{\hat{H}^*(b)}{T} \right)^{-1} \hat{G}^*_t(b) - \hat{G}_t \right] = \frac{1}{R} \hat{Z} E^*_t(b) + o_{p^*}(1) \xrightarrow{d^*} N \left( 0, \frac{1}{R^2} \hat{Z} \hat{C} \left( \mathcal{D}_t^{(1)*} \right) \hat{C}' \mathcal{I} \right)
\]

where \( \mathcal{D}_t^{(1)*} \) is the (conditional) asymptotic covariance matrix of \( E^*_t(b) \). Under the assumptions of Theorem 2.4.1, it follows that

\[
\sup_{x \in \mathbb{R}} \left| \Pr^* \left( \sqrt{N} \left[ \left( \frac{\hat{H}^*(b)}{T} \right)^{-1} \hat{G}^*_t(b) - \hat{G}^*_t \right] \leq x \right) - \Pr \left( \sqrt{N} \left[ \hat{G}^*_t - \hat{G}^*_t (H + E)' G_t \right] \leq x \right) \right| \xrightarrow{p} 0,
\]

suggesting that the confidence interval (B.2.13) has correct coverage rate for \( \hat{t}_z (H + E)' G_t \), namely the \( z \)-th (rotated) global factor.

**Algorithm 2: Bootstrap the global factor loadings and global component**

**Step 2.1** For each \( m \), \( k \) and \( s \), let \( \varepsilon_{mks} = \hat{\varepsilon}_{mks} \) where \( \hat{\varepsilon}_{mks} = y_{mks} - \hat{\gamma}_{mk} \hat{G}_s - \hat{\lambda}'_{mk} \hat{F}_{ms} \) and \( \varepsilon_{mks} \sim i.i.d. N(0,1) \), \( m = 1, \ldots, R \), \( k = 1, \ldots, N_m \) and \( s = 1, \ldots, T \).

**Step 2.2** Apply the dependent wild bootstrap by Shao (2010) and re-sample the local factors for
block $i$ as

$$F_{is}^{z,s(b)} = \hat{F}_{is}^z \omega_{is}^{z,s(b)}$$ for $z = 1, \ldots, r_i$, $s = 1, \ldots, T,$

where $\omega_{is}^{z,s(b)}$ is drawn from a zero mean normal distribution independent across $i$ and $z$ with covariance,

$$\text{Cov} (\omega_{ic}^{z,s(b)}, \omega_{id}^{z,s(b)}) = \text{Bartlett} \left( \frac{c-d}{l_i^2} \right)$$ for $c, d = 1, \ldots, T$

where $l_i^2$ is a bandwidth parameter.\(^2\)

**Step 2.3** Re-sample the data for the $i$-th block as $y_{iks}^{s(b)} = \hat{\gamma}_{ik}^s \hat{G}_s + \hat{\lambda}_{ik}^s F_{is}^{s(b)} + e_{iks}^{s(b)}$, while $y_{mks}^{s(b)} = \hat{\gamma}_{mks}^s \hat{G}_s + \hat{\lambda}_{mks}^s F_{ms}^{s(b)} + e_{mks}^{s(b)}$ for other blocks.

**Step 2.4** Apply the procedure developed in Section 2.3 to the re-sampled data, and obtain the bootstrap estimates of global factors and loadings, denoted $\hat{\Gamma}^{s(b)}_i$ and $\hat{\gamma}^{s(b)}_i = T^{-1} Y^{s(b)}_i \hat{\Gamma}^{s(b)}$. Construct the estimated rotation matrix $\hat{\Gamma}^{s(b)}_i = T^{-1} \hat{\Gamma}_i \hat{\Gamma}^{s(b)}$.

**Step 2.5** Repeat Steps 2.1–2.4 for $B$ times. Construct the empirical distribution functions

$$\hat{D}_{\gamma_{ij}^s}(\tau) = \frac{1}{B} \sum_{b=1}^B \left( \sqrt{T} \left[ \omega_{js}^{z,s(b)} \hat{\gamma}_{ij}^{s(b)} - \hat{\gamma}_{ij}^z \right] \leq \tau \right)$$ for $z = 1, \ldots, r_0$

and

$$\hat{D}_{\gamma_{ij}^sG_t}(\tau) = \frac{1}{B} \sum_{b=1}^B \left( C_{NT} \left( \hat{\gamma}_{ij}^{s(b)} \hat{G}_t^{s(b)} - \hat{\gamma}_{ij}^s \hat{G}_t \right) \leq \tau \right).$$

Then, the $1 - \alpha$ CI for the $z$-th (rotated) global factor loading is given by

$$\left[ \hat{\gamma}_{ij} - \frac{1}{\sqrt{T}} \hat{D}_{\gamma_{ij}^s}^{-1} \left( \frac{\alpha}{2} \right), \hat{\gamma}_{ij} - \frac{1}{\sqrt{T}} \hat{D}_{\gamma_{ij}^s}^{-1} \left( 1 - \frac{\alpha}{2} \right) \right]$$ (B.2.15)

where $\hat{D}_{\gamma_{ij}^s}^{-1}(\alpha/2)$ and $\hat{D}_{\gamma_{ij}^s}^{-1}(1 - \alpha/2)$ are the inverse functions of $\hat{D}_{\gamma_{ij}^s}$ evaluated at $\alpha/2$ and $1 - \alpha/2$, respectively. The $1 - \alpha$ CI for the global component is given by

$$\left[ \hat{\gamma}_{ij}^s \hat{G}_t - \frac{1}{C_{NT}} \hat{D}_{\gamma_{ij}^sG_t}^{-1} \left( \frac{\alpha}{2} \right), \hat{\gamma}_{ij}^s \hat{G}_t - \frac{1}{C_{NT}} \hat{D}_{\gamma_{ij}^sG_t}^{-1} \left( 1 - \frac{\alpha}{2} \right) \right]$$ (B.2.16)

where $\hat{D}_{\gamma_{ij}^sG_t}^{-1}(\alpha/2)$ and $\hat{D}_{\gamma_{ij}^sG_t}^{-1}(1 - \alpha/2)$ are the inverse function of $\hat{D}_{\gamma_{ij}^sG_t}$ evaluated at $\alpha/2$ and $1 - \alpha/2$.

---

For each $b = 1, \ldots, B$, by Theorem 2.4.2 we have:

$$\sqrt{T} \left[ (H^{s(b)} + E^{s(b)}) \hat{\gamma}_{ij}^{s(b)} - \hat{\gamma}_{ij}\right] = \frac{1}{\sqrt{T}} \sum_{t=1}^T \hat{G}_t \left( \hat{\lambda}_{ij}^{s} F_{it}^{s(b)} + e_{ijt}^{s(b)} \right) + o_p(1) \overset{P}{\longrightarrow} N \left( 0, \Omega_{ij}^{(2)} \right).$$

---

\(^2\)The bandwidth parameter can be chosen following the data dependent approach developed by Andrews (1991). In simulation, we use the R package “cointReg” to perform the bandwidth selection. See [https://cran.rstudio.com/web/packages/cointReg/index.html](https://cran.rstudio.com/web/packages/cointReg/index.html).
In Step 2.2 we follow the dependent wild bootstrap by Shao (2010), which accounts for times series dependence of the local factors. This ensures that the covariance matrix of \((\mathbb{H}^{(s)} + \mathbb{B}^{(s)})\gamma^{(b)}_{ij}\) matches that of \(\hat{\gamma}_{ij}\), i.e. \(D^{(s)}_{ij} \xrightarrow{p} \mathbb{H}^{(s)} D^{(s)}_{ij} \mathbb{H}\). If we do not resample \(\tilde{F}_t\), then it is easily seen that

\[
\frac{1}{\sqrt{T}} \sum_{t=1}^{T} \tilde{G}_t \left( \hat{X}_t^{(s)} \tilde{F}_{it} + e_{ijt}^{(s)} \right) + o_p(1) = \frac{1}{\sqrt{T}} \sum_{t=1}^{T} \hat{G}_t e_{ijt}^{(s)} + o_p(1) \xrightarrow{d} N \left( 0, D^{(s)}_{ij} \right).
\]

because \(\hat{G}\) and \(\tilde{F}_t\) are orthogonal. Consequently, the covariance matrix will be incorrect.

Under the assumptions of Theorem 2.4, it follows that

\[
\sup_{x \in \mathbb{R}} \left| \Pr \left( \sqrt{T} \left[ \hat{\gamma}_{ij}^{(s)} - \gamma_{ij} \right] \leq x \right) - \Pr \left( \sqrt{T} \left[ \gamma_{ij}^{(s)} - \gamma_{ij} \right] \leq x \right) \right| \xrightarrow{p} 0
\]

and

\[
\sup_{x \in \mathbb{R}} \left| \Pr \left( C_{NT} \left[ \hat{\gamma}_{ij}^{(s)} G_t - \gamma_{ij} G_t \right] \leq x \right) - \Pr \left( C_{NT} \left[ \gamma_{ij} G_t - \gamma_{ij} G_t \right] \leq x \right) \right| \xrightarrow{p} 0
\]

suggesting that the confidence intervals (B.2.15) and (B.2.16) have correct coverage rates for the \(z\)-th (rotated) global factor loading \(l' \gamma_{ij}^{-1}\) and \(\gamma_{ij} G_t\), respectively.

**Algorithm 3: Bootstrap the local factors and local components**

**Step 3.1** For each \(m, k\) and \(s\), let \(e^{(b)}_{mks} = \tilde{e}_{mks} e^{(s)}_{mks}\) where \(\tilde{e}_{mks} = y_{mks} - \hat{\gamma}'_{mk} G_s - \hat{\lambda}'_{mk} F_{ms}\) and \(e^{(s)}_{mks} \sim \text{i.i.d.} N(0, 1)\), \(m = 1, ..., R\), \(k = 1, ..., N_m\) and \(s = 1, ..., T\).

**Step 3.2** Apply the dependent wild bootstrap and re-sample the global factors as

\[
\hat{G}_{s}^{z \cdot (b)} = \hat{G}_{s}^{z}, \omega^{z \cdot (b)}_s \text{ for } z = 1, \ldots, r_0, s = 1, \ldots, T,
\]

where \(\omega^{z \cdot (b)}_s\) is drawn from a zero mean normal distribution independent across \(z\) with covariance

\[
\text{Cov} \left( \omega^{z \cdot (b)}_c, \omega^{z \cdot (b)}_d \right) = \text{Bartlett} \left( \frac{c - d}{l^2} \right) \text{ for } c, d = 1, \ldots, T
\]

where \(l^2\) is a bandwidth parameter.

**Step 3.3** Re-sample the data as \(y^{(b)}_{mks} = \tilde{y}'_{mk} G^{(b)}_s - \hat{\lambda}'_{mk} F_{ms} + e^{(b)}_{mks}\) where \(G^{(b)}_s = (\hat{G}_{1}^{(b)}, \ldots, \hat{G}_{r_0}^{(b)})'\).

**Step 3.4** Apply the procedure in Section 2.3 to the re-sampled data, and obtain the bootstrap estimates, denoted \(\hat{G}^{(b)}, \hat{F}^{(b)}, \hat{\lambda}^{(b)}\), and \(\hat{Y}^{(b)}_i = T^{-1} \hat{Y}^{(b)}_i \hat{F}^{(b)}_t\), and \(\tilde{\lambda}^{(b)}_i = T^{-1} \tilde{Y}^{(b)}_i \tilde{F}^{(b)}_t\) where \(\hat{Y}^{(b)}_i = Y^{(b)}_i - \hat{G}^{(b)} \hat{F}^{(b)}_t\). Following Gonçalves & Perron (2014) we construct the estimated rotation matrix \(\tilde{\lambda}^{(b)}_i = \text{diag}(\pm 1)\) where the signs are determined by the signs of the diagonal elements of \(\tilde{F}^{(b)}_t \hat{F}^{(b)}_t\).
Step 3.5 Repeat Steps 3.1–3.4 for B times. Construct the empirical distribution functions as
\[
\hat{D}_{it}^z(\tau) = \frac{1}{B} \sum_{b=1}^{B} \mathbb{I} \left( \frac{1}{\sqrt{N_i}} \left[ t'_{i,z} \left( \tilde{\mathcal{H}}^{(b)}_i \right)^{-1} \hat{\mathbf{F}}^{(b)}_{it} - \hat{F}^z_{it} \right] \leq \tau \right) \quad \text{for } z = 1, \ldots, r_i
\]
and
\[
\hat{D}_{X_{ij}F_{it}}(\tau) = \frac{1}{B} \sum_{b=1}^{B} \mathbb{I} \left( C_{N,T} \left( \tilde{\lambda}^{(b)}_{ij} \hat{\mathbf{F}}_{it} - \hat{\lambda}^*_j \hat{F}_{it} \right) \leq \tau \right).
\]
The 1 – α CI for the z-th (rotated) local factor is given by
\[
\left[ \hat{F}^z_{it} - \frac{1}{\sqrt{N_i}} \hat{D}_{it}^{-1} \left( \frac{\alpha}{2} \right) \right], \hat{F}^z_{it} - \frac{1}{\sqrt{N_i}} \hat{D}_{it}^{-1} \left( 1 - \frac{\alpha}{2} \right) \right]
\]
where \(\hat{D}_{it}^{-1}(\alpha/2)\) and \(\hat{D}_{it}^{-1}(1 - \alpha/2)\) are the inverse function of \(\hat{D}_{it}\) evaluated at \(\alpha/2\) and \(1 - \alpha/2\), respectively. The 1 – α CI for the local component is given by
\[
\left[ \tilde{\lambda}_{ij} \hat{F}_{it} - \frac{1}{C_{N,T}} \hat{D}_{X_{ij}F_{it}}^{-1} \left( \frac{\alpha}{2} \right), \tilde{\lambda}_{ij} \hat{F}_{it} - \frac{1}{C_{N,T}} \hat{D}_{X_{ij}F_{it}}^{-1} \left( 1 - \frac{\alpha}{2} \right) \right]
\]
where \(\hat{D}_{X_{ij}F_{it}}^{-1}(\alpha/2)\) and \(\hat{D}_{X_{ij}F_{it}}^{-1}(1 - \alpha/2)\) are the inverse function of \(\hat{D}_{X_{ij}F_{it}}\) evaluated at \(\alpha/2\) and \(1 - \alpha/2\).

Using Theorem 2.5.1, we have
\[
\sqrt{N_i} \left[ \left( \tilde{\mathcal{H}}^{(b)}_i \right)^{-1} \hat{\mathbf{F}}^{(b)}_{it} - \hat{\mathbf{F}}_{it} \right] \overset{d}{\rightarrow} N \left( 0, \mathbb{D}_{it}^{(4)*} \right)
\]
where
\[
\mathbb{D}_{it}^{(4)*} = \lim_{N_{1,\ldots,N_T} \rightarrow \infty} \frac{1}{\sqrt{N_i}} \sum_{j=1}^{N_i} \sum_{k=1}^{N_i} \tilde{\lambda}_{ij} \tilde{\lambda}_{ik} \left( \hat{e}^{(b)}_{ijt} + \tilde{S}^{(b)}_{ijt} \right) \left( \hat{e}^{(b)}_{ikt} + \tilde{S}^{(b)}_{ikt} \right)
\]
with \(\tilde{S}^{(b)}_{ikt}\) being the \((t, k)\) element of \(\tilde{S}^{(b)}_{i} = \hat{\mathbf{G}}_{it}^{(b)} - \hat{\mathbf{G}}_{it}^{(b)} \hat{\mathbf{G}}_{it}^{(b)'}\). From Lemma B.1.8 and the normalisation \(T^{-1} \hat{\mathbf{F}}_{it}^{'} \hat{\mathbf{F}}_{it} = \mathbf{I}_{r_i}\), it can be easily seen that \(\tilde{\mathcal{H}}^{(b)}_i = \text{diag}(\pm 1) + \alpha^*(1)\). Therefore, we can replace \(\tilde{\mathcal{H}}^{(b)}_i\) by \(\tilde{\mathcal{H}}^{(b)}_i\) which is a diagonal matrix with all elements equal to \(\pm 1\) and the signs are determined by the signs of the diagonal elements of \(\hat{\mathbf{F}}^{(b)*}_{it} \hat{\mathbf{F}}_{it}\).

Under the assumptions of Theorem 2.5, it follows that
\[
\sup_{x \in \mathbb{R}} \left| \text{Pr}^* \left( \sqrt{N_i} \left[ t'_{i,z} \left( \tilde{\mathcal{H}}^{(b)}_i \right)^{-1} \hat{\mathbf{F}}^{(b)}_{it} - \hat{F}^z_{it} \right] \leq x \right) - \text{Pr} \left( \sqrt{N_i} \left[ \hat{F}^z_{it} - t'_{i,z} \tilde{\mathcal{H}}_i \hat{F}_{it} \right] \leq x \right) \right| \overset{p}{\rightarrow} 0
\]
and
\[
\sup_{x \in \mathbb{R}} \left| \text{Pr}^* \left( C_{N,T} \left[ \tilde{\lambda}^{(b)}_{ij} \hat{F}_{it} - \hat{\lambda}^*_j \hat{F}_{it} \right] \leq x \right) - \text{Pr} \left( C_{N,T} \left[ \tilde{\lambda}^*_j \hat{F}_{it} - \hat{\lambda}^*_j \hat{F}_{it} \right] \leq x \right) \right| \overset{p}{\rightarrow} 0
\]
suggesting that the confidence intervals (B.2.17) and (B.2.18) have correct coverage rates for the $z$-th (rotated) local factor, namely $\lambda_{ij}'F_{it}$, and the local component $\lambda_{ij}'F_{it}$, for block $i$.

A simulation is conducted to examine the validity of the hybrid bootstrap procedure. We use the same DGP as in Section 2.5. We fix $R = 3$, $(r_0, r_i) = (2, 2)$, $(\phi_G, \phi_F) = (0.5, 0.5)$, and $(\beta, \phi_e, \kappa) = (0, 0, 1)$. The sample size varies as $N_i \in \{20, 50, 100, 200, 300\}$ with $N_1 = \cdots = N_R$ and $T \in \{50, 100, 200, 300\}$. We focus on the CIs for the first element of the global and local factors as well as their loadings since the corresponding second elements have the same statistical properties. We also investigate the CIs for the global and local components. The bootstrap CIs for $(\mathbb{H} + B)G_t$, $(\mathbb{H} + B)^{-1}\gamma_{ij}$, $\gamma_{ij}'G_t$, $\hat{\mathbb{H}}_i'F_{it}$, and $\lambda_{ij}'F_{it}$ are generated by the by (B.2.13), (B.2.15), (B.2.16), (B.2.17), and (B.2.18) respectively. The CI for $\hat{\mathbb{H}}_i^{-1}\lambda_{ij}$ is constructed using the estimated covariance matrix. For comparison, the CIs generated by theoretical (infeasible) variances of are also reported. All the CIs are We set the number of bootstrap repetition $B = 599$ and the significance level $\alpha = 0.05$ throughout the study.

Each entry of Table B.1 is the coverage rate calculated as the ratios of CIs that contain the true values over 1000 repetitions. The top panel of Table B.1 shows that the infeasible CIs for the global factors and loadings have coverage rates around 0.95 whilst the coverage rates of the bootstrapped CIs tend to the nominal value as either $N_i$ or $T$ increases. Moreover, the infeasible CI for the global component is always larger than 0.95, whereas the bootstrap CI approach to 0.95 as the sample size increases. The bottom panel of Table B.1 presents the results for the local factor, factor loading, and local component. On one hand, the coverage rates of infeasible and bootstrap CIs for the local factors converge to the nominal value as sample size becomes large. On the other hand, the coverage rates of infeasible and asymptotic CIs for the local factor loadings exhibit a slower speed of convergence, but they tend to 0.95 quickly unless $T$ is small. Additionally, the infeasible CI for the local component converges very slowly, whilst the bootstrap counterpart tends to 0.95 for large samples. To conclude, the above results confirm the validity of our hybrid bootstrap procedure.
Table B.1: Coverage rates for the CIs with $R = 3$, $(r_0, r_i) = (2, 2)$, $(\phi_G, \phi_F) = (0.5, 0.5)$, and $(\beta, \phi_e, \kappa) = (0, 0, 1)$

<table>
<thead>
<tr>
<th>$N_i$</th>
<th>$T$</th>
<th>$\hat{G}_i$</th>
<th>$\hat{\gamma}_{ij}$</th>
<th>$\hat{\gamma}_{ij}'$</th>
<th>$\hat{\gamma}_{ij}' G_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>50</td>
<td>0.942</td>
<td>0.820</td>
<td>0.962</td>
<td>0.900</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>0.950</td>
<td>0.914</td>
<td>0.945</td>
<td>0.884</td>
</tr>
<tr>
<td>100</td>
<td>50</td>
<td>0.934</td>
<td>0.911</td>
<td>0.956</td>
<td>0.880</td>
</tr>
<tr>
<td>200</td>
<td>50</td>
<td>0.927</td>
<td>0.914</td>
<td>0.955</td>
<td>0.895</td>
</tr>
<tr>
<td>300</td>
<td>50</td>
<td>0.938</td>
<td>0.918</td>
<td>0.963</td>
<td>0.897</td>
</tr>
<tr>
<td>20</td>
<td>100</td>
<td>0.971</td>
<td>0.917</td>
<td>0.928</td>
<td>0.900</td>
</tr>
<tr>
<td>50</td>
<td>100</td>
<td>0.939</td>
<td>0.918</td>
<td>0.953</td>
<td>0.924</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>0.951</td>
<td>0.936</td>
<td>0.939</td>
<td>0.906</td>
</tr>
<tr>
<td>200</td>
<td>100</td>
<td>0.938</td>
<td>0.928</td>
<td>0.942</td>
<td>0.914</td>
</tr>
<tr>
<td>300</td>
<td>100</td>
<td>0.949</td>
<td>0.945</td>
<td>0.943</td>
<td>0.902</td>
</tr>
<tr>
<td>20</td>
<td>200</td>
<td>0.955</td>
<td>0.912</td>
<td>0.927</td>
<td>0.907</td>
</tr>
<tr>
<td>50</td>
<td>200</td>
<td>0.946</td>
<td>0.916</td>
<td>0.940</td>
<td>0.927</td>
</tr>
<tr>
<td>100</td>
<td>200</td>
<td>0.947</td>
<td>0.930</td>
<td>0.937</td>
<td>0.923</td>
</tr>
<tr>
<td>200</td>
<td>200</td>
<td>0.953</td>
<td>0.942</td>
<td>0.944</td>
<td>0.933</td>
</tr>
<tr>
<td>300</td>
<td>200</td>
<td>0.953</td>
<td>0.952</td>
<td>0.955</td>
<td>0.932</td>
</tr>
<tr>
<td>20</td>
<td>300</td>
<td>0.959</td>
<td>0.902</td>
<td>0.934</td>
<td>0.928</td>
</tr>
<tr>
<td>50</td>
<td>300</td>
<td>0.944</td>
<td>0.918</td>
<td>0.932</td>
<td>0.923</td>
</tr>
<tr>
<td>100</td>
<td>300</td>
<td>0.953</td>
<td>0.941</td>
<td>0.957</td>
<td>0.941</td>
</tr>
<tr>
<td>200</td>
<td>300</td>
<td>0.945</td>
<td>0.943</td>
<td>0.948</td>
<td>0.938</td>
</tr>
<tr>
<td>300</td>
<td>300</td>
<td>0.953</td>
<td>0.948</td>
<td>0.941</td>
<td>0.925</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$N_i$</th>
<th>$T$</th>
<th>$\hat{F}_{it}$</th>
<th>$\lambda_{ij}$</th>
<th>$\lambda'<em>{ij}$ $F</em>{it}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>50</td>
<td>0.910</td>
<td>0.893</td>
<td>0.839</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>0.928</td>
<td>0.924</td>
<td>0.920</td>
</tr>
<tr>
<td>100</td>
<td>50</td>
<td>0.930</td>
<td>0.920</td>
<td>0.954</td>
</tr>
<tr>
<td>200</td>
<td>50</td>
<td>0.926</td>
<td>0.924</td>
<td>0.958</td>
</tr>
<tr>
<td>300</td>
<td>50</td>
<td>0.918</td>
<td>0.905</td>
<td>0.952</td>
</tr>
<tr>
<td>20</td>
<td>100</td>
<td>0.938</td>
<td>0.886</td>
<td>0.786</td>
</tr>
<tr>
<td>50</td>
<td>100</td>
<td>0.926</td>
<td>0.918</td>
<td>0.904</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>0.944</td>
<td>0.929</td>
<td>0.945</td>
</tr>
<tr>
<td>200</td>
<td>100</td>
<td>0.949</td>
<td>0.944</td>
<td>0.945</td>
</tr>
<tr>
<td>300</td>
<td>100</td>
<td>0.953</td>
<td>0.945</td>
<td>0.962</td>
</tr>
<tr>
<td>20</td>
<td>200</td>
<td>0.930</td>
<td>0.873</td>
<td>0.780</td>
</tr>
<tr>
<td>50</td>
<td>200</td>
<td>0.945</td>
<td>0.929</td>
<td>0.897</td>
</tr>
<tr>
<td>100</td>
<td>200</td>
<td>0.947</td>
<td>0.930</td>
<td>0.921</td>
</tr>
<tr>
<td>200</td>
<td>200</td>
<td>0.954</td>
<td>0.934</td>
<td>0.949</td>
</tr>
<tr>
<td>300</td>
<td>200</td>
<td>0.948</td>
<td>0.928</td>
<td>0.953</td>
</tr>
<tr>
<td>20</td>
<td>300</td>
<td>0.933</td>
<td>0.868</td>
<td>0.721</td>
</tr>
<tr>
<td>50</td>
<td>300</td>
<td>0.947</td>
<td>0.919</td>
<td>0.879</td>
</tr>
<tr>
<td>100</td>
<td>300</td>
<td>0.944</td>
<td>0.932</td>
<td>0.929</td>
</tr>
<tr>
<td>200</td>
<td>300</td>
<td>0.969</td>
<td>0.941</td>
<td>0.938</td>
</tr>
<tr>
<td>300</td>
<td>300</td>
<td>0.950</td>
<td>0.931</td>
<td>0.949</td>
</tr>
</tbody>
</table>

Each entry shows the coverage rate calculated as the ratios of CIs that contains the true factors or loadings over 1000 repetitions. We set the bootstrap repetition as $B = 599$. The infeasible CIs are generated by the theoretical asymptotic distributions in Theorem 2.4 or 2.5, and the bootstrap CIs for $(\mathbf{H} + \mathbf{B})^T \mathbf{G}_i$, $(\mathbf{H} + \mathbf{B})^{-1} \mathbf{g}_{ij}$, $(\mathbf{H} + \mathbf{B})^{-1} \mathbf{F}_{it}$, and $(\mathbf{H} + \mathbf{B})^{-1} \mathbf{\lambda}_{ij}$ are generated by the test statistics (B.2.13), (B.2.15), (B.2.16), (B.2.17), and (B.2.18) respectively. The CI for $(\mathbf{H} + \mathbf{B})^{-1} \mathbf{\lambda}_{ij}$ is generated by the estimated covariance matrix. We report the CIs evaluated at $t = T/2$ and $i = N_i/2$ respectively. $r_0$ and $r_i$ are the true number of global factors and true number of local factors in group $i$. We set $r_1 = \cdots = r_R$ and $N_1 = \cdots = N_R$ where $N_i$ is the number of individuals in block $i$. $T$ is the number of time periods. $\phi_G$ and $\phi_F$ are the AR coefficients for the global and local factors. $\beta$, $\phi_e$, and $\kappa$ control the cross-section correlation, serial correlation, and noise-to-signal ratio.
Appendix C

Appendix to Chapter 3

C.1 Lemmas and Proofs

In Section C.1.1, we establish some useful auxiliary lemmas. Based on these lemmas, Section C.1.2 presents the proofs of the main theoretical results in Section 3.3. Finally, the proofs of the auxiliary lemmas are provided in Section C.1.3. We use the following facts throughout: $T^{-1} \|X_{ij}\|^2 = T^{-1} \sum_{t=1}^{T} \|X_{ijt}\|^2 = O_p(1)$ due to Assumption 3.A. Therefore, $(N_i T)^{-1} \|X_{ij}\|^2 = O_p(1)$. We also have $T^{-1/2} \|K_i\| = O_p(1)$ by Assumption 3.B.1 and $T^{-1/2} \|\hat{K}_i\| = O_p(1)$ due to the normalisation $T^{-1} \hat{K}_i \hat{K}_i = I_{r_0 + r_i}$.

C.1.1 Auxiliary lemmas

Lemma C.1.1. Under Assumptions 3.A–3.E, we have:

$$\sup_{K_1, \ldots, K_R \in \mathcal{K}} \left\| \frac{1}{NT} \sum_{i=1}^{N_i} \sum_{j=1}^{R} X_{ij}'M_{K_i} \varepsilon_{ij} \right\| = o_p(1)$$

$$\sup_{K_1, \ldots, K_R \in \mathcal{K}} \left\| \frac{1}{NT} \sum_{i=1}^{N_i} \sum_{j=1}^{R} \theta_{ij}' K_i' M_{K_i} \varepsilon_{ij} \right\| = o_p(1)$$

$$\sup_{K_1, \ldots, K_R \in \mathcal{K}} \left\| \frac{1}{NT} \sum_{i=1}^{N_i} \sum_{j=1}^{R} e_{ij}' P_{K_i} \varepsilon_{ij} \right\| = o_p(1)$$

where $\mathcal{K} = \{ K | T^{-1} K' K = I_{r_0 + r_i} \}$.

Lemma C.1.2. Let $\hat{H}_i = (\Theta_i' \Theta_i / N_i) \left( K_i' \hat{K}_i / T \right) \hat{V}_i^{-1}$. Under Assumptions 3.A–3.E, for all $i$, $\hat{H}_i$ is an $(r_0 + r_i) \times (r_0 + r_i)$ invertible matrix, $\hat{V}_i \overset{P}{\rightarrow} V_i$, where $V_i$ is a $(r_0 + r_i) \times (r_0 + r_i)$ diagonal matrix consisting of the eigenvalues of $\Sigma_{K_i} \Sigma_{\Theta_i}$ which are defined in Assumption 3.B, and

$$\frac{1}{\sqrt{T}} \left\| \hat{K}_i - K_i \hat{H}_i \right\| = O_p \left( \left\| \hat{\beta} - \beta \right\| \right) + O_p \left( \frac{1}{C_{N,T}} \right).$$
Lemma C.1.3. Under Assumptions 3.A–3.E, for all i and j, we have

1. $T^{-1}K_i' \left( \hat{K}_i - K_i \hat{H}_i \right) = O_p \left( \| \beta - \beta \| \right) + O_p \left( C_{N,T}^{-2} \right)$.

2. $T^{-1} \hat{K}_i' \left( \hat{K}_i - K_i \hat{H}_i \right) = O_p \left( \| \beta - \beta \| \right) + O_p \left( C_{N,T}^{-2} \right)$.

3. $T^{-1}X_{ij}' \left( \hat{K}_i - K_i \hat{H}_i \right) = O_p \left( \| \beta - \beta \| \right) + O_p \left( C_{N,T}^{-2} \right)$.

4. $(N/T)^{-1} \sum_{j=1}^{N_i} X_{ij}'M_{\hat{K}_i} \left( \hat{K}_i - K_i \hat{H}_i \right) = O_p \left( \| \beta - \beta \| \right) + O_p \left( C_{N,T}^{-2} \right)$.

5. $T^{-1}e_{ij}' \left( \hat{K}_i - K_i \hat{H}_i \right) = O_p \left( \| \beta - \beta \| \right) + O_p \left( C_{N,T}^{-2} \right)$.

6. $(\sqrt{NT})^{-1} \sum_{j=1}^{N_i} e_{ij}' \left( \hat{K}_i - K_i \hat{H}_i \right) = T^{-1/2}O_p \left( \| \beta - \beta \| \right) + N_i^{-1/2}O_p \left( \| \beta - \beta \| \right) + O_p \left( N_i^{-1/2} \right) + O_p \left( C_{N,T}^{-2} \right)$.

7. $(N/T)^{-1} \sum_{j=1}^{N_i} \theta_j' \left( \hat{K}_i \hat{H}_i - K_i \right)' e_{ij} = (N/T)^{-1}O_p \left( \| \beta - \beta \| \right) + O_p \left( N_i^{-1} \right) + O_p \left( C_{N,T}^{-2} \right)$.

8. $(N/T)^{-1} \sum_{j=1}^{N_i} \left( X_{ij}'K_i/T \right) \left( K_i \hat{H}_i - K_i \right)' e_{ij} = N_i^{-2} \sum_{j=1}^{N_i} \sum_{k=1}^{N_i} \left( X_{ij}'K_i/T \right) \left( K_i \hat{H}_i - K_i \right)' e_{ij} + N_i^{-2}O_p \left( \| \beta - \beta \| \right) + O_p \left( N_i^{-1/2} \right) + O_p \left( C_{N,T}^{-2} \right)$.

9. $(N/T)^{-2} \sum_{j=1}^{N_i} \sum_{k=1}^{N_i} X_{ij}'M_{K_i} \left( e_{ik}e_{ik}' - \Omega_{ik} \right) \hat{K}_i \Pi_i \theta_{ij} = O_p \left( T^{-1}N_i^{-1} \right) + (N/T)^{-1/2} \times \left[ O_p \left( \| \beta - \beta \| \right) + \| \beta - \beta \| \right] + N_i^{-1/2}O_p \left( \| \beta - \beta \| \right) + N_i^{-1/2}O_p \left( C_{N,T}^{-2} \right)$ where $\Omega_{ik} = E \left( e_{ik}e_{ik}' \right)$ and $\Pi_i = \left( K_i \hat{H}_i - K_i \right)^{-1} \left( \theta_j' \theta_j/N_i \right)^{-1}$.

10. $\hat{H}_i \hat{H}_i = \left( K_i'K_i/T \right)^{-1} + O_p \left( \| \beta - \beta \| \right) + O_p \left( C_{N,T}^{-2} \right)$.

11. $\left\| P_{\hat{K}_i} - P_{K_i} \right\|^2 = O_p \left( \| \beta - \beta \| \right) + O_p \left( C_{N,T}^{-2} \right)$.

12. $N_i^{-1} \left\| \theta_j' - \hat{H}_i^{-1} \theta_j' \right\|^2 = O_p \left( \| \beta - \beta \| \right) + O_p \left( C_{N,T}^{-2} \right)$.

13. $N_i^{-1} \left( \theta_j' - \hat{H}_i^{-1} \theta_j' \right) \theta_i = O_p \left( \| \beta - \beta \| \right) + O_p \left( C_{N,T}^{-2} \right)$.

14. $\hat{H}_i \theta_j/N_i - \hat{H}_i^{-1} \left( \theta_j' \theta_j/N_i \right) \hat{H}_i^{-1} = O_p \left( \| \beta - \beta \| \right) + O_p \left( C_{N,T}^{-2} \right)$.

15. $\left( \theta_j' \theta_j/N_i \right)^{-1} - \hat{H}_i \left( \theta_j' \theta_j/N_i \right)^{-1} \hat{H}_i' = O_p \left( \| \beta - \beta \| \right) + O_p \left( C_{N,T}^{-2} \right)$.

16. $N_i^{-1} \sum_{j=1}^{N_i} \left\| \theta_{ij} - \hat{H}_i^{-1} \theta_{ij} \right\| = O_p \left( \| \beta - \beta \| \right) + O_p \left( C_{N,T}^{-2} \right)$.

17. $N_i^{-1} \sum_{j=1}^{N_i} \left\| T^{-1/2}X_{ij} \right\| \left\| \theta_{ij} - \hat{H}_i^{-1} \theta_{ij} \right\| = O_p \left( \| \beta - \beta \| \right) + O_p \left( C_{N,T}^{-2} \right)$.

Lemma C.1.4. Under Assumptions 3.A–3.E, if $T/N_i^2 \rightarrow 0$, then

$$\sqrt{NT} \left( \hat{\beta} - \beta \right) = D \left( \hat{K}_1, \ldots, \hat{K}_R \right)^{-1} \frac{1}{\sqrt{NT}} \sum_{i=1}^{R} \sum_{j=1}^{N_i} \left( X_{ij}'M_{\hat{K}_i} - \frac{1}{N_i} \sum_{k=1}^{N_i} a_{i,jk} X_{ik}'M_{\hat{K}_i} \right) e_{ij}$$
Lemma C.1.6. Under Assumptions 3.A–3.E, we have
\[ \zeta_i = -D \left( \hat{K}_1, \ldots, \hat{K}_R \right)^{-1} \frac{1}{N_i T} \sum_{j=1}^{R} X_{ij}^T M_{K_i} \left[ \frac{1}{N_i} \sum_{k=1}^{N_i} E(e_{ik} e_{ik}^T) \right] \hat{K}_i \Pi \theta_{ij} = O_p(1) \]

where \( a_{i,jk} = \theta'_{ij} (\Theta'_{i}/N_i) \theta_{ik} \) and
\[ \zeta_i = -D \left( \hat{K}_1, \ldots, \hat{K}_R \right)^{-1} \frac{1}{N_i T} \sum_{j=1}^{R} X_{ij}^T M_{K_i} \left[ \frac{1}{N_i} \sum_{k=1}^{N_i} E(e_{ik} e_{ik}^T) \right] \hat{K}_i \Pi \theta_{ij} = O_p(1) \]

with \( \Pi_i = \left( K_i' \hat{K}_i / T \right)^{-1} (\Theta'_{i}/N_i)^{-1} \).

Lemma C.1.5. Under Assumptions 3.A–3.E, we have
\[ \frac{1}{\sqrt{N T}} \sum_{i=1}^{R} \sum_{j=1}^{N_i} \left( X_{ij}^T M_{K_i} - \frac{1}{N_i} \sum_{k=1}^{N_i} a_{i,jk} X_{ik}^T M_{K_i} \right) e_{ij} \]
\[ = \frac{1}{\sqrt{N T}} \sum_{i=1}^{R} \sum_{j=1}^{N_i} \left( X_{ij}^T M_{K_i} - \frac{1}{N_i} \sum_{k=1}^{N_i} a_{i,jk} X_{ik}^T M_{K_i} \right) e_{ij} \]
\[ + \sum_{i=1}^{R} \left[ -\sqrt{N_i T} \sum_{j=1}^{N_i} \sum_{k=1}^{N_i} \frac{(X_{ij} - W_{ij})^T K_i \Pi \theta_{ik}}{T} \left( \frac{1}{T} \sum_{l=1}^{T} e_{ilt} e_{ilt} \right) \right] + O_p \left( \left\| \hat{\beta} - \beta \right\| \right) + \sqrt{T} O_p \left( \frac{1}{C^2_{N,T}} \right) + \sqrt{N_i T} \sqrt{T} O_p \left( \left\| \hat{\beta} - \beta \right\|^2 \right) \] (C.1.1)

where \( W_{ij} = N_i^{-1} \sum_{k=1}^{N_i} a_{i,jk} X_{ik} \) and therefore, \( \sqrt{N T} \left( \hat{\beta} - \beta \right) \) in Lemma C.1.4 can be expressed as
\[ \sqrt{N T} \left( \hat{\beta} - \beta \right) = D \left( \hat{K}_1, \ldots, \hat{K}_R \right)^{-1} \frac{1}{\sqrt{N T}} \sum_{i=1}^{R} \sum_{j=1}^{N_i} \left( X_{ij}^T M_{K_i} - \frac{1}{N_i} \sum_{k=1}^{N_i} a_{i,jk} X_{ik}^T M_{K_i} \right) e_{ij} \]
\[ + \sum_{i=1}^{R} \left[ \frac{N_i}{N} \sqrt{\frac{T}{N_i T}} \zeta_i + \sum_{i=1}^{R} \frac{N_i}{N} \sqrt{\frac{T}{N_i}} \xi_i + o_p(1) \right] \] (C.1.2)

where
\[ \xi_i = -D \left( \hat{K}_1, \ldots, \hat{K}_R \right)^{-1} \frac{1}{N_i} \sum_{j=1}^{N_i} \sum_{k=1}^{N_i} \frac{(X_{ij} - W_{ij})^T K_i \Pi \theta_{ik}}{T} \left( \frac{1}{T} \sum_{l=1}^{T} e_{ilt} e_{ilt} \right) = O_p(1). \]

Lemma C.1.6. Under Assumptions 3.A–3.E, we have
\[ 1. \ D \left( \hat{K}_1, \ldots, \hat{K}_R \right)^{-1} - D (K_1, \ldots, K_R)^{-1} = O_p(1). \]
\[ 2. \ \sqrt{T/N} \left[ D \left( \hat{K}_1, \ldots, \hat{K}_R \right)^{-1} - D (K_1, \ldots, K_R)^{-1} \right] = O_p(1) \text{ if } T/N^2 \to 0. \]
\[ 3. \ \sqrt{N/T} \left[ D \left( \hat{K}_1, \ldots, \hat{K}_R \right)^{-1} - D (K_1, \ldots, K_R)^{-1} \right] = O_p(1) \text{ if } N/T^2 \to 0. \]
4. For each $i$, it holds that $\sqrt{T/N_i} (\xi_i - \mathbb{B}_i) = o_p(1)$ if $T/N_i^2 \to 0$ where

$$\mathbb{B}_i = -D (K_1, \ldots, K_{R})^{-1} \frac{1}{N_i} \sum_{j=1}^{N_i} \sum_{k=1}^{N_i} \left( X_{ij} - \hat{W}_{ij} \right)' \hat{K}_{ij} \hat{P}_i \theta_{ik} \left( \frac{1}{T} \sum_{t=1}^{T} \sigma_{i,(jk),(tt)} \right).$$

5. For each $i$, it holds that $\sqrt{N_i/T} (\zeta_i - \mathbb{C}_i) = o_p(1)$ if $N_i/T^2 \to 0$ where

$$\mathbb{C}_i = -D (K_1, \ldots, K_{R})^{-1} \frac{1}{N_i T} \sum_{j=1}^{N_i} X_{ij}' M_{K_i} \left[ \frac{1}{N_i} \sum_{k=1}^{N_i} E \left( e_{ik} e_{ik}' \right) \right] K_{i} \hat{P}_i \theta_{ij}.$$

**Lemma C.1.7.** Under Assumptions 3.A-3.E and $E(e_{mjt} e_{hkt}) = \sigma_{(mh),(jk)}$ for all $m, h, j, k,$ and $t,$ if $T/N^2 \to 0$ and $N/T^2 \to 0,$ then for each block $i$ we have:

1. $\sqrt{T/N_i} (\hat{\mathbb{B}}_i - \mathbb{B}_i) = o_p(1)$ where

$$\hat{\mathbb{B}}_i = D \left( \hat{K}_1, \ldots, \hat{K}_{R} \right)^{-1} \frac{1}{N_i} \sum_{j=1}^{N_i} \sum_{k=1}^{N_i} \left[ \frac{1}{N_i} \sum_{i=1}^{N_i} \left( X_{ij} - \hat{W}_{ij} \right)' \hat{K}_i \right] \left( \frac{\hat{\Theta}' \hat{\Theta}}{N_i} \right)^{-1} \hat{\theta}_{ik} \hat{\sigma}_{i,(jk)}$$

and $\hat{\sigma}_{i,(jk)} = T^{-1} \hat{\epsilon}_{ij} \hat{\epsilon}_{ik}$ with $\hat{\epsilon}_{ij} = Y_{ij} - X_{ij} \hat{\beta} - \hat{K}_i \hat{\theta}_{ij}$ and $\hat{\epsilon}_{ik} = Y_{ik} - X_{ik} \hat{\beta} - \hat{K}_i \hat{\theta}_{ik}.$

2. $\sqrt{N_i/T} (\hat{\mathbb{C}}_i - \mathbb{C}_i) = o_p(1)$ where

$$\hat{\mathbb{C}}_i = -D \left( \hat{K}_1, \ldots, \hat{K}_{R} \right)^{-1} \frac{1}{N_i T} \sum_{j=1}^{N_i} X_{ij}' M_{\hat{K}_i} \hat{S}_i \hat{K}_i \left( \frac{\hat{\Theta}' \hat{\Theta}}{N_i} \right)^{-1} \hat{\theta}_{ij}$$

with $\hat{S}_i$ being the estimator of $S_i$ whose $(t,s)$-th element is $\hat{S}_{i,(ts)} = N_i^{-1} \sum_{k=1}^{N_i} \hat{\epsilon}_{ik} \hat{\epsilon}_{iks}.$

**Lemma C.1.8.** Suppose $\mathbf{A}$ and $\mathbf{A} + \mathbf{E}$ are $n \times n$ symmetric matrices and that $\mathbf{Q} = [\mathbf{Q}_1, \mathbf{Q}_2]$, where $\mathbf{Q}_1$ has size $n \times r$ and $\mathbf{Q}_2$ has size $n \times (n-r)$, is an orthogonal matrix such that $\text{span} (\mathbf{Q}_1)$ is an invariant subspace for $\mathbf{A}$. that is, $\mathbf{A} \times \text{span} (\mathbf{Q}_1) \subset \text{span} (\mathbf{A})$. Partition the matrices $\mathbf{Q}' \mathbf{A} \mathbf{Q}$ and $\mathbf{Q}' \mathbf{E} \mathbf{Q}$ as follows:

$$\mathbf{Q}' \mathbf{A} \mathbf{Q} = \begin{bmatrix} \mathbf{D}_1 & 0 \\ 0 & \mathbf{D}_2 \end{bmatrix} \text{ and } \mathbf{Q}' \mathbf{E} \mathbf{Q} = \begin{bmatrix} \mathbf{E}_{11} & \mathbf{E}'_{12} \\ \mathbf{E}_{12} & \mathbf{E}_{22} \end{bmatrix}.$$ 

If $\text{sep} (\mathbf{D}_1, \mathbf{D}_2) = \min_{\lambda \in \lambda(D_1), \mu \in \lambda(D_2)} |\lambda - \mu| > 0$, where $\lambda(M)$ denotes the set of eigenvalues of the matrix $\mathbf{M}$, and $\|\mathbf{E}\|_2 \leq \text{sep} (\mathbf{D}_1, \mathbf{D}_2) / 5$ where $\|\cdot\|_2$ is the spectral norm of a matrix, then there exists a matrix $\mathbf{P} \in \mathbb{R}^{(n-r) \times r}$ with

$$\|\mathbf{P}\|_2 \leq \frac{4}{\text{sep}(\mathbf{D}_1, \mathbf{D}_2)} \|\mathbf{E}_{12}\|_2$$

such that the columns of $\hat{\mathbf{Q}}_1 = (\mathbf{Q}_1 + \mathbf{Q}_2 \mathbf{P})(\mathbf{I} + \mathbf{P}' \mathbf{P})^{-1/2}$ define an orthonormal basis for a subspace that is invariant for $\mathbf{A} + \mathbf{E}$. 
Lemma C.1.9. Let \( \tilde{\beta}, \tilde{K}_1, \ldots, \tilde{K}_R \) be the estimators from minimising (3.3.8). For each \( i \), let \( v_{i,k} \) be the \( k \)-th largest eigenvalue of \( (K_i'K_i/T)(\Theta_i'\Theta_i/N_i) \) and \( \tilde{v}_{i,k} \) be the \( k \)-th largest eigenvalue of \( \tilde{\Sigma}_i \) defined in (3.3.11). Under Assumption 3.A-3.D, as \( N_1, \ldots, N_R, T \to \infty \), we have

1. \[ \|\tilde{\beta} - \beta\| = \sum_{i=1}^{R} \frac{N_i}{N} O_p \left( C_{NT}^{-1/2} \right). \]

2. For each \( i \), \[ |\tilde{v}_{i,k} - v_{i,k}| = O_p \left( \|\tilde{\beta} - \beta\| \right) + C_{NT}^{-1} \text{ for } k = 1, \ldots, d_i. \]

3. For each \( i \), \[ |\tilde{v}_{i,k}| = O_p \left( \|\tilde{\beta} - \beta\|^2 \right) + C_{NT}^{-2} \text{ for } k = d_i + 1, \ldots, d_{\text{max}}. \]

C.1.2 Proofs of the main results

Proof of Lemma 3.1.

Consider the difference of the objective functions:

\[
\frac{1}{NT} Q(b, K_1, \ldots, K_R) - \frac{1}{NT} Q(\beta, K_1, \ldots, K_R) = \frac{1}{NT} \sum_{i=1}^{R} \sum_{j=1}^{N_i} (\beta - b)' X_i' M_{K_i} X_{ij} (\beta - b) + \frac{1}{NT} \sum_{i=1}^{R} \sum_{j=1}^{N_i} \theta_i' K_i' M_{K_i} K_i \theta_{ij} + \frac{1}{NT} \sum_{i=1}^{R} \sum_{j=1}^{N_i} e_i' M_{K_i} e_{ij} + \frac{2}{NT} \sum_{i=1}^{R} \sum_{j=1}^{N_i} (\beta - b)' X_i' M_{K_i} K_i \theta_{ij}
\]

By Lemma C.1.1, the fifth and sixth terms are \( o_p(1) \). We also have

\[
\frac{1}{NT} \sum_{i=1}^{R} \sum_{j=1}^{N_i} e_i' M_{K_i} e_{ij} - \frac{1}{NT} \sum_{i=1}^{R} \sum_{j=1}^{N_i} e_i' M_{K_i} e_{ij} - \frac{1}{NT} \sum_{i=1}^{R} \sum_{j=1}^{N_i} e_i' P_{K_i} e_{ij} - \frac{1}{NT} \sum_{i=1}^{R} \sum_{j=1}^{N_i} e_i' P_{K_i} e_{ij} = o_p(1)
\]

by Lemma C.1.1. We thus obtain

\[
\frac{1}{NT} Q(b, K_1, \ldots, K_R) - \frac{1}{NT} Q(\beta, K_1, \ldots, K_R) = \frac{1}{NT} \sum_{i=1}^{R} \sum_{j=1}^{N_i} (\beta - b)' X_i' M_{K_i} X_{ij} (\beta - b) + \frac{1}{NT} \sum_{i=1}^{R} \sum_{j=1}^{N_i} \theta_i' K_i' M_{K_i} K_i \theta_{ij} + \frac{2}{NT} \sum_{i=1}^{R} \sum_{j=1}^{N_i} (\beta - b)' X_i' M_{K_i} K_i \theta_{ij} + o_p(1)
\]

Since the terms on the RHS are all scalars, we can write them as

\[
\frac{1}{NT} Q(b, K_1, \ldots, K_R) - \frac{1}{NT} Q(\beta, K_1, \ldots, K_R) = (\beta - b)' \left( \frac{1}{NT} \sum_{i=1}^{R} A_{i,1} \right) (\beta - b) + \frac{1}{NT} \sum_{i=1}^{R} \eta_i' A_{i,2} \eta_i + 2 (\beta - b)' \left( \frac{1}{NT} \sum_{i=1}^{R} A_{i,3} \right) \eta_i + o_p(1).
\]
where \( \eta_i = \text{vec} \{ M_{ki} K_i \} \), \( \mathcal{A}_{i,1} = \sum_{j=1}^{N_i} X'_{ij} M_{ki} X_{ij} \), \( \mathcal{A}_{i,2} = (\Theta_i' \Theta_i) \otimes I_T \), and \( \mathcal{A}_{i,3} = \sum_{j=1}^{N_i} \theta_{ij}' \otimes X'_{ij} M_{ki} \). Completing the squares, we obtain

\[
\frac{1}{NT} \mathcal{Q}(b, \mathcal{K}_1, \ldots, \mathcal{K}_R) - \frac{1}{NT} \mathcal{Q}(\beta, \mathcal{K}_1, \ldots, \mathcal{K}_R) = (\beta - b)' \left[ \frac{1}{NT} \sum_{i=1}^{R} \left( \mathcal{A}_{i,1} - \mathcal{A}_{i,3} A_{i,2}^{-1} A_{i,3}' \right) \right] (\beta - b)
+ \frac{1}{NT} \sum_{i=1}^{R} \left[ \eta_i' + (\beta - b)' A_{i,3} A_{i,2}^{-1} \right] A_{i,2} \left[ \eta_i + A_{i,2}^{-1} A_{i,3}' (\beta - b) \right] + o_p(1).
\]

Let

\[
\tilde{\mathcal{Q}}(b, \mathcal{K}_1, \ldots, \mathcal{K}_R) = (\beta - b)' \left[ \sum_{i=1}^{R} \left( \mathcal{A}_{i,1} - \mathcal{A}_{i,3} A_{i,2}^{-1} A_{i,3}' \right) \right] (\beta - b)
+ \sum_{i=1}^{R} \left[ \eta_i' + (\beta - b)' A_{i,3} A_{i,2}^{-1} \right] A_{i,2} \left[ \eta_i + A_{i,2}^{-1} A_{i,3}' (\beta - b) \right].
\]

Using the fact that

\[
D(\mathcal{K}_1, \ldots, \mathcal{K}_R) = \frac{1}{NT} \sum_{i=1}^{R} \left( \mathcal{A}_{i,1} - \mathcal{A}_{i,3} A_{i,2}^{-1} A_{i,3}' \right)
\]

is positive definite by Assumption 3.A and \( \mathcal{A}_{i,2} \) is positive definite by Assumption 3.B.2, we have

\[
\tilde{\mathcal{Q}}(b, \mathcal{K}_1, \ldots, \mathcal{K}_R) \geq 0
\]

and it attains its minimum uniquely at \((\beta, \mathcal{K}_1 H_1, \ldots, \mathcal{K}_R H_R)\) where \( H_i \) is any invertible matrix. Since

\[
\frac{1}{NT} \mathcal{Q}(b, \mathcal{K}_1, \ldots, \mathcal{K}_R) - \frac{1}{NT} \mathcal{Q}(\beta, \mathcal{K}_1, \ldots, \mathcal{K}_R) = \frac{1}{NT} \tilde{\mathcal{Q}}(b, \mathcal{K}_1, \ldots, \mathcal{K}_R) + o_p(1),
\]

and \((\hat{\beta}, \hat{\mathcal{K}}_1, \ldots, \hat{\mathcal{K}}_R)\) is the minimiser of \( \frac{1}{NT} \mathcal{Q}(b, \mathcal{K}_1, \ldots, \mathcal{K}_R) \), it must hold that

\[
\frac{1}{NT} \mathcal{Q}(\hat{\beta}, \hat{\mathcal{K}}_1, \ldots, \hat{\mathcal{K}}_R) - \frac{1}{NT} \mathcal{Q}(\beta, \mathcal{K}_1, \ldots, \mathcal{K}_R) = \frac{1}{NT} \tilde{\mathcal{Q}}(\hat{\beta}, \hat{\mathcal{K}}_1, \ldots, \hat{\mathcal{K}}_R) + o_p(1) \leq 0.
\]

Let \( \hat{\eta}_i = M_{ki} \hat{K}_i \). If either \( \| \hat{\beta} - \beta \| \geq M > 0 \) or \( \sum_{i=1}^{R} \hat{\eta}_i A_{i,2} \hat{\eta}_i \geq M > 0 \) holds, we will have \( (NT)^{-1} \tilde{\mathcal{Q}}(\hat{\beta}, \hat{\mathcal{K}}_1, \ldots, \hat{\mathcal{K}}_R) = O_p(1) \), which leads to the RHS of the above equation larger than zero, resulting in a contradiction. Therefore, we have

\[
\| \hat{\beta} - \beta \| = o_p(1) \text{ and } \sum_{i=1}^{R} \frac{N_i}{N} \text{tr} \left\{ \frac{K_i' M_{ki} K_i \Theta_i' \Theta_i}{T} \right\} = o_p(1).
\]
Since $N_i^{-1}\Theta_i'\Theta_i$ is positive definite for each $i$, it follows that
\[
\|P_{K_i} - P_{\hat{K}_i}\|^2 = \text{tr} \left\{ \left( P_{K_i} - P_{\hat{K}_i} \right)^2 \right\} = 2 \text{tr} \left\{ \mathbf{I}_{r_0+r_i} - \frac{\hat{K}_i' P_{K_i} \hat{K}_i}{T} \right\} = o_p(1).
\]
Finally, we have
\[
\frac{\hat{K}_i'M_{K_i} \hat{K}_i}{T} = \frac{K_i'M_{K_i}K_i}{T} - \frac{K_i'M_{K_i}}{T} \left( \frac{K_i'M_{K_i}}{T} \right)^{-1} = o_p(1) \text{ for each } i.
\]
Due to Assumption 3.B.1, $T^{-1}K_i'M_{K_i}K_i$ is invertible, so $T^{-1}K_i'M_{K_i}K_i$ is also invertible.

Q.E.D

Proof of Lemma 3.2. The proof follows from (C.1.2) in Lemma C.1.5. The first term is $O_p(1)$ implied by Lemma C.1.1. The second and third terms are $O_p(1)$ because $N_i/N$, $N_i/T$, and $T/N_i$ are $O(1)$ by our assumption for each $i$.

Q.E.D

Proof of Theorem 3.1. Combining Lemma C.1.5, Lemma C.1.6, and Assumption 3.F, the asymptotic normality of $\sqrt{NT} \left( \hat{\beta} - \beta \right)$ holds.

Q.E.D

Proof of Theorem 3.2. The asymptotic distribution can be achieved by combining (C.1.2), Lemma C.1.7, and Assumption 3.F. The consistency of $\hat{D}_0$ and $\hat{D}_{bc}$ follow from Proposition 2 in Bai (2009) with minor changes so the details are omitted.

Q.E.D

Proof of Proposition 3.1. The result for $k = 1, \ldots, d_{\text{max}} - 1$ follows from Lemma C.1.9. We note that, using Lemma 1, the sum of the eigenvalues is
\[
\sum_{\ell=1}^{C_{N_i,T}} \tilde{v}_{i,\ell} = O_p(1) + \sum_{k=d_i+1}^{C_{N_i,T}} \tilde{v}_{i,k} = O_p(1) + \sum_{k=d_i+1}^{C_{N_i,T}} \sum_{i=1}^{R} \left( \frac{N_i}{N} \right)^2 O_p \left( \frac{1}{C_{N_i,T}} \right).
\]

Recall that $\tilde{v}_{i,0} = \sum_{\ell=1}^{C_{N_i,T}} \tilde{v}_{i,\ell} / \log \left( C_{N_i,T}^2 \right)$. We consider two cases, $d_i > 0$ and $d_i = 0$. When $d_i > 0$, $\tilde{v}_{i,0} / \tilde{v}_{i,1} = o_p(1)$, which does not affect the selection of $d_i$. When $d_i = 0$, we have
\[
\frac{\tilde{v}_{i,0}}{\tilde{v}_{i,1}} = \frac{\sum_{k=1}^{C_{N_i,T}} \sum_{i=1}^{R} \left( \frac{N_i}{N} \right)^2 O_p \left( C_{N_i,T}^{-1} \right)}{\log \left( C_{N_i,T}^2 \right) \sum_{i=1}^{R} \left( \frac{N_i}{N} \right)^2 O_p \left( C_{N_i,T}^{-1} \right)} = \frac{\sum_{i=1}^{R} \left( \frac{N_i}{N} \right)^2 O_p \left( C_{N_i,T}^{-1} \right)}{\log \left( C_{N_i,T}^2 \right) \sum_{i=1}^{R} \left( \frac{N_i}{N} \right)^2 O_p \left( C_{N_i,T}^{-1} \right)} \rightarrow \infty,
\]
which completes the proof.

Q.E.D

Proof of Proposition 3.2 and 3.3.
From Lemma 3.2 and C.1.2, we deduce that $T^{-1/2} \left\| \hat{K}_i - K_i \hat{H}_i \right\| = O_p \left( C_{N,T}^{-1} \right)$ since the slope parameters are $\sqrt{NT}$-consistent. Therefore, Lemma 1 of Lin & Shin (2022) is satisfied and the results follow from their Theorem 1–2 without any changes.

Q.E.D

C.1.3 Proofs of the auxiliary lemmas

Proof of Lemma C.1.1.

We show the first equation of the above lemma. Using $M_{K_i} = I_T - T^{-1}K_iK'_i$, the first equation becomes

$$
\sup_{\kappa_1, \ldots, \kappa_R \in K^R} \left\| \frac{1}{NT} \sum_{i=1}^{R} \sum_{j=1}^{N_i} X'_{ij} M_{K_i} e_{ij} \right\| \leq \left\| \frac{1}{NT} \sum_{i=1}^{R} \sum_{j=1}^{N_i} X'_{ij} e_{ij} \right\| + \sup_{\kappa_1, \ldots, \kappa_R \in K^R} \left\| \frac{1}{R} \sum_{i=1}^{R} \sum_{j=1}^{N_i} \frac{X'_{ij} K_i K'_i e_{ij}}{T} \right\|
$$

We consider the first term of the RHS of the above equation

$$
\left\| \frac{1}{NT} \sum_{i=1}^{R} \sum_{j=1}^{N_i} X'_{ij} e_{ij} \right\|^2 = \left\| \frac{1}{N} \sum_{i=1}^{R} \frac{N_i}{N_T} \sum_{j=1}^{N_i} X'_{ij} e_{ij} \right\|^2 \leq \frac{1}{N} \sum_{i=1}^{R} \frac{N_i}{N_T} \sum_{j=1}^{N_i} \sum_{t=1}^{T} X'_{ijt} e_{ijt} \leq \frac{1}{N} \sum_{i=1}^{R} \frac{N_i}{N_T} \left\| X'_{ij} X_{ijs} e_{ijt} e_{iks} \right\| \sqrt{E \left( \|X_{ijt}\|^4 \right)} \sqrt{E \left( \|X_{iks}\|^4 \right)} \sigma_{i,(jk),(ts)} \left( \frac{1}{N_i T} \right)
$$

where the inequality follows from the Cauchy-Schwarz inequality. Taking the expectation, we obtain

$$
E \left\{ \left( \sum_{i=1}^{R} \frac{N_i}{N} \left[ \frac{1}{N_T} \sum_{j=1}^{N_i} \sum_{k=1}^{N_i} \sum_{l=1}^{T} X'_{ij} X_{ijs} e_{ijt} e_{iks} \right] \right) \right\} \leq \sum_{i=1}^{R} \frac{N_i}{N} \sqrt{E \left( \|X'_{ij}\|^2 \right)E \left( \|X_{iks}\|^2 \right)} \sigma_{i,(jk),(ts)} \left( \frac{1}{N_i T} \right) = o_p(1)
$$

where the inequality is due to Cauchy-Schwarz inequality and the equality is a result of Assumptions 3.A, 3.C.2, 3.D, and 3.E. Therefore, we obtain

$$
\left\| \frac{1}{NT} \sum_{i=1}^{R} \sum_{j=1}^{N_i} X'_{ij} e_{ij} \right\| = \sum_{i=1}^{R} \sqrt{E \left( \|X'_{ij}\|^2 \right) E \left( \|X_{iks}\|^2 \right)} \sigma_{i,(jk),(ts)} \left( \frac{1}{\sqrt{N_i T}} \right) = o_p(1).
$$

Next, we consider the second term using Cauchy-Schwarz inequality:

$$
\left\| \frac{1}{N} \sum_{i=1}^{R} \sum_{j=1}^{N_i} \frac{X'_{ij} K_i K'_i e_{ij}}{T} \right\| \leq \sum_{i=1}^{R} \frac{N_i}{N} \left( \sum_{i=1}^{N_i} \frac{1}{T} \sum_{j=1}^{N_i} \|X'_{ij} K_i\|^2 \right)^{1/2} \left( \sum_{i=1}^{N_i} \frac{1}{T} \|K' e_{ij}\|^2 \right)^{1/2}
$$

Obviously, $N_i^{-1} \sum_{j=1}^{N_i} \|T^{-1} X'_{ij} K_i\|^2 = O_p(1)$ and therefore, it suffices to show that the last term is
small. We then have
\[
\frac{1}{N_t} \sum_{t=1}^{T} \left\| \frac{1}{T} K^t e_{ij} \right\|^2 = \frac{1}{N_t} \sum_{t=1}^{T} \left\| \frac{1}{T} \sum_{s=1}^{T} K^t(s) e_{ij} \right\|^2 = \frac{1}{T^2} \sum_{t=1}^{T} \sum_{s=1}^{T} \sum_{j=1}^{N_i} \left( e_{ij} e_{ij} - \sigma_{i,(jj),(ts)} \right) + \frac{1}{T^2} \sum_{t=1}^{T} \sum_{s=1}^{T} \sum_{j=1}^{N_i} \sigma_{i,(jj),(ts)}
\]

Applying Cauchy-Schwarz inequality to the first term, we obtain
\[
\frac{1}{T^2} \sum_{t=1}^{T} \sum_{s=1}^{T} K^t(s) \frac{1}{N_t} \sum_{j=1}^{N_i} \left( e_{ij} e_{ij} - \sigma_{i,(jj),(ts)} \right) \leq \left( \frac{1}{T} \sum_{t=1}^{T} \left\| K^t(s) \right\|^2 \right)^{1/2} \left( \frac{1}{T} \sum_{s=1}^{T} \left\| K_{is} \right\|^2 \right)^{1/2} \left( \frac{1}{N_t} \sum_{j=1}^{N_i} \left( e_{ij} e_{ij} - \sigma_{i,(jj),(ts)} \right) \right)^{1/2} \left( \frac{1}{T^2} \sum_{t=1}^{T} \sum_{s=1}^{T} \sum_{j=1}^{N_i} \left( e_{ij} e_{ij} - \sigma_{i,(jj),(ts)} \right) \right)^{1/2} \left( \frac{1}{\sqrt{N_t}} \sum_{j=1}^{N_i} \left( e_{ij} e_{ij} - \sigma_{i,(jj),(ts)} \right) \right)^{1/2} \left( \frac{1}{\sqrt{N_t}} \right)^2
\]

The first part of the above expression is simply \( O_p(1) \) and the second part is also \( O_p(1) \) by Assumption 3.C.3.

Moreover, since \( \left| N_t^{-1} \sum_{j=1}^{N_t} \sigma_{i,(jj),(ts)} \right| \leq \tau_{i,(ts)} \) by Assumption 3.C.2, we have
\[
\frac{1}{T^2} \sum_{t=1}^{T} \sum_{s=1}^{T} K^t(s) \frac{1}{N_t} \sum_{j=1}^{N_i} \sigma_{i,(jj),(ts)} \leq \frac{1}{T^2} \sum_{t=1}^{T} \sum_{s=1}^{T} K^t(s) \tau_{i,(ts)} \leq \left( \frac{1}{T^2} \sum_{t=1}^{T} \sum_{s=1}^{T} \left\| K^t(s) \right\|^2 \right)^{1/2} \left( \frac{1}{T^2} \sum_{t=1}^{T} \sum_{s=1}^{T} \tau^2_{i,(ts)} \right)^{1/2} = O_p(1) \times O \left( \frac{1}{\sqrt{T}} \right),
\]

where the second inequality is a result of Cauchy-Schwarz inequality. Consequently, we have
\[
\sup_{K_1, \ldots, K_R \in \mathbb{K}} \left\| \frac{1}{NT} \sum_{i=1}^{R} \sum_{j=1}^{N_i} X^t_{ij} K_i K^t_{ij} e_{ij} \right\| = o_p(1).
\]

Combining these results, it can be concluded that
\[
\sup_{K_1, \ldots, K_R \in \mathbb{K}} \left\| \frac{1}{NT} \sum_{i=1}^{R} \sum_{j=1}^{N_i} X^t_{ij} M K_i e_{ij} \right\| = \sum_{i=1}^{R} \frac{N_i}{N} O_p \left( \frac{1}{\sqrt{N_i T}} \right) = o_p(1).
\]

The rest parts of the lemma can be proved in a similar fashion and hence are not shown.

Q.E.D

Proof of Lemma C.1.2.
By plugging \( Y_{ij} = X_{ij} \beta + K_i \theta_i + e_{ij} \) into (3.2.7), we obtain

\[
\hat{K}_i \hat{V}_i - K_i \left( \frac{\Theta_i' \Theta_i}{N_i} \right) \left( \frac{K_i' \hat{K}_i}{T} \right) = \frac{1}{N_i T} \sum_{j=1}^{N_i} X_{ij} \left( \beta - \hat{\beta} \right)' \left( \beta - \hat{\beta} \right) X_{ij}' \hat{K}_i \\
+ \frac{1}{N_i T} \sum_{j=1}^{N_i} X_{ij} \left( \beta - \hat{\beta} \right) \theta_i' K_i' \hat{K}_i + \frac{1}{N_i T} \sum_{j=1}^{N_i} K_i \theta_i \left( \beta - \hat{\beta} \right)' X_{ij}' \hat{K}_i + \frac{1}{N_i T} \sum_{j=1}^{N_i} X_{ij} \left( \beta - \hat{\beta} \right) e_{ij}' \hat{K}_i \\
+ \frac{1}{N_i T} \sum_{j=1}^{N_i} e_{ij} \left( \beta - \hat{\beta} \right)' X_{ij}' \hat{K}_i + \frac{1}{N_i T} \sum_{j=1}^{N_i} K_i \theta_i e_{ij}' \hat{K}_i + \frac{1}{N_i T} \sum_{j=1}^{N_i} e_{ij} \theta_i' K_i' \hat{K}_i + \frac{1}{N_i T} \sum_{j=1}^{N_i} e_{ij} e_{ij}' \hat{K}_i \\
= \mathcal{J}_{i,1} + \cdots + \mathcal{J}_{i,8}
\]

It then follows that

\[
\hat{K}_i \hat{V}_i \left( \frac{K_i' \hat{K}_i}{T} \right)^{-1} \left( \frac{\Theta_i' \Theta_i}{N_i} \right)^{-1} - K_i = (\mathcal{J}_{i,1} + \cdots + \mathcal{J}_{i,8}) \left( \frac{K_i' \hat{K}_i}{T} \right)^{-1} \left( \frac{\Theta_i' \Theta_i}{N_i} \right)^{-1}
\]

and

\[
\left( \frac{K_i' \hat{K}_i}{T} \right) \hat{V}_i - \left( \frac{K_i' K_i}{T} \right) \left( \frac{\Theta_i' \Theta_i}{N_i} \right) \left( \frac{K_i' \hat{K}_i}{T} \right) = \frac{1}{T} K_i' (\mathcal{J}_{i,1} + \cdots + \mathcal{J}_{i,8}).
\]

The first term \( \mathcal{J}_{i,1} \) is bounded by

\[
\frac{1}{\sqrt{T}} \| \mathcal{J}_{i,1} \| \leq \frac{1}{N_i} \sum_{j=1}^{N_i} \left( \frac{1}{T} \| X_{ij} \|^2 \right) \left\| \beta - \hat{\beta} \right\|^2 \left\| \frac{1}{\sqrt{T}} \hat{K}_i \right\| = O_p \left( \left\| \beta - \hat{\beta} \right\|^2 \right) = o_p \left( \left\| \beta - \hat{\beta} \right\| \right)
\]

The same argument applies for the terms from \( \mathcal{J}_{i,2} \) to \( \mathcal{J}_{i,5} \) and each of these has stochastic order \( O_p \left( \left\| \beta - \hat{\beta} \right\| \right) \). The last three terms are the same as those in Theorem 1 of Bai & Ng (2002) and each of these is \( O_p (C_{N,T}^{-1}) \).

Therefore, we deduce that

\[
\left( \frac{K_i' \hat{K}_i}{T} \right) \hat{V}_i - \left( \frac{K_i' K_i}{T} \right) \left( \frac{\Theta_i' \Theta_i}{N_i} \right) \left( \frac{K_i' \hat{K}_i}{T} \right) = o_p(1).
\]

This implies that \( \left( K_i' \hat{K}_i / T \right) \) are the non-normalised eigenvectors of \( (K_i' K_i / T) \left( \Theta_i' \Theta_i / N_i \right) \) in the limit. Therefore, we conclude that \( \hat{V}_i \xrightarrow{p} V_i \). Furthermore, combining the stochastic orders for \( \mathcal{J}_{i,1}, \ldots, \mathcal{J}_{i,8} \), we also have

\[
\frac{1}{\sqrt{T}} \left\| \hat{K}_i - K_i \hat{H}_i \right\| = O_p \left( \left\| \hat{\beta} - \beta \right\| \right) + O_p \left( \frac{1}{C_{N,T}} \right).
\]

\textit{Q.E.D}

**Proof of Lemma C.1.3.**

Since the equations in this lemma are with respect to each block \( i \) and do not involve summation...
Plugging the above equation in (C.1.3) and using the fact that following the same argument of Proposition A.2 in Bai (2009), we have we obtain
\[
\begin{align*}
J & \quad \text{each of } J_i, K_i \quad \text{are the same stochastic orders except that } N \text{ is replaced by } N_i. \quad \text{Given Lemma C.1.3.1–C.1.3.9,}
\end{align*}
\]

Proof of Lemma C.1.4.

From (3.2.6), we obtain
\[
\left( \frac{1}{NT} \sum_{i=1}^{R} \sum_{j=1}^{N_i} X_{ij}' M_{\bar{K}_i} X_{ij} \right) \left( \hat{\beta} - \beta \right) = \frac{1}{NT} \sum_{i=1}^{R} \sum_{j=1}^{N_i} X_{ij}' M_{\bar{K}_i} K_i \theta_{ij} + \frac{1}{NT} \sum_{i=1}^{R} \sum_{j=1}^{N_i} X_{ij}' M_{\bar{K}_i} e_{ij}.
\]

Using \( M_{\bar{K}_i} K_i = M_{\bar{K}_i} (K_i - \hat{K}_i \hat{H}_i^{-1}) \) and Lemma C.1.2, the first term of the RHS of the above equation can be expressed as
\[
\begin{align*}
\frac{1}{NT} \sum_{i=1}^{R} \sum_{j=1}^{N_i} X_{ij}' M_{\bar{K}_i} K_i \theta_{ij} &= \frac{1}{NT} \sum_{i=1}^{R} \sum_{j=1}^{N_i} X_{ij}' M_{\bar{K}_i} \left( J_{i,1} + \ldots + J_{i,8} \right) \Pi_i \theta_{ij} \\
&= \sum_{i=1}^{R} \sum_{j=1}^{N_i} X_{ij}' M_{\bar{K}_i} \left( J_{i,1} + \ldots + J_{i,8} \right) \Pi_i \theta_{ij} = \sum_{i=1}^{R} \frac{N_i}{N} \left( J_{i,1} + \ldots + J_{i,8} \right) \Pi_i \theta_{ij}.
\end{align*}
\]

Each of \( J_{i,1}, \ldots, J_{i,8} \) is the same as the corresponding terms in Proposition A.2 of Bai (2009), so they have the same stochastic orders except that \( N \) is replaced by \( N_i \). Given Lemma C.1.3.1–C.1.3.9, following the same argument of Proposition A.2 in Bai (2009), we have
\[
\begin{align*}
\frac{1}{NT} \sum_{i=1}^{R} \sum_{j=1}^{N_i} X_{ij}' M_{\bar{K}_i} K_i \theta_{ij} &= \sum_{i=1}^{R} \frac{N_i}{N} \left( J_{i,2} + J_{i,7} - \frac{1}{N_i T^2} \sum_{j=1}^{N_i} X_{ij}' M_{\bar{K}_i} \left( \frac{1}{N_i} \sum_{k=1}^{N_i} E \left( e_{ik} e_{ik}' \right) \right) \right) \hat{K}_i \Pi_i \theta_{ij} \\
&\quad + o_p \left( \| \beta - \hat{\beta} \| \right) + O_p \left( \frac{1}{T \sqrt{N_i}} \right) + \frac{1}{\sqrt{N_i}} O_p \left( \frac{1}{C N_i T} \right).
\end{align*}
\]

Plugging the above equation in (C.1.3) and using the fact that
\[
\begin{align*}
\frac{1}{N} \sum_{i=1}^{R} \frac{N_i}{N_i T} \sum_{j=1}^{N_i} X_{ij}' M_{\bar{K}_i} X_{ij} - \sum_{i=1}^{R} \frac{N_i}{N} J_{i,2} &= D \left( \hat{K}_1, \ldots, \hat{K}_R \right),
\end{align*}
\]
we obtain
\[
\begin{align*}
\left[ D \left( \hat{K}_1, \ldots, \hat{K}_R \right) + o_p(1) \right] \sqrt{NT} \left( \hat{\beta} - \beta \right) &= \frac{1}{\sqrt{NT}} \sum_{i=1}^{R} \sum_{j=1}^{N_i} X_{ij}' M_{\bar{K}_i} - \frac{1}{N_i} \sum_{k=1}^{N_i} a_{i,jk} X_{ij}' M_{\bar{K}_i} \left( \hat{K}_i \Pi_i e_{ij} \\
&\quad - \frac{N_i}{\sqrt{NT}} G_i + \frac{N_i T}{\sqrt{N}} O_p \left( \frac{\sqrt{N_i T}}{\sqrt{N}} \right) + \sqrt{N_i T} \sqrt{N} O_p \left( \frac{1}{N_i T} \right) \right).
\end{align*}
\]

Since \( N_i/N = O(1) \) for each \( i \) by Assumption 3.E, if \( T/N_i^2 \to 0 \) for each \( i \), the last term is simply
C.1 Lemmas and Proofs

It is shown by Lemma A.6 of Bai (2009) that \( \zeta = O_p(1) \). Pre-multiplying \( \mathbf{D} \left( \hat{\mathbf{K}}_1, \ldots, \hat{\mathbf{K}}_R \right)^{-1} \) on both sides of the above equation yields the expression in Lemma C.1.4.

**Proof of Lemma C.1.5.**

Consider

\[
\frac{1}{\sqrt{NT}} \sum_{i=1}^{R} \sum_{j=1}^{N_i} \mathbf{X}_{ij}^T \left( \mathbf{M}_{K_i} - \mathbf{M}_{\hat{K}_i} \right) \mathbf{e}_{ij} = \frac{1}{\sqrt{N_i T}} \sum_{i=1}^{R} \sum_{j=1}^{N_i} \mathbf{X}_{ij}^T \left( \mathbf{M}_{K_i} - \mathbf{M}_{\hat{K}_i} \right) \mathbf{e}_{ij}.
\]

For each \( i \), it is shown by Lemma A.8 of Bai (2009) that

\[
\frac{1}{\sqrt{N_i T}} \sum_{j=1}^{N_i} \mathbf{X}_{ij}^T \left( \mathbf{M}_{K_i} - \mathbf{M}_{\hat{K}_i} \right) \mathbf{e}_{ij} = -\frac{\sqrt{N_i T}}{N_i} \sum_{j=1}^{N_i} \sum_{k=1}^{N_i} \mathbf{X}_{ij}^T \mathbf{K}_i \Pi, \theta_{ik} \left( \frac{1}{T} \sum_{t=1}^{T} \mathbf{e}_{ijt} \mathbf{e}_{ikt} \right) + \sqrt{T} O_p \left( \left\| \hat{\beta} - \beta \right\|^2 \right) + O_p \left( \left\| \hat{\beta} - \beta \right\| \right) + \sqrt{T} O_p \left( \frac{1}{C_{N_i T}^2} \right).
\]

Obviously, replacing \( \mathbf{X}_{ij} \) with \( \mathbf{W}_{ij} \) in the RHS of the above equation does not change the stochastic orders, so we also have

\[
\frac{1}{\sqrt{N_i T}} \sum_{j=1}^{N_i} \mathbf{W}_{ij}^T \left( \mathbf{M}_{K_i} - \mathbf{M}_{\hat{K}_i} \right) \mathbf{e}_{ij} = -\frac{\sqrt{N_i T}}{N_i} \sum_{j=1}^{N_i} \sum_{k=1}^{N_i} \mathbf{W}_{ij}^T \mathbf{K}_i \Pi, \theta_{ik} \left( \frac{1}{T} \sum_{t=1}^{T} \mathbf{e}_{ijt} \mathbf{e}_{ikt} \right) + \sqrt{T} O_p \left( \left\| \hat{\beta} - \beta \right\|^2 \right) + O_p \left( \left\| \hat{\beta} - \beta \right\| \right) + \sqrt{T} O_p \left( \frac{1}{C_{N_i T}^2} \right).
\]

Combining these results gives (C.1.1), which can be plugged into the expression given in Lemma C.1.4, then (C.1.2) of Lemma C.1.5 follows.

**Proof of Lemma C.1.6.**

The proof of statements 1–3 is identical to Lemma A.9(i)–(iii) in Bai (2009). Since statements 4 and 5 are with respect to each block \( i \) and do not involve summation across blocks, their proof follow from Lemma A.9(iv)–(v) without any changes.

**Proof of Lemma C.1.7.** Again, since these results do not involve summation across \( i \), they can be shown in the same fashion as in Lemmas A.11 and A.12 of Bai (2009) using Lemmas C.1.3.10–C.1.3.17 above.

**Proof of Lemma C.1.8.** Lemma C.1.8 is a useful result from Theorem 8.1.10 of Golub & Van Loan (2013) so we omit the proof. In what follows, we use a similar strategy as in Lam et al. (2011) to show the consistency
of \( \hat{d}_i \) for each \( i \).

**Proof of Lemma C.1.9.**

The asymptotic results of Lemma C.1.1, C.1.2, and 3.1 are unchanged by replacing \( M_{\hat{R}_i} \)'s with \( M_{\hat{R}_i} \)'s for all \( i \), except that now \( \left( \mathbf{K}_i^\prime \mathbf{K}_i / T \right) \) is non-invertible. Consequently, from the establishment of Lemma C.1.1, the first part of this lemma follows.

For convenience, we use \( A^{(a,b)} \) to denote the matrix containing from \( a \) to \( b \)-th columns of a matrix \( A \) and \( A^{(a)} \) stands for the \( a \)-th column vector of \( A \). From Lemma C.1.2, we have

\[
\frac{1}{\sqrt{T}} \left\| \tilde{\mathbf{K}}_{i}^{(1:d_i)} - \mathbf{K}_i \tilde{\mathbf{H}}_{i}^{(1:d_i)} \right\| = O_p \left( \left\| \tilde{\boldsymbol{\beta}} - \mathbf{\beta} \right\| \right) + O_p \left( \frac{1}{C_{N,T}} \right)
\]

where \( \tilde{H}_i = (\Theta_i' \Theta_i / N_i) \left( \mathbf{K}_i^\prime \mathbf{K}_i / T \right) \tilde{V}_i^{-1} \).

Let \( \Sigma_i = T^{-1} \mathbf{K}_i (\Theta_i' \Theta_i / N_i) \mathbf{K}_i' \). By the development of Lemma C.1.2, it is straightforward that

\[
\left\| \Sigma_i - \Sigma_i \right\| = O_p \left( \left\| \tilde{\boldsymbol{\beta}} - \mathbf{\beta} \right\| \right) + O_p \left( \frac{1}{C_{N,T}} \right)
\]

and

\[
\left( \frac{\mathbf{K}_i^\prime \tilde{\mathbf{K}}_{i}^{(1:d_i)}}{T} \right) \tilde{V}_i^{(1:d_i)} - \left( \frac{\mathbf{K}_i^\prime \mathbf{K}_i}{T} \right) \left( \Theta_i' \Theta_i / N_i \right) \left( \frac{\mathbf{K}_i^\prime \tilde{\mathbf{K}}_{i}^{(1:d_i)}}{T} \right) = O_p \left( \left\| \tilde{\boldsymbol{\beta}} - \mathbf{\beta} \right\| \right) + O_p \left( \frac{1}{C_{N,T}} \right).
\]

By continuity of the eigenvalues, the first equation suggests that the non-zero eigenvalues of \( \tilde{\Sigma}_i \) converges to the non-zero eigenvalues of \( \Sigma_i \). Notice that \( (\mathbf{K}_i' \mathbf{K}_i / T) (\Theta_i' \Theta_i / N_i) \) has the same eigenvalues as \( \Sigma_i \), so the second equation implies the convergence rate of the first \( d_i \) largest eigenvalues of \( \tilde{\Sigma}_i \). This completes the proof of the second statement.

For each \( i \), let \( \mathbf{K}_i^\perp \) be a \( T \times (T - d_i) \) matrix such that

\[
\frac{1}{T} \left[ \mathbf{K}_i^\perp, \mathbf{K}_i \mathbf{H}_i \right]' \left[ \mathbf{K}_i^\perp, \mathbf{K}_i \mathbf{H}_i \right] = \mathbf{I}_T
\]

where \( \mathbf{H}_i = (\mathbf{K}_i' \mathbf{K}_i / T)^{-1/2} \). The existence of such \( \mathbf{K}_i^\perp \) can be easily verified since \( \mathbf{K}_i \mathbf{H}_i \) is full rank. Moreover, because \( \mathbf{H}_i \) is non-zero, the above equation implies that \( \mathbf{K}_i^\perp \mathbf{K}_i = \mathbf{0} \). We apply Lemma C.1.8 by replacing \( \mathbf{Q}_1, \mathbf{Q}_2, \mathbf{A}, \) and \( \mathbf{E} \) with \( T^{-1/2} \mathbf{K}_i^\perp, T^{-1/2} \mathbf{K}_i \mathbf{H}_i, \Sigma_i, \) and \( \tilde{\Sigma}_i - \Sigma_i \). Then, it is straightforward that \( \mathbf{Q}' \mathbf{A} \mathbf{Q} \) in Lemma C.1.8 becomes

\[
\frac{1}{\sqrt{T}} \left[ \mathbf{K}_i^\perp, \mathbf{K}_i \mathbf{H}_i \right]' \Sigma_i \frac{1}{\sqrt{T}} \left[ \mathbf{K}_i^\perp, \mathbf{K}_i \mathbf{H}_i \right] = \frac{1}{\sqrt{T}} \left[ \mathbf{K}_i^\perp, \mathbf{K}_i \mathbf{H}_i \right]' \frac{1}{\sqrt{T}} \mathbf{K}_i \left( \Theta_i' \Theta_i / N_i \right) \frac{1}{\sqrt{T}} \mathbf{K}_i' \frac{1}{\sqrt{T}} \left[ \mathbf{K}_i^\perp, \mathbf{K}_i \mathbf{H}_i \right] = \begin{bmatrix} 0 & \mathbf{H}_i' \left( \frac{\mathbf{K}_i' \mathbf{K}_i}{T} \right) \left( \Theta_i' \Theta_i / N_i \right) \left( \frac{\mathbf{K}_i' \mathbf{K}_i}{T} \right) \mathbf{H}_i \end{bmatrix}
\]
so $D_1$ in Lemma C.1.8 becomes 0 and, $D_2$ is now the lower block-diagonal element of the above matrix, which has the same eigenvalues as $\Sigma_i$. Additionally, we also have an orthonormal basis for a subspace that is invariant of $\tilde{\Sigma}_i$ such that

$$\tilde{K}_i^\dagger = \frac{1}{\sqrt{T}} \left( K_i^\dagger + K_iH_iP_i \right) \left( I_{T-d_i} + P_i'P_i \right)^{-1/2}.$$ 

By Lemma C.1.8, we have

$$\|P_i\| \leq d_i \times \|P_i\|_2 \leq \frac{4d_i}{sep (0, \Sigma_i)} \|\tilde{\Sigma}_i - \Sigma_i\|_2 \leq O_p(1) \times \|\tilde{\Sigma}_i - \Sigma_i\| = O_p\left(\|\tilde{\beta} - \beta\|\right) + O_p\left(\frac{1}{C_{N,T}}\right)$$

where the first and last inequality follows from the property of the spectral norm. Moreover, we have

$$\left\| \tilde{K}_i^\dagger - \frac{1}{\sqrt{T}}K_i^\dagger \right\| = \frac{1}{\sqrt{T}} \left\| \left[ \left( K_i^\dagger + K_iH_iP_i \right) - K_i^\dagger \left( I_{T-d_i} + P_i'P_i \right)^{1/2} \right] \left( I_{T-d_i} + P_i'P_i \right)^{-1/2} \right\|$$

$$\leq \frac{1}{\sqrt{T}} \left\| K_i^\dagger \left( I_{T-d_i} - (I_{T-d_i} + P_i'P_i)^{1/2} \right) \left( I_{T-d_i} + P_i'P_i \right)^{-1/2} \right\| + \left\| P_i \left( I_{T-d_i} + P_i'P_i \right)^{-1/2} \right\|$$

$$\leq O_p(1) \left\| I_{T-d_i} - (I_{T-d_i} + P_i'P_i)^{-1/2} \right\| + O_p(1) \|P_i\| = O_p\left(\|\tilde{\beta} - \beta\|\right) + O_p\left(\frac{1}{C_{N,T}}\right)$$

where the inequalities follow from the Cauchy-Schwarz inequality. Finally, we can obtain $\tilde{v}_{i,d_i+1}$ by

$$\tilde{v}_{i,d_i+1} = \tilde{K}_i^{\dagger(t)} \tilde{\Sigma}_i \tilde{K}_i^{\dagger(t)}$$

$$= \left( \tilde{K}_i^{\dagger(t)} - \frac{1}{\sqrt{T}}K_i^{\dagger} + \frac{1}{\sqrt{T}}K_i^{\dagger} \right)' \left( \tilde{\Sigma}_i - \Sigma_i \right) \left( \tilde{K}_i^{\dagger(t)} - \frac{1}{\sqrt{T}}K_i^{\dagger} + \frac{1}{\sqrt{T}}K_i^{\dagger} \right)$$

$$\leq \left\| \tilde{K}_i^{\dagger(t)} - \frac{1}{\sqrt{T}}K_i^{\dagger} \right\|^2 \left\| \tilde{\Sigma}_i - \Sigma_i \right\| + 2 \left\| \tilde{K}_i^{\dagger(t)} - \frac{1}{\sqrt{T}}K_i^{\dagger} \right\| \left\| \tilde{\Sigma}_i - \Sigma_i \right\| \left\| \frac{1}{\sqrt{T}}K_i^{\dagger} \right\|$$

$$+ \left\| \tilde{K}_i^{\dagger(t)} - \frac{1}{\sqrt{T}}K_i^{\dagger} \right\|^2 \left\| \Sigma_i \right\| = O_p\left(\|\tilde{\beta} - \beta\|^2\right) + O_p\left(\frac{1}{C_{N,T}^2}\right)$$

where the inequality follows from Cauchy-Schwarz inequality and the fact that the other summands are simply zeros by construction. This completes the proof of the third statement.

\textit{Q.E.D}

C.2 Extension to the Heterogeneous Coefficient Model

In this section, we extend the model (3.2.1) to a heterogeneous coefficient model. The model and estimators are presented in Section C.2.1. Sections C.2.2–C.2.4 provide the main asymptotic results for the estimators. Section C.2.5 outlines the auxiliary lemmas that are useful for the proofs of the main results in Section C.2.6. The proofs of the auxiliary lemmas can be found in Section C.2.7.
C.2 Extension to the Heterogeneous Coefficient Model

C.2.1 The model

The heterogeneous coefficient model is specified as follows:

\[ y_{ijt} = X'_{ijt} \beta_{ij} + u_{ijt}, \quad i = 1, \ldots, R, \quad j = 1, \ldots, N_i, \quad t = 1, \ldots, T \] (C.2.4)

where \( \beta_{ij} = [\beta^1_{ij}, \ldots, \beta^p_{ij}]' \) is now individually specific while the other model setups remain the same as in (3.2.1). Let \( \{b_{ij}\}_{j=1}^{N_{i}}, \) be the set of slope coefficients for all the individuals. The above heterogeneous coefficient model extends the ones considered by Pesaran (2006), Song (2013), and Li et al. (2020) among others.

We define the objective function as:

\[ S \left( \{b_{ij}\}_{j=1}^{N_{i}}, K_1, \ldots, K_R \right) = \sum_{i=1}^{R} \sum_{j=1}^{N_i} (Y_{ij} - X_{ij} b_{ij})' M_{K_i} (Y_{ij} - X_{ij} b_{ij}) \] (C.2.5)

where \( K_i \) is a \( T \times d_i \) matrix for all \( i \). The estimators are given by

\[ \left( \{\hat{\beta}^1_{ij}\}_{j=1}^{N_{i}}, \hat{K}_1, \ldots, \hat{K}_R \right) = \arg \min_{(\{\beta_{ij}\}_{j=1}^{N_{i}}, K_1, \ldots, K_R) \in D^1} S \left( \{b_{ij}\}_{j=1}^{N_{i}}, K_1, \ldots, K_R \right) \]

where \( D^1 = \mathbb{R}^p \times \cdots \times \mathbb{R}^p \times \mathbb{R}^R \) and \( \mathbb{K} = \{K|T^{-1}K'K = I_{d_i}\} \). The above objective function implies that the solutions are the following

\[ \hat{\beta}^1_{ij} = \left( X'_{ij} M_{R_i}^{-1} X_{ij} \right)^{-1} X'_{ij} M_{R_i}^{-1} Y_{ij} \text{ for each } i \text{ and } j \] (C.2.6)

\[ \hat{K}_i^\dagger \hat{V}_i^\dagger = \left[ 1 / N_i T \sum_{j=1}^{N_i} \left( Y_{ij} - X_{ij} \hat{\beta}^1_{ij} \right) \left( Y_{ij} - X_{ij} \hat{\beta}^1_{ij} \right)' \right]^{1/2} \hat{K}_i \text{ for each } i \] (C.2.7)

where \( \hat{V}_i^\dagger \) is a diagonal matrix consisting of the \( d_i = r_0 + r_i \) largest eigenvalues of the term in the square bracket of the above term. Similar to the homogeneous model in (3.2.1), the estimates \( \{\hat{\beta}^1_{ij}\}_{i=1}^{N_i} \) and \( \{\hat{K}_1^\dagger, \ldots, \hat{K}_R^\dagger\} \) are obtained iteratively.

C.2.2 Consistency and asymptotic distribution

To ensure consistency of the slope coefficients and factor estimates, we make the following assumption for identification similar to Assumption 3.A:

Assumption C.A.
1. For all $i$, $j$, and $t$, we have $E\left(\|X_{ijt}\|^4\right) \leq M$. Furthermore, for all $i$ and $j$, we have

$$\inf_{K_i \in K} \frac{1}{T}X'_{ij}M_{K_i}X_{ij} > 0$$

and

$$\frac{1}{T}X'_{ij}M_{K_i}X_{ij} \overset{p}{\to} \Omega_{ij} > 0.$$ 

2. For all $i$, we have:

$$\inf_{K_i \in K} D_i(K_i) > 0$$

where

$$D_i(K_i) = \frac{1}{N_i} \sum_{j=1}^{N_i} \left( A_{ij,1} - A_{ij,3}A_{ij,2}^{-1}A'_{ij,3} \right)$$

with $A_{ij,1} = T^{-1}X'_{ij}M_{K_i}X_{ij}$, $A_{ij,2} = (\theta_{ij}, \theta'_{ij}) \otimes T^{-1}I_T$, and $A_{ij,3} = \theta'_{ij} \otimes (T^{-1}X'_{ij}M_{K_i})$.

Assumption C.A.1 resembles Assumption 5 of Pesaran (2006), which guarantees the identification of each $\beta_{ij}$. Assumption C.A.1 rules out time-invariant regressors and the case that $X_{ij}$ is perfectly collinear with the true factors $K_i$. Assumption C.A.2 extends Assumption 3.A and ensures the consistency of $\hat{\beta}_{ij}$’s and $\hat{K}_i$’s. Similar assumptions can be found in Song (2013) and Ando & Bai (2014). It is shown by Lemma C.2.1 that the consistent estimation of $\beta_{ij}$’s and $K_i$’s for all $i$ and $j$ does not require separate identification of $G$ and $F_i$’s. Therefore, minimising (C.2.5) is equivalent to implementing $IPC$ in Song (2013) block by block. To derive the asymptotic distribution of $\hat{\beta}_{ij}$, we make the following assumption:

**Assumption C.B.** For each $i$ and $j$, we have

1. 

$$\frac{1}{N_i^2T} \sum_{k=1}^{N_i} \sum_{t=1}^{N_i} X'_{ik}M_{K_i}E(e_{it}e'_it)M_{K_i}X_{it} = o_p(1).$$

2. 

$$\frac{1}{\sqrt{T}}X'_{ij}M_{K_i}e_{ij} \overset{d}{\to} N(0, D_{ij})$$

where

$$D_{ij} = \text{plim} \frac{1}{T}X'_{ij}M_{K_i}E(e_{ij}e'_ij)M_{K_i}X_{ij}$$

is a non-random positive definite matrix.

Assumption C.B.1 follows from Assumption G of Ando & Bai (2014) which restricts the cross-section correlation. It is less restrictive than the cross-section independence assumed in Song (2013).
as it still allows weak cross-section and serial correlation among the error terms. Assumption C.B.2 is the central limit theorem for deriving the asymptotic distribution of $\hat{\beta}_{ij}$’s.

The asymptotic normality is summarised in the following theorem:

**Theorem C.2.1.** Under Assumptions 3.B–3.E and C.A–C.B, as $N_1, \ldots, N_R, T \to \infty$, and $T/N_i^2 \to 0$ for all $i$, it follows that

$$\sqrt{T} \left( \hat{\beta}_{ij} - \beta_{ij} \right) \xrightarrow{d} N \left( 0, \Omega_{ij}^{-1} D_{ij} \Omega_{ij}^{-1} \right)$$

where

$$\Omega_{ij} = \operatorname{plim} \frac{X_{ij}'M_{iK}X_{ij}}{T} \quad \text{and} \quad D_{ij} = \operatorname{plim} \frac{1}{T} X_{ij}'M_{iK}E(e_{ij}e_{ij}') M_{K_i} X_{ij}.$$

**C.2.3 Determining the numbers of factors**

So far, we have assumed that the number of factors $d_i$’s are know. Lemma C.2.1 together with (C.2.7) offers a consistent model selection alternative to the information criterion proposed by Ando & Bai (2014). Following Section 3.3.2, we set a finite integer that is common to all blocks, $d_{\text{max}}$, such that $d_{\text{max}} \leq \max_i \{d_i\}$. The initial estimates $\hat{\beta}_{ij}$’s can be obtained consistently via minimising the objective function defined as follows:

$$\mathcal{J} \left( \{b_{ij}\}_{i=1}^{N_i}, \mathcal{H}_1, \ldots, \mathcal{H}_R \right) = \sum_{i=1}^{R} \sum_{j=1}^{N_i} (Y_{ij} - X_{ij}b_{ij})' M_{i\mathcal{H}_i} (Y_{ij} - X_{ij}b_{ij})$$ (C.2.8)

where $\mathcal{H}_i$ is a $T \times d_{\text{max}}$ matrix for all $i$. The estimators are given by

$$\left( \{\tilde{\beta}_{ij}\}_{i=1}^{N_i}, \tilde{K}_1, \ldots, \tilde{K}_R \right) = \arg \min \left( \{\beta_{ij}\}_{i=1}^{N_i}, \mathcal{H}_1, \ldots, \mathcal{H}_R \right) \in \mathcal{D}$$

where $\mathcal{D} = \mathbb{R}^p \times \cdots \times \mathbb{R}^p \times \overline{K}^R$ and $\overline{K} = \{K|T^{-1}K'K = I_{d_{\text{max}}}\}$. The above objective function implies that the solutions are the following

$$\tilde{\beta}_{ij} = \left( X_{ij}'M_{i\tilde{K}_i}X_{ij} \right)^{-1} X_{ij}'M_{i\tilde{K}_i}Y_{ij} \quad \text{for each } i \text{ and } j$$

$$\tilde{K}_i \tilde{V}_i^\dagger = \left[ \frac{1}{N_iT} \sum_{j=1}^{N_i} (Y_{ij} - X_{ij}\tilde{\beta}_{ij}) (Y_{ij} - X_{ij}\tilde{\beta}_{ij})' \right] \tilde{K}_i \quad \text{for each } i$$

where $\tilde{V}_i^\dagger$ is a diagonal matrix consisting of the $d_i = r_0 + r_i$ largest eigenvalues of the term in the square bracket of the above term. Define the covariance matrix for each block $i$:

$$\tilde{\Sigma}_i = \frac{1}{N_iT} \sum_{j=1}^{N_i} (Y_{ij} - X_{ij}\tilde{\beta}_{ij}) (Y_{ij} - X_{ij}\tilde{\beta}_{ij})'.$$ (C.2.9)
Let $\tilde{v}_{i,k}^\dagger$ be the $k$-th largest eigenvalue of $\tilde{\Sigma}_i^\dagger$. It can be shown that for $k = 1, \ldots, d_i$, $\tilde{v}_{i,k}^\dagger$ converges to its population counterpart $v_{i,k}$, which is larger than zero. On the contrary, $\tilde{v}_{i,k}^\dagger$ is asymptotically zero for $k = d_i + 1, \ldots, d_{\max}$. $d_i$ can be estimated as:

$$\hat{d}_i^\dagger = \arg \max_{k=0, \ldots, d_{\max}-1} \frac{\tilde{v}_{i,k}^\dagger}{\tilde{v}_{i,k+1}^\dagger}$$

where $\tilde{v}_{i,0}^\dagger = \sum_{t=1}^{C_N^2} \tilde{v}_{i,t}^\dagger / \log (C_N^2)$ is a mock eigenvalue allowing the case where $d_i = 0$. It can be shown that, for each $i$, it is straightforward that for $k = 1, \ldots, d_i - 1, d_i + 1, \ldots, d_{\max} - 1$, $\tilde{v}_{i,k}^\dagger / \tilde{v}_{i,k+1}^\dagger = O_p(1)$, whilst for $k = d_i$ we have $\tilde{v}_{i,k}^\dagger / \tilde{v}_{i,k+1}^\dagger \to \infty$. Therefore, the ratio of the eigenvalues falls sharply at $k = d_i$. The mock eigenvalue $\tilde{v}_{i,0}^\dagger$ is smaller in magnitude than the largest $d_i$ eigenvalues but larger than the rest, which allows the case $d_i = 0$. The consistency of $\hat{d}_i^\dagger$'s is summarised in the following proposition:

**Proposition C.2.1.** Under Assumptions 3.B–3.E and C.A–C.B, we have

$$\lim_{N_i, T \to \infty} \Pr \left( \hat{d}_i^\dagger = r_0 + r_i \right) = 1.$$

\[
\lim_{N_1, \ldots, N_R, T \to \infty} \Pr \left( \hat{r}_0^\dagger = r_0 \right) = 1 \quad \text{and} \quad \lim_{N_1, \ldots, N_R, T \to \infty} \Pr \left( \hat{r}_i^\dagger = r_i \right) = 1
\]

Let \( \hat{Q}_0^{i\dagger} = \left[ \hat{Q}_1^{i\dagger 0}, \ldots, \hat{Q}_R^{i\dagger 0} \right]' \) as the first \( \hat{r}_0 \) columns of \( \hat{Q}^\dagger \) from the above SVD, and construct the \( T \times R\hat{r}_0 \) matrix, \( \hat{\Psi}^\dagger = \left[ \hat{K}_1^{\dagger 0}, \ldots, \hat{K}_R^{\dagger 0} \hat{Q}_R^{i\dagger 0} \right] \). We perform the eigen decomposition,

\[
T^{-1}\hat{\Psi}^\dagger \hat{\Psi}'U' = \hat{L}' \hat{\Xi} \hat{L}
\]

where \( \hat{L} \) is a \( T \times R\hat{r}_0 \) orthonormal matrix and \( \hat{\Xi} \) is a \( T \times T \) diagonal consisting of the eigenvalues in descending order. The consistent estimator of the global factors, denoted \( \hat{G}^\dagger \), by the \( \hat{r}_0 \) vectors of \( \hat{L} \) corresponding to the \( r_0 \) largest eigenvalues multiplied by \( \sqrt{T} \). Let \( \hat{Y}_{ij} = Y_{ij} - X_{ij} \hat{\beta}_{ij} \) and \( \hat{Y}_i = \left[ \hat{Y}_{i1}, \ldots, \hat{Y}_{iN_i} \right]' \). The global factor loadings can be estimated by \( \hat{\Gamma}_i = T^{-1} \hat{Y}_{i}^\dagger \hat{G}^\dagger \). Finally, let \( \hat{Y}_{i}^{G} = Y_{ij} - X_{ij} \hat{\beta}_{ij} - \hat{G}^\dagger \hat{\sigma}_{ij} \), the local factors and loadings can be obtained by applying PC to each block \( \hat{Y}_{i}^{G} = \left[ \hat{Y}_{i1}^{G}, \ldots, \hat{Y}_{iN_i}^{G} \right]' \). \( \hat{F}_i^\dagger \) is \( \sqrt{T} \) multiply the \( r_i^\dagger \) eigenvectors of \( \hat{Y}_{i}^{G} \hat{Y}_{i}^{G}' \) corresponding to the \( r_i \) largest eigenvalues. The local factor loadings can be obtained by \( \hat{\Lambda}_i = T^{-1} \hat{Y}_{i}^{G} \hat{F}_i^\dagger \). The consistency of the GCC estimates are summarised by the following proposition:

Proposition C.2.3.

Under Assumptions 3.B–3.E, 3.G, and C.A, as \( N_1, N_2, \ldots, N_R, T \to \infty \), we have:

\[
\frac{1}{\sqrt{T}} \left\| \hat{G}^\dagger - G\hat{H} \right\| = O_p \left( \frac{1}{C_{NT}} \right)
\]

\[
\frac{1}{\sqrt{N_i}} \left\| \hat{\Gamma}_i^{\dagger} - \hat{H}^{-1} \hat{\Gamma}_i' \right\| = O_p \left( \frac{1}{C_{NT}} \right)
\]

\[
\frac{1}{\sqrt{T}} \left\| \hat{F}_i^{\dagger} - F_i \hat{R}_i \right\| = O_p \left( \frac{1}{C_{NT}} \right)
\]

\[
\frac{1}{\sqrt{N_i}} \left\| \hat{L}_i^{\dagger} - \hat{L}^{\dagger} \right\| = O_p \left( \frac{1}{C_{NT}} \right)
\]

where \( \hat{H} = T^{-1/2} \hat{G}' \hat{J} \hat{r}_0 \hat{U} \) is an \( r_0 \times r_0 \) rotation matrix, \( \hat{J} \hat{r}_0 = \hat{L} \hat{r}_0 (\hat{E} \hat{r}_0)^{-1} \), \( \hat{E} \hat{r}_0 \) is an \( r_0 \times r_0 \) diagonal matrix consisting of the \( r_0 \) non-zero eigenvalues of \( T^{-1} \hat{G} \hat{G}' \) in descending order, \( \hat{L} \hat{r}_0 \) is a \( T \times r_0 \) matrix of the corresponding eigenvectors, and \( \hat{U} \) is an \( r_0 \times r_0 \) orthogonal matrix.

\( \hat{R}_i = \left( \hat{L}_i \hat{\Lambda}_i / N_i \right) \left( \hat{F}_i \hat{F}' / T \right) \hat{Y}_i^{\dagger} \) is an \( r_i \times r_i \) rotation matrix, \( \hat{Y}_i^{\dagger} \) is an \( r_i \times r_i \) diagonal matrix consisting of the \( r_i \) largest eigenvalues of \( (N_r T)^{-1} \hat{Y}_i \hat{Y}_i' \) in descending order, \( \hat{Y}_i^{\dagger} = Y_i - \hat{G}^\dagger \hat{F}_i^{\dagger} \).

Moreover, \( C_{\Sigma,T} = \min\{ \sqrt{N}, \sqrt{T} \} \) with \( N \) = \( \min\{N_1, N_2, \ldots, N_R\} \).
C.2.5 Auxiliary lemmas

To facilitate the proofs of the main result in Sections C.2.2–C.2.4, we outline some useful auxiliary lemmas in this section. The proofs of these lemmas can be found in Section C.2.7.

Lemma C.2.1. Let \( \left\{ \hat{\beta}_{ij} \right\}_{i=1}^{N_i} \) be the estimators from minimising (C.2.5). Under Assumption 3.B–3.E and C.A, as \( N_1, \ldots, N_R, T \to \infty \), the following statements holds:

1. \( \hat{\beta}_{ij} - \beta_{ij} \xrightarrow{p} 0 \) for all \( i \) and \( j \).

2. \( \left\| P_{K_i} - P_{K_j} \right\| \xrightarrow{p} 0 \) for all \( i \).

Lemma C.2.2. Let \( \hat{H}_i \) be the estimators from minimising (C.2.8). Under Assumptions 3.B–3.E and C.A–C.B, \( \hat{H}_i \) is an \( (r_0 + r_i) \times (r_0 + r_i) \) invertible matrix, \( \hat{V}_i = \hat{V}_i \) where \( V_i \) is a \( (r_0 + r_i) \times (r_0 + r_i) \) diagonal matrix consisting of the eigenvalues of \( \Sigma_k, \Sigma_{\Theta_i} \) which are defined in Assumption 3.B, and

\[
\frac{1}{\sqrt{T}} \left\| \hat{H}_i \right\| = O_p \left( B_{i,N,T} \right) + O_p \left( \frac{1}{C_{N,T}} \right),
\]

where \( B_{i,N,T} = \max_j \left\{ \left\| \hat{\beta}_{ij} - \beta_{ij} \right\| \right\} \) for all \( i \).

Lemma C.2.3. Under Assumptions 3.B–3.E and C.A–C.B, we have

1. \( T^{-1} K_i' \left( \hat{K}_i - K_i \hat{H}_i \right) = O_p \left( B_{i,N,T} \right) + O_p \left( C_{N,T}^{-2} \right) \).

2. \( T^{-1} \hat{K}_i' \left( \hat{K}_i - K_i \hat{H}_i \right) = O_p \left( B_{i,N,T} \right) + O_p \left( C_{N,T}^{-2} \right) \).

3. \( T^{-1} X_{ij} \left( \hat{K}_i - K_i \hat{H}_i \right) = O_p \left( B_{i,N,T} \right) + O_p \left( C_{N,T}^{-2} \right) \).

4. \( T^{-1} e_{ij} \left( \hat{K}_i - K_i \hat{H}_i \right) = O_p \left( B_{i,N,T} \right) + O_p \left( C_{N,T}^{-2} \right) \).

5. \( \hat{H}_i' \hat{H}_i' = (K_i' K_i/T)^{-1} + O_p \left( B_{i,N,T} \right) + O_p \left( C_{N,T}^{-2} \right) \).

Lemma C.2.4. Let \( \left\{ \hat{\beta}_{ij} \right\}_{i=1}^{N_i} \) be the estimators from minimising (C.2.8). For each \( i \), let \( v_{i,k} \) be the \( k \)-th largest eigenvalue of \( (K_i' K_i/T) (\Theta_i' \Theta_i/N_i) \) and \( \tilde{v}_{i,k} \) be the \( k \)-th largest eigenvalue of \( \tilde{\Sigma}_i \) defined in (C.2.9). Under Assumption 3.B–3.E and C.A–C.B, as \( N_1, \ldots, N_R, T \to \infty \), we have

1. \( \left\| \hat{\beta}_{ij} - \beta_{ij} \right\| = O_p \left( C_{N,T}^{-1/2} \right) \).

2. For each \( i \), \( \left| \tilde{v}_{i,k} - v_{i,k} \right| = O_p \left( B_{i,N,T} \right) + C_{N,T}^{-1} \) for \( k = 1, \ldots, d_i \).

3. For each \( i \), \( \left| \tilde{v}_{i,k} \right| = O_p \left( B_{i,N,T}^2 \right) + C_{N,T}^{-2} \) for \( k = d_i + 1, \ldots, d_{\text{max}} \).
C.2.6 Proofs of the main results

Proof of Theorem C.2.1.

Using (C.2.7) and $Y_{ij} = X_{ij} \beta_{ij} + K_i \theta_{ij} + e_{ij}$, we obtain:

$$\frac{1}{T} X'_{ij} M_{K_i} X_{ij} (\hat{\beta}_{ij} - \beta_{ij}) = \frac{1}{T} X'_{ij} M_{\hat{K}_i} K_i \theta_{ij} + \frac{1}{T} X'_{ij} M_{\hat{K}_i} e_{ij}.$$ 

Plugging in $K_i = K_i - \hat{K}_i \hat{H}_i + \hat{K}_i \hat{H}_i$ and (C.2.15), the above equation becomes

$$\left( \frac{1}{T} X'_{ij} M_{\hat{K}_i} X_{ij} \right) (\hat{\beta}_{ij} - \beta_{ij}) = \frac{1}{T} X'_{ij} M_{\hat{K}_i} e_{ij} - \frac{1}{T} X'_{ij} M_{\hat{K}_i} \left( J_{i,1} + \cdots + J_{i,s} \right) \Pi_i \theta_{ij}. \quad (C.2.11)$$

We consider the first term of (C.2.11):

$$\frac{1}{\sqrt{T}} X'_{ij} \left( M_{\hat{K}_i} - M_{K_i} \right) e_{ij} = \frac{1}{T} X'_{ij} K_i \left( \frac{K_i}{T} \right)^{-1} \frac{1}{\sqrt{T}} K'_i e_{ij} - \frac{1}{\sqrt{T}} X'_{ij} \frac{1}{T} \hat{K}_i \hat{H}_i \hat{K}'_i e_{ij}$$

Using $\hat{K}_i = \hat{K}_i - K_i \hat{H}_i + K_i \hat{H}_i$, the above equation becomes

$$\frac{1}{\sqrt{T}} X'_{ij} \left( M_{\hat{K}_i} - M_{K_i} \right) e_{ij} = \frac{1}{T} X'_{ij} K_i \left( \frac{K_i}{T} \right)^{-1} \frac{1}{\sqrt{T}} K'_i e_{ij} - \frac{1}{\sqrt{T}} X'_{ij} \frac{1}{T} \hat{K}_i \hat{H}_i \hat{K}'_i e_{ij}$$

$$- \frac{1}{\sqrt{T}} X'_{ij} \frac{1}{T} \left( \hat{K}_i - K_i \hat{H}_i \right) \left( \hat{K}'_i - K_i \hat{H}'_i \right)' e_{ij} - \frac{1}{\sqrt{T}} X'_{ij} \frac{1}{T} \left( \hat{K}_i - K_i \hat{H}_i \right) \hat{H}'_i \hat{K}'_i e_{ij}$$

Using Lemma C.2.3, we obtain

$$\frac{1}{\sqrt{T}} X'_{ij} M_{\hat{K}_i} e_{ij} = \frac{1}{\sqrt{T}} X'_{ij} M_{K_i} e_{ij} + O_p \left( \sqrt{T} B_{i,N,T} \right) + O_p \left( \frac{\sqrt{T}}{C^2_{N_i,T}} \right).$$

Using the same arguments, we also have

$$\frac{1}{T} X'_{ij} M_{\hat{K}_i} X_{ij} = \frac{1}{T} X'_{ij} M_{K_i} X_{ij} + O_p \left( B_{i,N,T} \right) + O_p \left( \frac{1}{C^2_{N_i,T}} \right).$$

We now analysis each term in the second part (C.2.11). For the first term, we have

$$\left\| \frac{1}{T} X'_{ij} M_{\hat{K}_i} J_{i,1} \Pi_i \theta_{ij} \right\| = \left\| \frac{1}{N_i} \sum_{k=1}^{N_i} X'_{ij} M_{\hat{K}_i} X_{ik} \frac{\beta_{ik} - \hat{\beta}_{ik}^j}{T} \left( \beta_{ik} - \hat{\beta}_{ik}^j \right)' X'_{ik} \hat{K}_i \Pi_i \theta_{ij} \right\|$$

$$\leq \frac{1}{N_i} \sum_{k=1}^{N_i} \left\| X'_{ij} M_{\hat{K}_i} X_{ik} \right\| \left\| \beta_{ik} - \hat{\beta}_{ik}^j \right\|^2 \left\| X'_{ik} \hat{K}_i \Pi_i \theta_{ij} \right\| = O_p \left( B_{i,N,T}^2 \right) = o_p(B_{i,N,T}).$$

The second term has the same stochastic order as the LHS of (C.2.11), so we keep this term and deal with it later. The third term is bounded by
Using $M_{\hat{K}_i} = I_T - T^{-1}\hat{K}_i\hat{K}_i^\top$, Lemma 2, and Lemma 3, the first part of the above expression is bounded by $O_p(B_i,N_iT) + O_p\left(C_{N_iT}^{-2}\right)$. Therefore, it follows that

$$\left\| \frac{1}{T} X'_{ij} M_{\hat{K}_i} J_{i,3}^\top \Pi_i^\top \theta_{ij} \right\| = \left\| \frac{1}{T} X'_{ij} M_{\hat{K}_i} \left( K_i - \hat{K}_i \hat{H}_i^{-1} \right) \right\| \frac{1}{N_i} \sum_{k=1}^{N_i} \theta_{ik} \left( \beta_{ik} - \hat{\beta}_{ik} \right)^\top \left( X'_{ij} \hat{K}_i \right) \Pi_i^\top \theta_{ij} \right\|
$$

$$\leq \left\| \frac{1}{T} X'_{ij} M_{\hat{K}_i} \left( K_i - \hat{K}_i \hat{H}_i^{-1} \right) \right\| \frac{1}{N_i} \sum_{k=1}^{N_i} \theta_{ik} \left( \beta_{ik} - \hat{\beta}_{ik} \right)^\top \left( X'_{ij} \hat{K}_i \right) \Pi_i^\top \theta_{ij} \right\|
$$

Using similar arguments, it can be shown that

$$\left\| \frac{1}{T} X'_{ij} M_{\hat{K}_i} J_{i,6}^\top \Pi_i^\top \theta_{ij} \right\| = o_p(B_i,N_iT).
$$

Next, consider the fourth term

$$\left\| \frac{1}{T} X'_{ij} M_{\hat{K}_i} J_{i,4}^\top \Pi_i^\top \theta_{ij} \right\| = \left\| \frac{1}{N_i} \sum_{k=1}^{N_i} \left( X'_{ij} M_{\hat{K}_i} X_{ik} \right) \left( \beta_{ik} - \hat{\beta}_{ik} \right)^\top \left( X'_{ij} \hat{K}_i \right) \Pi_i^\top \theta_{ij} \right\| = o_p(B_i,N_iT)
$$

where the last equality follows from the fact that $\left\| T^{-1} e_{ik}' \hat{K}_i \right\| = o_p(1)$ established in the proof of Lemma C.1.1. Similarly, one can show that

$$\left\| \frac{1}{T} X'_{ij} M_{\hat{K}_i} J_{i,5}^\top \Pi_i^\top \theta_{ij} \right\| = o_p(B_i,N_iT).
$$

Consider

$$\frac{1}{T} X'_{ij} M_{\hat{K}_i} J_{i,6}^\top \Pi_i^\top \theta_{ij} = \frac{1}{T} X'_{ij} M_{\hat{K}_i} \left( \frac{1}{N_iT} \sum_{k=1}^{N_i} e_{ik} \theta_{ik}' \hat{K}_i \right) \Pi_i^\top \theta_{ij} = \frac{1}{N_iT} \sum_{k=1}^{N_i} X'_{ij} M_{\hat{K}_i} e_{ik} a_{i,kj}
$$

$$= \frac{1}{N_iT} \sum_{k=1}^{N_i} X'_{ij} e_{ik} a_{i,kj} + \left( \frac{X'_{ij} \hat{K}_i^\top}{T} \right) \frac{1}{N_iT} \sum_{k=1}^{N_i} e_{ik} a_{i,kj}
$$

where $a_{i,kj} = \theta_{ik}' \left( \Theta_i(\Theta_i)_i^{-1} \right) \theta_{ij}$. It is straightforward that the first term of the above equation is $O_p\left( N_i^{-1/2} T^{-1/2} \right)$ and we focus on the second term.

$$\left\| \frac{1}{N_iT} \sum_{k=1}^{N_i} \hat{K}_i^\top e_{ik} a_{i,kj} \right\|^2 = \left\| \frac{1}{N_iT} \sum_{k=1}^{N_i} a_{i,kj} \frac{1}{T} \sum_{t=1}^{T} \hat{K}_i^\top e_{ikt} \right\|^2 \leq \frac{1}{N_i^2} \sum_{k=1}^{N_i} \left\| a_{i,kj} \frac{1}{T} \sum_{t=1}^{T} \hat{K}_i^\top e_{ikt} \right\|^2
$$

$$\leq O(1) \frac{1}{N_i^2} \sum_{k=1}^{N_i} \left\| \frac{1}{T} \sum_{t=1}^{T} \hat{K}_i^\top e_{ikt} \right\|^2 = \frac{1}{N_i} O_p \left( \frac{1}{C_{N_iT}} \right).
$$
where the last equality follows from \( N_i^{-1} \sum_{k=1}^{N_i} \left\| T^{-1} \sum_{t=1}^{T} \hat{K}_i^{+} e_{ikt} \right\|^2 = O_p \left( C_{N_iT}^{-1} \right) \) established in the proof of Lemma C.1. Consequently, we obtain

\[
\left\| \frac{1}{T} \sum_{i} X_{ij}' M_{K_i} \hat{K}_i^{+} \Pi_i^{+} \theta_i \right\| = \frac{1}{\sqrt{N_i}} O_p \left( C_{N_iT}^{-1/2} \right).
\]

Finally, we consider

\[
\left\| \frac{1}{T} \sum_{i} X_{ij}' M_{K_i} \hat{K}_i^{+} \Pi_i^{+} \theta_i \right\| 
\leq \left\| \frac{1}{\sqrt{T}} X_{ij}' M_{K_i} \right\| \left\| \frac{1}{N_i T} \sum_{k=1}^{N_i} e_{ik} e_{ik}' \right\| \left\| \frac{1}{\sqrt{T}} \hat{K}_i^{+} \right\| \left\| \Pi_i^{+} \right\| \left\| \theta_i \right\|
\]

Notice that

\[
\left\| \frac{1}{N_i T} \sum_{k=1}^{N_i} e_{ik} e_{ik}' \right\| = O_p \left( \frac{1}{C_{N_iT}} \right)
\]

is implied by Assumption 3.C.4. Therefore, we obtain

\[
\left\| \frac{1}{T} \sum_{i} X_{ij}' M_{K_i} \hat{K}_i^{+} \Pi_i^{+} \theta_i \right\| = O_p \left( \frac{1}{C_{N_iT}^2} \right).
\]

Combining these results, we obtain

\[
\left( \frac{1}{T} X_{ij}' M_{K_i} X_{ij} \right) \left( \hat{\beta}_{ij}^{+} - \beta_{ij} \right) = \frac{1}{T} X_{ij}' M_{K_i} e_{ij} - \frac{1}{N_i} \sum_{k=1}^{N_i} \left( \frac{1}{T} X_{ij}' M_{K_i} X_{ik} \right) \left( \beta_{ik} - \hat{\beta}_{ik}^{+} \right) a_{i,jk}
\]

\[
+ O_p(B_{i,N_iT}) + O_p \left( \frac{1}{C_{N_iT}^2} \right) + o_p(B_{i,N_iT}) + O_p \left( \frac{1}{\sqrt{N_i C_{N_iT}}} \right)
\]

which leads to

\[
\sqrt{T} \left( \hat{\beta}_{ij}^{+} - \beta_{ij} \right) = \left( \frac{X_{ij}' M_{K_i} X_{ij}}{T} \right)^{-1} \frac{1}{\sqrt{T}} X_{ij}' M_{K_i} e_{ij}
\]

\[
- \left( \frac{X_{ij}' M_{K_i} X_{ij}}{T} \right)^{-1} \frac{1}{N_i} \sum_{k=1}^{N_i} \left( \frac{1}{T} X_{ij}' M_{K_i} X_{ik} \right) \sqrt{T} \left( \beta_{ik} - \hat{\beta}_{ik}^{+} \right) a_{i,jk} + o_p(1) \quad (C.2.12)
\]

if \( T/N_i^2 \to 0 \).

To derive the individual asymptotic distribution of \( \sqrt{T} \left( \hat{\beta}_{ij}^{+} - \beta_{ij} \right) \), we define the following matrices:

\[
A_i = \begin{bmatrix}
\left( \frac{X_{i1}' M_{K_i} X_{i1}}{T} \right)^{-1} & & \\
& \left( \frac{X_{i2}' M_{K_i} X_{i2}}{T} \right)^{-1} & \\
& & \ddots \\
& & & \left( \frac{X_{iN_i}' M_{K_i} X_{iN_i}}{T} \right)^{-1}
\end{bmatrix}
\]
Then, stacking (C.2.12) across \( j \), we obtain
\[
\sqrt{T} \alpha = A_i \varsigma_i + \frac{1}{N_i} A_i \sqrt{T} \alpha + o_p(1),
\]
which leads to
\[
\sqrt{T} \alpha = \left( I_{N_i} - \frac{1}{N_i} A_i X_i \right)^{-1} A_i \varsigma_i + o_p(1).
\]
Using Taylor expansion, we have
\[
\left( I_{N_i} - \frac{1}{N_i} A_i X_i \right)^{-1} = I_{N_i} + \frac{1}{N_i} A_i X_i + o_p(1).
\]
Therefore, it follows that
\[
\sqrt{T} \alpha = A_i \varsigma_i + A_i \frac{1}{N_i} X_i A_i \varsigma_i + o_p(1)
\]
whose \( j \)-th element is
\[
\sqrt{T} \left( \vec{\beta}_j^\dagger - \beta_j \right) = \left( \frac{X_j' M_K X_j}{T} \right)^{-1} \frac{1}{\sqrt{T}} X_j' M_K e_{ij}
+ \left( \frac{X_j' M_K X_j}{T} \right)^{-1} \frac{1}{N_i} \sum_{k=1}^{N_i} \left( \frac{X_j' M_K X_k}{T} \right) \left( \frac{X_j' M_K X_j}{T} \right)^{-1} \frac{1}{\sqrt{T}} X_k' M_K e_{ik} + o_p(1).
\]
The second term of the above equation is \( o_p(1) \) due to Assumption C.B.1. Finally, we obtain the stated result
\[
\sqrt{T} \left( \vec{\beta}_j^\dagger - \beta_j \right) \xrightarrow{d} N \left( 0, \Omega_{ij}^{-1} \Gamma_{ij} \Omega_{ij}^{-1} \right)
\]
by Assumption C.B.2.

**Proof of Propositions C.2.1–C.2.3.**

Using Lemma C.2.4, we can show that Propositions C.2.1–C.2.3 following the same strategy as in the proof of Propositions 3.1–3.3. The details are omitted.

\( Q.E.D \)
C.2.7 Proofs of the auxiliary lemmas

Proof of Lemma C.2.1.

Consider the difference of the objective functions:

\[
\frac{1}{NT} S \left( \{b_{ij}\}_{i=1,...,R, j=1,...,N_i}, \mathbf{K}_1, \ldots, \mathbf{K}_R \right) - \frac{1}{NT} S \left( \{\beta_{ij}\}_{i=1,...,R, j=1,...,N_i}, \mathbf{K}_1, \ldots, \mathbf{K}_R \right)
\]

\[
= \frac{1}{NT} \sum_{i=1}^{R} \sum_{j=1}^{N_i} (\beta_{ij} - b_{ij})' \mathbf{X}'_{ij} \mathbf{M}_{\mathbf{K}_i} \mathbf{X}_{ij} (\beta_{ij} - b_{ij}) + \frac{1}{NT} \sum_{i=1}^{R} \sum_{j=1}^{N_i} \theta'_{ij} \mathbf{K}' \mathbf{M}_{\mathbf{K}_i} \mathbf{K}_i \theta_{ij} + \frac{1}{NT} \sum_{i=1}^{R} \sum_{j=1}^{N_i} e'_{ij} \mathbf{M}_{\mathbf{K}_i} e_{ij}
\]

\[
+ \frac{2}{NT} \sum_{i=1}^{R} \sum_{j=1}^{N_i} (\beta_{ij} - b_{ij})' \mathbf{X}'_{ij} \mathbf{M}_{\mathbf{K}_i} \mathbf{K}_i \theta_{ij} + \frac{2}{NT} \sum_{i=1}^{R} \sum_{j=1}^{N_i} (\beta_{ij} - b_{ij})' \mathbf{X}'_{ij} \mathbf{M}_{\mathbf{K}_i} e_{ij}
\]

\[
+ \frac{2}{NT} \sum_{i=1}^{R} \sum_{j=1}^{N_i} \theta'_{ij} \mathbf{K}' \mathbf{M}_{\mathbf{K}_i} e_{ij} - \frac{1}{NT} \sum_{i=1}^{R} \sum_{j=1}^{N_i} e'_{ij} \mathbf{M}_{\mathbf{K}_i} e_{ij}
\]

By Lemma C.1.1, the fifth and sixth terms are \(o_p(1)\). Using the same arguments in the proof of Proposition 3.1, we also have

\[
\frac{1}{NT} \sum_{i=1}^{R} \sum_{j=1}^{N_i} e'_{ij} \mathbf{M}_{\mathbf{K}_i} e_{ij} = o_p(1).
\]

We thus obtain

\[
\frac{1}{NT} S \left( \{b_{ij}\}_{i=1,...,R, j=1,...,N_i}, \mathbf{K}_1, \ldots, \mathbf{K}_R \right) - \frac{1}{NT} S \left( \{\beta_{ij}\}_{i=1,...,R, j=1,...,N_i}, \mathbf{K}_1, \ldots, \mathbf{K}_R \right)
\]

\[
= \frac{1}{NT} \sum_{i=1}^{R} \sum_{j=1}^{N_i} (\beta_{ij} - b_{ij})' \mathbf{X}'_{ij} \mathbf{M}_{\mathbf{K}_i} \mathbf{X}_{ij} (\beta_{ij} - b_{ij})
\]

\[
+ \frac{1}{NT} \sum_{i=1}^{R} \sum_{j=1}^{N_i} \theta'_{ij} \mathbf{K}' \mathbf{M}_{\mathbf{K}_i} \mathbf{K}_i \theta_{ij} + \frac{2}{NT} \sum_{i=1}^{R} \sum_{j=1}^{N_i} (\beta_{ij} - b_{ij})' \mathbf{X}'_{ij} \mathbf{M}_{\mathbf{K}_i} \mathbf{K}_i \theta_{ij} + o_p(1)
\]

The above equation can be rewritten as

\[
\frac{1}{NT} S \left( \{b_{ij}\}_{i=1,...,R, j=1,...,N_i}, \mathbf{K}_1, \ldots, \mathbf{K}_R \right) - \frac{1}{NT} S \left( \{\beta_{ij}\}_{i=1,...,R, j=1,...,N_i}, \mathbf{K}_1, \ldots, \mathbf{K}_R \right)
\]

\[
= \frac{1}{NT} \sum_{i=1}^{R} \sum_{j=1}^{N_i} (\beta_{ij} - b_{ij})' \mathbf{A}_{ij,1} (\beta_{ij} - b_{ij}) + \frac{1}{NT} \sum_{i=1}^{R} \sum_{j=1}^{N_i} \eta'_{i} \mathbf{A}_{ij,2} \eta_{i}
\]

\[
+ \frac{1}{NT} \sum_{i=1}^{R} \sum_{j=1}^{N_i} 2 (\beta_{ij} - b_{ij})' \mathbf{A}_{ij,3} \eta_{i} + o_p(1).
\]

where \(\eta_{i} = \text{vec} \{\mathbf{M}_{\mathbf{K}_i} \mathbf{K}_1\}\), \(\mathbf{A}_{ij,1} = \mathbf{X}'_{ij} \mathbf{M}_{\mathbf{K}_i} \mathbf{X}_{ij}\), \(\mathbf{A}_{ij,2} = (\theta_{ij} \theta'_{ij}) \otimes \mathbf{I}_T\), and \(\mathbf{A}_{ij,3} = \theta'_{ij} \otimes \mathbf{X}'_{ij} \mathbf{M}_{\mathbf{K}_i}\).

Completing the squares, we obtain
Combining (C.2.13) and Assumption C.A.2, it follows that
\[
\frac{1}{NT} S \left( \{ \beta_{ij} \}_{i=1,\ldots,N_i}^{j=1,\ldots,N_j}, K_1, \ldots, K_R \right) - \frac{1}{NT} S \left( \{ \beta_{ij} \}_{i=1,\ldots,N_i}^{j=1,\ldots,N_j}, K_1, \ldots, K_R \right)
\]
\[
= \frac{1}{NT} \sum_{i=1}^{R} \sum_{j=1}^{N_i} \eta_i \left( A_{ij,1} - A_{ij,3} A_{ij,2}^{-1} A_{ij,3}' \right) \eta_i
\]
\[
+ \frac{1}{NT} \sum_{i=1}^{R} \sum_{j=1}^{N_i} \left[ \eta_i + (\beta_{ij} - b_{ij})' A_{ij,3} A_{ij,2}^{-1} A_{ij,3}' \right] A_{ij,2} \left[ \eta_i + A_{ij,2}^{-1} A_{ij,3}' (\beta_{ij} - b_{ij}) \right] + o_p(1).
\]
Using the positive definiteness by Assumption 3.B.2 and C.A.2, the first two terms of the above equation are non-negative and attain their minimum uniquely at
\[
\left( \{ b_{ij} \}_{i=1,\ldots,N_i}^{j=1,\ldots,N_j}, K_1, \ldots, K_R \right) = \left( \{ \beta_{ij} \}_{i=1,\ldots,N_i}^{j=1,\ldots,N_j}, K_1 K_1, \ldots, K_R K_R \right).
\]
where \( H_i \) is any invertible matrix for all \( i \). Moreover,
\[
\frac{1}{NT} S \left( \{ \beta_{ij} \}_{i=1,\ldots,N_i}^{j=1,\ldots,N_j}, K_1, \ldots, K_R \right) - \frac{1}{NT} S \left( \{ \beta_{ij} \}_{i=1,\ldots,N_i}^{j=1,\ldots,N_j}, K_1, \ldots, K_R \right) \leq 0
\]
since \( \left( \{ \beta_{ij} \}_{i=1,\ldots,N_i}^{j=1,\ldots,N_j}, K_1, \ldots, K_R \right) \) is the minimiser of \( S \). This implies that
\[
\frac{1}{NT} \sum_{i=1}^{R} \sum_{j=1}^{N_i} \hat{\eta}_{ij}' \left( A_{ij,1} - A_{ij,3} A_{ij,2}^{-1} A_{ij,3}' \right) \hat{\eta}_{ij} = o_p(1)
\]
and
\[
\frac{1}{NT} \sum_{i=1}^{R} \sum_{j=1}^{N_i} \left[ \hat{\eta}_{ij}' + (\beta_{ij} - \hat{\beta}_{ij})' A_{ij,3} A_{ij,2}^{-1} A_{ij,3}' \right] A_{ij,2} \left[ \hat{\eta}_{ij} + A_{ij,2}^{-1} A_{ij,3}' (\beta_{ij} - \hat{\beta}_{ij}) \right] = o_p(1).
\]
Combining (C.2.13) and Assumption C.A.2, it follows that \( T^{-1} \| M_{\hat{\beta}_{ij}} K_i \| = o_p(1) \) which implies
\[
\| P_{\hat{\beta}_{ij}} - P_{\beta_{ij}} \| = o_p(1)
\]
for all \( i \).

(C.2.14) suggests an average consistency of \( \hat{\beta}_{ij} \) rather than the consistency of \( \hat{\beta}_{ij} \) for all \( i \) and \( j \) individually. To show individual consistency, we consider an infeasible estimator:
\[
\hat{b}_{ij} = \arg \min_{b_{ij}} (Y_{ij} - X_{ij} b_{ij})' M_{K_i} (Y_{ij} - X_{ij} b_{ij}).
\]
Obviously, for all \( i \) and \( j \), we have \( \hat{b}_{ij} - b_{ij} = o_p(1) \). Notice that each \( \hat{\beta}_{ij} \) satisfies
\[
\hat{\beta}_{ij} = \arg \min_{b_{ij}} (Y_{ij} - X_{ij} b_{ij})' M_{\hat{\beta}_{ij}} (Y_{ij} - X_{ij} b_{ij})
\]
Therefore, using \( T^{-1} \| M_{\hat{\beta}_{ij}} K_i \| = o_p(1) \), it is straightforward that \( \hat{\beta}_{ij} - \hat{b}_{ij} = o_p(1) \). Finally, we achieve the desired result that \( \hat{\beta}_{ij} - b_{ij} = o_p(1) \) for all \( i \) and \( j \).

Q.E.D
Proof of Lemma C.2.2.

Using $Y_{ij} = X_{ij}\beta_{ij} + K_{i}\theta_{ij} + e_{ij}$, (C.2.7) can be expanded as

\[
\hat{K}_{i}^{\dagger}\hat{V}_{i}^{\dagger} - K_{i}\left(\frac{\Theta_{i}(\Theta_{i})^{-1}}{N_{i}}\right)\left(\frac{K_{i}^{\dagger}K_{i}}{T}\right) = \frac{1}{N_{i}T} \sum_{j=1}^{N_{i}} X_{ij} (\beta_{ij} - \hat{\beta}_{ij}) (\beta_{ij} - \hat{\beta}_{ij})' X_{ij}' \hat{K}_{i}^{\dagger} \\
+ \frac{1}{N_{i}T} \sum_{j=1}^{N_{i}} X_{ij} (\beta_{ij} - \hat{\beta}_{ij}) \theta_{ij}' K_{i}' \hat{K}_{i}^{\dagger} + \frac{1}{N_{i}T} \sum_{j=1}^{N_{i}} K_{i}\theta_{ij} (\beta_{ij} - \hat{\beta}_{ij})' X_{ij}' \hat{K}_{i}^{\dagger} \\
+ \frac{1}{N_{i}T} \sum_{j=1}^{N_{i}} X_{ij} (\beta_{ij} - \hat{\beta}_{ij}) e_{ij}' \hat{K}_{i}^{\dagger} + \frac{1}{N_{i}T} \sum_{j=1}^{N_{i}} e_{ij} (\beta_{ij} - \hat{\beta}_{ij})' X_{ij}' \hat{K}_{i}^{\dagger} + \frac{1}{N_{i}T} \sum_{j=1}^{N_{i}} K_{i}\theta_{ij} e_{ij}' \hat{K}_{i}^{\dagger} \\
+ \frac{1}{N_{i}T} \sum_{j=1}^{N_{i}} e_{ij} \theta_{ij}' K_{i}' \hat{K}_{i}^{\dagger} + \frac{1}{N_{i}T} \sum_{j=1}^{N_{i}} e_{ij} e_{ij}' \hat{K}_{i}^{\dagger} = J_{i,1}^{\dagger} + \cdots + J_{i,8}^{\dagger}.
\]

It then follows that

\[
\hat{K}^{\dagger}_{i} \hat{H}^{-1}_{i} - K_{i} = (J_{i,1}^{\dagger} + \cdots + J_{i,8}^{\dagger}) \Pi_{i}^{\dagger}
\]

(C.2.15)

where $\Pi_{i}^{\dagger} = \left(\hat{K}_{i}' \hat{K}_{i}/T\right)^{-1} (\Theta_{i}(\Theta_{i})^{-1}/N_{i})^{-1}$. The rest of the proof follows from Lemma C.1.2 with slight modification by replacing $O_{p}\left(\|\hat{\beta} - \beta\|\right)$ terms with $O_{p}(B_{i,N_{i}T})$. The details are omitted.

Q.E.D

Proof of Lemma C.2.3.

Using the result from Lemma C.2.2, these results can be shown in a similar way as the ones of Lemma C.1.3 with slight modification by replacing $O_{p}\left(\|\hat{\beta} - \beta\|\right)$ terms with $O_{p}(B_{i,N_{i}T})$. The details are omitted.

Q.E.D
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