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Abstract

In this thesis, data injection attacks (DIAs) to smart grid is studied from two perspectives: centralized and decentralized systems.

The fundamental limits of the data injection attacks are characterized by the information measures. Specifically, two metrics, mutual information and the Kullback-Leibler (KL) divergence, quantifies the disruption caused by the attacks and the corresponding stealthiness, respectively.

From the perspective of centralized system, a unique attacker constructs the attacks that jointly minimize the mutual information acquired from the measurements about the state variables and the KL divergence between the distribution of measurements with and without attacks. One of the main contributions in the centralized attack construction is the sparsity constraints. Two scenarios where the attacks between different locations are independent and correlated are studied, respectively. In independent attacks, the challenge of the combinatorial character of identifying the support of the sparse attack vector is circumvented by obtaining the closed-form solution to single measurement attack problem followed by a greedy construction that leverages the insight distilled. In correlated attacks, the challenge is tackled by incorporating an additional measurement that yields sequential sensor selection problem. The sequential procedure allows the attacker to identify the additional sensor first and character the corresponding covariances between the additional measurement and the compromised measurements. Following the studies on sparse attacks, a novel metric that describes the vulnerability of the measurements on smart grids to data integrity attacks is proposed. The new metric, coined vulnerability index (VuIx), leverages information theoretic measures to assess the attack effect on the fundamental limits of the disruption and detection tradeoff. The result of computing the VuIx of the measurements in the system yields an ordering of the measurements vulnerability based on the level of the exposure to data integrity attacks. The assessment on the measurements vulnerability of IEEE test systems observes that power injection measurements are overwhelmingly more vulnerable to data integrity attacks than power flow measurements.

From the perspective of decentralized system, the attack constructions are determined by a group of attackers in a cooperative manner. The interaction between the attackers is formulated as a game with a normal form. The uniqueness of the Nash Equilibrium (NE) is characterized in different games where the attackers have different objectives. Closed-form expression for the best response of the attackers in different games are obtained and followed by best response dynamics that leads to the NEs. The sparsity constraint is considered in decentralized system where the attackers have limited access to sensors. The attack construction with sparsity constraints in decentralized system is also formulated as a game with a normal form. The uniqueness of the NE and the closed-form expression for the best response are obtained.
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<td>$\lambda_i(\mathbf{A})$</td>
<td>the $i$-th eigenvalue of the matrix $\mathbf{A}$ in descending order</td>
</tr>
<tr>
<td>$X^n \oplus Y^n$</td>
<td>Minkowski sum of $X^n$ and $Y^n$</td>
</tr>
<tr>
<td>$X^n \otimes Y^n$</td>
<td>Kronecker product of $X^n$ and $Y^n$</td>
</tr>
<tr>
<td>$\text{BR}^p$</td>
<td>best response correspondence for the game $\mathcal{G}_p$</td>
</tr>
<tr>
<td>$\text{abs}(x)$</td>
<td>absolute value of a number $x$</td>
</tr>
</tbody>
</table>
## Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWGN</td>
<td>Additive White Gaussian Noise</td>
</tr>
<tr>
<td>AC</td>
<td>Alternating Current</td>
</tr>
<tr>
<td>BRD</td>
<td>Best Response Dynamics</td>
</tr>
<tr>
<td>CS</td>
<td>Compressed Sensing</td>
</tr>
<tr>
<td>DIA</td>
<td>Data Injection Attacker</td>
</tr>
<tr>
<td>DC</td>
<td>Direct Current</td>
</tr>
<tr>
<td>EMS</td>
<td>Energy Management System</td>
</tr>
<tr>
<td>FC</td>
<td>Frequency Control</td>
</tr>
<tr>
<td>KL divergence</td>
<td>Kullback-Leibler divergence</td>
</tr>
<tr>
<td>LRT</td>
<td>Likelihood Ratio Test</td>
</tr>
<tr>
<td>LS</td>
<td>Least Squares</td>
</tr>
<tr>
<td>LMP</td>
<td>Locational Marginal Price</td>
</tr>
<tr>
<td>LNRT</td>
<td>Largest Normalized Residual Test</td>
</tr>
<tr>
<td>MIMO</td>
<td>Multiple-Input Multiple-Output</td>
</tr>
<tr>
<td>MSE</td>
<td>Mean Square Error</td>
</tr>
<tr>
<td>MMSE</td>
<td>Minimum Mean Square Error</td>
</tr>
<tr>
<td>NE</td>
<td>Nash Equilibrium</td>
</tr>
<tr>
<td>NEs</td>
<td>Nash Equilibriums</td>
</tr>
<tr>
<td>NTP</td>
<td>Network Topology Processor</td>
</tr>
<tr>
<td>OPF</td>
<td>Optimal Power Flow</td>
</tr>
<tr>
<td>pmf</td>
<td>Probability Mass Function</td>
</tr>
<tr>
<td>pdf</td>
<td>Probability Density Function</td>
</tr>
<tr>
<td>PFC</td>
<td>Power Flow Control</td>
</tr>
<tr>
<td>RT</td>
<td>Residual Test</td>
</tr>
<tr>
<td>SG</td>
<td>Smart Grid</td>
</tr>
<tr>
<td>SCADA</td>
<td>Supervisory Control and Data Acquisition</td>
</tr>
<tr>
<td>STCPA</td>
<td>the state and topology cyber-physical attack</td>
</tr>
<tr>
<td>TEP</td>
<td>Topology Error Processing</td>
</tr>
<tr>
<td>V2G</td>
<td>Electric Vehicle to Grid</td>
</tr>
<tr>
<td>VuIx</td>
<td>Vulnerability index</td>
</tr>
<tr>
<td>WLS</td>
<td>Weighted Least Squares</td>
</tr>
</tbody>
</table>
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Introduction

1.1 Background and Motivation

Power system is a critical infrastructure for the functioning of both industry and daily activities. The traditional electricity grids have been upgraded into smart grids (SG) by monitoring and control processes that are supported by Supervisory Control and Data Acquisition (SCADA) systems and more recently by advanced communication and control technologies.

The increasing interconnectivity between communications, control systems, and smart grids gives rise to numerous benefits. While the implementation of advanced communication and control procedures improves system operation, this cyber layer exposes the systems to malicious attacks that exploit the vulnerabilities of the sensing and communication infrastructure.

One of the main threats faced by smart grid is data injection attacks (DIAs) that alter the state estimate of the system obtained from different estimation methods by compromising the system measurements without triggering bad data detection mechanisms set by the system operator [1–3]. State estimate is the key in the decision on optimal power flow (OPF), frequency control (FC) and energy management system (EMS), etc. [4]. Hence, compromised measurements fed to the state estimation (SE) damage efficient, scalable, and secure operation of smart grids [5].

A large body of literature studies the case in which attack detection is performed by a residual test (RT) [6] under the assumption that state estimation is deterministic both in centralized and decentralized scenarios [7–10]. In this setting, attack construction that requires access to a small set of measurements yields \( l_0 \)-norm minimization problems, which are in general hard to solve. In [11], it is shown that the operator can secure a small fraction of measurements to make undetectable attack constructions significantly harder.

The unprecedented data acquisition capabilities facilitate the efficient operation of the smart grid but also increase the threats posed by DIAs given the fact that accurate stochastic models of the system can be generated. This problem is cast in a Bayesian framework in [12]. In this Bayesian paradigm, the attack detection can be formulated as the likelihood ratio test (LRT) [13]. Alternatively, machine learning methods [14] can be employed to learn the geometry of the data generated by the systems. Data analytics are increasingly important in the operation of smart grid and they are the central to advanced estimation, control,
and management of the smart grid [15]. For this reason, it is essential to study attack constructions in fundamental terms to understand the impact over a wide range of data analysis paradigms.

Stealth data injection attacks within Bayesian framework were first introduced in [16] and then generalized in [17]. In this research, the attack construction uses information theoretic measures: (a) the mutual information between the state variables and the measurements under attacks; and (b) Kullback-Leibler (KL) divergence between the distributions of measurements with attacks and without attacks. The rationale of measuring the disruption of the attack in terms of mutual information stems from the fact that it characterizes in fundamental terms the amount of information, understood as evidence, collected by the observations about the state variables. That being the case, by minimizing the mutual information the attacker limits the information that the measurements contain about the state variables, and ultimately, disrupts the state estimation in a fundamental sense [18]. The rationale for minimizing the KL divergence between the distributions as means to minimize the probability of attack detection stems from the Chernoff-Stein Lemma [19, Th. 11.8.3]. Within this framework, the attack is constructed with probability distribution function that jointly minimizes the the mutual information and KL divergence with a weighting parameter that governs the tradeoff between these two objectives.

The state variables are assumed to follow a Gaussian distribution in [12,16,17,20]. From a practical point of view, the adoption of Gaussian random vectors as the data injection attack vectors is validated given the data shared by Electricity North West Limited [21,22]. However, both the stealth attacks constructed in [16] and [17] require that the attacker tampers with all the measurements in the system, which is not feasible in most scenarios. Information theoretic attack constructions that incorporate sparsity constraints and the construction that effectively exploits the correlation between attack variables are still an open problem that requires novel approaches.

Apart from the centralized attacks where there is only one attacker, in decentralized attacks with multiple attackers operating over a larger number of processes poses the framework for the exploration of game theoretic techniques [23]. A comprehensive description of existing game theoretic applications in smart grids is given in [24]. From the perspective of DIAs, in [25], centralized data injection attacks are studied in a game theoretic setting in which the operator performs least square (LS) estimation. Decentralized attack construction with interaction between several attackers is studied with a game formulation in a normal form where the utility captures the main objectives in attack constructions. The game formulation results in a potential game where the existence of a Nash Equilibrium (NE) is claimed and the convergence of best response dynamics (BRD) to a NE. However, the case in which attackers disrupt the state estimation process in an uncoordinated way is still not well understood. Furthermore, the impact of making the statistical structure of the state variables available to attackers in decentralized settings has not been studied either.

1.2 Contributions

The following are the main contributions of this thesis:
1.2. CONTRIBUTIONS

(1) An information theoretic independent sparse attack constructions. The attack constructions assume that the attack vector consists of independent entries, and therefore, requires no communication between different attacked locations. This thesis proposed a cost function that combines the mutual information and the KL divergence that is amenable to sparse attack constructions. This thesis theoretically characterized the single observation attack case by proving that the resulting cost function is convex and obtaining the optimal attack construction for this case. This thesis distilled the insight obtained from the single measurement attack case to propose a $k$-sparse attack via a greedy algorithm that overcomes the combinatorial challenge posed by the sensor selection problem [20].

(2) An information theoretic correlated sparse attack constructions. The attack constructions are formulated as the design of a multi-objective optimization problem that aims to minimize the mutual information while limiting the Kullback-Leibler divergence. A heuristic greedy algorithm for the correlated attack construction are proposed where correlation between the attack vector entries results in larger disruption and smaller probability of detection at the expense of coordination between different locations [26].

(3) A novel metric that describes the vulnerability of the measurements in smart grid to data integrity attacks. The new metric, coined vulnerability index (VuIx), leverages information theoretic measures to assess the attack effect on the fundamental limits of the disruption and detection tradeoff. The result of computing the VuIx of the measurements in the system yields an ordering of their vulnerability based on the level of exposure to data integrity attacks. This new framework is used to assess the measurement vulnerability of IEEE 9-bus and 30-bus test systems and it is observed that power injection measurements are overwhelmingly more vulnerable to data integrity attacks than power flow measurements. A detailed numerical evaluation of the VuIx values for IEEE test systems is provided [27].

(4) Decentralized stealth attack constructions with coordination between the attackers. The objectives of the attacks are to minimize the mutual information between the state variables and measurements while constraining the Kullback-Leibler divergence between the distribution of the measurements under attacks and the distribution of the measurements without attacks. The attack constructions are formulated as random Gaussian attacks. The proposed information metrics adopted measure the disruption and attack detection both globally and locally. The decentralized attack constructions are formulated in a framework of normal games. The global and local information metrics yield games with global and local objectives in disruption and attack detection. This thesis proved the games are potential games and the convexity of the potential functions followed by the uniqueness and the achievability of the Nash Equilibrium, accordingly. This thesis proposed a best response dynamics to achieve the Nash Equilibrium of the games. This thesis numerically evaluates the performance of the proposed decentralized stealth random attacks on IEEE test systems and show it is feasible to exploit coordination with game theoretic techniques in decentralized attack constructions.

(5) Decentralized stealth attack constructions with coordination and sparsity constraints. Specifically, the attack constructions are formulated as random Gaussian attacks that minimize the mutual information between the state variables and the measurements while constraining KL divergence between the distribution of the measurements under attacks and the distribution of the measurements without attacks. The sparsity constraints
limit the number of measurements that are potentially compromised. This thesis assumes each attacker has access to a set of measurements and the sets of measurements form a partition of the set of measurements in the systems. The attackers minimize the information theoretic cost of launching a random attack to one of the measurements that it has access to in a coordinated fashion. The decentralized sparse attacks with partition is modelled in a game form that yields a potential game. The uniqueness and achievability of the Nash Equilibrium in the game are obtained. A best response dynamics is proposed to achieve the NE.

1.3 Outline

This thesis is divided into five parts as follows:

- **Part 1.** These two chapters describe the system model of classical DIAs and attack detection methods as well as DIAs that is mainly studied in this thesis. It also establishes the difference between centralized and decentralized systems.
  - **Chapter 2.** This chapter presents the mathematical formulation of the system model and establishes the classical DIAs and attack detection methods. This chapter also presents the system model of DIAs and the corresponding optimal attack detection.
  - **Chapter 3.** This chapter presents main results on DIAs in the literature in centralized systems and decentralized systems.

- **Part II.** These three chapters present the main results on DIAs with sparsity constraints and the analysis on measurement vulnerability in centralized systems.
  - **Chapter 4.** This chapter presents the main results for independent sparse DIAs.
  - **Chapter 5.** This chapter presents the main results for correlated sparse DIAs.
  - **Chapter 6.** This chapter presents the main results for the analysis on measurement vulnerability.

- **Part III.** These two chapters develop the interaction between multiple attackers with a game framework in decentralized systems.
  - **Chapter 7.** This chapter presents the main results for stealth DIAs in a decentralized system.
  - **Chapter 8.** This chapter presents the main results for stealth DIAs with sparsity constraints in a decentralized system.

- **Part IV.**
  - **Chapter 9.** Summarizes the conclusions and future work of this thesis.
• **Part V.** The Appendix contains fundamental concepts on information theory that are used along this thesis and the proofs of the main results from Chapter 4 to Chapter 8.

- **Appendix A** This appendix contains the analytic expression of mutual information between two random variables with Gaussian distributions.

- **Appendix B** This appendix contains the analytical expression of KL divergence between two random variables with Gaussian distributions.

- **Appendix C** This appendix contains the analytical solution of optimal single sensor attack construction.

- **Appendix D** This appendix contains the analytical expression of the difference between the information theoretic cost with different covariance matrix of the random attack vector.

- **Appendix E** This appendix contains the proof of the convexity of the equivalent optimization problem with respect to the variance of a random attack variable in the sequential sensor selection procedure.

- **Appendix F** This appendix contains the analytical expression of the optimal variance of a random attack variable in the sequential sensor selection procedure.

- **Appendix G** This appendix contains the analytical expression of the mutual information between a $n$-dimensional random vector with Gaussian distribution and a one dimension random variable with Gaussian distribution.

- **Appendix H** This appendix contains the analytical expression of the KL divergence between two one dimensional random variables with Gaussian distributions.

- **Appendix I** This appendix contains the proof of the convexity of the cost function in game $\mathcal{G}_3$.

- **Appendix J** This appendix contains the equivalent cost function for one attacker in game $\mathcal{G}_1$.

- **Appendix K** This appendix contains the equivalent cost function for one attacker in game $\mathcal{G}_2$.

- **Appendix L** This appendix contains the equivalent cost function for one attacker in game $\mathcal{G}_3$.

- **Appendix M** This appendix contains the analytical solution of the best response for one attacker in game $\mathcal{G}_1$. 
1.4. DISSEMINATED RESULTS

- **Appendix N**: This appendix contains the analytical solution of the best response for one attacker in game $G_2$.

- **Appendix O**: This appendix contains the analytical solution of the best response for one attacker in game $G_3$.

1.4 Disseminated Results

The results from this research are disseminated in the following:

- **Journals**

- **Conferences**

- **Preprints and drafts**
  - **X. Ye, I. Esnaola, S. M. Perlaza, R. F. Harrison**, “An information theoretic vulnerability metric for data integrity attacks on smart grids”. This work has been submitted to IET Smart Grid on Nov. 4, 2022.


- **INRIA Technical Reports**

- **Oral Presentation**


- **Poster Presentation**
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Data Injection Attacks

This chapter introduces the system model and the data injection attacks (DIAs) in smart grid. Section 2.1 introduces the mathematical formulation of a power system. Section 2.2 presents the classical DIAs and the attack detection procedures. The chapter concludes with Section 2.3 which focuses on DIA constructions in a Bayesian framework.

2.1 Mathematical Formulation

2.1.1 Observation Model

Fig. 2.1 depicts a general two-port π-model for the branches in the considered IEEE test systems. Note that $g_{ij} + jb_{ij}$ is the admittance of the series branch connecting bus $i$ and bus $j$ and $g_{si} + jb_{si}$ is the admittance of the shunt branch connected at bus $i$, the measurements of the power system in (2.3) can be expressed in terms of the vector of the state variables in (2.4). Specifically, the active power injection and reactive power injection at bus $i$ are

\begin{align}
P_i &= V_i \sum_{j \in N_i} V_j (G_{ij}\cos\theta_{ij} + B_{ij}\sin\theta_{ij}), \\
Q_i &= V_i \sum_{j \in N_i} V_j (G_{ij}\sin\theta_{ij} - B_{ij}\cos\theta_{ij}),
\end{align}

(2.1a)  
(2.1b)

Figure 2.1: Two-port π-model of a network branch.
2.1. MATHEMATICAL FORMULATION

respectively [4], where \( \theta_{ij} = \theta_i - \theta_j \) and \( G_{ij} + jB_{ij} \) is the entry of the complex bus admittance matrix in the \( i \)-th row and the \( j \)-th column. The active power flow and reactive power flow from bus \( i \) to bus \( j \) are

\[
P_{ij} = V_i^2 (g_{si} + g_{ij}) - V_i V_j (g_{ij}\cos \theta_{ij} + b_{ij}\sin \theta_{ij}), \quad (2.2a)
\]
\[
Q_{ij} = -V_i^2 (b_{si} + b_{ij}) - V_i V_j (g_{ij}\sin \theta_{ij} - b_{ij}\cos \theta_{ij}), \quad (2.2b)
\]

A standard topology of the IEEE test system is formed by general two-port branch networks as in Fig. 2.1. Specifically, Fig. 2.2 depicts the standard topology of the IEEE 14 bus test system where there are 14 buses in the system. Any two physically connected buses, e.g., bus \( i \) and bus \( j \), form a Two-port \( \pi \)-model of a network branch in Fig. 2.1. The measurements from bus \( i \) are the active power injection \( P_i \) and reactive power injection \( Q_i \) as in (2.1) as well as the active power flow \( P_{ij} \) and reactive power flow \( Q_{ij} \) from bus \( i \) to bus \( j \) as in (2.2). The entries of the measurement vector of the system denoted as \( Y^m \) are the active power injection, active power flow and reactive power flow from all the buses. To specify the vector of the measurements \( Y^m \), consider the following definition.

Definition 1 (Vector of measurements). Consider a power system with \( N \in \mathbb{Z}_+ \) buses. Let \( \mathcal{N}_i \) be the set of buses that are physically connected to bus \( i \) and \( Y^m \in \mathbb{R}^m \) be the vector of measurements in the system such that

\[
Y^m \triangleq [\ldots, P_{ij}, \ldots, Q_{ij}, \ldots, P_1, P_2, \ldots, P_N, Q_1, Q_2, \ldots, Q_N]^T, \quad (2.3)
\]

where \( P_i \in \mathbb{R} \) and \( Q_i \in \mathbb{R} \), with \( i \in \{1, 2, \ldots, N\} \), are the active power injection and reactive power injection at bus \( i \), respectively; and \( P_{ij} \) and \( Q_{ij} \), with \( i \in \{1, 2, \ldots, N\} \) and \( j \in \mathcal{N}_i \), are the active power flow and the reactive power flow from bus \( i \) to bus \( j \), respectively.
Note that $P_i \in \mathbb{R}_+$ and $Q_i \in \mathbb{R}_+$ imply that bus $i$ consumes active power and reactive power from the main grid, respectively [4]. Note that $P_i \in \mathbb{R}_-$ and $Q_i \in \mathbb{R}_-$ imply that bus $i$ injects active power and reactive power to the main grid, respectively [4]. Similarly, $P_{ij} \in \mathbb{R}_+$ and $Q_{ij} \in \mathbb{R}_+$ imply that bus $i$ transfers active power and reactive power to bus $j$, respectively [4]. Note that $P_{ij} \in \mathbb{R}_-$ and $Q_{ij} \in \mathbb{R}_-$ imply that bus $i$ takes active power and reactive power from bus $j$, respectively [4]. The measurement vector $Y^m$ is transmitted to estimate the state variables of the system denoted as $x$. To specify the vector of the state variables of a power system, consider the following definition.

**Definition 2** (Vector of state variables). Consider a power system with $N \in \mathbb{Z}_+$ buses and assume bus 1 is chosen as the reference bus such that the phase angle of bus 1 is set to the arbitrary value zero. Let $x \in \mathbb{R}^n$ be the vector of state variables of the system such that

$$x \triangleq [\theta_2, \theta_3, \ldots, \theta_N, V_1, V_2, \ldots, V_N]^T,$$

(2.4)

where $\theta_i \in [-\pi, \pi)$ and $V_i \in \mathbb{R}$, with $i \in \{1, 2, \ldots, N\}$, are the phase angle and voltage magnitude of bus $i$, respectively.

Note that there are $2N - 1$ state variables in a $N$ bus system where $N$ variables are bus voltage magnitudes and $N - 1$ variables are phase angles.

In general, the observation model in which the operation state of a power system is described by a state vector $x \in \mathbb{R}^n$ and observed through the acquisition function $F: \mathbb{R}^n \to \mathbb{R}^m$ such that

$$Y^m = F(x) + Z^m,$$

(2.5)

where $Y^m \in \mathbb{R}^m$ is the random vector of measurements provided by the *Supervisory Control and Data Acquisition* (SCADA) system and corrupted by *additive white Gaussian noise* (AWGN) $Z^m \in \mathbb{R}^m$ introduced by the sensors, c.f., [4, 5]. The noise is described by the random vector $Z^m \triangleq (Z_1, Z_2, \ldots, Z_m)^T \in \mathbb{R}^m$ in (2.5) such that [4, 5]

$$Z^m \sim \mathcal{N}(0, \sigma^2 I_m),$$

(2.6)

where $0 = (0, 0, \ldots, 0)^T$ and $\sigma^2 \in \mathbb{R}_+$ is the variance of the noise. For all $i \in \{1, 2, \ldots, m\}$, the random variable $Z_i$ that corresponds to the noise added to measurement $i$ satisfies $Z_i \sim \mathcal{N}(0, \sigma^2)$.

### 2.1.2 Observation Model with Linearized Dynamics

The observation model $Y^m = F(x) + Z^m$ in (2.5) denotes the relationship between the measurements $Y^m$ given in (2.3) and the state variables of the system $x$ in (2.4). Note that the relationships between power and the state of the buses in the system given in (2.1) and (2.2) are nonlinear. The case where the nonlinearity is considered results in *Alternating Current* (AC) model as described in Section 2.1.1. This work linearizes the nonlinear observation functions $F: \mathbb{R}^n \to \mathbb{R}^m$ at a valid operation point that leads to significantly simplified linearized observation model. Let $\bar{x}$ be one of the valid operation points. The Jacobian matrix of the observation model denoted by $H \in \mathbb{R}^{m \times n}$ at operation point $\bar{x} \in \mathbb{R}^n$ is

$$H_{x=\bar{x}} \triangleq \frac{\partial}{\partial x} F(x)|_{x=\bar{x}}.$$  

(2.7)
Specifically, for the vector of measurements $Y^m$ in (2.3) and the vector of the state variables $x$ in (2.4), the Jacobian matrix is given by

$$
H_{x=x} = \begin{bmatrix}
\frac{\partial}{\partial x_1} P_{ij} & \frac{\partial}{\partial x_2} P_{ij} & \cdots & \frac{\partial}{\partial x_m} P_{ij} \\
\cdot & \cdot & \cdots & \cdot \\
\frac{\partial}{\partial x_1} Q_{ij} & \frac{\partial}{\partial x_2} Q_{ij} & \cdots & \frac{\partial}{\partial x_m} Q_{ij} \\
\cdot & \cdot & \cdots & \cdot \\
\frac{\partial}{\partial x_1} P_i & \frac{\partial}{\partial x_2} P_i & \cdots & \frac{\partial}{\partial x_m} P_i \\
\cdot & \cdot & \cdots & \cdot \\
\frac{\partial}{\partial x_1} Q_i & \frac{\partial}{\partial x_2} Q_i & \cdots & \frac{\partial}{\partial x_m} Q_i
\end{bmatrix}_{|x=x},
$$

(2.8)

where $x \triangleq (x_1, x_2, \ldots, x_n)$. Particularly, from (2.4), the Jacobian matrix at the operation point $\bar{x}$ is

$$
H_{x=\bar{x}} = \begin{bmatrix}
\frac{\partial}{\partial \theta_c} P_{ij} & \cdots & \frac{\partial}{\partial \theta_c} P_{ij} \\
\cdot & \cdots & \cdot \\
\frac{\partial}{\partial V_l} Q_{ij} & \cdots & \frac{\partial}{\partial V_l} Q_{ij} \\
\cdot & \cdots & \cdot \\
\frac{\partial}{\partial \theta_c} P_i & \cdots & \frac{\partial}{\partial \theta_c} P_i \\
\cdot & \cdots & \cdot \\
\frac{\partial}{\partial V_l} Q_i & \cdots & \frac{\partial}{\partial V_l} Q_i
\end{bmatrix}_{|x=\bar{x}},
$$

(2.9)

where $c \in \{2, 3, \ldots, N\}$ and $l \in \{1, 2, \ldots, N\}$; and the entries corresponding to the measurements of active power flow and reactive power flow are [4]

\[
\frac{\partial}{\partial \theta_l} P_{ij} = \begin{cases} 
V_i V_j (g_{ij} \sin \theta_{ij} - b_{ij} \cos \theta_{ij}), & l = i \\
-V_i V_j (g_{ij} \sin \theta_{ij} - b_{ij} \cos \theta_{ij}), & l = j \\
0, & l \neq i \text{ and } l \neq j
\end{cases},
\]

(2.10a)

\[
\frac{\partial}{\partial V_l} P_{ij} = \begin{cases} 
-V_j (g_{ij} \cos \theta_{ij} + b_{ij} \sin \theta_{ij}) + 2(g_{ij} + g_{si}) V_i, & l = i \\
-V_j (g_{ij} \cos \theta_{ij} + b_{ij} \sin \theta_{ij}), & l = j \\
0, & l \neq i \text{ and } l \neq j
\end{cases},
\]

(2.10b)

and

\[
\frac{\partial}{\partial \theta_l} Q_{ij} = \begin{cases} 
-V_i V_j (g_{ij} \cos \theta_{ij} + b_{ij} \sin \theta_{ij}), & l = i \\
V_i V_j (g_{ij} \cos \theta_{ij} + b_{ij} \sin \theta_{ij}), & l = j \\
0, & l \neq i \text{ and } l \neq j
\end{cases},
\]

(2.10c)

\[
\frac{\partial}{\partial V_l} Q_{ij} = \begin{cases} 
-V_j (g_{ij} \sin \theta_{ij} - b_{ij} \cos \theta_{ij}) - 2V_i (b_{ij} + b_{si}), & l = i \\
-V_j (g_{ij} \sin \theta_{ij} - b_{ij} \cos \theta_{ij}), & l = j \\
0, & l \neq i \text{ and } l \neq j
\end{cases}.
\]

(2.10d)
respectively. The entries corresponding to the measurements of active power injection and reactive power injection are \[ \frac{\partial}{\partial \theta} P_i = \begin{cases} \sum_{j \in N_i} V_j (G_{ij} \sin \theta_{ij} + B_{ij} \cos \theta_{ij}) - V_i^2 B_{ii}, & l = i \\ V_i V_j (G_{ij} \sin \theta_{ij} - B_{ij} \cos \theta_{ij}), & l \in N_i \\ 0, & l \neq i \text{ and } l \notin N_i \end{cases}, \] (2.11a)

\[ \frac{\partial}{\partial V_i} P_i = \begin{cases} \sum_{j \in N_i} V_j (G_{ij} \cos \theta_{ij} + B_{ij} \sin \theta_{ij}) + V_i G_{ii}, & l = i \\ V_i (G_{ij} \cos \theta_{ij} + B_{ij} \sin \theta_{ij}), & l \in N_i \\ 0, & l \neq i \text{ and } l \notin N_i \end{cases}, \] (2.11b)

\[ \frac{\partial}{\partial \theta} Q_i = \begin{cases} \sum_{j \in N_i} V_j (G_{ij} \sin \theta_{ij} - B_{ij} \cos \theta_{ij}) + V_i B_{ii}, & l = i \\ V_i (G_{ij} \sin \theta_{ij} - B_{ij} \cos \theta_{ij}), & l \in N_i \\ 0, & l \neq i \text{ and } l \notin N_i \end{cases}, \] (2.11c)

\[ \frac{\partial}{\partial V_i} Q_i = \begin{cases} \sum_{j \in N_i} V_j (G_{ij} \sin \theta_{ij} + B_{ij} \cos \theta_{ij}) - V_i^2 G_{ii}, & l = i \\ V_i (G_{ij} \sin \theta_{ij} + B_{ij} \cos \theta_{ij}), & l \in N_i \\ 0, & l \neq i \text{ and } l \notin N_i \end{cases}, \] (2.11d)

respectively. Therefore, the observation model with linearized dynamics at the operation point \( \bar{x} \) is

\[
\begin{bmatrix}
\vdots \\
P_{ij} \\
\vdots \\
Q_{ij} \\
\vdots \\
P_i \\
\vdots \\
Q_i \\
\vdots \\
\vdots \\
\end{bmatrix} =
\begin{bmatrix}
\frac{\partial}{\partial \theta} P_{ij} & \cdots & \frac{\partial}{\partial V_i} P_{ij} \\
\vdots & \ddots & \vdots \\
\frac{\partial}{\partial \theta} Q_{ij} & \cdots & \frac{\partial}{\partial V_i} Q_{ij} \\
\vdots & \ddots & \vdots \\
\frac{\partial}{\partial \theta} P_i & \cdots & \frac{\partial}{\partial V_i} P_i \\
\vdots & \ddots & \vdots \\
\frac{\partial}{\partial \theta} Q_i & \cdots & \frac{\partial}{\partial V_i} Q_i \\
\end{bmatrix}
\begin{bmatrix}
\theta_i \\
\vdots \\
V_i \\
\vdots \\
\end{bmatrix} + Z^m. \tag{2.12}
\]

Note that the Jacobian matrix is a description of the topology and the physical parameters of a system.

The linearized observation model in (2.12) is further simplified to Direct Current (DC) model by putting in place the following assumptions:

1. All the voltage magnitudes are 1 at all buses, that is
\[ [V_1, V_2, \ldots, V_N]^T = \mathbf{1}. \tag{2.13} \]

2. The shunt susceptances \( g_{si} + j b_{si} \) of bus \( i \) and the series resistances \( g_{ij} \) on the power lines from bus \( i \) to bus \( j \) in Fig. 2.1 are assumed to be:
\[ g_{si} + j b_{si} = 0 \tag{2.14a} \]
\[ g_{ij} = 0. \tag{2.14b} \]
2.1. MATHEMATICAL FORMULATION

The phase angles $\theta_{ij}$, with $i \neq j$, between bus $i$ and $j$, with $i \in \{1, 2, \ldots, n\}$ and $j \in \{1, 2, \ldots, n\}$, satisfy

$$\theta_{ij} = 0.$$  \hspace{1cm} (2.15)

Hence, the measurements only contain the active power and the state variables only contain the phase angles of the buses. The following definition characterizes the state variables for the DC model.

**Definition 3** (State variables for the DC model). Consider a power system with $N \in \mathbb{Z}_+$ buses and assume bus 1 is chosen as the reference bus such that the phase angle of bus 1 is set to 0. Let $x \in \mathbb{R}^n$ be the vector of state variables of the system such that

$$x \triangleq [\theta_2, \theta_3, \ldots, \theta_N]^T,$$  \hspace{1cm} (2.16)

where $\theta_i \in [-\pi, \pi)$, with $i \in \{2, 3, \ldots, N\}$, is the phase angle of bus $i$ in the system.

The following definition characterizes the measurements for the DC model.

**Definition 4** (Measurements for the DC model). Consider a power system with $N \in \mathbb{Z}_+$ buses. Let $Y^m \in \mathbb{R}^m$ be the vector of measurements in the system such that

$$Y^m \triangleq [P_{ij}, \ldots, P_1, P_2, \ldots, P_N]^T,$$  \hspace{1cm} (2.17)

where $P_i \in \mathbb{R}$, with $i \in \{1, 2, \ldots, N\}$, is the active power injection to bus $i$. Let $\mathcal{N}_i$ be the set of buses that are physically connected to bus $i$. The active power $P_{ij} \in \mathbb{R}$, with $i \in \{1, 2, \ldots, N\}$ and $j \in \mathcal{N}_i$, is the power flow from bus $i$ to bus $j$.

Under the assumption of DC model in (2.13), (2.14) and (2.15), it yields the vector of state variables and vector of measurements in (2.16) and (2.17), respectively. Therefore, the DC observation model is defined in the following.

**Definition 5** (DC observation model). Consider a power system with $N \in \mathbb{Z}_+$ buses. Let $x \in \mathbb{R}^n$ be the vector of state variables in (2.16) and $Y^m \in \mathbb{R}^m$ be the vector of measurements in (2.17). The DC observation model is

$$Y^m \triangleq Hx + Z^m,$$  \hspace{1cm} (2.18)

where the Jacobian matrix $H \in \mathbb{R}^{m \times n}$ for the DC observation model is

$$H = \begin{bmatrix} \frac{\partial}{\partial \theta_l} P_{ij} \\ \vdots \\ \frac{\partial}{\partial \theta_l} P_i \end{bmatrix},$$  \hspace{1cm} (2.19)

where $\theta_l$ and $P_{ij}$ are in (2.16) and (2.17), respectively. The entries of $H$ that correspond to active power flow measurements, that is, $\frac{\partial}{\partial \theta_l} P_{ij}$ in (2.10a) are simplified as

$$\frac{\partial}{\partial \theta_l} P_{ij} = \begin{cases} V_i V_j (g_{ij} \sin \theta_{ij} - b_{ij} \cos \theta_{ij}) = -b_{ij}, & l = i \\ -V_i V_j (g_{ij} \sin \theta_{ij} - b_{ij} \cos \theta_{ij}) = b_{ij}, & l = j \end{cases},$$  \hspace{1cm} (2.20)
and the entries that correspond to active power injection to bus $i$, that is, $\frac{\partial}{\partial \theta_i} P_i$ in (2.11a) are simplified as
\[
\frac{\partial}{\partial \theta_l} P_i = \begin{cases} 
\frac{\partial}{\partial \theta_i} \sum_{j \in N_i} P_{ij} = -\sum_{j \in N_i} b_{ij}, & l = i \\
\frac{\partial}{\partial \theta_j} \sum_{j \in N_i} P_{ij} = \sum_{j \in N_i} b_{ij}, & l \in N_i 
\end{cases}
\tag{2.21}
\]

The noise vector $Z^m$ is as defined in (2.6).

### 2.2 Classical DIAs and Attack Detection

#### 2.2.1 State Estimation

The measurements are collected via a SCADA system and processed by a state estimator at the control center to analyze the current state of the operation. The result of state estimation is used for the purpose of optimal power flow, frequency control, economic dispatch, etc. [4]

The aim of the state estimator is to obtain an estimate of the state variables that minimizes the cost of the function $c : \mathbb{R}^n \to \mathbb{R}$ as follows:
\[
c(x, \hat{x}), \tag{2.22}
\]

where $\hat{x} \in \mathbb{R}^n$ is the estimate of $x$. Given a vector of the measurements $y \in \mathbb{R}^m$, one of the commonly used cost functions is given by
\[
c(x, \hat{x}) \overset{\Delta}{=} \|y - F(\hat{x})\|_{\ell_2}^2, \tag{2.23}
\]

where $F : \mathbb{R}^n \to \mathbb{R}^m$ is introduced in (2.5); and $\|y - F(\hat{x})\|_{\ell_2}$ is the $\ell_2$ norm of $y - F(\hat{x})$. Minimizing the cost in (2.23) yields the least squares (LS) estimate as
\[
\hat{x}^* \overset{\Delta}{=} \arg \min_{\hat{x}} \|y - F(\hat{x})\|_{\ell_2}^2. \tag{2.24}
\]

Iterative approaches such as Gauss-Newton method are adopted to obtain the LS estimate above [28, 29]. However, nonlinear LS estimate is computationally expensive and does not always converge to a solution.

The corollaries provide the LS estimate for the DC model in (2.18).

**Corollary 0.1.** For the DC observation model in (2.18), let $z \in \mathbb{R}^m$ be a realization of the system noise and $y \in \mathbb{R}^m$ be a vector of measurements such that $y = Hx + z$. The LS estimate is given by
\[
\hat{x}^* \overset{\Delta}{=} \arg \min_{\hat{x}} \|y - H\hat{x}\|_{\ell_2}^2 = (H^TH)^{-1}H^Ty, \tag{2.25}
\]

where $y \in \mathbb{R}^m$ is a vector of the measurements and the matrix $H \in \mathbb{R}^{m \times n}$ is described in (2.19).

Specifically, for the case where the vector of noise $Z^m$ in (2.18) satisfies $Z^m \sim \mathcal{N}(0, \Sigma_{ZZ})$, with $\Sigma_{ZZ} \in \mathcal{S}^n_+$, the following corollary provides the weighted least squares (WLS) estimate.
Corollary 0.2. For the DC observation model in (2.18), let $z \in \mathbb{R}^m$ be a realization of the system noise and $y \in \mathbb{R}^m$ be a the vector of measurements such that $y = Hx + z$. The WLS estimate is given by

$$\hat{x}^* \triangleq \arg \min_{\hat{x}} \| y - H\hat{x} \|_2^2 = (H^T \Sigma^{-1} H)^{-1} H^T \Sigma^{-1} z, \quad (2.26)$$

where $y \in \mathbb{R}^m$ is a vector of the measurements; the matrix $H \in \mathbb{R}^{m \times n}$ is given in (2.19); and the matrix $\Sigma_{zz} \in S_m^+$ is the covariance matrix for the vector of noise in (2.18).

2.2.2 Deterministic DIAs

DIAs, first introduced by [1, 2], are one of the main cyber threats that target the measurements. Specifically, consider a malicious attack vector $a \in \mathbb{R}^m$ to the DC observation model described in Definition 5. The DC observation model that emerges when compromised by a malicious attack vector $a$ is defined below.

**Definition 6 (DC observation model under attacks).** Let $a \in \mathbb{R}^m$ be the malicious attack vector. The DC observation model under attacks is

$$Y_a^m \triangleq Hx + Z^m + a, \quad (2.27)$$

where $Y_a^m \in \mathbb{R}^m$ denotes the vector of compromised measurements, the vector of state variables $x \in \mathbb{R}^n$ is described in (2.16), the Jacobian matrix $H \in \mathbb{R}^{m \times n}$ is described in (2.19); and the noise $Z^m \in \mathbb{R}^m$ is described in (2.6).

Let $z \in \mathbb{R}^m$ be a realization of the system noise. Consequently, the vector of compromised measurements denoted by $y_a$ is given by

$$y_a \triangleq Hx + z + a \quad (2.28)$$

2.2.3 Residual-based Anomaly Detection

As part of the state estimation, the system operator launches bad data detection prior to state estimation. The commonly used bad data detection method is residual test [4, 30] given by

$$r \triangleq \| y - H\hat{x} \|_2^2, \quad (2.29)$$

where $r$ is the residual. The attack detection is cast as the following hypothesis testing problem

$$\mathcal{H}_0: r < r_0 \quad \text{there is no attack}, \quad (2.30a)$$

$$\mathcal{H}_1: r \geq r_0 \quad \text{measurements are compromised}, \quad (2.30b)$$

where $\mathcal{H}_0$ and $\mathcal{H}_1$ are the null hypothesis and alternative hypothesis, respectively; $r_0$ is a detection threshold set by the operator. At time step $t \in \mathbb{Z}_+$, the system operator acquires a vector of measurements $y$ and decides whether the vector of measurements is produced following a no attack scenario as described in (2.18) or is the result of an attack.
When the noise vector $Z^m$ is assumed to follow a zero mean multivariate Gaussian distribution, that is, $Z^m \sim \mathcal{N}(0, \Sigma_{ZZ})$ where $\Sigma_{ZZ} \in S^m_+$ is a covariance matrix such that only diagonal entries are nonzero, the residual test can be cast as normalized residual test as follows

$$r_n = (y - \hat{H}\hat{x})^T \Sigma_{ZZ}^{-1} (y - \hat{H}\hat{x}),$$

(2.31)

where the normalized residual denoted by $r_n$ follows a chi-squared distribution with $m - n$ degrees of freedom, that is,

$$r_n \sim \chi^2_{m-n}.$$  

(2.32)

Hence, it follows that the hypothesis testing problem in normalized residual test is given by

$$H_0: r_n \in \chi^2_{m-n}(\gamma) \text{ there is no attack},$$  

(2.33a)

$$H_1: r_n \notin \chi^2_{m-n}(\gamma) \text{ measurements are compromised},$$  

(2.33b)

where $\gamma \in [0, 1]$ is the significant level chosen by the operator.

The following lemma provides an attack construction that does not change the residual in (2.29).

**Lemma 1.** The vector of compromised measurements $y_a$ in (2.28) does not change the residual in (2.29) if $a$ is a linear combination of the column vectors of $H$, that is,

$$a = Hc,$$

(2.34)

where $c \in \mathbb{R}^n$ is an arbitrary nonzero vector.

**Proof.** Let $\hat{x}_a$ be the vector of state estimate obtained from $y_a$. From Corollary 0.2 the following holds

$$\hat{x}_a = (H^TH)^{-1}H^Ty_a$$  

(2.35)

$$= (H^TH)^{-1}H^T(y + a)$$  

(2.36)

$$= \hat{x} + (H^TH)^{-1}H^Ta.$$  

(2.37)

For $a = Hc$, let $r_a$ be the residual under attacks. The following holds

$$r_a = \|y_a - H\hat{x}_a\|_2^2$$  

(2.38)

$$= \|y + a - H(\hat{x} + (H^TH)^{-1}H^Ta)\|_2^2$$  

(2.39)

$$= \|y - H\hat{x} + (a - H(H^TH)^{-1}H^THc)\|_2^2$$  

(2.40)

$$= \|y - H\hat{x} + (Hc - Hc)\|_2^2$$  

(2.41)

$$= \|y - H\hat{x}\|_2^2$$  

(2.42)

Therefore, the vector of compromised measurements $y_a$ does not change the residual in (2.29). This completes the proof.
Note that the injected error to the vector of state variables is
\[ \hat{x}_a - \hat{x} = \hat{x} + (H^TH)^{-1}H^Ta - \hat{x} \]
\[ = (H^TH)^{-1}H^Tc, \]
(2.44)
where (2.45) holds from taking (2.37) into (2.44).

2.3 DIAs within a Bayesian Framework

Consider the system model in Definition 5 within a Bayesian framework in which the state variables are modelled as random variables, that is
\[ X^n \sim P_{X^n}, \]
(2.48)
where \( X^n \in \mathbb{R}^n \) is a random vector that describes the state variables with a given distribution. The rationale for modelling state variables as a random process is to capture the complexity and dynamic nature of power systems. Moreover, with the unprecedented data acquisition capabilities available to cyberphysical systems, the attackers can even learn the statistical structure of the system and incorporate the underlying stochastic process to launch the attacks \[17,20\]. From the perspective of the operator, the introduction of stochastic descriptors opens the door to information theoretic quantifications of the measurement vulnerability.

The definition of DC random observation model is provided below.

**Definition 7** (DC random observation model). Let \( Y^m \in \mathbb{R}^m \) be the random vector of measurements and \( X^n \in \mathbb{R}^n \) be the random vector of state variables. The DC random observation model is
\[ Y^m = HX^n + Z^m, \]
(2.49)
where the Jacobian matrix \( H \in \mathbb{R}^{m \times n} \) is described in (2.19); and the random vector of noise \( Z^m \) is given in (2.6).

2.3.1 State Estimation

The aim of state estimator is to obtain an estimate \( \hat{X}^n \) of the vector \( X^n \) from the vector of measurements \( Y^m \). A widely used cost function in state estimation within the Bayesian framework is mean square error (MSE) given by
\[ \mathbf{E}[\|X^n - \hat{X}^n\|^2_{\ell_2}], \]
(2.50)
By adopting a linear estimate, the resulting state estimate is \( \hat{X}^n = LY^m \), where \( L \in \mathbb{R}^{n \times m} \) is the linear estimation matrix. That being the case, the optimal estimator that achieves the minimum mean squared error (MMSE) is given by
\[ \mathbf{M} = \arg \min_{L \in \mathbb{R}^{n \times m}} \mathbf{E}[\frac{1}{n}\|X^n - LY^m\|^2_{\ell_2}], \]
(2.51)
where the expectation is taken with respect to \( X^n \) and \( Y^m \).
Lemma 2. Under the assumption that $X^n \sim \mathcal{N}(0, \Sigma_{XX})$ and a vector of measurements $y$, the MMSE estimate is given by

$$\hat{x}_{\text{MMSE}}^* = My,$$

where,

$$M = \Sigma_{XX}H^T(H\Sigma_{XX}H^T + \sigma^2 I_m)^{-1},$$

and $\sigma^2 \in \mathbb{R}_+$ is the variance of the system noise.

### 2.3.2 Random Attack Construction

Consider an additive random attack vector denoted by $A^m \in \mathbb{R}^m$ to DC random observation model in Definition 7. Note that the attack is modelled as a random process. The following definition provides the DC model when random attacks are present.

**Definition 8** (DC model with random attacks). Let $Y_A^m \in \mathbb{R}^m$ be the random vector of measurements compromised by random attacks $A \in \mathbb{R}^m$ and $X^n \in \mathbb{R}^n$ be the random vector of state variables. The DC random observation model with random attacks is

$$Y_A^m = HX^n + Z^m + A^m,$$

where the Jacobian matrix $H \in \mathbb{R}^{m \times n}$ is given by (2.19); the random vector of noise $Z^m$ is described in (2.6); and $A^m \sim P_{A^m}$ where $P_{A^m}$ is determined by the attacker.

The independence of the random attack vector and state variables implies that the attacker does not need to know the distribution of the state variables to construct the attacks.

In this setting, the goal of the attacker is to hinder the accuracy of state estimate without being detected. Therefore, two objectives are involved in the attack constructions: (1) the disruption caused to the state estimate; (2) the probability of detection. From the attacker’s point of view, the goal is to maximize the disruption or minimize the probability of detection under certain constraints.

Let $a \in \mathbb{R}^m$ denote an attack vector, it follows that

$$y_a = Hx + z + a.$$  \hspace{1cm} (2.55)

The optimal MMSE state estimate without attacks is given in Lemma 2, that is,

$$\hat{x}^* = My,$$  \hspace{1cm} (2.56)

where $M$ is described in (2.53). Similarly, the MMSE state estimate under attack is

$$\hat{x}_a^* = My_a$$

$$= M(y + a)$$

$$= \hat{x} + Ma.$$  \hspace{1cm} (2.57)

In this setting, the deviation of the state estimate is $Ma$. On the other hand, the probability distribution under attacks, $P_{Y_A^m}$, determines the probability of attack detection. Let $P_D$ be the probability of attack detection. Hence, it yields that

$$P_D \triangleq \int_S dP_{Y_A^m} = \mathbb{E}[\mathbb{1}_{(L(y_a) \geq \tau)}],$$  \hspace{1cm} (2.58)
where the integration domain $\mathcal{S}$ only contains the realizations of $Y_a^m$ that yield a likelihood ratio value larger than $\tau$ and $\mathbb{1}_{\{\cdot\}}$ is the indicator function. Specifically, the integration domain is

$$\mathcal{S} \triangleq \{y_a \in \mathbb{R}^m : L(y_a) \geq \tau\},$$

where $L(y_a) \triangleq \frac{f_i(y_a)}{f_0(y_a)}$, and $f_i, i \in \{0, 1\}$ is the probability density function of a probability distribution.

Let $\|Ma\|_{\ell_2}^2$ denote the disruption caused by the attacks. It follows in the case where the attacker aims at maximizing the disruption with a constraint on the probability of detection, the objective function is given by

$$\max_a \|Ma\|_{\ell_2}^2 \quad \text{s.t.} \quad P_D \leq \tau_1,$$

where $\tau_1$ is the detection threshold set by the operator. Alternatively, in the case where the attacker aims at minimizing the probability of detection with a constraint on the disruption, the objective function is given by

$$\min_a P_D \quad \text{s.t.} \quad \|Ma\|_{\ell_2}^2 \geq \tau_2,$$

where $\tau_2$ is the induced distortion threshold set by the operator. In [12] and [31], the tradeoff between attack distortion and probability of detection is cast as an optimization problem given by (2.60). The tradeoff is studied in [32] and [33] in a dynamic setting.

### 2.3.3 Optimal Attack Detection

As a part of a security strategy, the operator implements an attack detection procedure prior to performing state estimation. Attack detection is cast as a hypothesis testing problem given by

$$\mathcal{H}_0: \text{There is no attack,} \quad (2.62a)$$
$$\mathcal{H}_1: \text{Measurements are compromised.} \quad (2.62b)$$

The system operator obtains a vector of measurements $\tilde{Y}^m$ and decides whether it is produced following a no attack scenario as in (2.49) or whether the measurements have been compromised. In a Bayesian setting, the hypothesis test can be recast in terms of the probability density functions (pdf) induced by the distribution of the measurements. Let $P_1$ and $P_0$ be the distributions of the vector of measurements with attacks and without attacks, respectively. Hence, it follows that the hypotheses in (2.62) are

$$\mathcal{H}_0: \tilde{Y}^m \sim P_0, \quad (2.63a)$$
$$\mathcal{H}_1: \tilde{Y}^m \sim P_1. \quad (2.63b)$$

A test to determine what distribution generates the observation data is a deterministic test $T : \mathbb{R}^m \to \{0, 1\}$. Given an observation vector $\tilde{y}$, let $T(\tilde{y}) = 0$ denote the case in which
the test decides \( \mathcal{H}_o \) upon the observation of \( \bar{y} \); and \( T(\bar{y}) = 1 \) the case in which the test decides \( \mathcal{H}_1 \). The performance of the test is assessed in terms of the Type-I error, denoted by \( \alpha \triangleq P[T(\bar{Y}^m) = 1], \) with \( \bar{Y}^m \sim P_0 \); and the Type-II error, denoted by \( \beta \triangleq P[T(\bar{Y}^m) = 0], \) with \( \bar{Y}^m \sim P_1 \). Table 2.1 summarizes the Type-I and Type-II error in the binary hypothesis testing. In a Neyman-Person, the decision rule aims to minimize the Type-II error \( \beta \) given

| \( \mathcal{H}_o \) is true | Accept \( \mathcal{H}_o \) | \( \sqrt{\text{Type-I error (false alarm)}} \) |
| \hline
| \( \mathcal{H}_1 \) is true | Type-II error (miss) | \( \sqrt{\text{Type-I error (false alarm)}} \) |

the constraint that the Type-I error \( \alpha \) satisfies \( \alpha \leq \alpha' \), with \( \alpha' \in [0,1] \). The following lemma provides the optimality of the *likelihood ratio test (LRT)* for the hypothesis test given in (2.63).

**Lemma 3.** [34, Proposition II.D.1: Neyman-Pearson Lemma] Given the hypothesis testing problem in (2.63), among all the tests that achieve probability of Type-I error \( \alpha \) such that \( \alpha \leq \alpha' \), the LRT given by

\[
T(\bar{y}) = 1_{\{L(\bar{y}) \geq \tau\}},
\]

(2.64)

where \( T(\bar{y}) \) is the likelihood ratio, that is,

\[
L(\bar{y}) = \frac{f_1(\bar{y})}{f_0(\bar{y})} \overset{\mathcal{H}_1}{\underset{\mathcal{H}_0}{\gtrless}} \tau,
\]

(2.65)

achieves the minimum probability of Type-II error \( \beta \), where \( \tau \) is a decision threshold that achieves Type-I error \( \alpha = \alpha' \), and the functions \( f_1 \) and \( f_0 \) are the probability density function (pdf) of \( P_1 \) and \( P_0 \), respectively.

Note that changing the value of \( \tau \) results in changes to the tradeoff between Type-I and Type-II errors.
Chapter 3
State of the Art

In this chapter, the research results on DIAs from the perspectives of centralized and decentralized scenarios are summarized. In a centralized system, there exists a unique controller [35]. Specifically, in DIAs, the term *centralized attacks* refers to the case where DIAs are determined by one attacker, that is, the unique attacker decides the attack vector $a \in \mathbb{R}^m$. On the other hand, the nature of the configuration of smart grid, e.g., microgrid integration [36], electric vehicle to grid (V2G) [37], yields a decentralized system in power flow control (PFC), energy management system (EMS) [38], etc. [39] In decentralized scenario, DIAs is referred to as *decentralized attacks* where several attackers determined the attack vector jointly [13]. The main research on DIAs includes three aspects and the corresponding challenges are listed in Table 3.1.

**Table 3.1: Main Research on DIAs**

<table>
<thead>
<tr>
<th>Research on DIAs</th>
<th>Aims</th>
<th>Challenges</th>
</tr>
</thead>
</table>
| DIAs constructions | Construction of attack vector without being detected | Sparsity constraints
Incomplete system information
Falsified topology
AC power flow Model
Attacks within Bayesian framework |
| The impacts of DIAs | Analysis of the impacts on power system | Economic attacks
Load redistribution attacks
Energy deceiving attacks |
| Defense strategies against DIAs | Defence strategies for system operators | Vulnerable measurements protection
PMU-based protection
Other defence mechanism |

The main research results and contributions of this thesis are listed in Table 3. This thesis proposed independent and correlated attacks in centralized systems as well as the measurement vulnerability analysis. In decentralized systems, decentralized attacks where
the attackers coordinate in a game formula are proposed. The sparsity constraints in decentralized attacks are considered.

<table>
<thead>
<tr>
<th>Table 3.2: Contributions of this thesis</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>One attacker</strong></td>
</tr>
<tr>
<td>Centralized systems</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Decentralized systems</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

Consider the system model under attack vector $\mathbf{a} \in \mathbb{R}^m$ in Definition 6, that is,

$$Y^m_A = \mathbf{Hx} + Z^m + \mathbf{a},$$  \hspace{1cm} (3.1)

where $Y^m_A \in \mathbb{R}^m$ is the random vector of compromised measurements, the matrix $\mathbf{H} \in \mathbb{R}^{m \times n}$ is the Jacobian matrix described in (2.19), the vector $\mathbf{x} \in \mathbb{R}^n$ is the vector of state variables and the noise $Z^m$ is introduced in (2.6).

This chapter introduces and reviews the main results on centralized attacks with the challenges that include: sparsity constraints in Section 3.1, incomplete system information in Section 3.2, falsified topology in Section 3.3, and AC power flow model in Section 3.4. The scenario with multiple attackers is described in Section 3.6.

### 3.1 Sparse Attacks

The attack vector $\mathbf{a} \in \mathbb{R}^m$ in (3.1) that relies on having access to all the measurements satisfies

$$\text{card (supp (a))} = m,$$  \hspace{1cm} (3.2)

where $\text{card (supp (a))}$ denotes the cardinality of the set $\text{supp (a)}$; and $\text{supp (a)}$ is the support of the vector $\mathbf{a}$ defined as follows:

$$\text{supp (a)} \triangleq \{i : P[a_i = 0] = 0\}.$$  \hspace{1cm} (3.3)

Given that the operator is likely to have access control policies in place [74], the assumption that the attack construction has access to all the measurements in the system is costly and limits the feasibility of the attack.

Attack constructions that have access to a subset of the measurements are referred to as *sparse attacks*. Typically, the sparsity constraints are incorporated to the attack construction formulation by imposing additional constraints to the optimization problem describing the attack construction. Specifically, attack constructions that require access to $k < m$ measurements on the system yields $k$-sparse attack constructions, that is,

$$\text{card (supp (a))} = k < m.$$  \hspace{1cm} (3.4)
3.1. SPARSE ATTACKS

In view of this, the attacker constructs a sparse attack vector that chooses \( k \) indices from \( m \) measurements and puts nonzero mass on the indices selected for the attack. Lemma 1 states that the attack vector \( a \) that satisfies the constraint \( a = Hc \) is undetectable for all \( c \in \mathbb{R}^n \) by a residual-based detection. Let \( \|a\|_{\ell_0} \) be the \( \ell_0 \) norm of the vector \( a \), that is, total number of nonzero entries of vector \( a \). The \( k \)-sparse attack construction problem is cast as follows \([2]\):

\[
\begin{align*}
\min_{a \in \mathbb{R}^m} & \quad \|a\|_{\ell_0} \\
\text{s.t.} & \quad a = Hc, \ a \neq 0, \\
& \quad a_i = 0 \text{ for all } i \in \{1, 2, \ldots, m\} \setminus C,
\end{align*}
\]

where \( \|a\|_{\ell_0} \) is the \( \ell_0 \) norm of vector \( a \) and \( C \) is the set of measurements that the attacker has access to. However, the optimization problem in (3.5) is NP-hard (Nondeterministic Polynomial) \([75, \text{Th. 2}]\). A problem is NP-hard if the problem is not solvable in polynomial time but can be verified in polynomial time \([76]\). As in subset sum problem \([77]\) and travelling salesman problem \([78]\), the problem in (3.5) is a combinatorial optimization problem where a nonzero vector \( c \) yields a configuration of combinatorial of the columns of Jacobian matrix \( H \).

A brute force approach to the optimization problem in (3.5) is not practical due to the fact that power systems often operate with high dimensional state variable descriptions that limit the choice of practical computationally feasible approaches \([79]\). Indeed, the number of support choices for the attack grows exponentially with the dimension of the system, and therefore, the optimization domain quickly becomes intractable. Heuristic algorithms and greedy algorithms such as matching pursuit \([80]\) and orthogonal matching pursuit \([81]\) are widely used as a powerful tool to circumvent NP-hard problems and provide good performance by trading off optimality for low complexity \([82,83]\). For instance, a heuristic approach proposed in \([2]\) performs column transformations to the matrix \( H \) to reduce the number of nonzeros in the resulting transformed \( H \) until the sparsity constraint \( k < m \) is satisfied. Essentially, this approach induces sparsity by finding a linear combination of the columns of \( H \) to solve the minimization problem in (3.5). Given the fact that the Jacobian matrix \( H \) is usually a sparse and rank deficient matrix in real power systems \([4,5]\), the heuristic approach is less time consuming. However, a successful attack construction is not guaranteed even if the attack exists, nor does it guarantee the minimal support for the constructed attack vector.

To manipulate a predetermined number of state variables \( s \in \{1, 2, \ldots, n\} \), the study in \([75]\) proposed a least effort attack model, i.e., the objective of the adversary is to identify the minimum number of measurements that attacker has to compromise. The problem is formulated as

\[
\begin{align*}
\min_{c \in \mathbb{R}^n} & \quad \|Hc\|_{\ell_0} \\
\text{s.t.} & \quad \|c\|_{\ell_0} = s.
\end{align*}
\]

The rationale for formulating the aim of manipulating \( s \) state variables according to the constraint in (3.6) comes from (2.44). In (2.44), the vector \( c \) is the difference between the
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state estimate with attacks and without attacks. Hence, constraining the \( \ell_0 \) norm of \( c \) to \( s \) yields that the number of state variables is \( s \).

The following theorem characterizes the number of measurements to be compromised given \( s \) state variables to manipulate.

**Theorem 4.** [75, Th. 1] Let \( \Gamma = \{i_1, i_2, \ldots, i_s\} \) be the set of state variables to manipulate, that is, \( c_{ij} \neq 0 \), with \( j \in \{1, 2, \ldots, s\} \), and \( \mathcal{N}_i \) be the set of buses that are physically connected to bus \( i \). For the attack vector \( a = Hc \), the following holds

\[
\|a\|_{\ell_0} = s + 3 \sum_{j=1}^{i_s} \text{card} (Q_j) - \sum_{j=11}^{i_{s-1}} \text{card} (E_j) - \text{card} (\mathcal{W}),
\]

(3.7)

where \( \|a\|_{\ell_0} \) is the \( \ell_0 \) norm of \( a \); \( \text{card} (Q_j) \) is the cardinality of \( Q_j \); \( Q_j \triangleq \{i : i \in \mathcal{N}_j \setminus \Gamma\} \), \( E_j \triangleq \{i : i \in \mathcal{N}_j, i \in \mathcal{N}_p, p \in \Gamma, p > j\} \) and \( \mathcal{W} \triangleq \{i : i \in \Gamma, \text{card} (Q_i) = 0\} \).

Theorem 4 characterizes the number of the measurements that need to be compromised in order to manipulate \( s \) state variables. The optimal set of measurements is identified by a linear transformation-based approach in [75], but the calculation of the transformation is heavy due to the possible column exchanges of \( H \). Alternatively, a heuristic-based approach for large systems is proposed.

In fact, a large body of literature in solving NP-hard problems focuses on heuristic algorithms or greedy algorithms. A heuristic algorithm is proposed in [40] where an upper bound on the number of the measurements that need to be compromised is given for a successful sparse attack, that is, an upper bound on \( \|a\|_{\ell_0} \) for the optimization problem in (3.5). The minimal number of measurements need to be compromised is also studied in [41] and [42]. The necessary and sufficient condition on the matrix \( H \) for the attack vector to bypass under residual detection is also provided therein. Meanwhile, in [42], the same insight is obtained via a graph theoretic analysis.

Solving this problem is challenging in general owing to the combinatorial nature of support selection for the attack vector. In fact, minimizing \( \ell_0 \) norm in (3.5) is hard and no algorithms are found yet to solve the \( \ell_0 \) norm minimization problem efficiently [84]. Alternatively, the \( \ell_0 \) norm minimization problem is relaxed to a convex \( \ell_1 \) minimization under certain conditions in [82,85–87] and [88]. Specifically, the approach that relaxes the \( \ell_0 \) norm to \( \ell_1 \) norm minimization problem in (3.5) is as follows:

\[
\min_{a \in \mathbb{R}^m} \|a\|_{\ell_1}
\]

s.t. \( a = Hc, a \neq 0 \),

\[
a_i = 0 \quad \text{for all } i \in \{1, 2, \ldots, m\} \setminus \mathcal{C},
\]

where \( \|a\|_{\ell_1} \) denotes the \( \ell_1 \) norm of \( a \).

Generally, the \( \ell_1 \) norm minimization problem is not equivalent to the \( \ell_0 \) norm minimization. However, under certain conditions, the \( \ell_1 \) relaxation can yield the same solution as that of the \( \ell_0 \) minimization but determining when the equivalence holds is not trivial. The main result in [43] shows that the \( \ell_1 \) relaxation approach achieves the exact solution to the \( \ell_0 \) norm minimization under the assumption that no power injection to the buses is
measured. The theorem is based on a polyhedral combinatorics argument rather than the mutual coherence and restricted isometry property (RIP) given in [85]. This relaxation for sparse attack constructions is also studied in [89] and [44]. In [44], the $\ell_1$ norm optimization problem is formulated for both the centralized and distributed attack construction settings. Specifically, the sparse attack is formulated as a standard *compressed sensing* (CS) problem as follows:

$$\min_{c \in \mathbb{R}^n} \|c\|_{\ell_1} \quad (3.9)$$

s.t. $a = Hc$.

In [89], two security indices are proposed to identify the vulnerable measurements. The $k$-sparse attack construction is studied via the convex optimization problem given by

$$\min_{c \in \mathbb{R}^n} \|Hc\|_{\ell_1} \quad (3.10)$$

s.t. $\sum_i H_{j,i}c_i = 1$,

where $H_{j,i}$ denotes the entry of the matrix $H$ in the $j$-th row and the $i$-th column; and $c_i$ denotes the $i$-th entry of the vector $c$. Note that to maintain the stealthiness of the attack, that is, $a = Hc$, the cost in (3.10) is the same as in (3.5). The constraint in (3.10) guarantees that a solution $c^*$ to (3.10) can be re-scaled to obtain an attack vector $a^* = a_k Hc^*$ such that the malicious data injected into measurement $k$ is $a_k$ where $a_k$ is the $k$th entry of vector $a$. It follows that the vector of compromised measurements is $y_a = y + a^*$.

There is a large body of $\ell_1$ relaxation approaches widely employed to propose strategic protection schemes. In general, the research on attack constructions with sparsity constraints gives the insight on the vulnerability of measurements. Given that the operator is likely to have access control policies in place [74], research on sparse attack constructions helps the operator evaluate the vulnerability of the measurements and allocate encryption devices on the measurements sensibly.

The first study on measurement vulnerability to DIAs is presented in [89] where the security indices help identifying the vulnerable measurements. The analysis of vulnerable measurements gives an insight on securing a subset of corresponding sensors. Strategic defensive and protection mechanisms against DIAs that choose and protect a subset of measurements are proposed in [11], [12] and [90].

Sparsity is one of the main constraints in attack constructions. This is what the thesis is primarily concerned with the study of sparsity constraints in the construction of attack vectors.

### 3.2 Attack Constructions with Incomplete Information

Lemma [1] states that attack constructions that are undetectable by a residual test obey the structure given by $a = Hc$, where $c$ is the vector of difference between the state estimate under attacks and without attacks as shown in (2.47). In this setting, it is assumed that the attacker has perfect knowledge of the Jacobian matrix $H \in \mathbb{R}^{m \times n}$ that is determined by the
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system topology, system parameters and the operation point. However, an important and practical scenario is that the attacker has limited information or imperfect knowledge about the Jacobian matrix, for example, the lack of real-time knowledge with respect to various grid parameters and attributes such as the position of circuit breaker switches, transformer tap changers, limited physical access to the facilities in the system, etc. The relaxation of the perfect knowledge about the Jacobian matrix \( \mathbf{H} \) yields attacks with incomplete information, that is, the Jacobian matrix \( \bar{\mathbf{H}} \in \mathbb{R}^{m \times n} \) that the attacker has access to during the construction of the attack vector is

\[
\bar{\mathbf{H}} = \mathbf{H} + \Delta \mathbf{H},
\]

where \( \Delta \mathbf{H} \in \mathbb{R}^{m \times n} \) is the Jacobian matrix modelling error that describes the model mismatch due to imperfect knowledge or mismatched information.

The research on attack constructions with line admittance uncertainty is firstly studied in [46]. The resulting attack construction denoted by \( \bar{\mathbf{a}} \in \mathbb{R}^m \) is as follows:

\[
\bar{\mathbf{a}} = \bar{\mathbf{H}} \mathbf{c}
\]

(3.12)

\[
= (\mathbf{H} + \Delta \mathbf{H}) \mathbf{c}
\]

(3.13)

\[
= \mathbf{H} \mathbf{c} + \Delta \mathbf{H} \mathbf{c}.
\]

(3.14)

Let \( \bar{x}_a \in \mathbb{R}^n \) be the vector of state estimate obtained from the compromised measurements with attack vector in (3.12). From Corollary 0.1, the LS estimate is

\[
\bar{x}_a = \hat{x} + (\mathbf{H}^T \mathbf{H})^{-1} \mathbf{H}^T \bar{a}
\]

(3.15)

\[
= \hat{x} + (\mathbf{H}^T \mathbf{H})^{-1} \mathbf{H}^T (\mathbf{H} \mathbf{c} + \Delta \mathbf{H} \mathbf{c})
\]

(3.16)

\[
= \hat{x} + \mathbf{c} + (\mathbf{H}^T \mathbf{H})^{-1} \mathbf{H}^T \Delta \mathbf{H} \mathbf{c}
\]

(3.17)

\[
= \hat{x} + \bar{c},
\]

(3.18)

where,

\[
\bar{c} \overset{\Delta}{=} \mathbf{c} + (\mathbf{H}^T \mathbf{H})^{-1} \mathbf{H}^T \Delta \mathbf{H} \mathbf{c}
\]

(3.19)

is the actual injected error to the state variables. Let \( \bar{r}_a \in \mathbb{R}^m \) be the residual vector under attacks in (3.12). The following holds

\[
\bar{r}_a = \bar{y}_a - \mathbf{H} \bar{x}_a
\]

(3.20)

\[
= y + \bar{a} - \mathbf{H} (\hat{x} + \bar{c})
\]

(3.21)

\[
= y - \mathbf{H} \hat{x} + \bar{a} - \mathbf{H} \mathbf{c}
\]

(3.22)

\[
= r + \mathbf{H} \mathbf{c} + \Delta \mathbf{H} \mathbf{c} - \mathbf{H} (\mathbf{c} + (\mathbf{H}^T \mathbf{H})^{-1} \mathbf{H}^T \Delta \mathbf{H} \mathbf{c})
\]

(3.23)

\[
= r + \Delta \mathbf{H} \mathbf{c} - \mathbf{H} (\mathbf{H}^T \mathbf{H})^{-1} \mathbf{H}^T \Delta \mathbf{H} \mathbf{c}
\]

(3.24)

\[
= r + (\mathbf{I}_m - \Theta) \Delta \mathbf{H} \mathbf{c},
\]

(3.25)

where the vector \( r \overset{\Delta}{=} y - \mathbf{H} \hat{x} \) is the residual without attacks; and the matrix \( \Theta \) is defined as \( \Theta \overset{\Delta}{=} \mathbf{H} (\mathbf{H}^T \mathbf{H})^{-1} \mathbf{H}^T \). From (3.25), the residual vector \( \bar{r}_a \) depends not only on the Jacobian modelling error \( \Delta \mathbf{H} \) but also the actual Jacobian matrix \( \mathbf{H} \).
From (2.29), the residual based bad data detection evaluates the following inequality
\[ \| y - Hx \|_2^2 \leq r_0, \] (3.26)
where \( r_0 \) is the residual threshold defined in (2.30) and set by the system operator. Similarly, the attack detection for the attacks with incomplete information in (3.14) is to assess the following inequality
\[ \| \tilde{y}_a - H\tilde{x}_a \|_2^2 = \| y - Hx + (I_m - \Theta)\Delta Hc \|_2^2 \leq r_0. \] (3.27)
Note that with \( \Delta H = 0 \), that is, the attacker has access to the exact Jacobian matrix \( H \), the attack vector in (3.14) boils down to the case \( \tilde{a} = Hc \) and the detection in (3.27) boils down to the detection in (3.26) where the attack construction does not change the residual. With \( \Delta Hc = 0 \), the attacker can also launch an attack with inaccurate information about \( H \) while not changing the residual. Furthermore, even with \( \Delta Hc \neq 0 \), there exist attack constructions that do not change the residual, namely when (3.27) holds.

In [46, Th. 1], with \( \Delta H \neq 0 \), the attacker can still implement successful DIAs with complete knowledge about the admittance when making at least one transmission between two buses disconnected so that it can pass the attack detection, that is, the inequality in (3.27) still holds. However, the error injected to the state estimate is limited as the injection vector \( c \) cannot be arbitrary as in the general case and needs to satisfy the constraint \( \Delta H = 0 \).

Besides, a measure of vulnerability of the system topology to DIAs is proposed to compare different topologies and identify more robust topologies when incomplete information is available to the attacker. Dropping the restriction of the knowledge studied in [46], a local load redistribution attack is proposed in [47] where the attacker only needs to obtain the information of the local attacking region to launch successful attacks. The result in [47] is extended to an AC state estimation based on a few measurements in the attacking region associated with boundary buses without knowing the full topology and parameter information in [48].

With the aim of minimizing the network information, an efficient strategy for determining the optimal feasible attacking region is proposed in [49]. A subspace method for DIAs with full and partial measurement models is proposed in [50]. Specifically, by exploiting the information that the measurements contain, an estimated system subspace is obtained and attack strategies that leverage this information are proposed accordingly. Conditions for the existence of an unobservable subspace attack are obtained. The impact of the attacks with incomplete information on the electricity market is also studied in [51] where the state of the system is modelled with stochastic uncertainty.

DIAs with incomplete information relax the assumption that the attackers have full and instantaneous access to grid topology and state. Unfortunately, incomplete information available to the attackers does not make power systems immune to DIAs [46]. Studies on attacks with incomplete information show that the attackers can launch valid attacks with limited information about the system [47, 48].

## 3.3 DIAs with Falsified Topology

Consistency and integrity of the information about system topology is a fundamental prerequisite for a safe and economic operation. In practice, the system topology can be changed
for the purpose of transmission line maintenance or outages. An accurate description of
the system topology is obtained through the digital information of switches and breakers,
that is, the on-off states of switches and breakers. The state of the switches and breakers
is transmitted to the \textit{Network Topology Processor} (NTP) that constructs the system topol-
gy \cite{91}. Cyber topology attacks compromise the observations on the switches and breakers
state which yields \textit{falsified topologies}. Note that in cyber topology attacks, buses and trans-
mision lines are not physically attacked, that is, the physical connection of the system does
not change, but the digital information of switches and breakers is modified by the attacker.

In DIAs with falsified topology, to evade the topology error identification by the \textit{topology
error processing} (TEP), the attacker needs to simultaneously compromise the measurements
and modify digital information about the switches and the breakers state. In other words, the
attacker needs to maintain the consistency of the measurements and the falsified topology.
For example, it is not possible that when a breaker of a power transmission line is off, the
power flow measurement in this line is to be nonzero.

Let $d \in \mathbb{Z}_+$ be the number of switches and line breakers. Specifically, the switches
and line breakers state are denoted by $s \in \{0, 1\}^d$ which indicates the on and off states of
various switches and line breakers. The switches and line breakers state $s$ corresponds to
a graph $\mathcal{T} \triangleq (\mathcal{V}, \mathcal{B})$ where $\mathcal{V}$ is the set of buses and $\mathcal{B}$ is the set of connected buses pairs.
Consequently, from \eqref{2.5}, the vector of measurements is

$$Y^m = \bar{F}(x) + Z^m,$$

where the function $\bar{F}$ is determined by the graph $\mathcal{T}$ and the system parameters; the system
noise $Z^m$ is as defined in \eqref{2.6}.

The DIAs model with cyber topology attacks that modify the states of the switches and
line breakers is

$$\bar{s} = s + \Delta s \quad (3.29a)$$
$$\bar{y}_a = y + \bar{a}, \quad (3.29b)$$

where the vector $\Delta s$ represents the modifications of the switches and line breakers that yield
a modified topology $\mathcal{T} \triangleq (\mathcal{V}, \mathcal{B})$; the vector $\bar{s}$ is the modified states; and the vector $\bar{y}_a \in \mathbb{R}^m$
is the vector of compromised measurements with attacks $\bar{a} \in \mathbb{R}^m$. Note that the modified
topology $\mathcal{B}$ corresponds to an $\bar{m}$-dimensional vector of measurements. Note that it holds
that $\bar{m} \neq m$ when the number of measurements is different after the topologies are falsified.

Let $H$ be the Jacobian matrix with the topology $\mathcal{T}$ under the topology attacks $\Delta s$. From
Corollary \ref{0.1}, the LS estimate with falsified topology in \eqref{3.29} is

$$\hat{x}_a^* = \arg \min_x \| y_a - \bar{H}x \|_{\ell_2}^2 = (\bar{H}^T \bar{H})^{-1} \bar{H}^T y_a,$$

where $\| y_a - \bar{H}x \|_{\ell_2}$ is the $\ell_2$ norm of the vector $y_a - \bar{H}x$. Hence, the residual is

$$r = \| y_a - \bar{H}x_a^* \|_{\ell_2}^2,$$

where $r$ is the resulting residual.
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The first study on DIAs with falsified topology is in [52] with the aim of conveying falsified topology information to the operator. An attack to modify $T$ to $\tilde{T}$ with the attack vector $a$ is undetectable if

$$y + a \in \text{Col}(\bar{H}), \text{for all } y \in \text{Col}(H),$$

(3.32)

where $H$ and $\bar{H}$ are the Jacobian matrix for $T$ and $\tilde{T}$, respectively, and $\text{Col}(H)$ is the column space of $H$. The following theorem states the necessary and sufficient condition for the existence of DIAs with falsified topology.

**Theorem 5.** [52, Th. 3.2] There exists an undetectable attack that modifies $T$ and $\tilde{T}$ with the subspace $A$ of feasible attack vectors $a$ if and only if $\text{Col}(H) \subset \text{Col}(\bar{H}, A)$, where $\text{Col}(H)$ is .

Note that the assumption for Theorem 5 is that the attacker can observe all measurements and the state of all the switches and breakers. For an attacker with limited information, a heuristic method of undetectable attack is proposed in [52]. A comprehensive coordinated attack scenarios on cyber topology and DIAs that covers line-addition attack, line-removal attack and line-switching attack are proposed in [53]. The economic impact of this coordinated attack is studied in [54] and [92]. Research on the DIAs under the coordination with physical attacks where the attackers physically disconnect a power line and launch a topology-preserving attack using DIAs to mask the physical damage is referred as a state and topology cyber-physical attack (STCPA) [93]. The STCPA can cause severe overload on other power lines due to line outages [94, 95]. A bilevel model for analysing coordinated cyber-physical attacks is proposed in [96] to study the most damaging and undetectable physical attacks.

DIAs with falsified topology are typical coordinated attacks which can result in severe disturbance on system operation. This coordinated attack affects the state estimate with a falsified topology as well as the electricity market, for instance, via locational marginal price (LMP) [55].

### 3.4 Attack Constructions under AC Power Flow Model

The AC power flow model is described in Section 2.1.1 where the state variables are observed through the nonlinear function $F: \mathbb{R}^n \to \mathbb{R}^m$, that yields the observation model

$$Y^m = F(x) + Z^m,$$

(3.33)

where the vector of measurements $Y^m$ is corrupted by the noise vector $Z^m$ introduced in (2.6).

Due to the nonlinearity between the measurements and the state variables, it is much more challenging to characterize analytically the formula of a successful attack vector. The attack construction in Lemma 1 that is, $a = Hc$, is an attack construction for a linear observation model where the system is assumed to be in an operation point under the assumptions in (2.13), (2.14) and (2.15). In other words, the Jacobian matrix $H \in \mathbb{R}^{m \times n}$ is a fixed matrix that does not change over time. However, for the AC model, the relaxation of the assumptions yields a dynamic Jacobian matrix that depends on the operation point.
where the system operates. Furthermore, for the AC model the LS state estimate in (2.24) becomes
\[ \hat{x}^* = \arg \min_x \| y - F(\hat{x}) \|_2^2, \] (3.34)
which is usually solved by iterative normal equation methods \[4\]. It is shown in \[56\] that the DIAs targeting the DC state estimator are easily detected when the operator actually adopts nonlinear state estimator.

However, attack constructions for which it holds that
\[ a = F(x_a) - F(x) \] (3.35)
do not change the residual. The residual under attack in (3.35) is
\[ \| r_a \|_2^2 = \| y_a - F(x_a) \|_2^2 \] (3.36)
\[ = \| y_a - F(\hat{x}_a) + F(x) - F(x) \|_2^2 \] (3.37)
\[ = \| y + a - F(\hat{x}_a) + F(x) - F(x) \|_2^2 \] (3.38)
\[ = \| y - F(x) + a - F(\hat{x}_a) + F(x) \|_2^2 \] (3.39)
\[ = \| r + a - F(\hat{x}_a) + F(x) \|_2^2 \] (3.40)
\[ = r \leq r_0. \] (3.41)
Therefore, the attack in (3.35) can pass the residual based bad data detection. However, the nonlinear state estimate is often obtained via a gradient descent methods for which convergence is not guaranteed, and therefore, the exact operation point cannot be analytically characterized.

### 3.5 Random Attacks within a Bayesian Framework

As discussed in Section 2.3, unprecedented data acquisition capabilities help to generate stochastic models for the system. Moreover, data analysis on the system depend on the reliability of the observations that are used with a variety of estimation, statistics, and machine learning tools that provide the operator with different insight about the system. However, the cybersecurity threats to the smart grid are not well understood yet. Therefore, practical insight needs to come forth combining technologies from information theory, statistics, and machine learning \[14\], etc. In view of this, it is essential to assess attacks in fundamental terms to understand the impact over a wide range of data analysis paradigms.

In the context of stealth attack, information theoretic attacks are first introduced in \[16\] and then generalized in \[17\]. Information loss caused by the attacks, that is, attack disruption is measured by mutual information (MI) that is denoted by \( I(X^n; Y^m_A) \) and describes how much information the measurements \( Y^m_A \) contain about the state variables \( X^n \). The probability of detection is measured in terms of Kullback-Leibler (KL) divergence between the distributions of the measurements with attacks and without attacks denoted by \( D(P_{Y^n_A} \| P_{Y^m}) \). Note that \( D(P_{Y^n_A} \| P_{Y^m}) \) is relevant to probability of detection as \( P_D \approx 1 - \exp\{-D(P_{Y^n_A} \| P_{Y^m})\} \). Hence, this information theoretic formulation yields
the following attack construction:

\[
\min_{P_A^m} I(X^n; Y_A^m) \\
\text{s.t. } D(P_{Y_A^m} \parallel P_{Y^m}) \leq \delta,
\]

(3.42)

where \( \delta \) is the constraint for \( D(P_{Y_A^m} \parallel P_{Y^m}) \) set by the attacker; and \( P_A^m \) is the distribution of the attack vector \( A^m \).

The tradeoff between mutual information and KL divergence is summed up as an optimization problem \[16\], \[98\] given by

\[
\min_{P_A^m} I(X^n; Y_A^m) + D(P_{Y_A^m} \parallel P_{Y^m}).
\]

(3.43)

The Lagrangian \( \mathcal{L} \) associated with (3.42) is given by

\[
\mathcal{L}(P_A^m, \lambda) = I(X^n; Y_A^m) + \lambda(D(P_{Y_A^m} \parallel P_{Y^m}) - \delta).
\]

(3.44)

It follows that

\[
\frac{\partial \mathcal{L}(P_A^m, \lambda)}{\partial P_A^m} = \frac{\partial}{\partial P_A^m} (I(X^n; Y_A^m) + \lambda(D(P_{Y_A^m} \parallel P_{Y^m}) - \delta))
\]

\[
= \frac{\partial}{\partial P_A^m} (I(X^n; Y_A^m) + \lambda D(P_{Y_A^m} \parallel P_{Y^m})).
\]

(3.45)

The saddle point of the Lagrangian is the same as that of \( I(X^n; Y_A^m) + \lambda D(P_{Y_A^m} \parallel P_{Y^m}) \). Thus, instead of summing the two measures up directly, the optimization problem in (3.42) is equivalent to \[17\]

\[
\min_{P_A^m} I(X^n; Y_A^m) + \lambda D(P_{Y_A^m} \parallel P_{Y^m}),
\]

(3.46)

where the optimization domain is the set of all possible \( m \)-dimensional Gaussian probability distributions; and \( \lambda \geq 1 \) is a weighting parameter that prioritizes remaining undetected over minimizing the amount of information obtained by the system measurements. By increasing the value of \( \lambda \) the attacker decreases the probability of detection at the expense of increasing the amount of information obtained by the system operator via the measurements. The generalized cost function in (3.46) with weighting parameter achieves an arbitrarily low probability of detection for the attacker.

The vector of random state variables \( X^n \) in Definition \[7\] is assumed to follow a multivariate Gaussian distribution with a null mean vector given by \[17\]

\[
X^n \sim \mathcal{N}(0, \Sigma_{XX}),
\]

(3.47)

where \( \Sigma_{XX} \in S_+^m \) is a covariance matrix. Assume the vector of random state variables \( A^m \) in the random attack model \[2.54\] is a multivariate Gaussian distribution that satisfies

\[
A^m \sim \mathcal{N}(0, \Sigma_{AA}),
\]

(3.48)

where \( 0 = (0, 0, \ldots, 0)^T \) and \( \Sigma_{AA} \in S_+^m \) are the mean vector and the covariance matrix of the random vector \( A^m \). Narrowing down the distribution of state variables and the random attacks to a Gaussian distribution yields the optimization problem in (3.46) as follows \[17\]

\[
\min_{\Sigma_{AA} \in S_+^m} (1 - \lambda) \log |\Sigma_{YY} + \Sigma_{AA}| - \log |\sigma^2 I_m + \Sigma_{AA}| + \lambda \text{tr}(\Sigma_{YY}^{-1} \Sigma_{AA}),
\]

(3.49)
where the optimization domain $\mathcal{S}_m$ is a convex set. The following proposition characterizes the convexity of the optimization problem in (3.49).

**Proposition 1.** [17] Let $\lambda \geq 1$. The optimization problem in (3.49) is convex.

The following theorem characterizes the solution to (3.49).

**Theorem 6.** [17] Let $\lambda \geq 1$. The solution to the optimal Gaussian attack is given by

$$\bar{P}_A m \sim \mathcal{N}(0, \bar{\Sigma}),$$

with

$$\bar{\Sigma}_{AA} = \lambda^{-1/2}H\Sigma_{XX}H^T.$$  \hspace{1cm} (3.51)

**Remark 1.** The construction of the stealth attack vector in Theorem 6 is not sparse, indeed all the entries of the realizations of the random attack vector are nonzero with probability one, that is, $\mathbb{P} [\text{card (supp } (A^m))] = m] = 1$. Note that this thesis defines the support of the attack vector $A^m$ in (3.3).

The attack detection based on LRT in (2.64) yields the probability of detection given by

$$P_D \triangleq \mathbb{E} \left[ \mathbf{1}_{(L(Y,A^m)) \geq \tau)} \right].$$

The following lemma particularizes the above expression to the optimal attack construction in (3.51).

**Lemma 7.** [17, Lemma 1] The probability of detection of LRT in (2.64) with threshold $\tau$ for the attack construction in (3.51) is given by

$$P_D(\lambda) = \mathbb{P} \left[ (U^p)^T \Delta U^p \geq \lambda \left(2\log \tau + \log |I_p + \lambda^{-1} \Delta|\right) \right],$$

where $p = \text{rank}(H\Sigma_{XX}H^T)$, $U^p \in \mathbb{R}^p$ is a vector of random variables with distribution $\mathcal{N}(0, I)$, and $\Delta \in \mathbb{R}^{p \times p}$ is a diagonal matrix with entries given by $(\Delta)_{ii} = \lambda_i(H\Sigma_{XX}H^T)\lambda_i(\Sigma_{YY}^{-1})$ where $\lambda_i(A)$ with $i \in \{1, 2, \ldots, p\}$ denotes the $i$-th eigenvalue of the matrix $A$ in descending order.

The following theorem provides a sufficient condition for $\lambda$ to achieve a desired probability of attack detection.

**Theorem 8.** Let $\tau > 1$ be the decision threshold of the LRT. For any $t > 0$ and $\lambda \geq \max(\lambda^*(t), 1)$, the probability of attack detection satisfies

$$P_D(\lambda) \leq e^{-t},$$

where $\lambda^*(t)$ is the only positive solution of $\lambda$ satisfying

$$2\log \tau - \frac{1}{2\lambda} \text{tr}(\Delta^2) - 2\sqrt{\text{tr}(\Delta^2)t} - 2\|\Delta\|_\infty t = 0, \hspace{1cm} (3.55)$$

where $\|\Delta\|_\infty$ is the infinity norm of $\Delta$. 
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Note that in [16, 17], the construction of the stealth attack requires that the attacker has access to all the measurements, indeed all the components of the attack realizations are nonzero with probability one, that is, \( P[\text{card (supp (A^m))} = m] = 1 \). Incorporating sparsity constraints with information theoretic attacks is still an open problem that requires novel approaches.

Apart from stealth attack constructions, information theoretic tools are adopted in sensor placement and smart sensor privacy, etc. In [99], a sensor placement strategy that considers the amount of information acquired by the sensors is discussed. Information theoretic privacy guarantees for smart meter users are studied for general random processes in [100].

3.6 Decentralized Attacks

In a decentralized system, a central controller does not exist. The DIAs are constructed by several attackers that have access to the measurements in the power system. This scenario is referred to as decentralized attacks. In this scenario, the attackers decide the attack vector \( a \in \mathbb{R}^m \) jointly. The aim of each attacker is to individually construct the attack vector that maximizes the damage they inflict to the system, e.g., distortion to the state estimate, while staying undetected. All the attackers have the same interest, which reveals an alignment of actions among the attackers in decentralized attacks.

Let \( \mathcal{K} = \{1, 2, \ldots, K\} \) be the set of attackers and \( \mathcal{C}_i \in \{1, 2, \ldots, m\} \) be the set of measurements that the attacker \( i \in \mathcal{K} \) can compromise. Let also the vector \( a_i \in \mathcal{A}_i \) be the attack vector by attacker \( i \) such that

\[
\mathcal{A}_i = \{a_i \in \mathbb{R}^m : (a_i)_j = 0 \text{ for all } j \notin \mathcal{C}_i\}.
\]  

The overall attack vector injected to the system is formed by the attack vectors of all the attackers. The system model for the case with decentralized attacks is, in general, the same as in the centralized case described in Section 2.2 and Section 2.3, respectively. The main differences are:

- Each attacker has access to different sets of measurements, that is, \( \mathcal{C}_1, \mathcal{C}_2, \ldots, \mathcal{C}_K \) are proper sets and form a partition of the set \( \mathcal{M} \triangleq \{1, 2, \ldots, m\} \).
- The attack vector is determined by all the attackers, that is,

\[
a = \sum_{i \in \mathcal{K}} a_i.
\]

Decentralized attacks are proposed in distributed systems [101], blockchain-based decentralized finance attacks [102], etc. In [31], the decentralized attack constructions are developed in a game framework. This is of particular interest of this thesis since this thesis explores both the sparsity and coordination constraints in data injection attacks. In a game setting, both the sparsity and coordination constraints can be adopted naturally. Therefore, in this section, the following results are particularly visited. The cooperative interaction among the attackers in the system is modelled by a game in a normal form in [103]:

\[
\mathcal{G} = (\mathcal{K}, \{\mathcal{A}_i\}_{i \in \mathcal{K}}, \Phi),
\]
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where $K$ is the set of players, the set $A_i$ is the set of vectors that attacker $i$ can take and $u_i$ is the utility for attacker $i$.

A function $\Phi(a)$ is chosen as the utility function in the game in [31] considering that an attack is said to be successful if it induces a nonzero distortion and it is not detectable. Specifically, the utility is

$$\Phi(a) = P_{\text{ND}}(a)x_a^T x_a,$$

where $P_{\text{ND}}(a)$ is the probability of non-detection given an attack vector $a$, the vector $x_a$ is the excess distortion induced by the attack $a$. Under the assumption that $X^n \sim N(0, \Sigma_{XX})$, from Lemma 2 the excess distortion $x_a$ is

$$x_a = \Sigma_{XX} \mathbf{H}^T (\mathbf{H} \Sigma_{XX} \mathbf{H}^T + \sigma^2 I_m)^{-1} a,$$

where the matrix $H$ is in (2.49) and the real $\sigma$ is the variance of the system noise.

The following proposition presents the analytical expression of the probability of non-detection $P_{\text{ND}}(a)$.

**Proposition 2.** [31] For all $a \in A$, it holds that

$$P_{\text{ND}}(a) = \frac{1}{2} \text{erfc} \left( \frac{\frac{1}{2} a^T \Sigma_{YY}^{-1} a + \log \tau}{\sqrt{2a^T \Sigma_{YY}^{-1} a}} \right),$$

where $\Sigma_{YY} \Delta = \mathbf{H} \Sigma_{XX} \mathbf{H}^T + \sigma^2 I_m$ and $\tau$ is the threshold for the LRT in (2.64) in Lemma 3.

The benefit $\Phi(a)$ obtained by attacker $i \in K$ does not only depend on its own attack vector $a_i$ but also on the attack vectors by all the other attackers as shown in (3.57). Therefore, given the attack vector by all the other attackers except attacker $i$ results in

$$a_{-i} = \sum_{j \in K, j \neq i} a_j,$$

the attacker $i$ aims to construct an attack vector $a_i$ to maximize the benefit $\Phi(a)$, that is,

$$a_i \in BR_i(a_{-i}),$$

where $BR_i$ is the best response correspondence such that

$$BR_i(a_{-i}) = \arg \max_{a_i \in A_i} \Phi(a_i + a_{-i}).$$

A game solution that is particularly relevant for this analysis is the **Nash Equilibrium** [103].

**Definition 9 (Nash Equilibrium).** The attack vector $a$ is an NE of the game if and only if it is a solution of the fixed point equation

$$a = BR(a),$$

with $BR$ as the global best response correspondence, that is,

$$BR(a) = BR_1(a_{-1}) + BR_2(a_{-2}) + \ldots + BR_K(a_{-K}).$$
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The following propositions highlight the properties of the game \cite{31}.

**Proposition 3.** The game in (3.58) with utility function in (3.59) is a potential game.

**Proposition 4.** The game in (3.58) with utility function in (3.59) possesses at least one NE.

The following lemma characterizes the achievability of NE attacks \cite[Lemma 1]{31}.

**Lemma 9.** Any best response dynamic (BRD) in the game converges to an attack vector that is an NE.

The following theorem bounds the number of NEs in the game \cite[Th. 1]{31}.

**Theorem 10.** Let $\mathcal{A}_{NE}$ be the set of all the DIAs that form NEs. The cardinality of the set $\mathcal{A}_{NE}$ of NE of the game satisfies

$$2 \geq \text{card}(\mathcal{A}_{NE}) \leq C \cdot \text{rank}(H),$$

where $C < \infty$ is a constant that depends on $\tau$ and $H$ is in (2.49).

The results in \cite{31} provide the maximum distortion MMSE attacks. However, the decentralized methods are proposed in multiple research perspectives such as resilient secondary control against DIAs \cite{104}, dynamic estimator \cite{105}, attack detection \cite{106}, control for neural networks subject to cyber attacks \cite{107}, etc.

3.7 Summary

DIAs are the main threats faced by modern power system with the unprecedented data acquisition and transition capabilities, more generally, faced by Cyber-physical systems. Instead of studying the defense strategies and the impacts of DIAs, the research on DIAs constructions with constraints give the insights on the sensor vulnerability and the protection strategies in the first place. Sparsity constraints are one of the main constraints in DIAs. Sparse attack constructions can be developed in a decentralized scenario where the coordination between attackers can be explored. This is the focus of this research.
Chapter 4

Independent Sparse Stealth Attacks

This chapter presents the main results on the independent sparse stealth attacks in centralized systems. Specifically, this chapter has developed independent random attack constructions with sparsity constraints that operate on a Bayesian framework. The attacker minimizes the mutual information between the state variables and the compromised measurements to disrupt procedure that uses measurements. Simultaneously, the KL divergence between the distributions of measurements with attacks and without attacks is minimized to guarantee the stealthiness of the data injection events. The attack construction is cast as an optimization problem that jointly minimizes the weighted sum of mutual information and KL divergence. A closed form expression of the optimal measurement to be targeted by the attacker when a single measurement is compromised is obtained. Following this result, a general $k$-sparse attack construction that leverages the insight distilled in the single measurement attack case is proposed. The $k$-sparse attack construction is based on a greedy procedure that sequentially selects the measurements to attack by minimizing the cost in terms of the optimal decision at each step. This chapter has numerically assessed the performance of the proposed independent attack constructions on the IEEE test systems and observed that mutual information decreases linearly while the probability of attack detection exhibits a threshold effect when a critical number of measurements are compromised.

4.1 Bayesian Framework for State Estimation

4.1.1 State Variables and Attack Model

The observation model with linearized dynamics within Bayesian framework is given by Definition 7, that is,

$$Y^m = HX^n + Z^m,$$

where the Jacobian matrix $H \in \mathbb{R}^{m \times n}$ is defined in (2.19) that is determined by the system components and the topology; the vector $X^n \in \mathbb{R}^n$ is the vector of random state variables that describe the phase angle of the buses as defined in (2.16); the vector $Y^m \in \mathbb{R}^m$ is the vector of random measurements defined in (2.49) that are corrupted by Additive White Gaussian Noise (AWGN) introduced by the sensors 4,5. Such noise is modelled by the
random vector $Z^m \in \mathbb{R}^m$ that follows a multivariate Gaussian distribution, that is,

$$Z^m \sim \mathcal{N}(0, \sigma^2 I_m),$$ (4.2)

where $\sigma^2$ is the noise variance.

In a Bayesian framework, the state variables are described by a random vector $X^n$ with a given distribution. The choice of the distribution has been studied in the literature. It is shown in [22] that the bus voltages of a low voltage system in the Northwest of England are well described by a multivariate Gaussian distribution from the voltage data provided by Electricity North West Limited (ENWL). In [108], the measurements from real power grids follow a joint Gaussian distribution. Therefore, in this study, the vector of state variables $X^n$ is assumed to follow a multivariate Gaussian distribution with a null mean vector and a covariance matrix $\Sigma_{XX}$, that is,

$$X^n \sim \mathcal{N}(0, \Sigma_{XX}),$$ (4.3)

where $\Sigma_{XX}$ is the covariance matrix such that $\Sigma_{XX} \in S^n_+$ where $S^n_+$ is the set of positive semi-definite matrices of dimension $n \times n$.

Hence, the vector of random measurements $Y^m$ in (4.1) follows a multivariate Gaussian distribution with a null mean vector and a covariance matrix $\Sigma_{YY}$, that is,

$$Y^m \sim \mathcal{N}(0, \Sigma_{YY}),$$ (4.4)

where

$$\Sigma_{YY} \triangleq H\Sigma_{XX}H^T + \sigma^2 I_m.$$ (4.5)

The resulting measurements are corrupted by a vector of malicious random attack $A^m \in \mathbb{R}^m$ with distribution $P_{A^m}$, that is, $A^m \sim P_{A^m}$. Consequently, the observation model under attacks is given in definition 8, that is,

$$Y^m_{A} = HX^n + Z^m + A^m.$$ (4.6)

In this study, the attack construction aims at minimizing the mutual information between the random state variables $X^n$ and the compromised random measurements denoted by $Y^m_{A}$, that is,

$$\min_{P_{A^m}} I(X^n; Y^m_{A}).$$ (4.7)

Hence, it is assumed that

$$A^m \sim \mathcal{N}(\mu_A, \Sigma_{AA}),$$ (4.8)

where $\mu_A \in \mathbb{R}^m$ is the mean vector of the random attack vector $A^m$.

The choice in (4.8) is justified by the fact that when $Z^m + A^m$ in (4.6) follows a Gaussian distribution, the mutual information between the state variables $X^n$ and the compromised measurements $Y^m_{A}$ in (4.7) is minimized [109]. Hence, from the Lévy-Cramér decomposition theorem [110][111], it holds that for the sum $Z^m + A^m$ to be Gaussian, given that $Z^m$ satisfies (4.2), then, $A^m$ must also be Gaussian distributed.

**Remark 2.** The fact that the Gaussian distribution achieves the minimum in (4.7) holds for any $P_{X^n}$. The assumption in (4.8) implies that the attack construction does not require access to the realizations of the state variables, but rather to the mean and second order statistics.
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From (4.4), (4.6) and (4.8), the compromised random measurements \( Y_m^A \) satisfies that

\[
Y_m^A \sim \mathcal{N}(\mu_A, \Sigma_{Y^A_m}),
\]

where

\[
\Sigma_{Y^A_m} \triangleq H\Sigma_{XX}H^T + \sigma^2I_m + \Sigma_A.
\]

4.1.2 Attack Detection

As described in Section 2.3.3, the attack detection with Bayesian framework is cast as a hypothesis testing problem. Specifically, given the distributions of the measurements without and with attacks in (4.4) and (4.9), respectively, the hypotheses are

\[
\mathcal{H}_0: \bar{Y}^m \sim \mathcal{N}(0, \Sigma_{YY}),
\]

\[
\mathcal{H}_1: \bar{Y}^m \sim \mathcal{N}(\mu_A, \Sigma_{Y^A_m}).
\]

From Lemma 3, the optimal detection method is likelihood ratio test (LRT), that is,

\[
T(\bar{y}) = 1_{\{L(\bar{y}) \geq \tau\}},
\]

where \( T(\bar{y}) \) is the likelihood ratio given by

\[
L(\bar{y}) = \frac{f_{Y^m}(\bar{y})}{f_{\bar{Y}^m}(\bar{y})} \geq \frac{\mathcal{H}_1}{\mathcal{H}_0} \tau,
\]

where the functions \( f_{Y^m} \) and \( f_{Y^m} \) are the pdf of \( \mathcal{N}(\mu_A, \Sigma_{Y^A_m}) \) in (4.9) and the pdf of \( \mathcal{N}(0, \Sigma_{YY}) \) in (4.4), respectively, the parameter \( \tau \) is the decision threshold set by the operator that meets the false alarm constraint.

4.2 Information Theoretic Metrics

The aim of the attacker is twofold. First, it aims to inflict a data integrity attack that disrupts all processes that use the measurements of the system, and secondly, it aims to guarantee the stealth of the attack. Hence, instead of assuming a particular state estimation procedure, this chapter adopts the methodology in [17] to construct stealth attacks that minimize the amount of information acquired by the measurements about the state variables. In doing so, the attacker targets a universal utility metric consisting of a weighted sum of two terms [19]: (a) the mutual information between the state variables and the measurements; and (b) the Kullback Leibler (KL) divergence between the probability distribution functions of the measurements with and without attacks. By minimizing this metric, the attacker guarantees a stealthy attack that impinges upon any procedure using the measurements.

4.2.1 Disruption Measure

The central purpose of DIAs is to disrupt the procedure where the measurements are used. DIAs within Bayesian Framework do not assume any particular state estimation procedure.
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Instead, the state variables and the attacks are modelled as random variables. Mutual information is a measure of the amount of information between two random variables. The random attack construction within Bayesian framework in (4.6) allows the attacker to choose the distribution of the attack vector $A^m$. For that reason, the disruption of the attack is characterized by the mutual information in fundamental terms by characterizing the amount of information between the state variables and the compromised measurements. Therefore, the attacker chooses the distribution of the random attack vector such that

$$\min_{P_{A^m}} I(X^n; Y^m_A),$$

(4.15)

where $X^n$ is in (4.3) and $Y^m_A$ is in (4.9). In fact, the motivation to use information measures is to provide general performance metrics that apply to a wide range of estimation, control, and analysis procedures. Any reduction on mutual information necessarily implies a degradation of performance in any process that uses the measurements. For instance, the performance of the MMSE estimator in (2.51) can be linked to the mutual information via I-MMSE results that bridge the classical estimation paradigm to the information theoretic one [18].

The following proposition presents the analytical expression of mutual information with $X^n$ in (4.3) and $Y^m_A$ in (4.9).

**Proposition 5.** The mutual information between the random variable $X^n \sim \mathcal{N}(0, \Sigma_{XX})$ and $Y^m_A \sim \mathcal{N}(\mu_A, \Sigma_{Y_A})$ is

$$I(X^n; Y^m_A) = \frac{1}{2} \log \frac{\left| \Sigma_{XX} \right| \left| \Sigma_{Y_A} \right|}{\left| \Sigma \right|},$$

(4.16)

where $\Sigma_{XX}$ is in (4.3); $\Sigma_{Y_A}$ is in (4.10) and $\Sigma$ is the covariance matrix of the joint distribution of $X^n$ and $Y^m_A$, that is, $(X^n, Y^m_A) \sim \mathcal{N}(0, \Sigma)$ with

$$\Sigma \triangleq \begin{pmatrix} \Sigma_{XX} & \Sigma_{XY} \sigma^2 \Sigma_{AA} & \Sigma_{XX}H^T + \sigma^2 I + \Sigma_{AA} \end{pmatrix}.$$

(4.17)

**Proof.** The proof is presented in Appendix A.

**Corollary 10.1.** The mutual information between the vector of random variables $X^n \sim \mathcal{N}(0, \Sigma_{XX})$ and $Y^m_A \sim \mathcal{N}(0, \Sigma_{Y_A})$

$$I(X^n; Y^m_A) = \frac{1}{2} \log \frac{\left| \Sigma_{XX} \right| \left| \Sigma_{Y_A} \right|}{\left| \Sigma \right|},$$

(4.18)

where $\Sigma_{XX}$ is in (4.3); $\Sigma_{Y_A}$ is in (4.10) and $\Sigma$ is in (4.17).

4.2.2 Detection Metric

Apart from the disruption that is captured by mutual information, the stealthiness of the attacks is guaranteed by minimizing the Kullback-Leibler (KL) divergence. The KL divergence between two probability distributions is a measure of the statistical difference between the distributions. The rationale for minimizing the KL divergence between the distributions

$$\min_{P_{A^m}} D_{KL}(P || Q),$$

(4.19)

where $P$ is the true distribution and $Q$ is the distribution of the measurements. In the context of Bayesian estimation, the KL divergence can be expressed as

$$D_{KL}(P || Q) = \int P(X) \log \frac{P(X)}{Q(X)} dX.$$

(4.20)

By choosing the distribution $P$ such that the KL divergence is minimized, the attacker ensures that the measurements are as close as possible to the true distribution. This leads to a degradation of the performance of any estimation procedure that relies on the measurements. The following proposition presents the analytical expression of the KL divergence with $X^n$ in (4.3) and $Y^m_A$ in (4.9).

**Proposition 5.** The KL divergence between the random variable $X^n \sim \mathcal{N}(0, \Sigma_{XX})$ and $Y^m_A \sim \mathcal{N}(\mu_A, \Sigma_{Y_A})$ is

$$D_{KL}(P || Q) = \frac{1}{2} \log \frac{\left| \Sigma_{XX} \right| \left| \Sigma_{Y_A} \right|}{\left| \Sigma \right|},$$

(4.21)

where $\Sigma_{XX}$ is in (4.3); $\Sigma_{Y_A}$ is in (4.10) and $\Sigma$ is in (4.17).
as means to minimize the probability of attack detection stems from the Chernoff-Stein Lemma [19, Th. 11.8.3]. That is, for the LRT in (4.13) in Lemma 3, for any probability of Type I error \( \alpha < \frac{1}{2} \), the logarithm of the averaged minimum value of probability of Type II error \( \beta \) asymptotically converges to the inverse of the KL divergence between the distributions of the two hypothesis. Therefore, minimizing the asymptotic detection probability is equivalent to maximizing the probability of Type II error that is achieved by

\[
\min_{P_{A^m}} D(P_{Y^m_A} \| P_{Y^m}),
\]

(4.19)

where \( P_{Y^m_A} \) and \( P_{Y^m} \) are the distribution of \( Y^m_A \) in (4.9) and the distribution of \( Y^m \) in (4.4), respectively.

The following proposition presents the analytical expression of the KL divergence.

**Proposition 6.** The KL divergence between \( Y^m_A \sim N(\mu_A, \Sigma_{YA^m}) \) and \( Y^m \sim N(0, \Sigma_{YY}) \) is

\[
D(P_{Y^m_A} \| P_{Y^m}) = \frac{1}{2} \left( \log \left( \frac{\Sigma_{YY}}{\Sigma_{Y_AY^m_A}} \right) - m + \text{tr}(\Sigma_{YY}^{-1} \Sigma_{Y_AY^m_A}) + \text{tr}(\Sigma_{YY}^{-1} \mu_A \mu_A^T) \right),
\]

(4.20)

where the mean vector \( \mu_A \) and the matrix \( \Sigma_{Y_AY^m_A} \) are in (4.9), the matrix \( \Sigma_{YY} \) is in (4.4).

**Proof.** The proof of Proposition 6 is presented in Appendix B.

**Corollary 10.2.** The KL divergence between \( m \)-dimensional multivariate Gaussian distributions \( Y^m_A \sim N(0, \Sigma_{Y_AY^m}) \) and \( Y^m \sim N(0, \Sigma_{YY}) \) is given by

\[
D(P_{Y^m_A} \| P_{Y^m}) = \frac{1}{2} \left( \log \left( \frac{\Sigma_{YY}}{\Sigma_{Y_AY^m_A}} \right) - m + \text{tr}(\Sigma_{YY}^{-1} \Sigma_{Y_AY^m_A}) \right),
\]

(4.21)

where the matrices \( \Sigma_{YY} \) and \( \Sigma_{Y_AY^m_A} \) are in (4.4) and (4.9), respectively.

The following lemma shows that the optimal Gaussian attack construction is with a null mean vector.

**Lemma 11.** The optimal Gaussian attack construction is with a null mean vector, that is,

\[
A^m \sim N(0, \Sigma_{AA}),
\]

(4.22)

where \( \Sigma_{AA} \in S^m_+ \).

**Proof.** From Proposition 3 the mutual information in (4.16) is not a function of the mean vector \( \mu_A \), that is, the mean vector is arbitrary. From Proposition 6 the following holds

\[
D(P_{Y^m_A} \| P_{Y^m}) = \frac{1}{2} \left( \log \left( \frac{\Sigma_{YY}}{\Sigma_{Y_AY^m_A}} \right) - m + \text{tr}(\Sigma_{YY}^{-1} \Sigma_{Y_AY^m_A}) + \text{tr}(\Sigma_{YY}^{-1} \mu_A \mu_A^T) \right)
\]

(4.23)

\[
= \frac{1}{2} \left( \log \left( \frac{\Sigma_{YY}}{\Sigma_{Y_AY^m_A}} \right) - m + \text{tr}(\Sigma_{YY}^{-1} \Sigma_{Y_AY^m_A}) + \mu_A^T \Sigma_{YY}^{-1} \mu_A \right)
\]

(4.24)

\[
\geq \frac{1}{2} \left( \log \left( \frac{\Sigma_{YY}}{\Sigma_{Y_AY^m_A}} \right) - m + \text{tr}(\Sigma_{YY}^{-1} \Sigma_{Y_AY^m_A}) \right),
\]

(4.25)
where (4.24) follows from the fact that
\[
\text{tr} \left( \Sigma_{YY}^{-1} \mu_A \mu_A^T \right) = \mu_A^T \Sigma_{YY}^{-1} \mu_A,
\]
(4.26)
\[
= \mu_A^T \Sigma_{YY}^{-1} \mu_A,
\]
(4.27)
and (4.25) follows from \( \Sigma_{YY}^{-1} \in S^m_+ \). Note that the equality in (4.25) holds when \( \mu_A = 0 \). Therefore, for all \( \Sigma_{AA} \in S^m_+ \), the optimal mean is \( \mu_A = 0 \). This completes the proof.

**Remark 3.** The assumption in (4.22) boils down the attack construction to simply characterize the covariance matrix \( \Sigma_{AA} \).

The Gaussian attack construction \( A^m \sim \mathcal{N}(0, \Sigma_{AA}) \) incorporates mutual information in (4.18) and the KL divergence in (4.21) which results in the construction of stealth attacks\(^{[17]}\). Specifically, the construction is given by the solution to the following optimization problem:
\[
\min_{P_{Y_A}^m} I(X^n, Y_A^m) + \lambda D(P_{Y_A}^m \parallel P_{Y^m}),
\]
(4.28)
where \( \lambda \geq 1 \) is the weighting parameter that determines the tradeoff between attack disruption and probability of detection. Note that the optimization in (4.28) searches for the distribution of the random attack vector over the set of Gaussian multivariate distributions of \( m \) dimensions. Equivalently, for Lemma\(^{[11]}\), it chooses the optimal covariance matrix for the distribution of the attack. It is shown in Theorem\(^{[6]}\) that the optimal Gaussian attack is given by \( \bar{P}_{A^m} = \mathcal{N}(0, \bar{\Sigma}) \) where
\[
\bar{\Sigma} = \lambda^{-\frac{1}{2}} \bar{H} \Sigma_{XX} \bar{H}^T.
\]
(4.29)
From remark\(^{[1]}\) the attack construction in (4.29) is such that
\[
\mathbb{P} \left[ \text{card} \left( \text{supp} (A^m) \right) = m \right] = 1,
\]
(4.30)
where \( \text{supp} (A^m) \) is the support of vector \( A^m \) defined in (3.3). This implies that the attacker has to compromise all the measurements, which is costly and unrealistic. In the next section, the attack constructions with sparsity constraint are proposed.

### 4.3 Sparse Stealth Attack Formulation

#### 4.3.1 Attack Construction with Sparsity Constraints

The attack implementation requires access to the sensing infrastructure of the industrial control system (ICS) operating the power system. DIAs usually exploit the vulnerabilities existing in the field zone by comprising remote terminal units or local secondary level control systems, or alternatively, by getting access to the SCADA system coordinating the control zone of the ICS. For that reason, attack constructions that are required to intrude the least amount of monitoring and data acquisition infrastructure are of particular interest from a security standpoint. In view of this, this chapter studies sparse attacks that require access to a limited number of sensors, that is, the attack construction problem is posed with sparsity
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constraints by setting the domain as the set of distributions over the attack vector that put non-zero mass on at most \( k \leq m \) attack vector entries, that is,

\[
\tilde{\mathcal{P}}_k \triangleq \{ P_{A^m} : \text{card}(\text{supp}(A^m)) = k \}.
\]

The same information theoretic metrics as in (4.28) are considered. The resulting \( k \)-sparse stealth attack construction is therefore posed as the optimization problem:

\[
\min_{P_{A^m} \in \tilde{\mathcal{P}}_k} I(X^n; Y^m_A) + \lambda D(P_{Y^m_A} \parallel P_{Y^m}).
\]

Solving this problem is hard in general owing to the combinatorial nature of the attack vector support selection.

4.3.2 Gaussian Sparse Stealth Attack Construction

The optimization domain including the sparsity constraint in (4.32) implies an additional difficulty in the construction of stealth attacks with respect to the construction proposed in (4.28) [17]. This additional difficulty lies on the combinatorial problem arising from the selection of at most \( k \) out of \( m \) dimensions of the attack vector to form the support of \( A^m \), that is, an additional optimization constraint of the form card(\text{supp}(A^m)) = k, with \( k \leq m \).

To tackle this difficulty, this chapter exploits the structure that the Gaussian attack embeds into the sparse attack problem formulation to propose novel attack construction algorithms with verifiable performance guarantees. From Lemma [11] it follows that the optimal Gaussian distribution is a null mean vector. Hence, the attacker chooses the distribution over the set of multivariate Gaussian distributions given by

\[
\mathcal{P}_k \triangleq \{ P_{A^m} \sim \mathcal{N}(0, \tilde{\Sigma}) : \text{card}(\text{supp}(A^m)) = k \},
\]

where \( \tilde{\Sigma} \in S^m_+ \) is the covariance matrix of the multivariate Gaussian distribution. The resulting \( k \)-sparse stealth Gaussian attack construction is therefore posed as the optimization problem:

\[
\min_{P_{A^m} \in \mathcal{P}_k} I(X^n; Y^m_A) + \lambda D(P_{Y^m_A} \parallel P_{Y^m}).
\]

Hence, writing the objectives of the optimization problem in (4.34), that is, mutual information \( I(X^n; Y^m_A) \) in (4.18) and the KL divergence \( D(P_{Y^m_A} \parallel P_{Y^m}) \) in (4.21) in terms of the covariance matrix of the attack random vector \( A^m \) in (4.22), that is, \( A^m \sim \mathcal{N}(0, \Sigma_{AA}) \) leads to observing that, up to a constant additive term, it is equivalent to the expression

\[
\min_{\Sigma_{AA} \in S^m_+} J(\Sigma_{AA}) \triangleq (1 - \lambda) \log |\Sigma_{YY} + \Sigma_{AA}| - \log |\sigma^2 I_m + \Sigma_{AA}| + \lambda \text{tr}(\Sigma_{YY}^{-1} \Sigma_{AA}),
\]

where \( \lambda \geq 1 \) is introduced in (4.34), the matrix \( \Sigma_{YY} \) is in (4.4), the real \( \sigma \in \mathbb{R}_+ \) is in (4.2).

Hence, the optimization problem in (4.34) is equivalent to the following optimization problem:

\[
\min_{\Sigma_{AA} \in S^m_+} J(\Sigma_{AA}).
\]

However, the sparsity constraint in (4.34) is not specified in (4.36). In order to write the optimization domain of the problem in (4.34) in terms of the covariance matrix of the
random attack vector, it suffices to observe that the sparsity constraint denoted in (4.33) translates into a constraint on the number of nonzero entries in the diagonal of the covariance matrix of the attack vector. More specifically, the optimization domain becomes:

\[ S_k \triangleq \{ S \in S^m_+ : \| \text{diag}(S) \|_0 = k \}, \quad (4.37) \]

where \( \text{diag}(S) \) denotes the vector formed by the diagonal entries of \( S \).

The following lemma presents the equivalent expression of the optimization problem in (4.34).

**Lemma 12.** The optimization problem in (4.34) is equivalent to

\[ \min_{\Sigma_{AA} \in S_k} J(\Sigma_{AA}), \quad (4.38) \]

where the optimization domain \( S_k \) is in (4.37) and the cost function \( J : S_k \to \mathbb{R}_+ \) is in (4.35).

**Proof.** The proof follows by noting that in the Gaussian setting, the optimization problem in (4.34) is equivalent to (4.36) up to a constant additive term and the optimization domain is specified by (4.37). \( \square \)

### 4.4 Independent Sparse Stealth Attacks

This section tackles the case in which the entries of the attack vector \( A^m \) are independent. More specifically, the focus is on product probability measures of the form

\[ P_{A^m} = \prod_{i=1}^{m} P_{A_i}, \quad (4.39) \]

where \( A_i \) denotes the \( i \)-th entry of the vector \( A^m \); for all \( i \in \{1, 2, \ldots, m\} \), the probability density function of \( A_i \) denoted by \( P_{A_i} \) is Gaussian with zero mean and variance \( v_i \), that is, \( A_i \sim \mathcal{N}(0, v_i) \).

The assumption of independence relaxes the correlation requirements between the entries of the attack vector. As a result, the set of covariance matrices given by (4.37), with \( k \leq m \), that arises from considering Gaussian attacks becomes the following set

\[ \tilde{S}_k \triangleq \bigcup_{\mathcal{K}} \left\{ S \in S^m_+ : S = \sum_{i \in \mathcal{K}} v_i e_i e_i^T \text{ with } v_i \in \mathbb{R}_+ \right\}, \quad (4.40) \]

where the union is over all subsets \( \mathcal{K} \subseteq \{1, 2, \ldots, m\} \) with \( \text{card}(\mathcal{K}) = k \leq m \). Note that it holds that \( \tilde{S}_k \subseteq S_k \).

**Corollary 12.1.** Under the independence assumption, the optimization problem in (4.38) boils down to the following optimization problem:

\[ \min_{\Sigma_{AA} \in \tilde{S}_k} J(\Sigma_{AA}), \quad (4.41) \]

where the optimization domain \( \tilde{S}_k \) is in (4.40) and the cost function \( J : \tilde{S}_k \to \mathbb{R}_+ \) is in (4.35).
The optimization problem in (4.41) is hard to solve due to the combinatorial character of identifying the support of the sparse random attack vector. For that reason, we first tackle the case in which the attacker only comprises one measurement, that is, \( k = 1 \) in Section 4.4.1 and propose two different greedy constructions that sequentially update the set \( \text{supp}(A^m) \), with \( A^m \) in (4.6), and determines the corresponding entry in the diagonal of the matrix \( \Sigma_{AA} \) in (4.22) in Section 4.4.2 and Section 4.4.3 respectively.

### 4.4.1 Optimal Single Measurement Attack Construction

Despite having narrowed it down to Gaussian distributions, the optimization problem in (4.41) is still challenging due to its combinatorial character. For that reason, this section tackles the case in which the attacker only comprises one measurement, that is, \( k = 1 \). The rationale for this is that it is expected to leverage the insight developed for the single sensor case in the construction of the general \( k \)-sparse case. The following theorem provides the optimal solution for the case in which the attacker corrupts a single measurement.

**Theorem 13.** The solution to the sparse stealth attack construction problem in (4.41) for the case \( k = 1 \) is given by

\[
\Sigma_{AA} = v e_i e_i^T,
\]

where

\[
i = \arg \min_{j \in \{1, 2, \ldots, m\}} \left\{ \left( \Sigma_{YY}^{-1} \right)_{jj} \right\},
\]

\[
v = -\frac{\sigma^2}{2} + \frac{1}{2} \left( \sigma^2 - \frac{4(\mu \sigma^2 - 1)}{\lambda^2 \mu^2} \right)^{\frac{1}{2}},
\]

with \( \mu \stackrel{\Delta}{=} (\Sigma_{YY}^{-1})_{ii} \).

**Proof.** The proof of Theorem 13 is presented in Appendix C.

**Remark 4.** Knowledge of the second order moments of the measurements \( \Sigma_{YY} \) and the variance of the AWGN introduced by the sensors \( \sigma^2 \) suffice to construct the optimal single measurement attack.

### 4.4.2 Greedy Constructions with Jacobian Updated

The extension to the \( k \)-sparse case of the solution proposed in Section 4.4.1 does not get around the combinatorial optimization in (4.41). For that reason, in the following a greedy construction that leverages the insight distilled in the \( k = 1 \) case to select the set of \( k \) attacked measurements is proposed. The construction is based on a classical greedy procedure that sequentially selects a measurement to attack by minimizing the cost in terms of the decision at each step.

Let us denote by \( K \) the set of measurement indices that are attacked, that is, \( K \stackrel{\Delta}{=} \text{supp}(A^m) \). The greedy algorithm operates by sequentially updating the elements in \( K \) by adding a new index in each step until \( k \) indices are selected. For that reason, the resulting
entries of the attack vector are independent, and therefore, the covariance matrix of the
attack vector obtained via the proposed greedy approach is in the set in (4.40). The proposed
greedy construction is described in Algorithm 1. Let $H_j$ be the Jacobian matrix at iteration
$j$, with $j \in \{1, 2, \ldots, k\}$. The algorithm updates the Jacobian matrix at iteration $j$ by
removing all the rows that correspond to the compromised measurements in $K_{j-1}$ from the
original Jacobian matrix $H$ in (4.1). In the other words, the Jacobian matrix $H_j$ is the
observation matrix formed by the measurements in $K_{c_{j-1}}$ that have not been compromised.
The resulting Jacobian matrix is denoted as $H_{K_{c_{j-1}}} \in \mathbb{R}^{\text{card}(K_{c_{j-1}}) \times n}$ in step 3 in the Algorithm.
Therefore, the complexity of Algorithm 1 is $m!$.

**Algorithm 1** $k$-sparse stealth attack construction with Jacobian updated

**Input:** the Jacobian matrix $H \in \mathbb{R}^{m \times n}$ in (4.1),
the variance of the noise $\sigma^2 \in \mathbb{R}_+$ in (4.2),
the covariance matrix $\Sigma_{XX} \in S^n_+$ in (4.3),
the weighting parameter $\lambda \geq 1$ in (4.34);
and the sparse constraint $k \leq m$.

**Output:** the covariance matrix of the attack vector $\bar{\Sigma}_{AA}$ in (4.22), and the set of indices of
attacked measurements $K$.

1: Set $K_0 = \{\emptyset\}$
2: for $j = 1$ to $k$ do
3: \hspace{1em} Set $H_j = H_{K_{c_{j-1}}}$
4: \hspace{1em} Compute $W_j = (H_j \Sigma_{XX} H_j^T + \sigma^2 I_{\text{card}(K_{c_{j-1}})})^{-1}$
5: \hspace{1em} Set $\alpha_j = \arg \min_i \{(W_j)_{ii}\}$,
6: \hspace{1em} Set $w_j \triangleq (W_j)_{\alpha_j \alpha_j}$
7: \hspace{1em} Set $v_{\alpha_j} = -\frac{\sigma^2}{2} + \frac{1}{2} \left(\sigma^4 - \frac{4\sqrt{\frac{4\sigma^2}{\lambda w_j}}}{\lambda w_j} - 1\right)^{\frac{1}{2}}$
8: \hspace{1em} Set $K_j = K_{j-1} \cup \{\alpha_j\}$
9: end for
10: Set $K = K_k$
11: Set $\bar{\Sigma}_{AA} = \sum_{i \in K} v_i e_i e_i^T$

**Remark 5.** The $k$-sparse stealth attack construction in Algorithm 1 requires the knowledge
of the second order moments of the state variables $\Sigma_{XX}$, the Jacobian matrix $H$ and the
variance of the AWGN introduced by the sensors $\sigma^2$.

### 4.4.3 Greedy Constructions with Optimal Single-Step Sequential Procedure

The proposed construction hinges on the idea that approaching the sensor selection problem
in a sequential fashion resembles the single sensor selection problem discussed in Section 4.4.1.
This enables us to leverage the single sensor selection construction to analytically characterize
the cost difference induced by the addition of a new element to the set $\text{supp}(A^m)$, with $A^m$
in (4.6), and determines the corresponding entry in the diagonal of the matrix $\Sigma_{AA}$ in (4.22).
More specifically, given the sparsity constraint in (4.37), for some \( k \leq m \), the construction can be divided into \( k \) epochs. At each epoch a new element is added to \( \text{supp}(A^m) \). At epoch \( i \), let \( \Sigma_i \in S^m_+ \) be the covariance matrix of the attack variable. Let the set \( K_i \) be the set of indices corresponding to the entries of the vector \( \text{diag}(\Sigma_i) \) that are nonzero, that is,

\[
K_i = \{ j \in \{1, 2, \ldots, m\} : (\Sigma_i)_{jj} > 0 \}. \tag{4.44}
\]

For all \( i \in \{1, 2, \ldots, k\} \), it is imposed that \( K_i \subseteq \{1, 2, \ldots, m\} \) and \( \text{card}(K_i) = i \). This implies that \( K_1 \subseteq K_2 \subseteq \ldots \subseteq K_k \subseteq \{1, 2, \ldots, m\} \). Hence, the following holds

\[
\Sigma_i = \Sigma_{i-1} + ve_je_j^T, \tag{4.45}
\]

where, for \( i = 1 \), \( \Sigma_0 \) is a matrix of zeros, the integer \( j \in \{1, 2, \ldots, m\} \setminus K_{i-1} \) is the index of the new entry at epoch \( i \), and \( v \in \mathbb{R}_+ \) is the value of such entry that corresponds to the variance of the attack variable added to \( A^m \). For ease of presentation, this section denotes the set of indices available to the attacker to choose at epoch \( i \), that is, the entries of the vector \( \text{diag}(\Sigma_{i-1}) \) that are zero, as

\[
K^c_{i-1} \triangleq \{1, 2, \ldots, m\} \setminus K_{i-1}. \tag{4.46}
\]

Our proposition to choose both \( j \in K^c_{i-1} \) and \( v \in \mathbb{R}_+ \) at epoch \( i \) as described in (4.45) is based on the following optimization problem

\[
\min_{(j,v) \in K^c_{i-1} \times \mathbb{R}_+} J(\Sigma_{i-1} + ve_je_j^T). \tag{4.47}
\]

The following lemma shed light on the solution to the problem (4.47).

**Lemma 14.** Let \( \Sigma_i \in S^m_+ \) and \( \Sigma_{i-1} \in S^m_+ \) be two matrices in epoch \( i \) and epoch \( i - 1 \) that satisfy \( \Sigma_i = \Sigma_{i-1} + ve_je_j^T \) with \( K_{i-1} \) in (4.44), \( j \in K^c_{i-1} \) and \( v \in \mathbb{R}_+ \). The cost function \( J \) in (4.35) satisfies that

\[
J(\Sigma_i) = J(\Sigma_{i-1}) + f(\Sigma_{i-1}, ve_je_j^T), \tag{4.48}
\]

where the function \( f : \mathbb{R}^{m \times m} \times \mathbb{R}^{m \times m} \rightarrow \mathbb{R} \) is such that

\[
f(\Sigma_{i-1}, ve_je_j^T) \triangleq (1 - \lambda) \log |I_m + (\Sigma_{YY} + \Sigma_{i-1})^{-1} ve_je_j^T| - \log |I_m + (\sigma^2 I_m + \Sigma_{i-1})^{-1} ve_je_j^T| + \lambda \text{tr} (\Sigma_{YY}^{-1} ve_je_j^T), \tag{4.49}
\]

where \( \lambda \geq 1 \) is introduced in (4.34), the matrix \( \Sigma_{YY} \) is in (4.5).

**Proof.** The proof of Lemma 14 is presented in Appendix D.

The relevance of Lemma 14 is that it enables the selection of both \( j \in K^c_{i-1} \) and \( v \in \mathbb{R}_+ \) at epoch \( i \) based on a simpler optimization problem than that in (4.47). Indeed, the selection problem results in

\[
\min_{(j,v) \in K^c_{i-1} \times \mathbb{R}_+} f(\Sigma_{i-1}, ve_je_j^T), \tag{4.50}
\]

where the function \( f \) is defined in (4.49). The following lemma characterizes the convexity of the cost function in (4.50) with respect to \( v \).
Proposition 7. Let \( \lambda \geq 1 \). Then the optimization problem in (4.50) is convex with respect to \( v \).

Proof. The proof of Proposition 7 is presented in Appendix E.

The following theorem provides the solution to the optimization problem in (4.50).

Theorem 15. Let \( k \) satisfy \( 0 < k \leq m \), and for all \( i \in \{1, 2, \ldots, k\} \), denote by \((j^*, v^*) \in \mathcal{K}_{i-1}^c \times \mathbb{R}_+\) the solution to the optimization problem in (4.47). Then, the following holds

\[
\begin{align*}
    j^* &= \text{arg min}_{j \in \mathcal{K}_{i-1}^c} J(\Sigma_{i-1} + v_j e_j e_j^T) \quad \text{and} \\
    v^* &= v_{j^*},
\end{align*}
\]

where, for all \( j \in \mathcal{K}_{i-1}^c \),

\[
    v_{j^*} = \left(\frac{\beta_j - \alpha_j + \beta_j \alpha_j \sigma^2}{2 \beta_j \alpha_j}\right) \left(\sqrt{1 - \frac{4 \beta_j \alpha_j \left(\beta_j \sigma^2 - \alpha_j \sigma^2 - \alpha_j \sigma^2 + 1\right)}{\left(\beta_j - \alpha_j + \beta_j \alpha_j \sigma^2\right)^2}} - 1\right),
\]

with

\[
\begin{align*}
    \alpha_j &\triangleq \text{tr} \left((\Sigma_{YY} + \Sigma_{i-1})^{-1} e_j e_j^T\right), \\
    \beta_j &\triangleq \text{tr} \left(\Sigma_{YY}^{-1} e_j e_j^T\right),
\end{align*}
\]

and the real \( \sigma > 0 \) in (4.53) is introduced in (4.2).

Proof. The proof of Theorem 15 is presented in Appendix F.

The proposed greedy construction with optimal sequential procedure is described in Algorithm 2.

Remark 6. The \( k \)-sparse stealth attack construction in Algorithm 2 requires the knowledge of the second order moments of the measurements \( \Sigma_{YY} \) and the variance of the AWGN introduced by the sensors \( \sigma^2 \). This implies that the second order statistics of the measurements and variance of the noise introduced by the sensors suffice to construct the attacks.

### 4.5 Numerical Results

This section numerically evaluates the performance of the proposed attack construction algorithms on a direct current (DC) state estimation setting for the IEEE 9-bus, IEEE 14-bus and IEEE 30-bus test systems [112]. The voltage magnitudes are set to 1.0 per unit, which implies that the state estimation is based on the measurements of active power flow injections to all the buses and the active power flow between physically connected buses as described in Section 2.1.2. The Jacobian matrix \( H \) is determined by the reactance of the branches and the topology of the corresponding systems. The MATPOWER [113] is
Algorithm 2 \( k \)-sparse independent attack construction

**Input:** the variance of the noise \( \sigma^2 \in \mathbb{R}_+ \) in (4.2),
the covariance matrix \( \Sigma_{YY} \in S^m_+ \) in (4.5),
the weighting parameter \( \lambda \geq 1 \) in (4.34); and the sparse constraint \( k \leq m \) in (4.44).

**Output:** the covariance matrix of the attack vector \( \Sigma_{AA} \) in (4.22), and the set of indices of attacked measurements \( \mathcal{K} \).

```
1: Set \( \mathcal{K}_0 = \{\emptyset\} \)
2: Set \( \Sigma_0 = 0 \)
3: for \( j = 1 \) to \( k \) do
4:     for \( \ell \in \mathcal{K}_{i-1} \) do
5:         Compute \( v_\ell \) in (4.53)
6:     end for
7:     Compute \( j^* \) in (4.51)
8:     Compute \( v^* \) in (4.52)
9:     Set \( \mathcal{K}_j = \mathcal{K}_{j-1} \cup \{j^*\} \)
10:    Set \( \Sigma_j = \sum_{i \in \mathcal{K}_j} v_i e_i e_i^T \)
11: end for
12: \( \Sigma_{AA} = \sum_{i \in \mathcal{K}_k} v_i e_i e_i^T \)
```

adopted to generate \( H \) for each test system. The attack constructions in Theorem 13 and Theorem 15 show that the variance of the random attacks is a function of the covariance matrix of the measurements. To obtain the covariance matrix of measurements, this section first captures the statistical dependence between the state variables by a Toeplitz model for the covariance matrix \( \Sigma_{XX} \in S^n_+ \) that arises in a wide range of practical settings, such as autoregressive stationary processes [13, 17, 114]. Specifically, the correlation between state variables \( X_i \) and \( X_j \) is modelled with the exponential decay parameter \( \rho \in \mathbb{R}_+ \) that defines the entries of the covariance matrix of the state variables as \( (\Sigma_{XX})_{ij} = \rho^{\text{abs}(i-j)} \), with \( (i, j) \in \{1, 2, \ldots, n\} \times \{1, 2, \ldots, n\} \). That is

\[
\Sigma_{XX} = \begin{pmatrix}
1 & \rho & \rho^2 & \ldots & \rho^{n-2} & \rho^{n-1} \\
\rho & 1 & \rho & \ldots & \rho^{n-3} & \rho^{n-2} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\rho^{n-2} & \rho^{n-3} & \rho^{n-4} & \ldots & 1 & \rho \\
\rho^{n-1} & \rho^{n-2} & \rho^{n-3} & \ldots & \rho & 1
\end{pmatrix}.
\]  

(4.56)

From (4.56), the parameter \( \rho \) characterizes the correlation strength between state variables \( X_i \) and \( X_j \), with \( (i, j) \in \{1, 2, \ldots, n\} \times \{1, 2, \ldots, n\} \), that is, the correlation strength between the phase angle of the voltage in the buses. In this setting, the performance of the proposed sparse stealth attack is not only a function of the attack constructions but also the correlation parameter \( \rho \), the noise variance \( \sigma^2 \), and the topology of the system described by \( H \). In the simulations, the observation model noise regime is set to be the signal to noise ratio (SNR) defined as

\[
\text{SNR} \triangleq 10 \log_{10} \left( \frac{\text{tr}(H \Sigma_{XX} H^T)}{m \sigma^2} \right).
\]  

(4.57)
4.5. NUMERICAL RESULTS

Figure 4.1: Performance of the sparse attack in terms of mutual information, probability of detection for different values of $\lambda$ when SNR = 30 dB, $\rho = 0.1, \tau = 2$ on the IEEE 30-bus test system.

The results in this section are obtained by averaging $2 \times 10^4$ realizations of the measurements as described in (4.6).

4.5.1 Performance of Attack Construction with Jacobian Updated

The probability of detection in this section is obtained by LRT in (4.14), that is,

$$L(\bar{y}) = \frac{f_{Y_A^m}(\bar{y})}{f_{Y_m}(\bar{y})} \frac{\mathcal{H}_1}{\mathcal{H}_0} \tau,$$

(4.58)

where the functions $f_{Y_A^m}$ and $f_{Y_m}$ are the pdf of $\mathcal{N}(0, \Sigma_{Y_A^m})$ obtained from Algorithm 1 and the pdf of $\mathcal{N}(0, \Sigma_{YY})$ in (4.4), respectively, and $\tau$ is the decision threshold set by the system operator to meet the false alarm constraint. The results are obtained by averaging $2 \times 10^4$ realizations of the measurements as described in (4.6).

Fig. 4.1 depicts the mutual information and the probability of detection that the attack constructed by Algorithm 1 induces for different values of the number of compromised measurements and the weighting parameter $\lambda$. As expected, the mutual information decreases monotonically, approximately linearly with the number of compromised measurements, while the probability of detection increases. Interestingly, the probability of detection exhibits an abrupt increase that suggests a threshold effect when a critical number of compromised measurements is reached. The weighting parameter $\lambda$ governs the minimum achievable probability of detection, e.g. a probability of detection of $10^{-2}$ is not attainable when $\lambda = 2$. Indeed,
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Figure 4.2: Variance of the attack vector entries, probability of detection, and probability of false alarm of the sparse attack when $\lambda = 2$, $\text{SNR} = 30$ dB, $\rho = 0.1$, $\tau = 2$ on the IEEE 30-bus test system.

Figure 4.3: Variance of the attack vector entries, probability of detection, and probability of false alarm of the sparse attack when $\lambda = 30$, $\text{SNR} = 30$ dB, $\rho = 0.1$, $\tau = 2$ on the IEEE 30-bus test system.
increasing the value of $\lambda$ to 30 yields a smaller probability of detection for small values of $k$ but the threshold effect takes place for the same number of compromised measurements, for both values of $\lambda$. This suggests that the topology of the system governs the position of the threshold.

The variance of the random attack variables used to compromise each sensor, the probability of detection, and the probability of false alarm as a function of the number of compromised measurements are illustrated in Fig. 4.2 and Fig. 4.3 for $\lambda = 2$ and $\lambda = 30$, respectively. As shown in Theorem 13, $\lambda$ is a scaling factor on the variances of the attack vector, and therefore, the values of the variance for the case $\lambda = 2$ are simply scaled in the case $\lambda = 30$. There are two distinguishable attack regimes depending on the variance of the attack vector entries. Algorithm 1 does not yield a monotonically decreasing profile of variances. Instead the variance of the entries selected by the algorithm switches between small and large values as the number of compromised measurements increases. This suggests, that certain measurement entries are significantly more sensitive to additive attacks than others and the existence of more vulnerable sensors that are determined by the topology of the system, as shown in (4.43b). For both cases, the probability of false alarm exhibits a non-monotonic behaviour with the number of compromised measurements, and interestingly, the change in monotonicity coincides with the threshold.

### 4.5.2 Performance of Attack Construction with Optimal Sequential Procedure

The simulation of the linearized AC power flow model is carried out to verify the performance of the proposed attacks. Let $x_0$ be the state variables of the nominal operation point when the system is operating under optimal power flow. The MATPOWER [113] is adopted to obtain the optimal power flow where the nominal operation point lies on. The corresponding Jacobian matrix is

$$H_0 = \frac{\partial}{\partial x} h(x)|_{x=x_0},$$

where $h(x) \in \mathbb{R}^m$ denotes the vector of random variables induced by the nonlinear relation between the state variables and the measurements and $H_0$ is the corresponding Jacobian matrix in linearized AC model when system is operating under optimal power flow with the vector of state variables $x_0$.

**Performance in terms of information theoretic cost**

Let $\Sigma_{k}^{\text{ind}}$ be the output of the $k$-sparse attack construction of Algorithm 2. This section evaluates the attack performance in terms of the sparsity penalty defined as

$$\eta \triangleq \frac{J(\Sigma_k^{\text{ind}}) - J(\Sigma_m^{\text{ind}})}{J(\Sigma_m^{\text{ind}})}, \quad (4.59)$$

where $J$ is the cost defined in (4.35). Note that $J(\Sigma_m^{\text{ind}})$ denotes the cost induced by the construction when all the sensors are attacked. In that sense, this metric captures the performance loss of the attack when only $k$ measurements are attacked.
Fig. 4.4 depicts the performance of the independent sparse stealth attack constructions obtained with Algorithm 2 in DC model on different IEEE test systems as a function of the proportion of compromised sensors, that is \( k/m \), for correlation parameter \( \rho = 0.9 \) and \( \lambda = 8 \). As expected, the sparsity penalty decreases monotonically with the proportion of compromised sensors. In the independent sparse attack case, the sparsity penalty does not change significantly in terms of the proportion of compromised sensors. Note that the exponential decrease slope is approximately constant, which indicates that the advantage of adding more sensors to the attack construction decreases exponentially at an approximately constant rate. Remarkably, this exponential decrease is observed for all system sizes and SNR regimes. Interestingly, the size of the network does not determine the performance of the attack. Specifically, the IEEE 14-bus system is the most vulnerable to attacks. This suggests that the topology of the system fundamentally changes the performance of the attack.

Fig. 4.5 depicts the performance of the independent sparse stealth attack construction obtained with Algorithm 2 in linearized AC model on different IEEE test systems with the same setting as in Fig. 4.4. As expected, the sparsity penalty decreases monotonically with the proportion of compromised measurements.

**Performance in terms of the tradeoff between mutual information and KL divergence**

Fig. 4.6 and Fig. 4.7 depict the multiobjective performance of the Algorithm 2 attack construction in DC model in terms of the tradeoff between mutual information and KL divergence for different values of the proportion of compromised sensors when \( \text{SNR} = 30 \, \text{dB} \) and \( \rho = 0.9 \) on the IEEE 9-bus and the IEEE 14-bus systems, respectively. As expected, larger values of the parameter \( \lambda \) yield smaller values of KL divergence, that is, the probability of detection is prioritized in the construction over the mutual information decrease for all the scenarios. Moreover, smaller values of \( k \) yield smaller reductions of the mutual information, which indicates that remaining stealthy in a sparse setting necessarily implies reducing the amount of disruption of the attack. On the other hand, larger values of \( k \) enable the attacker to more effectively tradeoff disruption for stealth.

Fig. 4.8 and Fig. 4.9 depict the multiobjective performance of the Algorithm 2 attack constructions in linearized AC model in terms of the tradeoff between mutual information and KL divergence for different values of the proportion of compromised measurements when \( \text{SNR} = 30 \, \text{dB} \) and \( \rho = 0.9 \) on the IEEE 9-bus and the IEEE 14-bus systems, respectively.

**Performance in terms of state estimate degradation and probability of detection**

Fig. 4.10 depicts the deviation of the LS estimate caused by one realization of the independent attack constructions via Algorithm 2 on the IEEE 9-bus test system with different values of \( k \) when \( \lambda = 2 \), \( \text{SNR} = 30 \, \text{dB} \) and \( \rho = 0.9 \). Note that the magnitude of the state estimate is in per unit where the base quantity is the actual value of state variables accordingly. The LS state estimate denoted by black dots serves as a benchmark for the state estimate after attacks. The LS estimate for all the state variables under independent attacks derivates from the LS estimate without attacks in both small and large values of \( k \). The attack constructions successfully deviate the LS estimates for all state variables, albeit with different deviation
Figure 4.4: Performance of independent attack constructions in DC model on different IEEE test systems with $\rho = 0.9$ and $\lambda = 8$.

Figure 4.5: Performance of independent attack constructions in linearized AC model on different IEEE test systems with $\rho = 0.9$ and $\lambda = 8$. 
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Figure 4.6: Performance of independent sparse attack construction in DC model in terms of mutual information and KL divergence for different values of $\lambda$ on the IEEE 9-bus test system with SNR = 30 dB and $\rho = 0.9$.

Figure 4.7: Performance of independent sparse attack construction in DC model in terms of mutual information and KL divergence for different values of $\lambda$ on the IEEE 14-bus test system with SNR = 30 dB and $\rho = 0.9$. 
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Figure 4.8: Performance of independent sparse attack construction in linearized AC model in terms of mutual information and KL divergence for different values of $\lambda$ on the IEEE 9-bus test system with SNR = 30 dB and $\rho = 0.9$.
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Figure 4.9: Performance of independent sparse attack construction in linearized AC model in terms of mutual information and KL divergence for different values of $\lambda$ on the IEEE 14-bus test system with SNR = 30 dB and $\rho = 0.9$. 
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Figure 4.10: Performance of independent attack construction in terms of state estimate with and without attacks on the IEEE 9-bus test system with one realization when $\lambda = 2$, $\rho = 0.9$, SNR = 30 dB.

Figure 4.11: Performance of independent attack construction in terms of the average absolute deviation of the state estimate on the IEEE 9-bus test system with 20000 realizations when $\lambda = 2$, $\rho = 0.9$, SNR = 30 dB.
Figure 4.12: Performance of independent attack construction in terms of probability of detection and probability of false alarm in LRT, LNRT and RT on the IEEE 9-bus test system when $\lambda = 2$, $\rho = 0.9$, SNR = 30 dB.

Figure 4.13: Performance of independent attack construction in terms of state estimate with and without attacks on the IEEE 9-bus test system with one realization when $k = 15$, $\rho = 0.9$, SNR = 30 dB.
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Figure 4.14: Performance of independent attack construction in terms of the average absolute deviation of the state estimate on the IEEE 9-bus test system with 20000 realizations when \( k = 15, \rho = 0.9, \text{SNR} = 30 \text{ dB} \).

Figure 4.15: Performance of independent attack construction in terms of probability of detection and probability of false alarm in LRT, LNRT and RT on the IEEE 9-bus test system when \( k = 15, \rho = 0.9, \text{SNR} = 30 \text{ dB} \).
4.6. Summary

This chapter proposed a novel independent stealth attack construction with sparsity constraints. The proposed attack constructions minimize the mutual information between the state variables and the measurements obtained by the operator while minimizing the probability of detection. To that end, this chapter proposed a cost function that combines the mutual information and the KL divergence that is amenable to sparse attack constructions. This chapter has theoretically characterized the optimal single measurement attack case by proving that the resulting cost function is convex and obtaining the optimal attack construction for this case. This chapter distills the insight obtained from the single measurement attack case to propose a sparse attack construction via the greedy algorithm described in Algorithm 2 that overcomes the combinatorial challenge by sequentially removing the attacked sensors and update the Jacobian matrix of the system. This chapter has numerically assessed the performance of the proposed attack on the IEEE 30-bus system and observed that the probability of detection exhibits a threshold effect when a critical number of measurements are compromised.
In addition to the greedy attack constructions in Algorithm 1, the insight obtained from minimizing the cost difference induced by incorporating an additional sensor to the attack is distilled to construct heuristic greedy constructions presented in Algorithm 2. This chapter shows that the greedy step results in a convex optimization problem which can be solved efficiently and yields a low complexity attack update rule. This chapter has numerically evaluated the attack performance in several IEEE test systems and shown that it is feasible to implement disruptive attacks that have access to small number of measurements. Furthermore, it is observed that the topology and the SNR regime govern the performance of the attacks.
Chapter 5

Correlated Sparse Stealth Attacks

In this chapter, the stealth sparse attacks introduced in Chapter 4 are generalized by dropping the assumption of independence and considering correlation between attack vector entries. This chapter tackles the challenge of the combinatorial character of identifying the support of the sparse attack vector by incorporating an additional sensor that yields a sequential sensor selection problem. The convexity of the resulting optimization problem is proved and the insight obtained from incorporating an additional sensor has been distilled to propose an heuristic greedy algorithm. This chapter has numerically assessed the performance of the proposed correlated attack constructions on the IEEE test systems and observed that the performance of the correlated attacks outperform independent attacks at the expense of requiring coordination, i.e., communication, between different attack locations.

5.1 Correlated Sparse Stealth Attack

5.1.1 Sparse Stealth Attack Formulation

The observation model with linearized dynamics given in (4.1) is presented here again for convenience. Recall that

\[ Y^m = HX^n + Z^m, \]  

(5.1)

where the matrix \( H \in \mathbb{R}^{m \times n} \) is the Jacobian matrix defined in (2.9) at a given operating point and is determined by the system components and the topology of the network, the vector \( X^n \in \mathbb{R}^n \) is the vector of random state variables such that \( X^n \sim \mathcal{N}(0, \Sigma_{XX}) \), the vector of random variables \( Y^m \in \mathbb{R}^m \) is the vector of measurements that are corrupted by AWGN that is described by the random noise vector \( Z^m \in \mathbb{R}^m \) such that

\[ Z^m \sim \mathcal{N}(0, \sigma^2 I_m). \]  

(5.2)

Therefore, it follows that

\[ Y^m \sim \mathcal{N}(0, \Sigma_{YY}), \]  

(5.3)

where \( \Sigma_{YY} = H\Sigma_{XX}H^\top + \sigma^2 I_m \).

The measurements \( Y^m \) are corrupted by a random attack vector \( A^m \sim P_{A^m} \). This yields the observation model under attacks given by

\[ Y^m_A = HX^n + Z^m + A^m. \]  

(5.4)
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The sparsity constraint is modelled as
\[
\text{card} \left( \text{supp}(A^m) \right) = k, \tag{5.5}
\]
where \(k \leq m\). In view of this, the domain of the \(k\)-sparse attack construction is the set of distributions over the attack vector that has at most \(k \leq m\) nonzero entries given by (4.31), that is,
\[
\tilde{P}_k \triangleq \{ P_{A^m} : \text{card} \left( \text{supp}(A^m) \right) = k \}. \tag{5.6}
\]

The objectives of the attackers are disruption and detection that are captured by mutual information and KL divergence as discussed in Section 4.2. Therefore, the \(k\)-sparse attack construction problem that jointly minimizes the mutual information and the KL divergence is cast as an optimization problem given by
\[
\min_{\tilde{P}_k} I(X^n; Y^m_A) + \lambda D(P_{Y^m_A} \| P_{Y^m}) \tag{5.7}
\]

5.1.2 Gaussian Sparse Attack Construction

From Lemma 11, the optimal Gaussian attack construction is with a null mean vector, that is
\[
A^m \sim \mathcal{N}(\mathbf{0}, \Sigma_{AA}), \tag{5.8}
\]
where \(\Sigma_{AA} \in S^m_+\). From (5.4) and (5.8), the compromised measurements denoted by \(Y^m_A\) satisfies that
\[
Y^m_A \sim \mathcal{N}(\mathbf{0}, \Sigma_{Y_AY_A}), \tag{5.9}
\]
where \(\Sigma_{Y_AY_A} = HH^\top + \sigma^2 I_m + \Sigma_{AA}\). In this section, the assumption of independence in (4.39) is dropped. Instead, the following case is considered:
\[
P_{A^m} \neq \prod_{i=1}^m P_{A_i}. \tag{5.10}
\]

This case boils down to the attack construction given in (4.38), that is
\[
\min_{\Sigma_{AA} \in S_k} J(\Sigma_{AA}), \tag{5.11}
\]
where \(S_k\) and the cost function \(J\) are defined in (4.37) and (4.35), respectively. Recall that
\[
S_k = \{ S \in S^m_+ : \| \text{diag}(S) \|_0 = k \}, \tag{5.12}
\]
\[
J(\Sigma_{AA}) = (1 - \lambda) \log |\Sigma_{YY} + \Sigma_{AA}| - \log |\sigma^2 I_m + \Sigma_{AA}| + \lambda \text{tr}(\Sigma_{YY}^{-1} \Sigma_{AA}), \tag{5.13}
\]
where \(k \leq m\) and the weighting parameter \(\lambda \geq 1\) is introduced in (5.7), the real \(\sigma \in \mathbb{R}\) is in (5.2) and the matrix \(\Sigma_{YY}\) is in (5.3). The optimization domain given by (5.12) is the set of covariance matrices with \(k\) nonzero entries in the diagonal. In next section, the correlation between the attack vector entries that is captured by the nonzero entries of the covariance matrix \(\Sigma_{AA}\) is incorporated.
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5.2.1 Correlation Structure

The optimization in (5.11) is carried over the set of covariance matrices with nonzero off-diagonal entries that account for the correlation between different attack entries. As a result, in addition to the set in (5.12) that incorporates the general sparsity constraints, the following set that takes into account the correlation between the attack vector entries is defined:

\[
\hat{S}_k \triangleq \bigcup_{\mathcal{K}} \{ S \in S^m_+ : i \in \mathcal{K}, (S)_{ii} > 0 \text{ and } (i, j) \in \mathcal{K} \times \mathcal{K}, (S)_{ij} \neq 0 \}, \tag{5.14}
\]

where \((S)_{ij}\) denotes the entry of the matrix \(S\) in the \(i\)-th row and \(j\)-th column, the union is over all subsets \(\mathcal{K} \subseteq \{1, 2, \ldots, m\}\) with card \((\mathcal{K}) = k \leq m\). Note that it holds that \(\hat{S}_k \subseteq S_k\).

Consequently, the optimization problem resulting from the construction of correlated \(k\)-sparse attacks is

\[
\min_{\Sigma_{AA} \in \hat{S}_k} J(\Sigma_{AA}), \tag{5.15}
\]

The optimization problem in (5.15) is hard to solve due to the combinatorial character of identifying the support of the sparse random attack vector. To circumvent this problem, this section proposes a structure that firstly sequentially updates the set of measurements being attacked and determines the corresponding entry in the diagonal of the matrix \(\Sigma_{AA}\). Then the nonzero off-diagonal entries that accounts for the correlation between the new index and the attacked measurements introduced are determined.

Specifically, given the sparsity constraint in the optimization domain in (5.15), for all \(k < m\), the construction can be divided into \(k\) epochs. At each epoch a new element is added to \(\text{diag}(\Sigma_{AA})\). At epoch \(i\), let \(\Sigma_i \in S^m_+\) be the covariance matrix of the vector attack. Let the set \(\mathcal{K}_i\) be the set of indices corresponding to the entries of the vector \(\text{diag}(\Sigma_i)\) that are nonzero, that is,

\[
\mathcal{K}_i = \{ j \in \{1, 2, \ldots, m\} : (\Sigma_i)_{jj} > 0 \}. \tag{5.16}
\]

In operational terms, the set \(\mathcal{K}_i\) is the set of attacked measurements. For all \(i \in \{1, 2, \ldots, k\}\), it is imposed that \(\mathcal{K}_i \subseteq \{1, 2, \ldots, m\}\) and card \((\mathcal{K}_i) = i\). This implies that \(\mathcal{K}_1 \subset \mathcal{K}_2 \subset \ldots \subset \mathcal{K}_k \subset \{1, 2, \ldots, m\}\). Hence,

\[
\Sigma_i = \Sigma_{i-1} + \Delta_i, \tag{5.17}
\]

where \(\Delta_i \in D_i\) with

\[
D_i \triangleq \bigcup_{s \in \mathbb{R}^m} \{ D \in \mathbb{R}^{m \times m} : D = s^T \otimes e_i + s \otimes e_i^T, i \in \mathcal{K}_{i-1}^c \}. \tag{5.18}
\]

Note that the vector \(s\) determines the second order moments describing the covariance between attacked measurements. As in the independent attack construction, characterizing the difference enables to formulate the optimization problem that yields the minimum cost increase introduced by a new index in the attack support. Let \(\Sigma_{i-1} \in S_{i-1}\) be the covariance matrix of the attack vector over \(i - 1\) measurements. Then the sensor selection problem at
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step \( i \) is given by the optimization problem:

\[
\min_{\Delta} J(\Sigma_{i-1} + \Delta) \quad (5.19)
\]

\[
\text{s.t.} \quad j \in K_{i-1}^c, \\
\Delta \in D_j, \\
\Sigma_{i-1} + \Delta \in S^m_+.
\]

The following lemma sheds light on the solution to the problem in (5.19).

**Lemma 16.** Let \( \Sigma_i \in S^m_+ \) and \( \Sigma_{i-1} \in S^m_+ \) be two matrices in epoch \( i \) and \( i-1 \), respectively, that satisfy \( \Sigma_i = \Sigma_{i-1} + \Delta \) with \( K_{i-1} \) in (5.16), \( j \in K_{i-1}^c \) and \( \Delta \in D_i \). The cost function \( J \) in (5.13) satisfies that

\[
J(\Sigma_i) = J(\Sigma_{i-1}) + f_{\text{cor}}(\Sigma_{i-1}, \Delta),
\]

where the function \( f : \mathbb{R}^{m \times m} \times \mathbb{R}^{m \times m} \to \mathbb{R} \) is such that

\[
f_{\text{cor}}(\Sigma_{i-1}, \Delta) \triangleq (1 - \lambda) \log \left| I_m + (\Sigma_{YY} + \Sigma_{i-1})^{-1} \Delta \right| - \log \left| I_m + (\sigma^2 I_m + \Sigma_{i-1})^{-1} \Delta \right| \\
+ \lambda \text{tr} \left( \Sigma_{YY}^{-1} \Delta \right),
\]

where \( \lambda \geq 1 \) is introduced in (5.7) and the matrix \( \Sigma_{YY} \) is defined in (5.3).

**Proof.** The proof consists in showing that the difference between \( J(\Sigma_i) \) and \( J(\Sigma_{i-1}) \) yields

\[
J(\Sigma_i) - J(\Sigma_{i-1}) = (1 - \lambda) \log \left| I_m + (\Sigma_{YY} + \Sigma_{i-1})^{-1} \Delta \right| - \log \left| I_m + (\sigma^2 I_m + \Sigma_{i-1})^{-1} \Delta \right| + \lambda \text{tr} \left( \Sigma_{YY}^{-1} \Delta \right).
\]

This completes the proof. \( \square \)

The relevance of Lemma 16 is that it enables the selection of both \( j \in K_{i-1}^c \) and \( \Delta \in D_j \) at epoch \( i \) based on a simpler optimization problem than that in (5.19). Indeed, from Lemma 16, the selection problem in (5.19) is equivalent to

\[
\min_{(j, \Delta) \in K_{i-1}^c \times \mathbb{R}^+} f_{\text{cor}}(\Sigma_{i-1}, \Delta),
\]

where the function \( f_{\text{cor}} \) is defined in (5.21).

In the following, it is shown that when the choice of the index selected for attacks in an epoch is fixed, the optimization in (5.19) is convex in the matrix \( \Delta \).

**Theorem 17.** Let \( \Sigma_{i-1} \in \tilde{S}_{i-1} \) and \( j \in K_{i-1}^c \). Then the optimization problem given by

\[
\min_{\Delta} J(\Sigma_{i-1} + \Delta) \quad (5.24)
\]

\[
\text{s.t.} \quad \Delta \in D_j, \\
\Sigma_{i-1} + \Delta \in S^m_+,
\]

is convex in \( \Delta \).
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Proof. From Lemma 16, the following holds for the optimization problem in (5.24).

\[ J(\Sigma_{i-1} + \Delta) = J(\Sigma_{i-1}) + f_{\text{cor}}(\Sigma_{i-1}, \Delta), \]

where the function \( f_{\text{cor}} \) is in (5.21). Hence, the optimization problem in (5.24) is equivalent to

\[
\min_{\Delta} f_{\text{cor}}(\Sigma_{i-1}, \Delta) \quad \text{s.t.} \quad \Delta \in D_j, \quad \Sigma_{i-1} + \Delta \in S^m_+,
\]

that is,

\[
\min_{\Delta} \left( 1 - \lambda \right) \log \left| I_m + \left( \Sigma_{YY} + \Sigma_{i-1} \right)^{-1} \Delta \right| - \log \left| I_m + \left( \sigma^2 I_m + \Sigma_{i-1} \right)^{-1} \Delta \right| + \lambda \text{tr} \left( \Sigma_{YY}^{-1} \Delta \right)
\]

\[
\text{s.t.} \quad \Delta \in D_j, \quad \Sigma_{i-1} + \Delta \in S^m_+,
\]

which is equivalent to

\[
\min_{\Delta} \left( 1 - \lambda \right) \log \left| I_m + \left( \Sigma_{YY} + \Sigma_{i-1} \right)^{-1} \Delta \right| - \log \left| I_m + \left( \sigma^2 I_m + \Sigma_{i-1} \right)^{-1} \Delta \right| + \lambda \text{tr} \left( \Sigma_{YY}^{-1} \Delta \right)
\]

\[
\text{s.t.} \quad \Delta \in D_j, \quad \Sigma_{i-1} + \Delta \in S^m_+.
\]

Noting that in (5.29), the sets \( D_j \) are convex for all \( j \in K_{i-1}^c \), that the logarithm terms are convex \[115\] for \( \lambda \geq 1 \), and that the trace term is linear, yields that the optimization problem in (5.29) is convex. Therefore, the optimization problem (5.24) is convex in \( \Delta \). This completes the proof.

5.2.2 Greedy Construction

The proposed greedy construction for correlated attack case is described in Algorithm 3. Note that the matrix obtained in the optimization problem in Theorem 17 is constrained by projecting the sum of the update and the previous covariance matrix in the positive semidefinite cone to guarantee that the resulting covariance matrix is indeed positive semidefinite. This is reflected in the last step of Algorithm 3 where the resulting matrix construction is projected by minimizing the Frobenius distance to the positive semidefinite cone. The computation complexity of Algorithm 3 comes from computing the matrix \( \Delta \) that describes the variance of the new compromised measurement and the covariances with the compromised ones. As provided in Theorem 17, the optimization problem is convex. Hence, the algorithm converges and the computation complexity is \( O(m(m-k)) \).
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Algorithm 3 $k$-sparse correlated attack construction

Input: $H$ in (5.1);
$\sigma^2$ in (5.1);
$\Sigma_{XX}$ in (5.1);
$k$ in (5.6) and $\lambda$ in (5.7).

Output: $\Sigma_{AA}$ in (5.15).

1: Set $K_0 = \{\emptyset\}$
2: Set $\Sigma_0 = 0$
3: for $j = 1$ to $k$ do
4:   for $\ell \in K_{j-1}$ do
5:       Compute $\Delta_\ell = \arg\min_{\Delta \in \mathcal{D}_\ell} J(\Sigma_{j-1} + \Delta)$
6:   end for
7:   Compute $j^* = \arg\min_{\ell \in A_{j-1}} J(\Sigma_{j-1} + \Delta_\ell)$
8:   Set $K_j = K_{j-1} \cup \{j^*\}$
9:   Set $\Sigma_j = \Sigma_{j-1} + \Delta_{j^*}$
10: end for
11: Compute $\Sigma_{AA} = \arg\min_{\mathcal{S} \in \mathcal{S}_m} \|\Sigma_k - \mathcal{S}\|_F$.

5.3 Numerical Results

5.3.1 Performance in terms of Information Theoretic Cost

Let $\Sigma_{k,\text{cor}}$ be the output of the $k$-sparse attack construction of Algorithm 3. This section evaluates the attack performance in terms of the sparsity penalty defined as

$$\eta \triangleq \frac{J(\Sigma_{k,\text{cor}}) - J(\Sigma_{m,\text{cor}})}{J(\Sigma_{m,\text{cor}})},$$  \hspace{1cm} (5.30)

where $J$ is in (5.13). Note that $J(\Sigma_{m,\text{cor}})$ denotes the cost induced by the construction when all the sensors are attacked. In that sense, this metric captures the performance loss of the attack when only $k$ sensors are attacked.

Fig. 5.1 depicts the performance of the correlated sparse stealth attack construction obtained with Algorithm 3 in different IEEE test systems as a function of the proportion of compromised sensors, that is, $k/m$, for $\rho = 0.9$ and $\lambda = 8$. As expected, the sparsity penalty decreases monotonically with the proportion of compromised sensors. The sparsity penalty decreases exponentially in the number of compromised sensors. Note that the exponential decrease slope is approximately constant, which indicates that the advantage of adding more sensors to the attack construction decreases exponentially at an approximately constant rate. Remarkably, this exponential decrease is observed for all system sizes and SNR regimes.

It is worth noting that for most systems, operating with larger SNR yields a lower mutual information for the same KL divergence. However, in Fig. 5.1 for the IEEE 30-bus test system the 10 dB and 30 dB performance curves cross, which indicates that the lower SNR regime benefits the attacker when the number of comprised sensors grows. Interestingly, the size of the network does not determine the performance the attack. From Fig. 5.1, 14-bus system is the most vulnerable system to the attacks. This statement only holds for high SNR.
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regime. In lower SNR regime, 30-bus system is the most vulnerable system. This suggests that the topology of the network fundamentally changes the performance of the attack but the specific mechanisms are left for future study. Fig. 5.2 depict the performance of the correlated attacks from Algorithm 3 in terms of the sparsity penalty in linearized AC model.

Figure 5.1: Performance of correlated attack constructions in DC model on different IEEE test systems with $\rho = 0.9$ and $\lambda = 8$.

### 5.3.2 Performance in terms of the Tradeoff between Mutual Information and KL Divergence

Fig. 5.3 and Fig. 5.4 depict the multiobjective performance of the correlated attack construction via Algorithm 3 in terms of the tradeoff between mutual information and KL divergence for different values of the proportion of compromised sensors when SNR = 30 dB and $\rho = 0.9$. As expected, larger values of the parameter $\lambda$ yield smaller values of KL divergence, i.e. the probability of detection is prioritized in the construction over the mutual information decrease for all the scenarios. Moreover, smaller values of $k$ yield smaller reductions of the mutual information, which indicates that remaining stealthy in a sparse setting necessarily implies reducing the disruption induced by the attacks in the state variables. On the other hand, larger values of $k$ enable the attacker to more effectively tradeoff disruption for stealth, which reinforces the previous observation regarding the value of coordination between attack variables to achieve stealth.

Fig. 5.5 and Fig. 5.6 depict the multiobjective performance of the correlated attack case in linearized AC model via Algorithm 3 for the IEEE 9-bus and the IEEE 14-bus systems,
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Figure 5.2: Performance of correlated attack constructions in linearized AC model on different IEEE test systems with $\rho = 0.9$ and $\lambda = 8$.

respectively, with SNR = 30 dB and $\rho = 0.9$.

5.3.3 Performance in terms of Disruption to State Estimation

Fig. 5.7 depicts the deviation of the LS estimate caused by one realization of the correlated attack constructions via Algorithm 3 on the IEEE 9-bus test system with different values of $k$ when $\lambda = 2$, SNR = 30 dB and $\rho = 0.9$. With correlated attacks, both small and large values of $k$ deviate the LS estimate for all state variables. The attack construction results in deviation of the LS estimate for all state variables to different extent. In the worst case, the deviation can cause 2 percent deviation. Fig. 5.8 depicts the absolute value of the deviation of the LS estimate caused by averaging $2 \times 10^4$ realizations of the attack construction via Algorithm 3 on the IEEE 9-bus test system with different values of $k$ when $\lambda = 2$, SNR = 30 dB and $\rho = 0.9$. As expected, the attack construction with larger $k$ yields larger deviation of the estimates for all the state variables.

The tradeoff between probability of detection and probability of false alarm for the attack construction via Algorithm 3 on the IEEE 9-bus test system with LRT, LNRT and RT is depicted in Fig. 5.9 for different $k$ when $\lambda = 2$, $\rho = 0.9$, SNR = 30 dB. It is expected that LRT outperforms other detection method and smaller value of $k$ yields smaller probability of detection in all every detection methods.

Fig. 5.10 depicts the deviation of the LS estimate caused by one realization of the correlated attack constructions via Algorithm 3 on the IEEE 9-bus test system with different values of $\lambda$ when $k = 15$, SNR = 30 dB and $\rho = 0.9$. With correlated attacks, both small
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Figure 5.3: Performance of correlated sparse attack construction in DC model in terms of mutual information and KL divergence for different values of \( \lambda \) on the IEEE 9-bus system with SNR = 30 dB and \( \rho = 0.9 \).

Figure 5.4: Performance of correlated sparse attack construction in DC model in terms of mutual information and KL divergence for different values of \( \lambda \) on the IEEE 14-bus system with SNR = 30 dB and \( \rho = 0.9 \).
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Figure 5.5: Performance of correlated sparse attack construction in linearized AC model in terms of mutual information and KL divergence for different values of $\lambda$ on the IEEE 9-bus system with SNR = 30 dB and $\rho = 0.9$.

Figure 5.6: Performance of correlated sparse attack construction in linearized AC model in terms of mutual information and KL divergence for different values of $\lambda$ on the IEEE 14-bus system with SNR = 30 dB and $\rho = 0.9$. 
Figure 5.7: Performance of correlated attack construction in terms of WLS state estimate with and without attacks on the IEEE 9-bus test system with one realization when $\lambda = 2$.

Figure 5.8: Performance of correlated attack construction in terms of the average absolute deviation of WLS state estimate on the IEEE 9-bus test system with $2 \times 10^4$ realizations when $\lambda = 2$. 
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Figure 5.9: Performance of correlated attack construction in terms of probability of detection and probability of false alarm in LRT, LNRT and RT on the IEEE 9-bus test system when $\lambda = 2$.

Figure 5.10: Performance of correlated attack construction in terms of WLS state estimate with and without attacks on the IEEE 9-bus test system with one realization when $k = 15$. 
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Figure 5.11: Performance of correlated attack construction in terms of the average absolute deviation of WLS state estimate on the IEEE 9-bus test system with $2 \times 10^4$ realizations when $k = 15$.

and large values of $\lambda$ yield deviation of the LS estimate for all state variables. The attacks induce a deviation of the LS estimate for all state variables with differences in the extent of the disruption depending on the state variable index. Fig. 5.11 depicts the absolute value of the deviation of the LS estimate caused by averaging $2 \times 10^4$ realizations of the attack constructions via Algorithm 3 on the IEEE 9-bus test system with different values of $\lambda$ when $k = 15$, SNR = 30 dB and $\rho = 0.9$. As expected, the attack construction with smaller $\lambda$ yields larger deviation of estimate in all the state variables at the cost of stealthiness.

Fig. 5.12 depicts the tradeoff between probability of detection and probability of false alarm for the attack construction via Algorithm 3 on the IEEE 9-bus test system with LRT, LNRT and RT for different $\lambda$ when $k = 15$, $\rho = 0.9$, SNR = 30 dB. As expected smaller value of $\lambda$ yields larger probability of detection in all detection methods.

5.3.4 Performance in terms of Mutual Information and Probability of Attack Detection

Fig. 5.13 and Fig. 5.14 depict the performance of the attack construction for different values of $\lambda$ and sparse constraint $k$ with SNR = 30 dB, $\rho = 0.9$ and $\tau = 2$ for the IEEE 9-bus and the IEEE 14-bus test systems, respectively. As expected, larger values of the parameter $\lambda$ yield smaller values of the probability of attack detection while increasing the mutual information between the vector of state variables and the vector of observations in the systems. Note that the probability of attack detection decreases approximately linearly with respect to
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Figure 5.12: Performance of correlated attack construction in terms of probability of detection and probability of false alarm in LRT, LNRT and RT on the IEEE 9-bus test system when $k = 15$.

log $\lambda$ for small values of $\lambda$. Simultaneously for this range of $\lambda$, mutual information increases approximately linearly with respect to log $\lambda$. For moderate values of $\lambda$, it is observed that there is a significant decrease in the probability of detection with respect to log $\lambda$ with a smaller rate of increase in mutual information. The comparison between independent and correlated attack constructions, shows that for the same sparsity constraint, the correlated attack construction successfully exploits the coordination between different locations to yield a smaller probability of detection and a smaller mutual information.

In order to numerically evaluate the performance correlated attacks via Algorithm 3 in comparison with independent attacks construction via Algorithm 2 in Chapter 4, Fig. 5.15 depicts the average absolute deviation of the state estimate of independent attacks and correlated attacks when $\lambda = 1$ and $k = 15$ on the IEEE 9-bus test system. The deviation for correlated attacks is in general larger than for independent attacks, which implies larger disruption in state estimate. Fig. 5.16 depicts the corresponding probability of detection and probability of false alarm in independent attacks and correlated attacks when $\lambda = 1$ and $k = 15$ on the IEEE 9-bus test system. For the same probability of false alarm, correlated attacks achieves a lower probability of detection in comparison with independent attacks. Overall, correlated attacks yield larger disruption but obtain lower probability of detection. Therefore, correlated attacks outperform independent attacks at the expense of coordination between different locations.
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Figure 5.13: Performance of attack constructions on the IEEE 9-bus test system with $\rho = 0.9$, SNR = 30 dB and $\tau = 2$.

Figure 5.14: Performance of attack constructions on the IEEE 14-bus test system with $\rho = 0.9$, SNR = 30 dB and $\tau = 2$. 
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Figure 5.15: Performance of independent attacks and correlated attacks in terms of the average absolute deviation on WLS estimate on the IEEE 9-bus test system with $2 \times 10^4$ realizations when $\lambda = 1$ and $k = 15$.

![Figure 5.16](image2.png)

Figure 5.16: Performance of independent attacks and correlated attacks in terms of probability of detection and probability of false alarm on the IEEE 9-bus test system when $\lambda = 1$ and $k = 15$. 
5.4 Summary

This chapter has proposed novel stealth attack construction with sparsity constraints. The insight obtained from the problem of incorporating an additional sensor to the attack has been distilled to construct heuristic greedy constructions for the correlated attack cases. It is shown that the greedy step results in a convex optimization problem which can be solved efficiently and yields a low complexity attack update rule. The simulation has numerically evaluated the attack performance in several IEEE test systems and shown that it is feasible to implement disruptive attacks that have access to a small number of measurements. The increase of KL divergence and decrease of mutual information quantitatively with different sparsity constraints are depicted in Fig. 5.3 to Fig. 5.6 in DC and AC systems. The disruption to state estimation quantitatively and the probability of detection under different detection methods are presented in Fig. 5.7 to Fig. 5.16. Furthermore, it is observed that the topology and the SNR regime govern the performance of the attack and numerically characterized the dependence.
Chapter 6

Measurement Vulnerability Analysis

This chapter proposed a fundamental metric to assess the vulnerability of measurements on the smart grid to data integrity attacks. The new metric, coined vulnerability index (VuIx), leverages information theoretic measures to assess the attack effect on the fundamental limits of the disruption and detection tradeoff. As in the previous chapters, an information theoretic framework is adopted to characterize the fundamental information loss induced by data integrity attacks. The result of computing the VuIx of the measurements in the system yields an ordering of the measurements vulnerability based on the level of exposure to data integrity attacks. This new framework is used to assess the vulnerability of the measurements of the IEEE test systems and it is observed that power injection measurements are overwhelmingly more vulnerable to data integrity attacks than power flow measurements. A detailed numerical evaluation of the VuIx metric for the IEEE test systems is provided.

6.1 Information Theoretic Attacks Modelling

The observation model with linearized dynamics within Bayesian framework is given in definition that is

\[ Y^m = HX^n + Z^m, \tag{6.1} \]

where the Jacobian matrix \( H \in \mathbb{R}^{m \times n} \) is defined in (2.9), the vector \( X^n \in \mathbb{R}^n \) is the vector of random state variables such that

\[ X^n \sim \mathcal{N}(0, \Sigma_{XX}), \tag{6.2} \]

the vector \( Y^m \in \mathbb{R}^m \) is the vector of measurements that are corrupted by AWGN that is described by the random noise vector \( Z^m \in \mathbb{R}^m \) such that

\[ Z^m \sim \mathcal{N}(0, \sigma^2 I_m). \tag{6.3} \]

Therefore, it follows that

\[ Y^m \sim \mathcal{N}(0, \Sigma_{YY}), \tag{6.4} \]

where

\[ \Sigma_{YY} = H\Sigma_{XX}H^T + \sigma^2 I_m. \tag{6.5} \]
6.2. ATTACK STRUCTURE WITH SEQUENTIAL SENSOR SELECTION

The measurements $Y^m$ are corrupted by a random attack vector $A^m \sim P_{A^m}$. This yields the observation model under attacks as follows

$$Y^m_A = HX^n + Z^m + A^m. \quad (6.6)$$

From Lemma 11, the optimal Gaussian attack construction is with a null mean vector, that is

$$A^m \sim \mathcal{N}(0, \Sigma_{AA}), \quad (6.7)$$

where $\Sigma_{AA} \in S^m_+$. From (6.6) and (6.7), the compromised measurements denoted by $Y^m_A$ satisfies that

$$Y^m_A \sim \mathcal{N}(0, \Sigma_{YA}), \quad (6.8)$$

where $\Sigma_{YA} = H\Sigma_{XX}H^T + \sigma^2 I_m + \Sigma_{AA}$.

6.2 Attack Structure with Sequential Sensor Selection

To assess the impact of the attacks to different measurements, the entries of the attack vector with independency are modelled as

$$P_{A^m} = \prod_{i=1}^m P_{A_i}, \quad (6.9)$$

where for all $i \in \{1, 2, \ldots, m\}$, the distribution $P_{A_i}$ is Gaussian with zero mean and variance $v \in \mathbb{R}_+$. Consider that $k$ sensors have been compromised with $k \in \{1, 2, \ldots, m - 1\}$ and let the covariance matrix of the corresponding attack vector $A^m$ in (6.6) be

$$\Sigma \in S_k, \quad (6.10)$$

where $S_k$ is the set of $m$-dimensional positive semidefinite matrix with $k$ nonzero entries in the diagonal, that is,

$$S_k \triangleq \{S \in S^m_+ : ||\text{diag}(S)||_0 = k\}. \quad (6.11)$$

Let the set of sensors that have not been compromised be

$$\mathcal{K}_o = \{i \in \{1, 2, \ldots, m\} : (\Sigma)_{ii} = 0\}. \quad (6.12)$$

The sequential sensor selection imposes the following structure in the covariance matrix of the attack vector:

$$\Sigma_{AA} = \Sigma + ve_ie_i^T, \quad (6.13)$$

where $i \in \mathcal{K}_o$ and $v \in \mathbb{R}_+$. The cost function $f : S_k \times \mathbb{R}_+ \times \mathbb{R}_+ \times \mathcal{K}_o \to \mathbb{R}_+$ defined by adding (4.18) and (4.21) is as follows:

$$f(\Sigma, \lambda, v, i) \triangleq I(X^n; Y^m_A) + \lambda D(P_{Y^m_A}||P_{Y^m})$$

$$= \frac{1}{2} (1 - \lambda) \log |\Sigma_{YY} + \Sigma + ve_ie_i^T| - \frac{1}{2} \log |\Sigma + ve_ie_i^T + \sigma^2 I_m|$$

$$+ \frac{1}{2} \lambda \left( \text{tr} \left( \Sigma_{YY}^{-1} \left( \Sigma + ve_ie_i^T \right) \right) + \log |\Sigma_{YY}| \right).$$

$$\quad (6.14)$$

$$\quad (6.15)$$
6.3 Information Theoretic Vulnerability of A Measurement

This section proposes a notion of vulnerability that is linked to the information theoretic cost function proposed in [17] to characterize the disruption and detection tradeoff incurred by the attacks. Taking the state of the system with $k$ compromised measurements as the baseline, this section quantifies the vulnerability of each measurement in terms of the cost decrease induced by attacking a sensor $i$ with $i \in K_o$. In the following, the vulnerability of a measurement is defined.

**Definition 10.** The function $\Delta : \mathcal{S}^m_+ \times \mathbb{R}_+ \times \mathbb{R}_+ \times K_o \to \mathbb{R}_+$, where $K_o$ is in (6.12), defines the vulnerability of measurement $i$ in the following form:

$$\Delta(\Sigma, \lambda, v, i) \overset{\Delta}{=} f(\Sigma, \lambda, v, i) - f(\Sigma, \lambda, 0, i),$$

(6.16)

where the function $f$ is defined in (6.14).

Note that the attacker aims to minimize (6.15) by choosing an index $i$ and a variance $v$, and therefore, the definition above implies that given that $k$ sensors in $\{1, 2, \ldots, m\} \setminus K_o$ are already attacked in the system, the most vulnerable measurement is obtained by solving the following optimization problem

$$\min_{i \in K_o} \Delta(\Sigma, \lambda, v, i),$$

(6.17)

where $K_o$ is defined in (6.12).

6.3.1 Vulnerability Analysis of Uncompromised Systems

This section first considers the case in which no sensors are under attack, that is, $k = 0$, and the attacker selects a single sensor and corrupts the corresponding measurement with a given budget $v \leq v_0$. The vulnerability of measurement $i$ is quantified in terms of $\Delta(\Sigma, \lambda, v, i)$.

For the uncompromised system case, the optimization problem in (6.17) can be solved in closed form expression. The following theorem provides the solution.

**Theorem 18.** The solution to the problem in (6.17), with $K_o = \{1, 2, \ldots, m\}$, is

$$i = \arg \min_{j \in \{1, 2, \ldots, m\}} \left\{ (\Sigma^{-1}_{YY})_{jj} \right\},$$

(6.18)

where $\Sigma_{YY}$ is in (6.5).

**Proof.** Note that in (6.15), $f(0, \lambda, 0, i)$ is a constant with respect to $i$. Hence, optimization problem in (6.17) is equivalent to

$$\min_{i \in \{1, 2, \ldots, m\}} f(0, \lambda, v, i).$$

(6.19)

Let $\lambda \in \mathbb{R}_+$ and $v \in \mathbb{R}_+$. The resulting problem in (6.19) is equivalent to the following optimization problem:

$$\min_{i \in \{1, 2, \ldots, m\}} (1 - \lambda)\log \left( 1 + v \operatorname{tr} \left( \Sigma^{-1}_{YY} e_i e_i^T \right) \right) + \lambda v \operatorname{tr} \left( \Sigma^{-1}_{YY} e_i e_i^T \right).$$

(6.20)
The proof concludes by noting that the cost function in (6.20) is monotonically increasing with respect to \( \text{tr} \left( \Sigma^{-1}_{YY} e_i e_i^T \right) \).

From Theorem 18, it follows that the identification of the most vulnerable measurement is independent of \( \lambda \) in (6.14) and the variance \( v \). That is, it exclusively depends on the system topology denoted by \( \Sigma_{YY} \) in (6.5). This result coincides with Theorem 13 in the sense that in the attack construction for \( k = 1 \) in (4.41), the most vulnerable measurement is in (4.43a), which is independent of the value of \( \lambda \).

The following corollary characterizes the vulnerability ordering in uncompromised systems.

**Corollary 18.1.** Let the parameters \( \Sigma = 0, v \in \mathbb{R}_+, \lambda \in \mathbb{R}_+ \) and \( i \in \{1,2,\ldots,m\} \). The measurements vulnerability ascending ordering for an uncompromised system is given by the ascending ordering of \( \text{tr} \left( \Sigma^{-1}_{YY} e_i e_i^T \right) \).

### 6.3.2 Information Theoretic Vulnerability Index (VuIx)

The vulnerability analysis of uncompromised systems in Section 6.3.1 is constrained to \( k = 0 \). To generalize the vulnerability analysis to compromised systems when \( k > 0 \), in the following, a novel metric, coined vulnerability index, for all \( i \in \mathcal{K}_o \) is proposed.

**Definition 11.** For \( k \in \{1,2,\ldots,m-1\} \) and \( S_k \) in (6.11), consider the parameters \( \Sigma \in S_k, v \in \mathbb{R}_+, \lambda \in \mathbb{R}_+ \). Consider also the set \( \{(i,\Delta) : i \in \mathcal{K}_o\} \), with \( \mathcal{K}_o \) in (6.12) and \( \Delta_i \Delta(\Sigma,\lambda,v,i) \). Let the vulnerability ranking \( r = (r_1, r_2, \ldots, r_{\text{card}(\mathcal{K}_o)}) \) be such that for all \( i \in \{1,2,\ldots,\text{card}(\mathcal{K}_o)\} \), \( r_i \in \mathcal{K}_o \) and moreover,

\[
\Delta_{r_1} \leq \Delta_{r_2} \leq \ldots \leq \Delta_{r_{\text{card}(\mathcal{K}_o)}}. \tag{6.21}
\]

The vulnerability index (VuIx) of measurement \( r_j \in \mathcal{K}_o \) is \( j \), that is, \( \text{VuIx}(r_j) = j \).

Note that the measurement with the smallest VuIx is the most vulnerable measurement that corresponds the solution to the optimization problem in (6.17). The proposed VuIx for \( i \in \mathcal{K}_o \) is obtained from Algorithm 4.

### 6.4 Numerical Results

This section numerically evaluates the VuIx of the measurements on a DC model for the IEEE test systems [112]. The voltage magnitudes are set to 1.0 per unit, that is, the measurements of the systems are active power flow between the buses that are physically connected and active power injection to all the buses. The Jacobian matrix \( H \) in (6.1) determined by the topology of the system and the physical parameter of the branches is generated by MATPOWER [113]. A Toeplitz model is adopted for the covariance matrix \( \Sigma_{XX} \) defined in (6.2). In this setting, the VuIx of the measurements is also a function of the correlation parameter \( \rho \), the noise variance \( \sigma^2 \), and the Jacobian matrix \( H \). The noise regime in the observation model is characterized by SNR defined in (4.57). As discussed in Theorem 18.
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Algorithm 4 Computation of Vulnerability Index (VuIx)

**Input:** \( H \) in (6.1);
\( \Sigma_{XX} \) in (6.2);
\( \sigma^2 \) in (6.3);
\( \Sigma \in S_k \) in (6.10);
\( \lambda \in \mathbb{R}_+ \) and \( v \in \mathbb{R}_+ \).

**Output:** the VuIx for all \( i \in K_o \).

1: Set \( K_o \) in (6.12)
2: for \( i \in K_o \) do
3: Compute \( \Delta(\Sigma, \lambda, v, i) \) in (6.16)
4: end for
5: Sort \( \Delta(\Sigma, \lambda, v, i) \) in ascending order
6: Set \( r = (r_1, r_2, \ldots, r_{\text{card}(K_o)}) \)
7: Set the VuIx of measurement \( r_j \in K_o \) as \( j \).

the solution to the optimization problem is unique and analytical. The algorithm converges and the computation complexity of Algorithm 4 is \( O(m) \).

For all \( \lambda \in \mathbb{R}_+ \) and \( v \in \mathbb{R}_+ \), this section generates a realization of \( k \) attacked indices \( K_a \subseteq \{1, 2, \ldots, m\} \) that is uniformly sampled from the set of attack \( k \)-tuples given by
\[
\tilde{K} = \{ A \subseteq \{1, 2, \ldots, m\} : \text{card}(A) = k \}.
\]

Then, a random covariance matrix is constructed to describe the existing attacks on the system as
\[
\tilde{\Sigma} = \sum_{i \in \tilde{K}_a} e_i e_i^T,
\]
with \( K_a \in \tilde{K} \). In the numerical simulation, the vulnerability of measurement \( i \) is obtained by computing
\[
\Delta(\tilde{\Sigma}, \lambda, 1, i),
\]
where \( i \in K_o \) is in (6.12) and \( \Delta \) is defined in (6.16).

6.4.1 Assessment of Vulnerability Index (VuIx)

Fig. 6.1 and Fig. 6.2 depict the mean and variance of the VuIx obtained from Algorithm 4 for all the measurements with SNR = 10 dB, \( \lambda = 2 \) and \( \rho = 0.1 \) on the IEEE 9-bus system when \( k = 1 \) and \( k = 2 \), respectively. It is observed that power injection measurements yield higher priority vulnerability indices, which indicates that power injection measurements are more vulnerable to data integrity attacks. Most power injection measurements correspond to higher ranked vulnerability indices but there are instances of power flow measurements with a higher ranked VuIx than that of some power injection measurements. Interestingly, the power injection measurements with lower vulnerability indices correspond to the buses that are isolated in the system, that is, the buses with a lower number of connections. On the other hand, the power flow measurements with higher ranked vulnerability indices correspond to the branches with higher admittance. The VuIx for \( k = 0 \) obtained in Corollary 18.1 is
Figure 6.1: Vulnerability index (VuIx) when $k = 1$, SNR = 10 dB, $\lambda = 2$ and $\rho = 0.1$ on the IEEE 9-bus system.

Figure 6.2: Vulnerability index (VuIx) when $k = 2$, SNR = 10 dB, $\lambda = 2$ and $\rho = 0.1$ on the IEEE 9-bus system.

Figure 6.3: Vulnerability index (VuIx) when $k = 1$, SNR = 30 dB, $\lambda = 2$ and $\rho = 0.1$ on the IEEE 9-bus system.

Figure 6.4: Vulnerability index (VuIx) when $k = 2$, SNR = 30 dB, $\lambda = 2$ and $\rho = 0.1$ on the IEEE 9-bus system.

depicted for the purpose of serving as a reference to assess the deviation when $k > 0$. Interestingly, the VuIx of most measurements does not change significantly for different values of $k$, which suggests that the VuIx is insensitive to the state of the system.

Fig. 6.3 and Fig. 6.4 depict the mean and variance of the VuIx from Algorithm 4 for all the measurements with SNR = 30 dB, $\lambda = 2$ and $\rho = 0.1$ on the IEEE 9-bus system when $k = 1$ and $k = 2$, respectively. Interestingly, the mean of the VuIx for most of the measurements does not deviate significantly from the case when $k = 0$. Instead, most of the variances deviate significantly in comparison with the cases in Fig. 6.1 and Fig. 6.2 with
SNR = 10 dB. Fig. 6.5 and Fig. 6.6 depict the results on the IEEE 30-bus systems with the same setting as in Fig. 6.1 and Fig. 6.2 respectively. Fig. 6.7 and Fig. 6.8 depict the results on the IEEE 30-bus systems with the same setting as in Fig. 6.3 and Fig. 6.4 respectively. Surprisingly, the mean of the VuIx in larger systems coincides with that obtained for the case $k = 0$, which shows that the VuIx is a robust security metric for large systems. Interestingly, the power injection measurements corresponding to the least connected buses decrease in the VuIx when SNR = 10 dB.
6.4.2 Comparative Vulnerability Assessment of Power Flow and Power Injection Measurements

Figure 6.9: Probability of Vulnerability index (VuIx) corresponds to power injection measurements and power flow measurements when $\lambda = 2$, $k = 2$, SNR = 30 dB and $\rho = 0.1$ on the IEEE 9-bus and 30-bus systems.

In Section 6.4.1, it is established that power injection measurements and power flow measurements are qualitatively different in terms of the VuIx. To provide a quantitative description of this difference, Fig. 6.9 depicts the probability of a given VuIx $i \in \{1, 2, \ldots, m - \text{card}(\mathcal{K}_a)\}$ being taken by a power injection measurement or by a power flow measurement for the IEEE 9-bus and 30-bus systems when $\lambda = 2$, $k = 2$, SNR = 30 dB and $\rho = 0.1$. Specifically, Fig. 6.9 depicts the probability of the following events:

- $\text{Flow}_i$: VuIx $i$ corresponds to a power flow measurement,
- $\text{Inj}_i$: VuIx $i$ corresponds to a power injection measurement.

It is observed that in both systems, small VuIx values are more likely to correspond to power injection measurements than to power flow measurements, that is, $P[\text{Inj}_i] > P[\text{Flow}_i]$ for small values of $i$. Conversely, it holds that $P[\text{Inj}_i] < P[\text{Flow}_i]$ for large values of $i$. In fact, small VuIx values corresponding to power injection measurements is with probability one, which shows that the most vulnerable measurements in the system are always power injection measurements. Similarly, larger VuIx values corresponding to power flow measurements is with probability one, which indicates that the least vulnerable measurements are always power flow measurements. Interestingly, there is a clear demarcation for each system.
Figure 6.10: Distributions of Vulnerability index (VuIx) for power injection measurements and power flow measurements when $\lambda = 2$, $k = 2$, SNR = 30 dB and $\rho = 0.1$ on the IEEE 9-bus and 30-bus systems.

for which $P[\text{Inj}_i]$ and $P[\text{Flow}_i]$ change rapidly with the VuIx value, which suggests a phase transition type phenomenon for measurement vulnerability.

Fig. 6.10 depicts the probability mass function (pmf) of the VuIx $i \in \{1, 2, \ldots, m - \text{card } (K_a)\}$ for power injection measurements or power flow measurements on the IEEE 9-bus and 30-bus systems when $\lambda = 2$, $k = 2$, SNR = 30 dB and $\rho = 0.1$. Specifically, in Fig. 6.10, $P[\text{VuIx(Flow)}]$ and $P[\text{VuIx(Inj)}]$ depict the pmf of the VuIx for power injection measurements and power flow measurements, respectively, on the IEEE 9-bus and 30-bus systems when $\lambda = 2$, $k = 2$, SNR = 30 dB and $\rho = 0.1$. The probability mass for power injection measurements concentrates on the vulnerability indices with higher priority. Whereas, the probability mass for power flow measurements concentrates on the low ranked vulnerability indices. The pmf with high and low vulnerability indices are evenly distributed. Interestingly, in 30-bus system, the probability of lowest ranked VuIx for power flow measurements experiences a sharp increase.

### 6.4.3 Comparative Vulnerability Assessment of Selected Power Flow and Power Injection Measurements

In Section 6.4.2, the VuIx of power injection measurements and power flow measurements are quantitatively assessed. To provide a quantitative description of typical power injection measurements and power flow measurements, this section presents the pmf of selected power injection measurements or power flow measurements. Specifically, Fig. 6.11 depicts the
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Figure 6.11: The pdf of Vulnerability index (VuIx) for power injection measurements and power flow measurements when $\lambda = 2$, $k = 2$, SNR = 30 dB and $\rho = 0.1$ on the IEEE 9-bus and 30-bus systems.

distributions of the following events:

$\text{VuIX(Inj, M)} = i$ : VuIx $i$ corresponds to the most connected power injection measurement,
$\text{VuIX(Inj, L)} = i$ : VuIx $i$ corresponds to the least connected power injection measurement,
$\text{VuIX(Flow, H)} = i$ : VuIx $i$ corresponds to power flow measurement with the highest admittance,
$\text{VuIX(Flow, L)} = i$ : VuIx $i$ corresponds to power flow measurement with the lowest admittance.

It is observed that in both systems, there is a significant difference in the pmf for these four selected measurements. The most connected power injection measurements have high probability mass in VuIx for small values of $i$. Specifically, in the 30-bus system, the VuIx of the most connected power injection measurement is 1 is with probability 1, that is $P[\text{VuIx(Inj, M)} = 1] = 1$, which indicates the most connected power injection measurement is always the most vulnerable measurement in the system. Conversely, the power flow measurements with the lowest admittance have high probability mass in VuIx for small values of $i$. Specifically, in 9-bus system, for large values of $i$, it holds that $P[\text{VuIx(Flow, L)} = i]$ is large, which indicates that the power flow measurement with lowest admittance is likely to be the most not vulnerable measurement in the system. This coincides with the results on optimal single measurement attack case in Theorem 13 in Chapter 4. For the least connected power injection measurement and the power flow measurement with the highest admittance, the pmf takes nonzero values for medium $i$. Interestingly, in 9-bus system, for medium $i$, it holds that $P[\text{VuIx(Inj, L)} = i] \neq 0$ and $P[\text{VuIx(Flow, M)} = i] \neq 0$, which indicates these two selected
measurements can have the same VuIx. However, in 30-bus system, the least connected power injection measurement always has smaller VuIx than the power flow measurement with highest admittance.

6.5 Summary

This chapter has designed a novel security metric referred to as VuIx that characterizes vulnerability of power system measurements to data integrity attacks from a fundamental perspective. This is achieved by embedding information theoretic measures into the metric definition. The resulting VuIx framework evaluates the vulnerability of all the measurements in the systems and enables the operator to identify those that are more exposed to data integrity threats. The simulations have tested the framework for the IEEE test systems and concluded that power injection measurements are more vulnerable to data integrity attacks than power flow measurements.
Chapter 7

Decentralized Stealth Attacks

This chapter presents the main results on decentralized stealth attacks with coordination. Specifically, the interaction between the attackers is modelled as a game in a normal form. Considering the information theoretic metrics, the cost functions for the attackers to launch a random attack cooperatively is with different objectives inspired by mutual information and KL divergence both globally and locally. It is proved that the games are potential games with corresponding potential functions. The uniqueness and achievability of the Nash Equilibriums (NEs) in the games are obtained. The best response in each game is characterized. This chapter also proposed best response dynamics to evaluate the performance of the decentralized stealth attacks and achieve the NEs in the games.

7.1 System Model

In a decentralized system, the observation model is as described in Section 3.6, that is,

\[ Y^m \sim P_{Y^m} = \mathcal{N}(0, \Sigma_{YY}), \quad (7.1) \]

with

\[ \Sigma_{YY} \triangleq H \Sigma_{XX} H^T + \sigma^2 I_m. \quad (7.2) \]

Note that for all \( i \in \{1, 2, \ldots, m\} \), the probability distribution of the \( i \)-th entry of the random vector \( Y^m \) is denoted by \( P_{Y_i} \), that is,

\[ Y_i \sim P_{Y_i} = \mathcal{N}(0, e_i^T \Sigma_{YY} e_i). \quad (7.3) \]

The attacker manipulates the measurements in (6.1) at physically protected locations that yields additive FDIAs [2]. In (7.1), given the stochastic nature of the measurements, the attacker pursues a random attack construction strategy. A random malicious attack, denoted by a random vector \( A^m \), compromises the vector of measurements, which yields the vector of compromised measurements as follows:

\[ Y^m_A = H X^n + Z^m + A^m, \quad (7.4) \]

where \( A^m \sim P_{A^m} \) and \( P_{A^m} \) is the distribution of the random attack vector \( A^m \). In this study, \( P_{A^m} \) is assumed to be a multivariate Gaussian distribution that satisfies

\[ A^m \sim P_{A^m} = \mathcal{N}(0, \Sigma_{AA}), \quad (7.5) \]
where \( \Sigma_{AA} \in S_{m}^{\text{+}} \) is a covariance matrix.

### 7.1.1 Decentralized Data Injection Attacks

In [17], the stealth attacks is studied where there is a unique attacker referred to as centralized attacks. In a decentralized system, DIAs are constructed by several attackers that have access to the measurements referred to as decentralized attacks [13]. In this scenario, the attackers decide the attack vector \( A \in \mathbb{R}^{m} \) cooperatively. The aim of one attacker is to autonomously decide its attack vector to maximize the damage to the system, e.g. distortion to the state estimate, while staying undetected. All the attackers have the same interests, which reveals a cooperative manner among the attackers in decentralized attacks.

Therefore, the random attack \( A^{m} \) in (7.5) in decentralized attacks is modelled with the independence of the entries of attack vector, that is,

\[
A^{m} \overset{\Delta}{=} (A_{1}, A_{2}, \ldots, A_{m})^{T},
\]

such that

\[
P_{A^{m}} = \prod_{i=1}^{m} P_{A_{i}}
\]

where, for all \( i \in \{1, 2, \ldots, m\} \), the probability density function of \( P_{A_{i}} \) is Gaussian with zero mean and variance \( v_{i} \in [0, +\infty) \), that is,

\[
A_{i} \sim \mathcal{N}(0, v_{i}).
\]

The independence between the random attacks in (7.7) implies that decentralized attacks does not require the communication between different attack locations. That being the case, the attack construction by attackers in different locations is much more practical and particularly interesting. Note that with the independence, the covariance matrix in (7.5) is

\[
\Sigma_{AA} = \sum_{i=1}^{m} v_{i}e_{i}e_{i}^{T}.
\]

Consequently, the vector of compromised measurements \( Y_{A}^{m} \) under the random attacks follows a multivariate Gaussian distribution \( P_{Y_{A}^{m}} \), that is,

\[
Y_{A}^{m} \sim P_{Y_{A}^{m}} = \mathcal{N}(0, \Sigma_{Y_{A}Y_{A}})
\]

with

\[
\Sigma_{Y_{A}Y_{A}} \overset{\Delta}{=} \mathbf{H}\Sigma_{XX}\mathbf{H}^{T} + \sigma^{2}I_{m} + \Sigma_{AA}.
\]

From (7.3) and (7.8), for all \( i \in \{1, 2, \ldots, m\} \), the \( i \)-th entry of the random vector \( Y_{A}^{m} \) denoted by \( Y_{A,i} \) is such that

\[
Y_{A,i} \sim P_{Y_{A,i}} = \mathcal{N}(0, e_{i}^{T}\Sigma_{YY}e_{i} + v_{i}),
\]

where \( \Sigma_{YY} \) is defined in (7.2) and \( v_{i} \) is introduced in (7.8).
The independence assumption of the entries of random attack vector in (7.7) allows the attackers to launch attacks independently. Let \( \mathcal{M} \triangleq \{1, 2, \ldots, m\} \) be the set of measurement indices in the system and
\[
\mathcal{K} \triangleq \{1, 2, \ldots, m\}
\]
be the set of attack indices. Assume that measurement \( i \), with \( i \in \mathcal{M} \), is the only measurement that attacker \( i \) can compromise. Let
\[
\mathcal{A}_i = \{ A^m_i \in \mathbb{R}^m : (A^m_i)_j = 0 \text{ for all } j \neq i\}. \tag{7.14}
\]
Hence, from (7.6) and (7.14), for all \( i \in \mathcal{K} \), the following holds
\[
A^m_i = A_i \otimes e_i, \tag{7.15}
\]
where \( A_i \otimes e_i \) is the Kronecker product of \( A_i \) and \( e_i \). Let the Minkowski sum of \( \mathcal{A}_i \) and \( \mathcal{A}_j \) be denoted by \( \mathcal{A}_i \oplus \mathcal{A}_j \). For all \( A^m \in \mathcal{A}_i \oplus \mathcal{A}_j \), there exists a pair of random vectors \( (A^m_i, A^m_j) \in \mathcal{A}_i \times \mathcal{A}_j \) such that \( A^m = A^m_i + A^m_j \). Let the set of all possible random attack vectors be
\[
\mathcal{A} \triangleq \mathcal{A}_1 \oplus \mathcal{A}_2 \oplus \ldots \oplus \mathcal{A}_m, \tag{7.16}
\]
and the set of complementary random attack vectors with respect to the attacker \( i \) be
\[
\mathcal{A}_{-i} \triangleq \mathcal{A}_1 \oplus \mathcal{A}_2 \oplus \ldots \mathcal{A}_{i-1} \oplus \mathcal{A}_{i+1} \ldots \oplus \mathcal{A}_{m-1} \oplus \mathcal{A}_m. \tag{7.17}
\]
Denote the random attack vector constructed by the attacker \( i \) by \( A^m_i \in \mathcal{A}_i \). Hence, the resulting random attack vector is \( A^m \in \mathbb{R}^m \) in (7.4) and satisfies
\[
A^m = \sum_{i \in \mathcal{K}} A^m_i \in \mathcal{A}. \tag{7.18}
\]
Denote also the complementary random attack vector of \( A^m_i \) as follows:
\[
A^m_{-i} \triangleq \sum_{j \in \mathcal{K} \setminus \{i\}} A^m_j \in \mathcal{A}_{-i}. \tag{7.19}
\]

Given the actions by all the other attackers \( A^m_{\neq i} \), the aim of attacker \( i \) is to corrupt the measurements by injecting its random attack vector \( A^m_i \in \mathcal{A}_i \) to compromise the data integrity while guaranteeing a low probability of attack detection. For modelling this behaviour, attacker \( i \), with \( i \in \mathcal{K} \), adopts the cost function \( \phi_i : \mathbb{R}^m \to \mathbb{R} \) to determine whether a random attack vector \( A^m_i \in \mathcal{A}_i \) is more beneficial than another attack vector \( B^m_i \in \mathcal{A}_i \). In this context, the attack vector \( A^m_i \) is preferred to \( B^m_i \) if \( \phi_i(A^m_i + A^m_{-i}) < \phi_i(B^m_i + A^m_{-i}) \).

### 7.2 Information Theoretic Metrics

The aim of attacker \( i \) is to corrupt the measurements by injecting a random attack vector \( A^m_i \in \mathcal{A}_i \) that maximizes the disruption to state estimate while stays undetectable. For modelling the disruption and the stealthness of the attacks, information theoretic metrics both globally and locally are adopted.
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7.2.1 Disruption Metrics

Precisely, the disruption is captured by the mutual information. The following proposition provides the global mutual information.

**Proposition 8.** The mutual information between the random vector of state variables \(X^n \sim \mathcal{N}(0, \Sigma_{XX})\) and the random vector of compromised measurements \(Y^m_A \sim \mathcal{N}(0, \Sigma_{YA})\) is

\[
I(X^n; Y^m_A) = \frac{1}{2} \log \frac{\| \Sigma_{XX} \| \| \Sigma_{YA} \|}{\| \Sigma \|},
\]

where \(\Sigma_{XX}\) is in (4.3), the matrix \(\Sigma_{YA}\) is in (4.10) and \(\Sigma\) is the covariance matrix of the joint distribution of \((X^n, Y^m)\) in (4.17).

The following proposition provides the local mutual information between the state variables \(X^n\) and the i-th compromised measurement \(Y_{A,i} \triangleq Y_i + A_i\) in (7.12).

**Proposition 9.** The mutual information between the vector of random state variables \(X^n \sim \mathcal{N}(0, \Sigma_{XX})\) and the random variable \(Y_{A,i}\) is

\[
I(X^n; Y_{A,i}) = \frac{1}{2} \log \left( 1 + \frac{\text{tr}(H \Sigma_{XX} H^T e_i e_i^T)}{\sigma^2 + v_i} \right).
\]

**Proof.** The proof of Proposition 9 is presented in Appendix G.

7.2.2 Detection Metrics

As a part of security strategies, the system operator implements an attack detection procedure prior to performing state estimation. The detection is cast as a hypothesis test with hypotheses

\[
\mathcal{H}_0: \text{There is no attack}, \quad \mathcal{H}_1: \text{Measurements are compromised}.
\]

**Global Detection**

In global detection, the operator decides if the vector of measurements is produced under attacks. This is described in Section 4.1.2. The global detection is captured by the global KL divergence in the following proposition.

**Proposition 10.** The KL divergence between the probability distribution functions of the measurements with attacks and without attacks, i.e., \(P_{Y^m_A}\) and \(P_{Y^m}\), respectively, is

\[
D(P_{Y^m_A} \parallel P_{Y^m}) = \frac{1}{2} \left( \log \left( \frac{|\Sigma_{YY}|}{|\Sigma_{YA}^A|} \right) - m + \text{tr}(\Sigma_{YY}^{-1} \Sigma_{YA} A) \right),
\]

where \(\Sigma_{YY}\) is in (4.4) and the matrix \(\Sigma_{YA}^A\) is in (4.10).
Local Detection

Similarly, in local detection, the operator decides if measurement $i$, with $i \in \mathcal{M}$, is produced under attacks. Specifically, the operator acquires measurement $i$ denoted by $\bar{Y}_i$ and decides whether it is produced under attack. The hypothesis test problem becomes

$$H_0: \bar{Y}_i \sim \mathcal{N}(0, \mathbf{e}_i^T \Sigma_{YY} \mathbf{e}_i), \quad (7.24a)$$

$$H_1: \bar{Y}_i \sim \mathcal{N}(0, \mathbf{e}_i^T \Sigma_{YY} \mathbf{e}_i + v_i). \quad (7.24b)$$

A deterministic test $T_{ID}: \mathbb{R} \rightarrow \{0, 1\}$ is adopted to determine which distribution generates the measurements. Given measurement $i$ denoted by $\bar{y}_i$, let $T_{ID}(\bar{y}_i) = j$ denote the case in which the test decides for $H_j$ upon $\bar{y}_i$, with $j \in \{0, 1\}$. Therefore, the deterministic test $T_{ID}$ is

$$H_0: T_{ID}(\bar{y}_i) = 0, \quad (7.25a)$$

$$H_1: T_{ID}(\bar{y}_i) = 1. \quad (7.25b)$$

In this setting, the LRT is given by

$$T_{ID}(\bar{y}_i) = 1\{L_{ID}(\bar{y}_i) \geq \tau\}, \quad (7.26)$$

with $\tau \in \mathbb{R}_+$ the decision threshold and the likelihood ratio $L_{ID}(\bar{y}_i)$ given by

$$L_{ID}(\bar{y}_i) = \frac{f_{Y_{A,i}}(\bar{y}_i)}{f_{Y_{A,i}}(\bar{y}_i)}, \quad (7.27)$$

where the functions $f_{Y_{A,i}}$ and $f_{Y_i}$ are the probability density function of $Y_{A,i}$ in (7.12) and $Y_i$ in (7.3), respectively.

The following proposition provides the local KL divergence.

**Proposition 11.** The KL divergence between two one-dimensional Gaussian distributions $P_{Y_{A,i}}$ and $P_{Y_i}$ is given by

$$D(P_{Y_{A,i}} \| P_{Y_i}) = \frac{1}{2} \left( \frac{v_i}{\text{tr}(H \Sigma_{XX} H^T \mathbf{e}_i \mathbf{e}_i^T)} + \sigma^2 + \log \frac{\text{tr}(H \Sigma_{XX} H^T \mathbf{e}_i \mathbf{e}_i^T) + \sigma^2}{\text{tr}(H \Sigma_{XX} H^T \mathbf{e}_i \mathbf{e}_i^T) + \sigma^2 + v_i} \right). \quad (7.28)$$

*Proof. The proof of Proposition 11 is presented in Appendix H.*

### 7.3 Game Formulation

The cost for the attacker $i$ to launch a random attack not only depends on its own attack vector $A_i^n$ but also on the random attacks $A_{-i}^m$ of all the other attackers. This is implied from the overall resulting random attack vector in (7.18). Particularly, in Gaussian attack construction, given the action profile $\mathbf{v} = (v_1, v_2, \ldots, v_m)^T$, the cost function of the attacker $i$ does not only depend on its own variance $v_i$ that is added in the $i$-th sensor in the network,
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but also the variance by all the other attackers $v_j, j \neq i$. Therefore, the interaction of all the attackers in the network can be described by a game in normal form

$$\mathcal{G}_p = (\mathcal{K}, \{\mathcal{V}_i\}_{i \in \mathcal{K}}, \{\phi^p_i\}_{i \in \mathcal{K}})$$

(7.29)

where $p \in \mathbb{Z}_+$ yields different aims of the attackers, i.e., different games, when considering global metrics in (7.20) and (7.23) and local metrics in (7.21) and (7.28) in Proposition 9 and Proposition 11, respectively. The set of attacker $\mathcal{K}$ is the set of all the players. The set of all possible action of player $i$ is denoted by $\mathcal{V}_i$ and $\phi^p_i$ is the cost function when the attacker chooses different information theoretic metrics.

7.3.1 Game Objectives

Global Disruption and Global Detection

When the attacker $i$ considers global mutual information in (7.20), i.e., mutual information between the vector of measurements and the vector of state variables, and global KL divergence in (7.23), i.e., the KL divergence between the distributions of the vector of measurements with and without attacks. This yields the attack construction for attacker $i$ as the following optimization problem:

$$\min_{v_i \in \mathbb{R}_+} I(X^n; Y^m_A) + \lambda D(P_{Y^m_A} \parallel P_{Y^m}).$$

(7.30)

Local Disruption and Global Detection

When the attacker $i$ considers local mutual information in (7.21) in Proposition 9, i.e., mutual information between the random vector of state variables and the $i$-th measurement with attacks in the system, and global KL divergence in (7.23), i.e., the KL divergence between the distributions of the random vector of measurements with and without attacks. This yields the attack construction for attacker $i$ as the following optimization problem:

$$\min_{v_i \in \mathbb{R}_+} I(X^n; Y^m_{A,i}) + \lambda D(P_{Y^m_A} \parallel P_{Y^m}).$$

(7.31)

Global Disruption and Local Detection

When the attacker considers global mutual information in (7.20), i.e., mutual information between the random vector of measurements and the random vector of state variables, and local KL divergence in (7.28) in Proposition 11, that is, the KL divergence between the distributions of the $i$-th measurement with attacks and the $i$-th measurement without attacks. This yields the attack construction for attacker $i$ as the following optimization problem:

$$\min_{v_i \in \mathbb{R}_+} I(X^n; Y^m_A) + \lambda D(P_{Y^m_A} \parallel P_{Y^m}).$$

(7.32)
7.3.2 Costs of the Games

Global Disruption and Global Detection

When considering global mutual information and global KL divergence in (7.30), the game formulation in (7.29) is particularized as
\[ G_1 = \{\mathcal{K}, \{\mathcal{V}_i\}_{i \in \mathcal{K}}, \{\phi^1_i\}_{i \in \mathcal{K}}\}, \]
(7.33)
where \( \mathcal{K} \) is the set of players, \( \mathcal{V}_i \) is the set of all possible actions by the \( i \)-th player, \( \phi^1_i \) is the utility function of the attacker \( i \) in \( G_1 \).

The following proposition provides the analytical expression of the cost function for attacker \( i \).

**Proposition 12.** Given the action profile \( v = (v_1, v_2, \ldots, v_m)^T \), the cost function for attacker \( i \) in \( G_1 \) is \( \phi^1_i : \mathbb{R}^m_+ \to \mathbb{R}_+ \) such that
\[
\phi^1_i(v_1, v_2, \ldots, v_m) = I(X^n; Y^m_A) + \lambda D(P_{Y^m_A} \parallel P_{Y^m})
\]
(7.34)
\[
= \frac{1}{2}(1 - \lambda)\log \left| \Sigma_{YY} + v_i e_i e_i^T + \sum_{j \in \mathcal{K} \setminus \{i\}} v_j e_j e_j^T \right| - \frac{1}{2} \log \sigma^2 I_m + v_i e_i e_i^T + \sum_{j \in \mathcal{K} \setminus \{i\}} v_j e_j e_j^T
\]
(7.35)
\[
+ \frac{1}{2} \lambda \text{tr} \left( \Sigma_{YY}^{-1} \left( v_i e_i e_i^T + \sum_{j \in \mathcal{K} \setminus \{i\}} v_j e_j e_j^T \right) \right).
\]
(7.36)

**Proof.** Note that \( \Sigma_{AA} = \sum_{i=1}^m v_i e_i e_i^T \). The proof follows by taking (7.20) and (7.23) into the cost in (7.30).

The following lemma proposes an equivalent expression for the optimization problem in (7.30).

**Lemma 19.** For all \( i \in \{1, 2, \ldots, m\} \), the optimization problem in (7.30) is equivalent to
\[
\min_{v \in \mathbb{R}_+} (1 - \lambda)\log \left| \Sigma_{YY} + v_i e_i e_i^T + \sum_{j \in \mathcal{K} \setminus \{i\}} v_j e_j e_j^T \right| - \log(\sigma^2 + v) + \lambda \text{tr} \left( \Sigma_{YY}^{-1} e_i e_i^T \right)
\]
(7.37)

**Proof.** The proof of Lemma 19 is presented in Appendix J.

The following proposition characterizes the convexity of the cost function \( \phi^1_i \) in (7.34).

**Proposition 13.** Let \( \lambda \geq 1 \). Then the cost function of attacker \( i \) \( \phi^1_i : \mathbb{R}^m_+ \to \mathbb{R}_+ \) in (7.34) is convex in \( v \).

**Proof.** Note that in (7.37), it holds that \( \Sigma_{YY} + \sum_{i=1}^m v_i e_i e_i^T \in \mathbb{S}^m_+ \). Therefore, the term \( \log \left| \Sigma_{YY} + \sum_{i=1}^m v_i e_i e_i^T \right| \) is concave. It yields that \( (1 - \lambda)\log \left| \Sigma_{YY} + \sum_{i=1}^m v_i e_i e_i^T \right| \) is convex. The trace is a linear operation. It follows that the optimization problem in (7.37) is convex. Therefore, from Lemma 19, the optimization problem in (7.30) convex in \( v \). From Proposition 12, the cost function \( \phi^1_i \) is convex in \( v \).
Local Disruption and Global Detection

When considering local mutual information and global KL divergence in (7.31), the game formulation in (7.29) is particularized as

$$G_2 = (\mathcal{K}, \{\mathcal{V}_i\}_{i \in \mathcal{K}}, \{\phi_i^2\}_{i \in \mathcal{K}}),$$

(7.38)

where $\mathcal{K}$ is the set of players, $\mathcal{V}_i$ is the set of all possible actions by the $i$-th player, $\phi_i^2$ is the utility function of the attacker $i$ in $G_2$.

The following proposition provides the analytical expression of the cost function for attacker $i$.

**Proposition 14.** Given the action profile $\mathbf{v} = (v_1, v_2, \ldots, v_m)^T$, the cost function for attacker $i$ in $G_2$ is

$$\phi_i^2(v_1, v_2, \ldots, v_m) = I(X^n; Y_{A,i}) + \lambda D(P_{Y_i}^m \parallel P_{Y^m})$$

$$= \frac{1}{2} \log \left( 1 + \frac{\text{tr} (H \Sigma_{XX} H^T e_i e_i^T)}{\sigma^2 + v} \right)$$

$$+ \frac{1}{2} \lambda \left( \log \left| \Sigma_{YY} + v_i e_i e_i^T + \sum_{j \in \mathcal{K} \setminus \{i\}} v_j e_j e_j^T \right| + \text{tr} \left( \Sigma_{YY}^{-1} \left( v_i e_i e_i^T + \sum_{j \in \mathcal{K} \setminus \{i\}} v_j e_j e_j^T \right) \right) \right).$$

Proof. Note that $\Sigma_{AA} = \sum_{i=1}^m v_i e_i e_i^T$. The proof follows by taking (7.21) and (7.23) into the cost in (7.31). \qed

The following lemma proposes an equivalent expression for the optimization problem in (7.31).

**Lemma 20.** For all $i \in \{1, 2, \ldots, m\}$, the optimization problem in (7.31) is equivalent to

$$\min_{v \in \mathbb{R}_+} \log \left( 1 + \frac{\text{tr} (H \Sigma_{XX} H^T e_i e_i^T)}{\sigma^2 + v} \right) - \lambda \log \left| \Sigma_{YY} + v e_i e_i^T + \sum_{j \in \mathcal{K} \setminus \{i\}} v_j e_j e_j^T \right| + \lambda \text{tr} (\Sigma_{YY}^{-1} e_i e_i^T)$$

(7.42)

Proof. The proof of Lemma 20 is presented in Appendix K. \qed

The following proposition characterizes the convexity of the cost function $\phi_i^2$ in (7.39).

**Proposition 15.** Let $\lambda \geq 0$. Then the cost function of attacker $i$ $\phi_i^2: \mathbb{R}_+^m \rightarrow \mathbb{R}$ in (7.39) is convex in $v$.

Proof. Note that in (7.42), it holds that $\Sigma_{YY} + v e_i e_i^T + \sum_{j \in \mathcal{K} \setminus \{i\}} v_j e_j e_j^T \in S_+^m$. Therefore, the logarithm term $\log \left| \Sigma_{YY} + v e_i e_i^T + \sum_{j \in \mathcal{K} \setminus \{i\}} v_j e_j e_j^T \right|$ is concave [115]. The term

$$\log \left( 1 + \frac{\text{tr} (H \Sigma_{XX} H^T e_i e_i^T)}{\sigma^2 + v} \right)$$

(7.43)

is convex in $v$ and the trace is a linear operation. This completes the proof. \qed
Global Disruption and Local Detection

When considering global mutual information and local KL divergence in (7.32), the game formulation in (7.29) is particularized as

\[ G_3 = (\mathcal{K}, \{ \mathcal{V}_i \}_{i \in \mathcal{K}}, \{ \phi^3_i \}_{i \in \mathcal{K}}), \]  

(7.44)

where \( \mathcal{K} \) is the set of players, \( \mathcal{V}_i \) is the set of all possible actions by the \( i \)-th player, \( \phi^3_i \) is the utility function of the attacker \( i \) in \( G_3 \).

The following proposition provides the analytical expression of the cost function for attacker \( i \).

**Proposition 16.** Given the action profile \( \mathbf{v} = (v_1, v_2, \ldots, v_m)^T \), the cost function for attacker \( i \) in \( G_3 \) is \( \phi^3_i : \mathbb{R}^m_+ \to \mathbb{R}_+ \) such that

\[
\phi^3_i(v_1, v_2, \ldots, v_m) \]

(7.45)

\[
\Delta = I(X^n; Y^m_A) + \lambda D(P_{Y_A} \| P_Y) \]

(7.46)

\[
= \frac{1}{2} \log \frac{\Sigma_{YY} + v_i e_i^T + \sum_{j \in \mathcal{K}\setminus\{i\}} v_j e_j^T}{\sigma^2 I_m + v_i e_i^T + \sum_{j \in \mathcal{K}\setminus\{i\}} v_j e_j^T} \]

(7.47)

\[
+ \frac{1}{2} \left( \frac{v_i}{\sigma^2 + v_i e_i^T} + \lambda \frac{\log \left( \frac{\text{tr} (H\Sigma_{XX}H^T e_i e_i^T) + \sigma^2}{\text{tr} (H\Sigma_{XX}H^T e_i e_i^T) + \sigma^2 + v_i} \right)}{\frac{\text{tr} (H\Sigma_{XX}H^T e_i e_i^T) + \sigma^2}{\text{tr} (H\Sigma_{XX}H^T e_i e_i^T) + \sigma^2 + v_i}} \right). \]

Proof. Noth that \( \Sigma_{AA} = \sum_{i=1}^m v_i e_i e_i^T \). The proof follows by taking (7.20) and (7.28) into the cost in (7.32).

The following lemma proposes an equivalent expression for the optimization problem in (7.32).

**Lemma 21.** For all \( i \in \{1, 2, \ldots, m\} \), the optimization problem in (7.32) is equivalent to

\[
\min_{v \in \mathbb{R}_+} \log \left( \frac{1}{\sigma^2 + v} H\Sigma_{XX}H^T e_i e_i^T + H\Sigma_{XX}H^T \sum_{j \in \mathcal{K}\setminus\{i\}} \frac{1}{\sigma^2 + v_j e_j^T} + I_m \right) \]

(7.48)

\[
+ \frac{\lambda}{\text{tr} (H\Sigma_{XX}H^T e_i e_i^T) + \sigma^2} v - \lambda \log \left( \frac{\text{tr} (H\Sigma_{XX}H^T e_i e_i^T) + \sigma^2}{\text{tr} (H\Sigma_{XX}H^T e_i e_i^T) + \sigma^2 + v} \right) \]

Proof. The proof of Lemma 21 is presented in Appendix L.

The following proposition characterizes the convexity of the cost function \( \phi^3_i \) in (7.45).

**Proposition 17.** Let \( \lambda \geq 0 \). Then the cost function of attacker \( i \phi^3_i : \mathbb{R}^m_+ \to \mathbb{R}_+ \) is convex in \( v \).

Proof. The proof of Proposition 17 is presented in Appendix L.
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7.3.3 Best Response

Each attacker is a player in the game \( G, p \in \{1, 2, 3\} \) and it is identified by an index from the set \( K \). The action that player \( i \) adopts is the variance of the random variable \( A_i \) added to measurement \( i \) of the system, i.e., \( v_i \). The underlying assumption in the following of this section is that, given a sequence of actions by all the other players, player \( i \) adopts an action such that the cost of launching the attack \( \phi_i^p(v_1, v_2, ..., v_m) \) is minimized. That is,

\[
v_i \in \text{BR}_i^p(v_1, v_2, ..., v_{i-1}, v_{i+1}, ..., v_{m-1}, v_m),
\]

where the correspondence \( \text{BR}_i^p: \mathbb{R}_+^{m-1} \to \mathbb{R}_+ \) is the best response correspondence, i.e.,

\[
\text{BR}_i^p(v_1, v_2, ..., v_{i-1}, v_{i+1}, ..., v_{m-1}, v_m) = \arg \min_{v_i \in \mathbb{R}_+} \phi_i^p(v_1, v_2, ..., v_m).
\]

**Best Response in \( G_1 \)**

In \( G_1 \), the best response \( v_i^* \) of player \( i \) in the game \( G_1 \) is

\[
v_i^* \in \text{BR}_i^1(v_1, v_2, ..., v_{i-1}, v_{i+1}, ..., v_{m-1}, v_m)
\]

\[
= \arg \min_{v_i \in \mathbb{R}_+} I(X; Y^m) + \lambda D(P_Y^m \parallel P_{Y^m})
\]

\[
= \arg \min_{v_i \in \mathbb{R}_+} (1 - \lambda) \log (\Sigma_{YY} + v_i e_i e_i^T + \sum_{j \in K \setminus \{i\}} v_j e_j e_j^T) - \log(\sigma^2 + v) + \lambda \text{tr} (\Sigma_{YY}^{-1} e_i e_i^T),
\]

where (7.53) follows from Lemma 19.

The following theorem provides the analytical solution for the best response of player \( i \) in \( G_1 \).

**Theorem 22.** Given the action profile \( \mathbf{v} = (v_1, v_2, ..., v_m)^T \), for all \( i \in \{1, 2, ..., m\} \), the best response for the player \( i \) in \( G_1 \) is

\[
v_i^* = \frac{-\left(\beta_i + \alpha_i \sigma^2 - \alpha_i\right) + \sqrt{(\beta_i + \alpha_i \sigma^2 - \alpha_i)^2 - 4\beta_i \alpha_i (\beta_i \sigma^2 - \alpha_i \sigma^2 + \frac{\alpha_i \sigma^2 - 1}{\lambda})}}{2\beta_i \alpha_i},
\]

where \( \alpha_i = \text{tr} \left( (\Sigma_{YY} + \sum_{j \in K \setminus \{i\}} v_j e_j e_j^T)^{-1} e_i e_i^T \right), \beta_i = \text{tr} (\Sigma_{YY}^{-1} e_i e_i^T) \).

**Proof.** The proof of Theorem 22 is presented in Appendix M.
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Best Response in $\mathcal{G}_2$

In $\mathcal{G}_2$, the best response $v_i^*$ of player $i$ of the game $\mathcal{G}_2$ in (7.38) is

$$v_i^* \in \text{BR}_i^3 \left( v_1, v_2, \ldots, v_{i-1}, v_{i+1}, \ldots, v_m \right)$$

$$= \arg \min_{v \in \mathbb{R}^m_+} I(X^n; Y_{A,i}) + \lambda D(P_{Y_{A}} \parallel P_{Y_{m}})$$

$$= \arg \min_{v \in \mathbb{R}^m_+} \log \left( 1 + \frac{\Sigma_{YY} + v e_i e_i^T + \sum_{j \in \mathcal{K} \setminus \{i\}} v_j e_j e_j^T}{\sigma^2 + v} \right) - \lambda \log \left( \sigma^2 + v \right) \left( \sigma^2 + v + \text{tr} \left( \Sigma_{XX} \Sigma_{XX}^T e_i e_i^T \right) \right)$$

$$+ \lambda v \text{tr} \left( \Sigma_{YY} e_i e_i^T \right),$$

where (7.57) follows from Lemma 20.

The following theorem provides the analytical solution for the best response of player $i$ in $\mathcal{G}_2$.

**Theorem 23.** Given the action profile $v = (v_1, v_2, \ldots, v_m)^T$, for all $i \in \{1, 2, \ldots, m\}$, the best response for player $i$ in $\mathcal{G}_2$ is $v$ such that

$$\frac{-\text{tr} \left( \Sigma_{XX} \Sigma_{XX}^T e_i e_i^T \right)}{\left( \sigma^2 + v \right) \left( \sigma^2 + v + \text{tr} \left( \Sigma_{XX} \Sigma_{XX}^T e_i e_i^T \right) \right)} - \lambda \frac{\alpha_i}{1 + \alpha_i} + \lambda \beta_i = 0,$$

where $\alpha_i = \text{tr} \left( \left( \Sigma_{YY} + \sum_{j \in \mathcal{K} \setminus \{i\}} v_j e_j e_j^T \right)^{-1} e_i e_i^T \right)$ and $\beta_i = \text{tr} \left( \Sigma_{YY} e_i e_i^T \right)$.

**Proof.** The proof of Theorem 23 is presented in Appendix N.

Best Response in $\mathcal{G}_3$

In $\mathcal{G}_3$, the best response $v_i^*$ of the $i$-th player of the game in (7.44) is

$$v_i^* \in \text{BR}_i^3 \left( v_1, v_2, \ldots, v_{i-1}, v_{i+1}, \ldots, v_m \right)$$

$$= \arg \min_{v \in \mathbb{R}^m_+} I(X^n; Y_{m}) + \lambda D(P_{Y_{A,i}} \parallel P_{Y_{i}})$$

$$= \arg \min_{v \in \mathbb{R}^m_+} \log \left( 1 + \frac{\Sigma_{YY} + v e_i e_i^T + \sum_{j \in \mathcal{K} \setminus \{i\}} v_j e_j e_j^T + I_m}{\sigma^2 + v} \right)$$

$$+ \frac{\lambda v}{\text{tr} \left( \Sigma_{XX} \Sigma_{XX}^T e_i e_i^T \right) + \sigma^2} - \lambda \log \left( \text{tr} \left( \Sigma_{XX} \Sigma_{XX}^T e_i e_i^T \right) + \sigma^2 + v \right).$$

The following theorem provides the analytical solution for the best response of player $i$ in $\mathcal{G}_3$.

**Theorem 24.** Given the action profile $v = (v_1, v_2, \ldots, v_m)^T$, for all $i \in \{1, 2, \ldots, m\}$, the best response for player $i$ in $\mathcal{G}_3$ is $v$ such that

$$\frac{\gamma_i}{\left( \sigma^2 + v \right) \left( \sigma^2 + v + \alpha_i \right)} + \frac{\lambda v}{\left( \text{tr} \left( \Sigma_{XX} \Sigma_{XX}^T e_i e_i^T \right) + \sigma^2 + v \right) \left( \text{tr} \left( \Sigma_{XX} \Sigma_{XX}^T e_i e_i^T \right) + \sigma^2 \right)} = 0,$$

where $\gamma_i \triangleq \text{tr} \left( \left( \Sigma_{XX} \Sigma_{XX}^T \sum_{j \in \mathcal{K} \setminus \{i\}} \frac{1}{\sigma^2 + v_j} e_j e_j^T + I_m \right)^{-1} \Sigma_{XX} \Sigma_{XX}^T e_i e_i^T \right)$. 
Proof. The proof of Theorem 24 is presented in Appendix O.

7.4 Potential Games

7.4.1 Potential functions

Potential function of $\mathcal{G}_1$

The following proposition highlights an important property of the game $\mathcal{G}_1$ in (7.33).

Proposition 18. The game $\mathcal{G}_1$ in (7.33) is a potential game.

Proof. Let us define a function $P_1 : \mathbb{R}_+^m \to \mathbb{R}$:

$$P_1(v_1, v_2, \ldots, v_m)$$ (7.61)

$$\triangleq I(X^m; Y_1^m) + \lambda D(Y_2^m \| Y^m)$$ (7.62)

$$= (1 - \lambda) \log \left| \Sigma_{YY} + \sum_{i=1}^m v_i e_i e_i^T \right| - \sum_{i=1}^m \log(\sigma_i^2 + v_i) + \lambda \sum_{i=1}^m v_i \text{tr} \left( \Sigma_{YY}^{-1} e_i e_i^T \right)$$ (7.63)

where (7.63) holds from plugging (7.35) and (7.36) into (7.62). For every attacker $i, i \in \{1, 2, \ldots, m\}$, and for every $(v_1, v_2, \ldots, v_{i-1}, v_i, v_{i+1}, \ldots, v_m)^T \in \mathbb{R}_+^{m-1}$, it satisfies that for all $v_i \in \mathbb{R}_+, x_i \in \mathbb{R}_+$,

$$\phi_i^1(v_1, \ldots, v_{i-1}, v_i, v_{i+1}, \ldots, v_m) - \phi_i^1(v_1, \ldots, v_{i-1}, x_i, v_{i+1}, \ldots, v_m) < 0$$ (7.64)

holds if and only if

$$P_1(v_1, \ldots, v_{i-1}, v_i, v_{i+1}, \ldots, v_m) - P_1(v_1, \ldots, v_{i-1}, x_i, v_{i+1}, \ldots, v_m) < 0$$ (7.65)

holds. Therefore, $\mathcal{G}_1$ is an potential game. This completes the proof.

The following lemma presents the potential function of the game $\mathcal{G}_1$ in (7.33).

Lemma 25. The potential function of $\mathcal{G}_1$ in (7.33) is given by

$$P_1(v_1, v_2, \ldots, v_m)$$ (7.66)

$$= (1 - \lambda) \log \left| \Sigma_{YY} + v_i e_i e_i^T \right| - \sum_{j \in \mathcal{K}\{i\}} v_j e_j e_j^T + \sum_{i=1}^m \log(\sigma_i^2 + v_i) + \lambda \sum_{i=1}^m v_i \text{tr} \left( \Sigma_{YY}^{-1} e_i e_i^T \right)$$

Proof. For every attacker $i \in \{1, 2, \ldots, m\}$, and for every $(v_1, v_2, \ldots, v_{i-1}, v_{i+1}, \ldots, v_m)^T \in \mathbb{R}_+^{m-1}$, for all $v_i \in \mathbb{R}_+, x_i \in \mathbb{R}_+$, the following holds

$$\phi_i^1(v_1, \ldots, v_{i-1}, v_i, v_{i+1}, \ldots, v_m) - \phi_i^1(v_1, \ldots, v_{i-1}, x_i, v_{i+1}, \ldots, v_m)$$ (7.67)

$$= P_1(v_1, \ldots, v_{i-1}, v_i, v_{i+1}, \ldots, v_m) - P_1(v_1, \ldots, v_{i-1}, x_i, v_{i+1}, \ldots, v_m).$$

Therefore, $P_1$ is a potential function of game $\mathcal{G}_1$. This completes the proof.
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Potential function of $\mathcal{G}_2$

The following proposition highlights an important property of the game $\mathcal{G}_2$ in (7.38).

**Proposition 19.** The game $\mathcal{G}_2$ in (7.38) is a potential game.

**Proof.** Let us define a function $P_2: \mathbb{R}^m_+ \rightarrow \mathbb{R}$:

$$P_2(v_1, v_2, ..., v_m) = \Delta \lambda D(Y^m_A \parallel Y^m) + \sum_{i=1}^{m} I(X^n_i; Y_{A,i})$$

$$= \frac{1}{2} \lambda \left( \log \left| \Sigma_{YY} + \sum_{i=1}^{m} v_i e_i e_i^T \right| + \text{tr} \left( \Sigma_{YY}^{-1} \left( \sum_{i=1}^{m} v_i e_i e_i^T \right) \right) \right)$$

$$+ \frac{1}{2} \sum_{i=1}^{m} \log \left( 1 + \frac{\text{tr} \left( \Sigma_{XX} H^T e_i e_i^T \right)}{\sigma^2 + v_i} \right),$$

where (7.69) holds from plugging (7.40) and (7.41) into (7.68). For every attacker $i, i \in \{1, 2, ..., m\}$, and for every $(v_1, v_2, ..., v_{i-1}, v_{i+1}, ..., v_m)^T \in \mathbb{R}^{m-1}_+$, for all $v_i \in \mathbb{R}_+, x_i \in \mathbb{R}_+$, it satisfies that

$$\phi_i^2(v_1, ..., v_{i-1}, v_i, v_{i+1}, ..., v_m) - \phi_i^2(v_1, ..., v_{i-1}, x_i, v_{i+1}, ..., v_m) < 0$$

(7.70)

holds if and only if

$$P_2(v_1, ..., v_{i-1}, v_i, v_{i+1}, ..., v_m) - P_2(v_1, ..., v_{i-1}, x_i, v_{i+1}, ..., v_m) < 0$$

(7.71)

holds. Therefore, $\mathcal{G}_2$ is an potential game. This completes the proof.

The following lemma presents the potential function of the game $\mathcal{G}_2$ in (7.38).

**Lemma 26.** The potential function of $\mathcal{G}_2$ in (7.38) is given by

$$P_2(v_1, v_2, ..., v_m) = \frac{1}{2} \lambda \left( \log \left| \Sigma_{YY} + \sum_{i=1}^{m} v_i e_i e_i^T \right| + \text{tr} \left( \Sigma_{YY}^{-1} \left( \sum_{i=1}^{m} v_i e_i e_i^T \right) \right) \right)$$

$$+ \frac{1}{2} \sum_{i=1}^{m} \log \left( 1 + \frac{\text{tr} \left( \Sigma_{XX} H^T e_i e_i^T \right)}{\sigma^2 + v_i} \right).$$

(7.72)

**Proof.** For every attacker $i \in \{1, 2, ..., m\}$, and for every $(v_1, v_2, ..., v_{i-1}, v_{i+1}, ..., v_m)^T \in \mathbb{R}^{m-1}_+$, for all $v_i \in \mathbb{R}_+, x_i \in \mathbb{R}_+$, the following holds

$$\phi_i^2(v_1, ..., v_{i-1}, v_i, v_{i+1}, ..., v_m) - \phi_i^2(v_1, ..., v_{i-1}, x_i, v_{i+1}, ..., v_m) = P_2(v_1, ..., v_{i-1}, v_i, v_{i+1}, ..., v_m) - P_2(v_1, ..., v_{i-1}, x_i, v_{i+1}, ..., v_m).$$

(7.73)

Therefore, $P_2$ is a potential function of game $\mathcal{G}_2$. This completes the proof.
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Potential function of $G_3$

The following proposition highlights an important property of the game $G_3$ in (7.44).

**Proposition 20.** The game $G_3$ in (7.44) is a potential game.

**Proof.** Let us define a function $P_3: \mathbb{R}_+^m \rightarrow \mathbb{R}$:

$$P_3(v_1, v_2, ..., v_m)$$

$$\Delta = I(X^n; Y_A^m) + \lambda \sum_{i=1}^m D(Y_{A,i}||Y_i)$$

$$= \frac{1}{2} \log \left( \frac{\Sigma_{YY} + \sum_{i=1}^m v_i e_i e_i^T}{\sigma^2 I_m + \sum_{i=1}^m v_i e_i e_i^T} \right) + \frac{1}{2} \lambda \sum_{i=1}^m \left( \frac{v_i}{\text{tr} \left( \Sigma_{XX} H^T e_i e_i^T \right) + \sigma^2} + \log \frac{\text{tr} \left( \Sigma_{XX} H^T e_i e_i^T \right) + \sigma^2}{\text{tr} \left( \Sigma_{XX} H^T e_i e_i^T \right) + \sigma^2 + v_i} \right),$$

where (7.76) holds from plugging (7.46) and (7.47) into (7.75). For all attacker $i$, $i \in \{1, 2, ..., m\}$ and for all $(v_1, v_2, ..., v_{i-1}, v_{i+1}, ..., v_m)^T \in \mathbb{R}_+^{m-1}$, it satisfies that for all $v_i \in \mathbb{R}_+, x_i \in \mathbb{R}_+$,

$$\phi^3_i(v_1, ..., v_{i-1}, v_i, v_{i+1}, ..., v_m) - \phi^3_i(v_1, ..., v_{i-1}, x_i, v_{i+1}, ..., v_m) > 0$$

(7.77)

holds if and only if

$$P_3(v_1, ..., v_{i-1}, v_i, v_{i+1}, ..., v_m) - P_3(v_1, ..., v_{i-1}, x_i, v_{i+1}, ..., v_m) > 0$$

(7.78)

holds. Therefore, $G_3$ is an potential game. This completes the proof.

The following lemma presents the potential function of the game $G_3$ in (7.44).

**Lemma 27.** The potential function of $G_3$ in (7.44) is given by

$$P_3(v_1, v_2, ..., v_m) = \frac{1}{2} \log \left( \frac{\Sigma_{YY} + \sum_{i=1}^m v_i e_i e_i^T}{\sigma^2 I_m + \sum_{i=1}^m v_i e_i e_i^T} \right) + \frac{1}{2} \lambda \sum_{i=1}^m \left( \frac{v_i}{\text{tr} \left( \Sigma_{XX} H^T e_i e_i^T \right) + \sigma^2} + \log \frac{\text{tr} \left( \Sigma_{XX} H^T e_i e_i^T \right) + \sigma^2}{\text{tr} \left( \Sigma_{XX} H^T e_i e_i^T \right) + \sigma^2 + v_i} \right).$$

**Proof.** From all attacker $i$, $i \in \{1, 2, ..., m\}$ and for all $(v_1, v_2, ..., v_{i-1}, v_{i+1}, ..., v_m)^T \in \mathbb{R}_+^{m-1}$, for all $v_i \in \mathbb{R}_+, x_i \in \mathbb{R}_+$, the following holds

$$\phi^3_i(v_1, ..., v_{i-1}, v_i, v_{i+1}, ..., v_m) - \phi^3_i(v_1, ..., v_{i-1}, x_i, v_{i+1}, ..., v_m) = P_3(v_1, ..., v_{i-1}, v_i, v_{i+1}, ..., v_m) - P_3(v_1, ..., v_{i-1}, x_i, v_{i+1}, ..., v_m).$$

Therefore, $P_3$ is a potential function of game $G_3$. This completes the proof.
7.4.2 Nash Equilibriums (NEs)

From the best response described in the last section, a game solution that is particularly relevant for this analysis is the Nash Equilibrium.

Definition 12. The action profile formed by all the attackers \((v_1, v_2, ..., v_m)^\top\) is an NE of the game \(G_p\) if and only if it is a solution of the fix point equation

\[
\sum_{i=1}^{m} v_i e_i e_i^\top = BR_p (v_1, v_2, ...v_m),
\]

with \(BR_p: \mathbb{R}_+^m \rightarrow \mathbb{R}_+^m\) being the global best response correspondence, i.e.,

\[
BR_p (v_1, v_2, ...v_m) = BR_1 (v_2, v_3, ..., v_m) e_1 e_1^\top + BR_2 (v_1, v_3, ..., v_m) e_2 e_2^\top + \cdots + BR_m (v_1, v_2, ..., v_{m-1}) e_m e_m^\top.
\]

Essentially, at an NE, attackers achieve the minimal cost given the actions adopted by all the other attackers. This implies that an NE is an operating point where any deviation from the action at NE does not lead to a smaller cost.

7.4.3 Existence of the NE

The following proposition highlights an important property of the game \(G_1\) in (7.33).

Proposition 21. The game \(G_1\) in (7.33) possesses only one NE.

Proof. Note that \(P_1\) in (7.66) is continuous over the set of all possible actions \(v_i \in \mathbb{R}_+, i \in \{1, 2, \ldots, m\}\) and \(\mathbb{R}_+\) is a convex set, therefore, there always exists a minimum of the potential function \(P_1\) in \(\mathbb{R}_+\). From Proposition 13, the potential function is convex, i.e., there is only one minimum of the potential function. From Lemma 4.3 in [103], it follows that such a minimum corresponds to an NE. Therefore, the game possesses only one NE.

The following proposition highlights an important property of the game \(G_2\) in (7.38).

Proposition 22. The game \(G_2\) in (7.38) possesses only one NE.

Proof. Note that \(P_2\) in (7.72) is continuous over the set of all possible actions \(v_i \in \mathbb{R}_+, i \in \{1, 2, \ldots, m\}\) and \(\mathbb{R}_+\) is a convex set, therefore, there always exists a minimum of the potential function \(P_2\) in \(\mathbb{R}_+\). From Proposition 15, the potential function is convex, i.e., there is only one minimum of the potential function. From Lemma 4.3 in [103], it follows that such a minimum corresponds to an NE. Therefore, the game possesses only one NE.

The following proposition highlights an important property of the game \(G_3\) in (7.44).

Proposition 23. The game \(G_3\) in (7.44) possesses only one NE.

Proof. Note that \(P_3\) in (7.79) is continuous over the set of all possible actions \(v_i \in \mathbb{R}_+, i \in \{1, 2, \ldots, m\}\) and \(\mathbb{R}_+\) is a convex set, therefore, there always exists a minimum of the potential function \(P_3\) in \(\mathbb{R}_+\). From Proposition 17, the potential function is convex, i.e., there is only one minimum of the potential function. From Lemma 4.3 in [103], it follows that such a minimum corresponds to an NE. Therefore, the game possesses only one NE.
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7.4.4 Achievability of the NE

The attackers are said to play a sequential best response dynamic (BRD) if the attackers can sequentially decide their own variance from their sets of best responses following a round-robin (increasing) order. Let us denote the choice of attacker \( i \) during round \( t \in \mathbb{N} \) and assume that attackers are able to observe all the other attackers’ decision. Under this assumption, the BRD is defined as follows.

\[
\text{Definition 13. (Best Response Dynamics). The players of the game } G_p \text{ are said to play a best response dynamics if there exists an round-robin order of the elements of } K \text{ in which at each round } t \in \mathbb{N}, \text{ the following holds}
\]

\[
v_i^*(t) = \text{BR}_i \left( v_1^*(t), v_2^*(t), ..., v_{i-1}^*(t), v_{i+1}^*(t-1), ..., v_{m-1}^*(t-1), v_m^*(t-1) \right).
\] (7.83)

From the properties of potential games in [103, Lemma 4.2], the following Lemma follows.

\[
\text{Lemma 28. (Achievability of NE attacks). Any BRD in the game } G_p \text{ converges to a Gaussian attack construction that is the only NE in this game.}
\]

The relevance of Lemma 28 is that it establishes that if attackers can play the game for at least a round-robin, they are always able to attack the network that minimizes the potential.

The proposed BRD in game \( G_1, G_2 \) and \( G_3 \) are described in Algorithm 5, Algorithm 6 and Algorithm 7, respectively. As discussed in Theorem 22, Theorem 23 and Theorem 24, the optimal solution is unique and the achievability is discussed in Section 7.4.4. The computation complexity of all three Algorithms is \( O(mt_{\text{max}}) \).

Algorithm 5 Best Response Dynamics for \( G_1 \)

Input: the observation matrix \( \mathbf{H} \), the covariance matrix of the state variables \( \Sigma_{XX} \), the variance of the noise \( \sigma^2 \), and the weighting parameter \( \lambda \).

Output: the action profile in the NE \( (v_1, v_2, \ldots, v_m)^T \).

Initialize the actions by all the players \( v_i(t_0), i \in \{1, 2, \ldots, m\} \);

\begin{algorithmic}
\For {0 < t < t_{\text{max}}} 
\For {1 \leq i \leq m}
\State Get \( v_i^*(t) \) in Theorem 22 that is,
\[
-(\beta_i + \alpha_i \sigma^2 \beta_i - \alpha_i) + \frac{\sqrt{(\beta_i + \alpha_i \sigma^2 \beta_i - \alpha_i)^2 - 4 \beta_i \alpha_i (\beta_i \sigma^2 - \alpha_i \sigma^2 + \frac{\alpha_i \sigma^2 - 1}{\lambda})}}{2 \beta_i \alpha_i},
\]
\State where \( \alpha_i = \text{tr} \left( \Sigma_Y + \sum_{j \in K, j<i} v_j(t)e_j e_j^T + \sum_{j \in K, j>i} v_j(t-1)e_j e_j^T \right)^{-1} e_i e_i^T \) and
\State \( \beta_i = \text{tr} \left( \Sigma_{YY}^{-1} e_i e_i^T \right) \).
\EndFor
\State \( t = t + 1 \)
\EndFor
\end{algorithmic}
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Algorithm 6 Best Response Dynamics for $G_2$

**Input:** the observation matrix $H$, the covariance matrix of the state variables $\Sigma_{XX}$, the variance of the noise $\sigma^2$, and the weighting parameter $\lambda$.

**Output:** the action profile in the NE $(v_1, v_2, \ldots, v_m)^T$.

Initialize the actions by all the players $v_i(t_0), i \in \{1, 2, \ldots, m\}$;

for $0 < t < t_{\max}$ do,

for $1 \leq i \leq m$ do,

Get $v_i(t)$ in Theorem 23 such that

$$-\text{tr} \left( H \Sigma_{XX} H^T e_i e_i^T \right) \left( \sigma^2 + v_i(t) \right)^{-1} = \lambda \frac{\alpha_i}{1 + v_i(t) \alpha_i} + \lambda \beta_i = 0,$$

where $\alpha_i = \text{tr} \left( \Sigma_{YY} + \sum_{j \in K, j < i} v_j(t) e_j e_j^T + \sum_{j \in K, j > i} v_j(t-1) e_j e_j^T \right)^{-1} e_i e_i^T$ and

$\beta_i = \text{tr} \left( \Sigma_{YY}^{-1} e_i e_i^T \right)$.

end for

$t = t + 1$

end for

---

Algorithm 7 Best Response Dynamics for $G_3$

**Input:** the observation matrix $H$, the covariance matrix of the state variables $\Sigma_{XX}$, the variance of the noise $\sigma^2$, and the weighting parameter $\lambda$.

**Output:** the action profile in the NE $(v_1, v_2, \ldots, v_m)^T$.

Initialize the actions by all the players $v_i(t_0), i \in \{1, 2, \ldots, m\}$;

for $0 < t < t_{\max}$ do,

for $1 \leq i \leq m$ do,

Get $v_i(t)$ in Theorem 24 such that

$$\gamma_i \left( \sigma^2 + v(t) \right)^{-1} \left( \sigma^2 + v(t) + \alpha_i \right) + \lambda \left( \text{tr} \left( H \Sigma_{XX} H^T e_i e_i^T \right) + \sigma^2 + v \right) \left( \sigma^2 + v \right) = 0,$$

with

$$\gamma_i = \text{tr} \left( H \Sigma_{XX} H^T \sum_{j \in K, j < i} \frac{1}{\sigma^2 + v_j(t)} e_j e_j^T + H \Sigma_{XX} H^T \sum_{j \in K, j > i} \frac{1}{\sigma^2 + v_j(t-1)} e_j e_j^T + I_m \right)^{-1} H \Sigma_{XX} H^T e_i e_i^T.$$

end for

$t = t + 1$

end for
7.5 Numerical Results

The performance of the decentralized attack constructions in this section are verified on IEEE test systems. It is assumed that all the attackers can observe the actions taken by the other attacks. There are $m$ attackers and $m$ measurements in the system and each attacker has access to one unique measurement.

7.5.1 Game Convergence in terms of Potential Function

Fig. 7.1 depicts convergence of the potential function of $G_1$ given by (7.66) in terms of round robin for different $\lambda$ when $\rho = 0.9$, SNR = 30 dB in the IEEE 9-bus test system. The NEs with different $\lambda$ are numerically evaluated and presented by red squares. In $G_1$, the potential function in (7.66) is the same as the cost function of attacker $i$, with $i \in \{1, 2, \ldots, m\}$, in (7.34). From $t = 0$ to $t = 1$, all the attackers inject attacks following the best response in Theorem 22, that is, the variance of the random attack $v_i = 0$, $i \in \{1, 2, \ldots, m\}$ by attacker $i$ would be modified to $v_i > 0$. The potential function from $t = 0$ to $t = 1$ decreases monotonically, which implies that all attackers benefit from the attacks launched by the other attackers in this round robin. Note that after all the attacker have injected an attack, that is, $t = 1$, and potential function is convex shown in Proposition 13. Hence, from $t = 1$, each attacker adjust its attacks that yields a decrease in the potential function until the NE in this game is achieved.

Similarly, Fig. 7.2 and Fig. 7.3 depict the potential function of $G_2$ given by (7.72) and the potential function of $G_3$ given by (7.79), respectively, in terms of round robin for different $\lambda$ when $\rho = 0.9$, SNR = 30 dB in the IEEE 9-bus test system. Following the same round robin process as in $G_1$, the attackers in $G_2$ and $G_3$ start to inject the attacks in the first round robin from $t = 0$ to $t = 1$ that yields the decrease in potential functions monotonically. The attackers adjust the variance of the attacks after $t = 1$ based on the best response in Theorem 23 and Theorem 24, respectively. With different objectives in $G_1$, $G_2$ and $G_3$, the potential functions decrease differently but the monotonicity is guaranteed in all three games. Note that with larger $\lambda$, the value of the potential functions are larger in all three games. This implies that mutual information has a larger impact on the potential functions as $\lambda$ is the weighting parameter between mutual information and KL divergence. The next section shows the game convergence in terms of the tradeoff between mutual information and KL divergence.

7.5.2 The Tradeoff between Mutual Information and KL Divergence

Fig. 7.4 depicts the tradeoff between mutual information and KL divergence in $G_1$ for different $\lambda$ when $\rho = 0.9$, SNR = 30 dB on the IEEE 9-bus system. As expected, from $t = 0$ to $t = 1$, the attackers start to compromise the measurements, which yields the decrease in mutual information and increase in KL divergence. From $t = 1$ to $t = 2$, the attackers adjust the variance of its attacks based on the best response in Theorem 22. Interestingly, at $t = 1$, the attackers achieve a smaller mutual information and larger KL divergence in comparison with in the following round robin. Hence, from $t = 1$ to $t = 2$, the attackers modify the
Figure 7.1: The convergence in $G_1$ in terms of the potential function $P_1$ on the IEEE 9-bus test system when $\rho = 0.9$, SNR = 30 dB and the NEs with different $\lambda$.

Figure 7.2: The convergence in $G_2$ in terms of the potential function $P_2$ on the IEEE 9-bus test system when $\rho = 0.9$, SNR = 30 dB and the NEs with different $\lambda$. 
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**Figure 7.3:** The convergence in $G_3$ in terms of the potential function $P_3$ on the IEEE 9-bus test system when $\rho = 0.9$, SNR = 30 dB and the NEs with different $\lambda$.

**Figure 7.4:** The tradeoff between mutual information and KL divergence in $G_1$ on the IEEE 9-bus test system when $\rho = 0.9$, SNR = 30 dB.
attacks to constrain KL divergence. This is because in the first round robin from \( t = 0 \) to \( t = 1 \), the attack decisions were made when there were limited attackers that attacked the system. Therefore, the decisions from best response in Theorem 22 are more aggressive but still within the constraints of KL divergence. However, from \( t = 1 \) to \( t = 2 \), all the attackers have launched attacks, the result from best response in Theorem 22 limits the variance of the attacks which yields a decrease in KL divergence. After several round robins, the best response dynamics lead to the NE that is on the Pareto curve.

Fig. 7.5 and Fig. 7.6 depict the tradeoff between mutual information and KL divergence in \( G_2 \) and \( G_3 \) for different \( \lambda \) when \( \rho = 0.9 \), SNR = 30 dB on the IEEE 9-bus system, respectively. It is observed the same phenomenon as in \( G_1 \) that in the end of the first round robin when \( t = 1 \), the attackers achieved lower mutual information at the expense of a large KL divergence. Hence, from \( t = 1 \) to \( t = 2 \) the best response dynamics yield to a decrease in KL divergence. Note that in \( G_1 \) and \( G_2 \), the convergence from \( t = 0 \) to \( t = 1 \) is linear that indicates the decrease of mutual information at the expense of KL divergence linearly. Interestingly, in \( G_3 \), it is observed that there is a significant decrease in mutual information in the end of the first round robin from \( t = 0 \) to \( t = 1 \). It is worth noting that the significant decrease comes from the attacking power injection measurements. This coincides with the results in chapter 6 that the power injection measurements are more vulnerable to data integrity attacks than power flow measurements 27.

Figure 7.5: The tradeoff between mutual information and KL divergence in \( G_2 \) on the IEEE 9-bus test system when \( \rho = 0.9 \), SNR = 30 dB.
7.6 Summary

This chapter has proposed a novel decentralized stealth attack constructions where game theoretic techniques are adopted in this framework. The objectives of the attack constructions are the disruption and detection both globally and locally that are measured by information theoretic metrics. The interaction between the attackers is utilized to formulate games in attack constructions that are motived by different information metrics. It is proved that the games are potential games as well as the existence and convexity of the potential functions. This chapter also characterizes the best response for the attackers and best response dynamics are proposed to achieve the NEs of the games, accordingly. The simulations have numerically evaluated the performance of the decentralized attacks on the IEEE test systems and shown the interaction between the attackers converge to the NEs on the Pareto curve.
Chapter 8

Decentralized Sparse Stealth Attacks

This chapter presents the main results on decentralized stealth attacks with sparsity constraints. The decentralized model and the game analysis are described in Section 3.6. Specifically, the sets of measurements that each attacker has access to form a partition of the set of measurements in the system. Every attacker minimizes the information theoretic cost of launching a random attack to one of the measurements that it has access to in a coordinated fashion. The decentralized sparse attacks with partition is modelled in a game form, which yields a potential game. The potential function in this game and obtained the uniqueness and achievability of the Nash Equilibrium in this game. The best response dynamics is proposed to achieve the unique NE in the game. The performance of the decentralized sparse attack constructions is evaluated on IEEE test systems. It is observed that the game achieves better performance with smaller $\lambda$ and larger $k$.

8.1 System Model

Let $\mathcal{M} \triangleq \{1, 2, \ldots, m\}$ be the set of measurements on the power system and the set

$$\mathcal{K} \triangleq \{1, 2, \ldots, k\},$$

(8.1)

where $k < m$ be the set of attackers that can perform a random data injection attacks to the system.

For all $j \in \mathcal{K}$, the set of sensors that the attacker $j$ has access to is $\mathcal{M}_j, \mathcal{M}_j \subseteq \mathcal{M}$. The sets $\mathcal{M}_1, \mathcal{M}_2, \ldots, \mathcal{M}_k$ form a partition of $\mathcal{M}$, that is,

$$\mathcal{M} = \bigcup_{j=1}^{k} \mathcal{M}_j,$$

(8.2)

and for all $(i, j) \in \mathcal{K}$, with $i \neq j$,

$$\mathcal{M}_i \cap \mathcal{M}_j = \emptyset.$$  (8.3)

This chapter assumes that each attacker only compromises one sensor. For all $j \in \mathcal{K}$, the index of the measurement that the attacker $j$ compromises is denoted by $s_j$. That is, for all
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The data injection attacks of the attacker $j$ is a random variable that follows a Gaussian distribution with zero mean, that is,

$$A_{sj} \sim \mathcal{N}(0, v_j), \quad (8.4)$$

with $v_j \in \mathbb{R}_+$. In this setting, the action of the attacker $j$ is to choose an index $s_j \in M_j$ in (8.2) and $v_j$ in (8.4). The action of the attacker $j$ is given by

$$(s_j, v_j) \in A_j, \quad (8.5)$$

where

$$A_j \triangleq M_j \times \mathbb{R}_+. \quad (8.6)$$

The tuple

$$\left( (s_1, v_1), (s_2, v_2), \ldots, (s_k, v_k) \right) \in A_1 \times A_2 \times \ldots \times A_k \quad (8.7)$$

is referred to as an action profile where for all $j \in \mathcal{K}$, $s_j \in M_j$ and $v_j \in \mathbb{R}_+$.

Note that the action profile forms the covariance matrix of the random attack vector denoted by $\Sigma_{AA}$ in (4.8), that is,

$$\Sigma_{AA} = \sum_{j \in \mathcal{K}} v_j e_{s_j} e_{s_j}^T. \quad (8.8)$$

8.2 Game Formulation

The cost for the attacker $j$ to launch an attack does not only depend on its own sensor index $s_j$ and variance $v_j$ that is added in the corresponding sensor, but also the indices and variances by all the other attackers. Therefore, the interaction of all attackers in the system is described by a game in normal form

$$\mathcal{G} = (\mathcal{K}, \{A_j\}_{j \in \mathcal{K}}, \{\psi_j\}_{j \in \mathcal{K}}), \quad (8.9)$$

where the set $\mathcal{K}$ is in (8.1), the set $A_j$ is in (8.6), for all $j \in \mathcal{K}$ the function $\psi_j$ is the cost function for attacker $j$ that is defined in the following.

**Definition 14.** Given the action profile $\left( (s_1, v_1), (s_2, v_2), \ldots, (s_k, v_k) \right) \in A_1 \times A_2 \times \ldots \times A_k$, the cost function of the attacker $j$ denoted by $\psi_j : A_1 \times A_2 \times \ldots \times A_k \to \mathbb{R}_+$ defined by adding (4.18) and (4.21) is

$$\psi_j \left( (s_1, v_1), (s_2, v_2), \ldots, (s_k, v_k) \right) \triangleq I(X^n; Y^m_A) + \lambda D(P_{Y^m_A} || P_{Y^m})$$

$$= \frac{1}{2} (1 - \lambda) \log \left| \Sigma_{YY} + \sum_{j \in \mathcal{K}} v_j e_{s_j} e_{s_j}^T \right| - \frac{1}{2} \log \left| \sum_{j \in \mathcal{K}} v_j e_{s_j} e_{s_j}^T + \sigma^2 I_m \right| $$

$$+ \frac{1}{2} \lambda \left( \text{tr} \left( \Sigma_{YY}^{-1} \left( \sum_{j \in \mathcal{K}} v_j e_{s_j} e_{s_j}^T \right) \right) + \log \left| \Sigma_{YY} \right| \right). \quad (8.12)$$
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8.2.1 Best Response

The cost function for attacker \( j \) not only depends on its own action \( (s_j, v_j) \), but also on the actions by all the other attackers. For all \( j \in \mathcal{K} \), given the actions by all the other attackers \( (s_1, v_1), (s_2, v_2), ..., (s_k, v_k) \), the best response for attacker \( j \) is given by

\[
(s_j^*, v_j^*) \in \text{BR}_j \left( (s_1, v_1), (s_2, v_2), ..., (s_{j-1}, v_{j-1}), (s_{j+1}, v_{j+1}), ..., (s_{k-1}, v_{k-1}), (s_k, v_k) \right),
\]

(8.13)

where the correspondence \( \text{BR}_j : \mathcal{A}_1 \times \mathcal{A}_2 \times \cdots \times \mathcal{A}_{j-1} \times \mathcal{A}_{j+1} \times \cdots \times \mathcal{A}_{k-1} \times \mathcal{A}_k \to \mathbb{R}_+ \) is the best response correspondence, that is,

\[
\text{BR}_j \left( (s_1, v_1), (s_2, v_2), ..., (s_{j-1}, v_{j-1}), (s_{j+1}, v_{j+1}), ..., (s_{k-1}, v_{k-1}), (s_k, v_k) \right) = \arg \min_{(s_j, v_j) \in \mathcal{A}_j} \psi_j \left( (s_1, v_1), (s_2, v_2), ..., (s_k, v_k) \right)
\]

(8.14)

(8.15)

The following lemma presents the equivalent optimization problem to minimize the cost for attacker \( j \) in (8.10).

**Lemma 29.** For attacker \( j, j \in \mathcal{K} \), minimizing the cost function \( \psi_j \) in (8.10) is equivalent to

\[
\arg \min_{(s_j, v_j) \in \mathcal{A}_j} (1 - \lambda) \log \left| \Sigma_{YY} + \sum_{j \in \mathcal{K}} v_j e_{s_j} e_{s_j}^T \right| - \log \left| \sum_{j \in \mathcal{K}} v_j e_{s_j} e_{s_j}^T + \sigma^2 I_m \right| + \lambda v_j \text{tr} \left( \Sigma_{YY}^{-1} e_{s_j} e_{s_j}^T \right).
\]

(8.16)

**Proof.** The proof follows by removing the constants that is not a function of \( (s_j, v_j) \).

The following proposition provides the convexity of the cost function in (8.16).

**Proposition 24.** The cost function in (8.16) is convex.

**Proof.** From [115, Sec. 3.1.5] and the fact that \( \Sigma_{YY} + \sum_{j \in \mathcal{K}} v_j e_{s_j} e_{s_j}^T \in \mathbb{S}_+^m \) and \( \sum_{j \in \mathcal{K}} v_j e_{s_j} e_{s_j}^T + \sigma^2 I_m \in \mathbb{S}_+^m \), the terms \( \log \left| \Sigma_{YY} + \sum_{j \in \mathcal{K}} v_j e_{s_j} e_{s_j}^T \right| \) and \( \log \left| \sum_{j \in \mathcal{K}} v_j e_{s_j} e_{s_j}^T + \sigma^2 I_m \right| \) are concave. Therefore, the terms

\[
(1 - \lambda) \log \left| \Sigma_{YY} + \sum_{j \in \mathcal{K}} v_j e_{s_j} e_{s_j}^T \right|
\]

and \( -\log \left| \sum_{j \in \mathcal{K}} v_j e_{s_j} e_{s_j}^T + \sigma^2 I_m \right| \) are convex. Given that the trace is a linear operator, the term \( \text{tr} \left( \Sigma_{YY}^{-1} e_{s_j} e_{s_j}^T \right) \) is linear with respect to \( v_j \). From [115, Sec. 3.2.1], the non-negative weighted sums of convex functions is convex, that is, the cost function in (8.16) is convex. This completes the proof.

\( \square \)
The following theorem proposes the analytical expression of the best response.

**Theorem 30.** Let \( \lambda \geq 1 \). In the game \( G = (\mathcal{K}, \{\mathcal{A}_j\}_{j \in \mathcal{K}}, \{\psi_j\}_{j \in \mathcal{K}}) \) in (8.9), for all \( j \in \mathcal{K} \) and \( s_j \in \mathcal{M}_j \), given a action profile by all the attackers except attacker \( j \), that is,

\[
(i_1, v_1), (i_2, v_2), ..., (i_{j-1}, v_{j-1}), (i_{j+1}, v_{j+1}), ..., (i_k, v_k), (s_k, v_k)
\]

\( \in \mathcal{A}_1 \times \mathcal{A}_2 \times ... \times \mathcal{A}_{j-1} \times \mathcal{A}_{j+1} \times ... \times \mathcal{A}_k \times \mathcal{A}_k \),

the following holds

\[
s_j^* = \arg \min_{s_j \in \mathcal{M}_j} (1 - \lambda) \log \left| \Sigma_{YY} + v_q^* e_q e_q^T + \sum_{p \in \mathcal{K} \setminus \{j\}} v_p e_{sp} e_{sp}^T \right| - \log (\sigma^2 + v_q^*) + \lambda v_q^* \text{tr} \left( \Sigma_{YY}^{-1} e_q e_q^T \right)
\]

\( (8.18) \)

\[
v_q^* = \frac{-(\beta + \alpha \sigma^2 \beta - \alpha) + \sqrt{(\beta + \alpha \sigma^2 \beta - \alpha)^2 - 4\beta \alpha (\beta \sigma^2 - \alpha \sigma^2 + \frac{\alpha \sigma^2 - 1}{\lambda})}}{2\beta \alpha},
\]

\( (8.19) \)

where \( \alpha \triangleq \text{tr} \left( (\Sigma_{YY} + \sum_{p \in \mathcal{K} \setminus \{j\}} v_p e_{sp} e_{sp}^T)^{-1} e_q e_q^T \right) \), \( \beta \triangleq \text{tr} \left( \Sigma_{YY}^{-1} e_q e_q^T \right) \), \( q \in \mathcal{M}_j \).

**Proof.** From Lemma 29, given the action by all the other players in (8.18), for all \( j \in \mathcal{K} \), the best response is given by

\[
(s_j, v_j) = \arg \min_{(s_j, v_j) \in \mathcal{A}_j} (1 - \lambda) \log \left| \Sigma_{YY} + v e_i e_i^T + \sum_{p \in \mathcal{K} \setminus \{j\}} v_p e_{sp} e_{sp}^T \right| - \log (\sigma^2 + v) + \lambda v \text{tr} \left( \Sigma_{YY}^{-1} e_i e_i^T \right).
\]

(8.20)

The optimization problem in (8.21) is broken down as follows:

\[
\min_{i \in \mathcal{M}_j} \min_{v \in \mathcal{R}_+} (1 - \lambda) \log \left| \Sigma_{YY} + v e_i e_i^T + \sum_{p \in \mathcal{K} \setminus \{j\}} v_p e_{sp} e_{sp}^T \right| - \log (\sigma^2 + v) + \lambda v \text{tr} \left( \Sigma_{YY}^{-1} e_i e_i^T \right).
\]

(8.22)

The inner optimization problem is convex. Therefore, the best response of \( v \) given a fixed index \( i \) is

\[
v_i^* = \frac{-(\beta + \alpha \sigma^2 \beta - \alpha) + \sqrt{(\beta + \alpha \sigma^2 \beta - \alpha)^2 - 4\beta \alpha (\beta \sigma^2 - \alpha \sigma^2 + \frac{\alpha \sigma^2 - 1}{\lambda})}}{2\beta \alpha},
\]

(8.23)

where \( \alpha \triangleq \text{tr} \left( (\Sigma_{YY} + \sum_{p \in \mathcal{K} \setminus \{j\}} v_p e_{sp} e_{sp}^T)^{-1} e_i e_i^T \right) \), \( \beta \triangleq \text{tr} \left( \Sigma_{YY}^{-1} e_i e_i^T \right) \). Then, the outer optimization problem in (8.22) is equivalent to the following:

\[
s_j^* = \arg \min_{i \in \mathcal{M}_j} (1 - \lambda) \log \left| \Sigma_{YY} + v_i^* e_i e_i^T + \sum_{p \in \mathcal{K} \setminus \{j\}} v_p e_{sp} e_{sp}^T \right| - \log (\sigma^2 + v_i^*) + \lambda v_i^* \text{tr} \left( \Sigma_{YY}^{-1} e_i e_i^T \right),
\]

(8.24)
where $v_i^*$ is given by (8.23). $i^*$ is obtained by searching the index over $\mathcal{M}_j$, which completes the proof.

### 8.2.2 Potential Game

The following proposition highlights an important property of the game $G$ in (8.9).

**Proposition 25.** The game $G$ in (8.9) is an ordinal potential game.

**Proof.** Let us define a function $P : \mathcal{A}_1 \times \mathcal{A}_2 \times ... \times \mathcal{A}_k \rightarrow \mathbb{R}_+$:

$$P\left((s_1,v_1), (s_2,v_2), ..., (s_k,v_k)\right)$$

$$= \frac{1}{2}(1 - \lambda) \log \left| \Sigma_{YY} + \sum_{j \in \mathcal{K}} v_je_j^te_j^T \right| - \frac{1}{2} \log \left| \sum_{j \in \mathcal{K}} v_je_j^te_j^T + \sigma^2 I_m \right|$$

$$+ \frac{1}{2} \lambda \left( \text{tr} \left( \Sigma_{YY}^{-1} \left( \sum_{j \in \mathcal{K}} v_je_j^te_j^T \right) \right) + \log |\Sigma_{YY}| \right).$$

(8.26)

For every attacker $j$, $j \in \mathcal{K}$, and for every action profile by all the attackers except attacker $j$, that is,

$$\left((i_1,v_1), (i_2,v_2), ..., (i_j-1,v_{j-1}), (i_{j+1},v_{j+1}), ..., (s_{k-1},v_{k-1}), (s_k,v_k)\right)$$

$$\in \mathcal{A}_1 \times \mathcal{A}_2 \times ... \times \mathcal{A}_{j-1} \times \mathcal{A}_{j+1} \times ... \times \mathcal{A}_{k-1} \times \mathcal{A}_k,$$

for all $(s_j,v_j) \in \mathcal{A}_j$ and $(x,y) \in \mathcal{A}_j$, the following inequation holds

$$\psi_j\left((s_1,v_1), ..., (s_{j-1},v_{j-1}), (s_j,v_j), (s_{j+1},v_{j+1}), ..., (s_k,v_k)\right)$$

$$- \psi_j\left((s_1,v_1), ..., (s_{j-1},v_{j-1}), (x,y), (s_{j+1},v_{j+1}), ..., (s_k,v_k)\right) < 0$$

(8.28)

if and only if

$$P\left((s_1,v_1), ..., (s_{j-1},v_{j-1}), (s_j,v_j), (s_{j+1},v_{j+1}), ..., (s_k,v_k)\right)$$

$$- P\left((s_1,v_1), ..., (s_{j-1},v_{j-1}), (x,y), (s_{j+1},v_{j+1}), ..., (s_k,v_k)\right) < 0$$

(8.29)

holds, where $\psi_j$ is the cost function of the attacker $j$ defined in (8.10). This completes the proof.

The following lemma presents the potential function of the game $G$ in (8.9).
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Proposition 26. The potential function of $G$ in (8.9) is given by

$$P\left( (s_1, v_1), (s_2, v_2), ..., (s_k, v_k) \right)$$

$$= \frac{1}{2}(1 - \lambda) \log \left| \sum_{j \in \mathcal{K}} v_j e_{s_j} e_{s_j}^T \right| - \frac{1}{2} \log \left| \sum_{j \in \mathcal{K}} v_j e_{s_j} e_{s_j}^T + \sigma^2 I_m \right|$$

$$+ \frac{1}{2} \lambda \left( \text{tr} \left( \Sigma_{YY}^{-1} \left( \sum_{j \in \mathcal{K}} v_j e_{s_j} e_{s_j}^T \right) \right) + \log |\Sigma_{YY}| \right),$$

where \( \left( (s_1, v_1), (s_2, v_2), ..., (s_k, v_k) \right) \) \( \in \mathcal{A}_1 \times \mathcal{A}_2 \times ... \times \mathcal{A}_k \) in (8.7).

Proof. For every attacker \( j, j \in \mathcal{K} \), and for every action profile by all the attackers except attacker \( j \), that is,

$$\left( (i_1, v_1), (i_2, v_2), ..., (i_{j-1}, v_{j-1}), (i_{j+1}, v_{j+1}), ..., (s_{k-1}, v_{k-1}), (s_k, v_k) \right)$$

$$\in \mathcal{A}_1 \times \mathcal{A}_2 \times ... \times \mathcal{A}_{j-1} \times \mathcal{A}_{j+1} \times ... \times \mathcal{A}_{k-1} \times \mathcal{A}_k,$$

for all \((s_j, v_j) \in \mathcal{A}_j \) and \((x, y) \in \mathcal{A}_j \), the following holds

$$\psi_j \left( (s_1, v_1), ..., (s_{j-1}, v_{j-1}), (s_j, v_j), (s_{j+1}, v_{j+1}), ..., (s_k, v_k) \right)$$

$$- \psi_j \left( (s_1, v_1), ..., (s_{j-1}, v_{j-1}), (x, y), (s_{j+1}, v_{j+1}), ..., (s_k, v_k) \right)$$

$$= P \left( (s_1, v_1), ..., (s_{j-1}, v_{j-1}), (s_j, v_j), (s_{j+1}, v_{j+1}), ..., (s_k, v_k) \right)$$

$$- P \left( (s_1, v_1), ..., (s_{j-1}, v_{j-1}), (x, y), (s_{j+1}, v_{j+1}), ..., (s_k, v_k) \right),$$

where $\psi_j$ is the cost function of the attacker $j$ defined in (8.10). This completes the proof. \( \square \)

8.2.3 Existence and Achievability of the NE

The following lemma provides the existence of Nash Equilibrium.

Lemma 31. The game $G$ in (7.33) has always at least one NE in pure strategies.

Proof. The Lemma holds from Propostion 25, that is, every finite ordinal potential game possesses a pure-strategy equilibrium [103, Cor. 2.2]. \( \square \)

The attacker are said to play a sequential best response dynamic (BRD) if the attackers can sequentially decide their own variance from their sets of best responses following a round-robin (increasing) order. Let us denote the choice of attacker $j$ during round $t \in \mathbb{N}$ and assume that attackers are able to observe all the other attackers’ decision. Under this assumption, the BRD is defined as follows.
Definition 15. (Best Response Dynamics). The players of the game $G$ are said to play a best response dynamics if there exists an round-robin order of the elements of $K$ in which at each round $t \in \mathbb{N}$, the following holds

$$(s_j^*(t), v_j^*(t)) = BR_j\left( (s_1^*(t), v_1^*(t)), (s_2^*(t), v_2^*(t)), \ldots, (s_{j-1}^*(t), v_{j-1}^*(t)), (s_{j+1}^*(t), v_{j+1}^*(t)), \ldots, (s_{k-1}^*(t-1), v_{k-1}^*(t-1)), (s_k^*(t-1), v_k^*(t-1)) \right)$$  \hspace{1cm} (8.35)

From the properties of potential games in [103, Lemma 4.2], the following lemma follows.

Lemma 32. (Achievability of NE attacks). Any BRD in the game $G$ converges to a Gaussian attack construction that is the NE.

The proposed BRD in game $G$ to achieve the NE is described in Algorithm 8. As in Theorem 30, the optimization problem is brokendown as a convex problem. The algorithm converges quickly and the computation complexity is $O(t_{\text{max}}k)$.

Algorithm 8 Best Response Dynamics for $G$

**Input:** the observation matrix $H$, the covariance matrix of the state variables $\Sigma_{XX}$, the variance of the noise $\sigma^2$, and the weighting parameter $\lambda$.

**Output:** the action profile in the NE $(v_1, v_2, \ldots, v_m)^T$.

Initialize the actions by all the players $v_i(t_0), i \in \{1, 2, \ldots, k\}$; for $0 < t < t_{\text{max}}$ do, for $1 \leq i \leq k$ do,

Get the sensor selection $s_j^*$ and variance $v_q^*$ in Theorem 30, that is,

$$s_j^* = \arg \min_{q \in M_j} (1 - \lambda) \log \left| \Sigma_{YY} + v_q^* e_q e_q^T + \sum_{p \in K \setminus \{j\}} v_p e_p e_p^T \right| - \log (\sigma^2 + v_q^*) + \lambda v_q^* \text{tr} \left( \Sigma_{YY}^{-1} e_q e_q^T \right),$$

$$v_q^* = \frac{-(\beta + \alpha \sigma^2 - \alpha) + \sqrt{(\beta + \alpha \sigma^2 - \alpha)^2 - 4\beta \alpha (\beta \sigma^2 - \alpha \sigma^2 + \frac{\alpha \sigma^2 - 1}{\lambda})}}{2\beta \alpha},$$

where $\alpha \overset{\Delta}{=} \text{tr} \left( \Sigma_{YY} + \sum_{p \in K \setminus \{j\}} v_p e_p e_p^T \right)^{-1} e_q e_q^T$, $\beta \overset{\Delta}{=} \text{tr} \left( \Sigma_{YY}^{-1} e_q e_q^T \right), q \in M_j$.

end for

$t = t + 1$

end for

8.3 Numerical Results

The numerical results of decentralized attack constructions with sparsity constraints in this section are obtained where the sets of the measurements that attackers have access to form
a proper partition of the set of the measurements in the system. Each attacker compromises
one measurement that is accessible. The simulations assume that all the attackers can see
the actions taken by the other attacks.

### 8.3.1 Game Convergence with Different Weighting Parameter $\lambda$

Fig. 8.1 to Fig. 8.4 depict the performance of decentralized attack constructions by Algorithm 8 with different $\lambda$ when $k = 2$, $\rho = 0.9$ and SNR = 30 dB on the IEEE 9-bus test system. With $k = 2$, there are two attackers in this game. The simulations in this section assume attacker 1 has access to the set of power flow measurement with indices from 1 to 22 and attacker 2 has access to the set of power injection measurement with indices from 23 to $m$. These two sets form a proper partition of the set of the measurements on the system.

Specifically, Fig. 8.1 depicts the convergence of the potential function of $G$ given by (8.31) in terms of round robin with different $\lambda$ when $k = 2$, $\rho = 0.9$ and SNR = 30 dB on the IEEE 9-bus test system. From $t = 0$ to $t = 1$, attackers launched the attacks obtained from the best response in Theorem 30, that is, attackers determined the variance of the attacks for all the measurements from (8.20) and obtained the best sensor selection according to (8.19). Hence, from $t = 0$ to $t = 1$, the potential function $P$ decreases monotonically, which implies that all attackers benefit from the attacks launched by the other attackers. Note that after all the attackers have injected an attack, from $t = 1$ to $t = 2$, each attacker modifies its attacks based on the best response in Theorem 30 after observing the attacks by the other attackers. The best response yields a decrease in the value of the potential function until the NE in this game is achieved. Note that in Fig. 8.1 the game with smaller $\lambda$ achieve a lower value of potential function. This implies emphasizing on the mutual information benefit the potential function of the game.

Fig. 8.2 depicts the tradeoff between mutual information and KL divergence in terms of round robin with different $\lambda$ when $k = 2$, $\rho = 0.9$ and SNR = 30 dB on the IEEE 9-bus test system. Similarly, the game starts when $t = 0$ where there are no attacks to the system. Hence, the KL divergence is 0. As expected, from $t = 0$ to $t = 1$, the attackers inject attacks to the system which yields a decrease in mutual information and increase in KL divergence and the game with larger $\lambda$ results in smaller KL divergence and larger mutual information. However, with larger $\lambda$, attackers reduce KL divergence at a higher expense of increasing mutual information. Therefore, the game with smaller $\lambda$ achieves a lower cost overall. This coincides with the value of potential functions in NEs in Fig. 8.1.

Fig. 8.3 and Fig. 8.4 depict the sensor selection and the corresponding variances in terms of round robin when $k = 2$, $\rho = 0.9$ and SNR = 30 dB on the IEEE 9-bus test system with $\lambda = 2$ and $\lambda = 5$, respectively. Attacker 1 has access to the sensors with indices 1 to 22 and attacker 2 has access to the sensors with indices 23 to $m$. Interestingly, in both Fig. 8.3 and Fig. 8.4 attacker 1 selects different sensors in different round robin and chooses one sensor as the game convergences while the variances are similar. However, in both Fig. 8.3 and Fig. 8.4 attacker 2 chooses the same sensor from the first round robin until the game convergences even though the variances in different round robin are slightly different. From the topology of IEEE 9-bus system, the sensor selected by attacker 2 has the most physical connections with the other buses. This coincides with the sensor vulnerability analysis in Chapter 6 where the measurement that has more connection to the others is the most vulnerable one.
8.3. NUMERICAL RESULTS

Figure 8.1: The convergence of the potential function $P$ in $G$ with different $\lambda$ when $\rho = 0.9$, SNR = 30 dB, $k = 2$ on the IEEE 9-bus test system.

Figure 8.2: The tradeoff between mutual information and KL divergence in $G$ with different $\lambda$ when $\rho = 0.9$, SNR = 30 dB and $k = 2$ on the IEEE 9-bus test system.
Figure 8.3: The sensor selection and the corresponding variances in different the round robin when $\rho = 0.9$, SNR $= 30$ dB, $\lambda = 2$ and $k = 2$ on the IEEE 9-bus test system.

Figure 8.4: The sensor selection and the corresponding variances in different round robin when $\rho = 0.9$, SNR $= 30$ dB, $\lambda = 5$ and $k = 2$ on the IEEE 9-bus test system.
## 8.3.2 Game Convergence with Sparsity Constraints $k$

Fig. 8.5 depicts the convergence of the potential function $P$ in $G$ with different sparsity constraints $k$ when $\rho = 0.9$, SNR = 30 dB, $\lambda = 2$ on the IEEE 9-bus test system. The number of the attackers in the game is constrained by $k$. The sets of measurements that the attackers have access to form a proper partition of the set of the measurements in the system. Note that there are different number of attackers in Fig. 8.5. One marker denotes the start of the next round robin or an end of the previous round robin. As expected, when there are more attackers, i.e., larger $k$ achieves a lower value of potential function. In fact, given there are more attackers and one attacker compromises one measurement, it is expected the game with larger $k$ achieves better performance in the NE. In other words, the relaxation of sparsity constraints leads to a better performance.

Fig. 8.6 depicts tradeoff between mutual information and KL divergence in $G$ with different sparsity constraints $k$ when $\rho = 0.9$, SNR = 30 dB, $\lambda = 2$ on the IEEE 9-bus test system. Larger sparsity constraints $k$ indicate a better achievable performance of the attacks. As expected, the game with $k = 8$ achieves much lower mutual information at the expense of a small increase in KL divergence. Interestingly, in all the cases with different $k$; in the end of the first round robin when $t = 1$, the attacks obtain smaller mutual information and larger KL divergence in comparison with in the NE. Hence, from $t = 1$ to $t = 2$, the attackers modify the attacks to constrain KL divergence. This is because in the first round robin from $t = 0$ to $t = 1$, the attack decisions were made when there were limited attackers that attacked the system. Therefore, the decisions from best response in Theorem 30 are more aggressive. However, from $t = 1$ to $t = 2$, all the attackers have launched attacks, the result from best response in Theorem 30 limits the variance of the attacks which yields a decrease in KL divergence.

### 8.4 Summary

This chapter has proposed a novel decentralized stealth attack constructions with coordination and sparsity constraints. The sets of measurements that different attackers have access to form a proper partition of the set of the measurements in the systems. The objectives of the attack constructions are the disruption and detection that are measured by mutual information and KL divergence. The interaction between the attackers is modelled in a game framework. It is proved the game is a potential game as well as the existence of the potential function. The best response for the attackers is characterized and best response dynamics are proposed to achieve the NE of the game. The simulations have numerically evaluated the performance of the decentralized attacks with coordination and sparsity constraints on the IEEE test systems and shown the game achieves better performance with smaller $\lambda$ and larger $k$ in the NE.
8.4. SUMMARY

Figure 8.5: The convergence of the potential function $P$ in $\mathcal{G}$ with different sparsity constraints $k$ when $\rho = 0.9$, SNR = 30 dB, $\lambda = 2$ on the IEEE 9-bus test system.

Figure 8.6: The tradeoff between mutual information and KL divergence in $\mathcal{G}$ with different sparsity constraints $k$ when $\rho = 0.9$, SNR = 30 dB, $\lambda = 2$ on the IEEE 9-bus test system.
Chapter 9

Conclusions and Future Work

9.1 Conclusions

In this thesis, the information theoretic data injection attack (DIA) constructions with sparsity and coordination constraints are studied. Information theoretic metrics are considered as the objectives of the attack constructions which poses the attack constructions. The attack constructions aim at the disruption to the state estimate and the probability of detection. The disruption and detection are captured by mutual information and KL divergence, respectively.

Particularly, in Chapter 4 and Chapter 5, the information theoretic attacks are proposed with sparsity constraints. A novel stealth attack constructions with sparsity constraints are proposed. The proposed attack constructions minimize the mutual information between the state variables and the compromised measurements obtained by the operator while minimizing KL divergence between the distributions of measurements under attacks and without attacks. The optimal single measurement attack case is analytically characterized. To overcome the combinatorial challenge of identifying the measurements to be attacked, the insight on optimal single measurement attack case is distilled to construct greedy algorithms are proposed to minimize the additional cost of compromising one more measurement and sequentially update the set of compromised measurements. In Chapter 4, the attacks on different measurements are assumed to be independent. In Chapter 5, the correlation between different random attacks are considered. It is shown that the greedy step results in a convex optimization problems which can be solved efficiently and yields a low complexity attack update rule. The performance of the proposed independent attacks and correlated attacks are numerically assessed on the IEEE test systems. A better attack performance is achieved in correlated attack constructions at the expense of the communication between different attack locations.

In attack constructions with sparsity constraints in Chapter 4 and Chapter 5, it is observed from Fig. 4.1 to Fig. 4.3 that the probability of detection exhibits a threshold effect when a critical number of measurements are compromised. This observation leads to the analysis on the measurement vulnerability in Chapter 6. In this research, a novel security metric that referred to as VuIx is designed. The VuIx characterizes vulnerability of power system measurements to data integrity attacks from a fundamental perspective. This is
achieved by embedding information theoretic measures into the metric definition. The VuIx serves as an metric to assess the measurement vulnerability and gives the insight on the measurements that are more exposed to data integrity attacks. The simulations have tested the framework for the IEEE test systems and concluded that power injection measurements are more vulnerable to data integrity attacks than power flow measurements.

In Chapter 7, it is assumed that there are multiple attackers that construct the attacks in a coordinated fashion in a decentralized system. In decentralized systems, central decision maker does not exist. There are multiple attackers aim to disrupt the state estimate while limiting the probability of detection. From the disruption perspective, as an individual, one attacker is interested in the disruption to the state estimate that results from its own attack or the disruption that results from overall attacks. This research proposes the mutual information between the state variables and the measurement that one attacker has access to as the metric to capture the disruption that results from one attacker’s own attack. This is referred to as local mutual information. The mutual information between the state variables and the measurements in the system is referred to as global mutual information which describes the disruption results from overall attacks. From the detection perspective, as an individual, one attacker is interested in the probability of detection under joint detection on the vector of measurements and local detection on the one measurement it has access to. Hence, the global KL divergence between the distributions of the measurements under attacks and without attacks is proposed to capture the probability of joint detection. Similarly, local KL divergence between the distributions of one measurement under attacks and without attacks is proposed to capture the probability of local detection. This research has developed these metrics into objectives in different attack constructions as games in Chapter 7. The games are proved to be potential games with potential functions accordingly. It is proved the convexity of the potential functions followed by the existence and uniqueness of the Nash Equilibrium in each game. Best response has been analytically characterized and best response dynamics are proposed to achieve the unique Nash Equilibrium in each game, accordingly.

This thesis has also proposed a decentralized attacks with sparsity constraints where the set of measurements that the attackers have access to form a proper partition. The objectives of the decentralized attack constructions with sparsity constraints are the disruption and detection that are captured by the global mutual information and global KL divergence as in Chapter 7. The decentralized attacks with sparsity constraints are developed to form a game in Chapter 8. It is shown that the game is a potential game and the corresponding potential function is characterized. This chapter has also proved the existence and achievability of the Nash Equilibrium. The simulations in Chapter 7 have numerically evaluated the performance of the decentralized attacks and the performance of the decentralized attacks with sparsity constraints on the IEEE test systems. It is shown that the coordination in decentralized attacks can be developed to games with different objectives and the games converge to the NEs.
9.2 Future Work

9.2.1 Sensitivity Analysis of the Measurement Vulnerability

In Chapter 4 and Chapter 5, it is observed that some measurements are more vulnerable to others. The attackers in sparse attack constructions are more likely to attack power injection measurements which can be numerically verified by the vulnerability analysis in Chapter 6. Meanwhile, note that the optimal single measurement attack construction in Theorem 13 suggests that the measurements that have more connections to other buses are more likely to be compromised. Generally, power injection measurements have more connection to the other buses than power flow measurements. However, these are numerical observations. Further sensitivity analysis is needed to give the insights on the the measurement vulnerability.

9.2.2 Analysis on the Topology

In attack constructions with sparsity constraints, sparsity penalty suggests that the topology of the system fundamentally changes the performance of the attack but the specific mechanisms are left for future study. For example, in Fig. 4.1 there is a threshold over which the probability of detection increases significantly. The threshold effect happens for different cases with both small and large values of \( \lambda \) that is a weighting parameter of the disruption and detection. This suggests that the topology of the system governs the position of the threshold. It is also observed that in Fig. 4.11 and Fig. 5.8 some state estimate deviate more than the others both in independent attacks and correlated attacks. This suggests that different state variables suffer from DIAs differently and the topology of the system has an impact on the deviation of the state estimate under attacks.

9.2.3 Decentralized DIAs with Sparsity Constraints

This thesis has proposed the decentralized DIAs with sparsity constraints that the set of measurements that the attackers have access to form a proper partition of the set of the measurements on the systems. However, this thesis does not explored the general sparsity constraints on the decentralized attack constructions. The general sparsity constraints do not assume the set of measurements that the attackers have access to form a proper partition which may result in the collision in sensor selection when different attackers choose the same measurement to attack.
Appendix

A  Proof of Proposition 5

Proof. Let $W^{n+m} \triangleq (X^n, Y^m)$. It follows that $W^{n+m} \sim \mathcal{N}(\mu_W, \Sigma)$ such that

$$
\mu_W \triangleq \begin{pmatrix} 0 \\ \mu_A \end{pmatrix}, 
$$

$$
\Sigma \triangleq \begin{pmatrix}
\Sigma_{XX} & \Sigma_{XX} \mathbf{H}^T \\
\mathbf{H} \Sigma_{XX} & \mathbf{H} \Sigma_{XX} \mathbf{H}^T + \sigma^2 \mathbf{I}_m + \Sigma_{AA}
\end{pmatrix}.
$$

Note that

$$
I(X^n; Y^m) \triangleq \mathbb{E}_{X^n, Y^m} \left[ \log \frac{f_{X^n, Y^m}}{f_{X^n} f_{Y^m}} \right],
$$

$$
= \mathbb{E}_{W^{n+m}} \left[ \log \frac{f_{W^{n+m}}}{f_{X^n} f_{Y^m}} \right],
$$

where the functions $f_{X^n, Y^m}$, $f_{X^n}$ and $f_{Y^m}$ in (3) are the pdf of $(X^n, Y^m)$, $X^n$ and $Y^m$, respectively, the function $f_{W^{n+m}}$ in (4) is the pdf of $W^{n+m}$ and $f_{X^n, Y^m} = f_{W^{n+m}}$. It follows
that

$$I(X^n; Y^m_A) = \mathbb{E}_{W^{n+m}} \left[ \exp(-\frac{1}{2} (W^{n+m} - \mu_W)^T \Sigma^{-1} (W^{n+m} - \mu_W)) \right]$$

$$= \mathbb{E}_{W^{n+m}} \left[ \log \frac{\exp(-\frac{1}{2} (X^n)^T \Sigma_{XX}^{-1} X^n)}{(2\pi)^{\frac{n+m}{2}} |\Sigma|^{\frac{1}{2}}} \right]$$

$$- \mathbb{E}_{X^n} \left[ \log \frac{\exp(-\frac{1}{2} (Y^m_A - \mu_A)^T \Sigma_{Y_A Y_A}^{-1} (Y^m_A - \mu_A))}{(2\pi)^{\frac{n}{2}} |\Sigma_{Y_A Y_A}|^{\frac{1}{2}}} \right]$$

$$= -\frac{1}{2} \mathbb{E}_{W^{n+m}} \left[ (W^{n+m} - \mu_W)^T \Sigma^{-1} (W^{n+m} - \mu_W) \right] - \frac{1}{2} \log(2\pi)^{n+m} |\Sigma|$$

$$+ \frac{1}{2} \mathbb{E}_{X^n} \left[ (X^n)^T \Sigma_{XX}^{-1} X^n \right] + \frac{1}{2} \log(2\pi)^n |\Sigma_{XX}|$$

$$+ \frac{1}{2} \mathbb{E}_{Y^m_A} \left[ (Y^m_A - \mu_A)^T \Sigma_{Y_A Y_A}^{-1} (Y^m_A - \mu_A) \right] + \frac{1}{2} \log(2\pi)^n |\Sigma_{Y_A Y_A}|$$

$$= -\frac{1}{2} \text{tr} \left( \Sigma^{-1} \mathbb{E}_{W^{n+m}} \left[ (W^{n+m} - \mu_W) (W^{n+m} - \mu_W)^T \right] \right) + \frac{1}{2} \text{tr} \left( \Sigma_{XX}^{-1} \mathbb{E}_{X^n} \left[ X^n (X^n)^T \right] \right)$$

$$+ \frac{1}{2} \text{tr} \left( \Sigma_{Y_A Y_A}^{-1} \mathbb{E}_{Y^m_A} \left[ (Y^m_A - \mu_A) (Y^m_A - \mu_A)^T \right] \right) + \frac{1}{2} \log \frac{|\Sigma_{XX}|}{|\Sigma_{Y_A Y_A}|}$$

$$= -\frac{1}{2} (n + m) + \frac{1}{2} n + \frac{1}{2} m + \frac{1}{2} \log |\Sigma_{XX}| |\Sigma_{Y_A Y_A}|$$

$$= \frac{1}{2} \log \frac{|\Sigma_{XX}| |\Sigma_{Y_A Y_A}|}{|\Sigma|},$$

where $\Box$ follows from taking the expression of the probability density functions of multivariate Gaussian distributions, that is, $f_{X^n}, f_{Y^m_A}$ and $f_{W^{n+m}}$ into (4), (7) follows from taking constants out of the expectation, (8) follows from the fact that

$$\mathbb{E}_{W^{n+m}} \left[ (W^{n+m} - \mu_W)^T \Sigma^{-1} (W^{n+m} - \mu_W) \right]$$

$$= \mathbb{E}_{W^{n+m}} \left[ \text{tr} \left( (W^{n+m} - \mu_W)^T \Sigma^{-1} (W^{n+m} - \mu_W) \right) \right]$$

$$= \mathbb{E}_{W^{n+m}} \left[ \text{tr} \left( \Sigma^{-1} (W^{n+m} - \mu_W) (W^{n+m} - \mu_W)^T \right) \right]$$

$$= \text{tr} \left( \Sigma^{-1} \mathbb{E}_{W^{n+m}} \left[ (W^{n+m} - \mu_W) (W^{n+m} - \mu_W)^T \right] \right),$$

$$\mathbb{E}_{X^n} \left[ (X^n)^T \Sigma_{XX}^{-1} X^n \right] = \text{tr} \left( \Sigma_{XX}^{-1} \mathbb{E}_{X^n} \left[ X^n (X^n)^T \right] \right)$$

$$\mathbb{E}_{Y^m_A} \left[ (Y^m_A - \mu_A)^T \Sigma_{Y_A Y_A}^{-1} (Y^m_A - \mu_A) \right] = \text{tr} \left( \Sigma_{Y_A Y_A}^{-1} \mathbb{E}_{Y^m_A} \left[ (Y^m_A - \mu_A) (Y^m_A - \mu_A)^T \right] \right),$$

and $\Box$. 

A. PROOF OF PROPOSITION 5
B. PROOF OF PROPOSITION 6

Proof. Note that

$$D(P_{Y_A^m} || P_{Y^m}) \Delta E_{Y_A^m} \left[ \log \frac{f_{Y_A^m}}{f_{Y^m}} \right], \quad (17)$$

where the functions $f_{Y_A^m}$ and $f_{Y^m}$ are the pdf of $Y_A^m$ and $Y^m$, respectively. It follows that

$$D(P_{Y_A^m} || P_{Y^m}) = E_{Y_A^m} \left[ \log \frac{\exp(-\frac{1}{2}(Y_A^m - \mu_A)^T \Sigma^{-1}_{Y_A^m} (Y_A^m - \mu_A))}{(2\pi)^m |\Sigma_{Y_A^m}|^{1/2}} \right] - \log \frac{\exp(-\frac{1}{2}(Y^m)^T \Sigma^{-1}_{Y^m} Y^m)}{(2\pi)^m |\Sigma_{Y^m}|^{1/2}} \quad (18)$$

$$= \frac{1}{2} E_{Y_A^m} \left[ \log \frac{\exp(-\frac{1}{2}(Y_A^m - \mu_A)^T \Sigma^{-1}_{Y_A^m} (Y_A^m - \mu_A))}{|\Sigma_{Y_A^m}|} \right] - \log \frac{\exp(-\frac{1}{2}(Y^m)^T \Sigma^{-1}_{Y^m} Y^m)}{|\Sigma_{Y^m}|} \quad (19)$$

$$= \frac{1}{2} \log \frac{|\Sigma_{Y^m}|}{|\Sigma_{Y_A^m}|} + \frac{1}{2} \log \frac{|\Sigma_{Y_A^m}|}{|\Sigma_{Y_A^m}|} \quad (20)$$

$$= \frac{1}{2} \log \left( \frac{|\Sigma_{Y_A^m}|}{|\Sigma_{Y_A^m}|} \right) \quad (21)$$

$$= \frac{1}{2} \left( \log \frac{|\Sigma_{Y_A^m}|}{|\Sigma_{Y_A^m}|} - m + \log \frac{|\Sigma_{Y_A^m}|}{|\Sigma_{Y_A^m}|} \right) \quad (22)$$

where (19) follows from taking the definition of KL divergence into (18), (21) follows from taking constants out of the expectation, (23) follows from (13) and the fact that

$$E_{Y_A^m} [(Y_A^m)^T \Sigma^{-1}_{YY} Y_A^m] = \text{tr} \left( \Sigma^{-1}_{YY} E_{Y_A^m} [(Y_A^m)^T Y_A^m] \right), \quad (24)$$

and

$$E_{Y_A^m} [Y_A^m (Y_A^m)^T] = E_{Y_A^m} \left[ (Y_A^m - \mu_A)(Y_A^m - \mu_A)^T \right] + \mu_A \mu_A^T \quad (25)$$

This completes the proof.
C. Proof of Theorem 13

Proof. The proof starts by noting that for $k = 1$ the set of attack covariance matrices $\tilde{S}_k$ is

$$\tilde{S}_1 \triangleq \bigcup_{i=1,\ldots,m} \{ S \in S^m_+ : S = v_i e_i e_i^T \text{ with } v_i \in \mathbb{R}_+ \}. \quad (28)$$

The covariance matrices in set $\tilde{S}_1$ are matrices with a single positive real element in the diagonal. The non-zero entry $i$ denotes the index of the measurement that is compromised. Let $i \in \{1, 2, \ldots, m\}$ be the index of the non-zero entry of the covariance matrix $\hat{\Sigma}_{AA}$. The non-zero entry denoted by $v_i$ is the variance of the random variable used to attack the measurement $i$.

Let $\lambda \geq 1$, $W = \Sigma_{YY}^{-1}$ and restrict the optimization domain in (4.41) to $\tilde{S}_1$. Thus, the resulting optimization problem is equivalent to:

$$\min_{v \in \mathbb{R}_+} \min_{i \in \{1, 2, \ldots, m\}} \log \left( 1 + \left( W \right)_{ii} v \right) - \log(\sigma^2 + v) + \lambda W_{ii} v. \quad (29)$$

The proof proceeds by solving the inner part of the optimization problem above. Consider the cost given by

$$f \left( (W)_{ii} \right) \triangleq \log \left( \frac{1 + (W)_{ii} v}{\sigma^2 + v} \right) + \lambda (W)_{ii} v, \quad (30)$$

which can be rewritten as

$$f(t) = (1 - \lambda) \log t - \log(\sigma^2 + v) + \lambda t - \lambda, \quad (31)$$

where $t = 1 + (W)_{ii} v$. It follows that (31) is convex with respect to $t$ because $\lambda t$ is a linear term and $(1 - \lambda) \log t$ is convex in $t$ for $\lambda \geq 1$. Therefore, $f((W)_{ii})$ is convex with respect to $(W)_{ii}$ and the minimum is obtained for $(W)_{ii} = -\frac{1}{\lambda v}$. Since $(W)_{ii} > 0$ the inner minimization in (29) is equivalent to selecting the index $i$ that minimizes $(W)_{ii}$. The definition of $i$ in (4.43a) and $w$ in (4.43b) follow from this observation.

The proof now proceeds to solve the outer optimization. In this case, the cost is given by

$$g(v) = (1 - \lambda) \log(1 + w v) - \log(\sigma^2 + v) + \lambda w v, \quad (32)$$

where $r \triangleq v$. Noticing that the above function has a single minimizer given by

$$v = -\frac{\sigma^2}{2} + \frac{1}{2} \left( \sigma^4 - \frac{4(w^2 - 1)}{\lambda w^2} \right)^{\frac{1}{2}}. \quad (33)$$

This completes the proof. \qed
D Proof of Lemma 14

Proof. The proof follows by showing that the difference between $J(\Sigma_i)$ and $J(\Sigma_{i-1})$, that is,

$$J(\Sigma_i) - J(\Sigma_{i-1}) = (1 - \lambda) \log |\Sigma_{YY} + \Sigma_i| - \log |\sigma^2 I_m + \Sigma_i| + \lambda \text{tr}(\Sigma^{-1}_{YY} \Sigma_i)$$

$$- \left( (1 - \lambda) \log |\Sigma_{YY} + \Sigma_{i-1}| - \log |\sigma^2 I_m + \Sigma_{i-1}| + \lambda \text{tr}(\Sigma^{-1}_{YY} \Sigma_{i-1}) \right)$$

$$= (1 - \lambda) \log \frac{|\Sigma_{YY} + \Sigma_i| + ve_j e_j^T|}{|\Sigma_{YY} + \Sigma_{i-1}| + ve_j e_j^T|} - \log \frac{|\sigma^2 I_m + \Sigma_i| + ve_j e_j^T|}{|\sigma^2 I_m + \Sigma_{i-1}| + ve_j e_j^T|}$$

$$+ \lambda \text{tr}(\Sigma^{-1}_{YY} (\Sigma_i - \Sigma_{i-1}))$$

$$= (1 - \lambda) \log \left| I_m + (\Sigma_{YY} + \Sigma_{i-1})^{-1} ve_j e_j^T \right| - \log \left| I_m + (\sigma^2 I_m + \Sigma_{i-1})^{-1} ve_j e_j^T \right|$$

$$+ \lambda \text{tr}(\Sigma^{-1}_{YY} ve_j e_j^T),$$

where (35) follows from taking $\Sigma_{i-1}$ and $\Sigma_i$ into (34). (36) follows from replacing $\Sigma_i$ with $\Sigma_{i-1} + ve_j e_j^T$ and (37) follows from eliminating $|\Sigma_{YY} + \Sigma_{i-1}|$ and $|\sigma^2 I_m + \Sigma_{i-1}|$. This completes the proof.

E Proof of Proposition 7

Proof. From Lemma 14 the optimization problem in (4.50) is

$$\min_{(j,v) \in \mathcal{K}^{i-1}_i \times \mathbb{R}^+} (1 - \lambda) \log |I_m + (\Sigma_{YY} + \Sigma_{i-1})^{-1} ve_j e_j^T| - \log |I_m + (\sigma^2 I_m + \Sigma_{i-1})^{-1} ve_j e_j^T|$$

$$+ \lambda \text{tr}(\Sigma^{-1}_{YY} ve_j e_j^T)$$

$$= \min_{(j,v) \in \mathcal{K}^{i-1}_i \times \mathbb{R}^+} (1 - \lambda) \log(1 + \alpha_j v) - \log(1 + \frac{v}{\sigma^2}) + \lambda \beta_j v,$$

where $\alpha_j \triangleq \text{tr}((\Sigma_{YY} + \Sigma_{i-1})^{-1} e_j e_j^T) > 0$ and $\beta_j \triangleq \text{tr}(\Sigma^{-1}_{YY} e_j e_j^T)$. Note that

$$\log |I_m + (\Sigma_{YY} + \Sigma_{i-1})^{-1} ve_j e_j^T| = \log(1 + \alpha_j v)$$

follows from the fact that the matrix $(\Sigma_{YY} + \Sigma_{i-1})^{-1} ve_j e_j^T$ is a matrix with only one nonzero column in position $j$ and

$$\log |I_m + (\sigma^2 I_m + \Sigma_{i-1})^{-1} ve_j e_j^T| = \log(1 + \frac{v}{\sigma^2})$$

follows from the fact that $j \in \mathcal{K}^{i-1}_i$. This completes the proof.

F Proof of Theorem 15

Proof. It follows from Lemma 14 the optimization problem in (4.47) is equivalent to the optimization problem in (4.50) which is convex for $\lambda \geq 1$ from Proposition 7. After some
algebraic manipulation, it follows that the optimization problem in (4.50) is
\[
\min_{(j,v) \in K_{i-1} \times \mathbb{R}_+} \left( (1 - \lambda) \log I_m + (\Sigma_{YY} + \Sigma_{i-1}^{-1})^{-1} v e_j e_j^T \right) - \log \left( I_m + (\sigma^2 I_m + \Sigma_{i-1})^{-1} v e_j e_j^T \right) + \lambda \text{tr} \left( \Sigma_{YY}^{-1} e_j e_j^T \right)
\]
\[
= \min_{(j,v) \in K_{i-1} \times \mathbb{R}_+} \left( (1 - \lambda) \log (1 + \alpha_j v) - \log (1 + \frac{v}{\sigma^2}) + \lambda \beta_j v, \right) \tag{42}
\]

where \( \alpha_j \triangleq \text{tr} \left( (\Sigma_{YY} + \Sigma_{i-1})^{-1} e_j e_j^T \right) > 0 \) and \( \beta_j \triangleq \text{tr} \left( \Sigma_{YY}^{-1} e_j e_j^T \right) \). Therefore, the proof proceeds to characterize the first derivative of the cost in (43), that is,
\[
\beta_j \alpha_j v^2 + (\beta_j - \alpha_j + \beta_j \alpha_j \sigma^2) v + \beta_j \sigma^2 - \alpha_j \sigma^2 - \frac{\alpha_j \sigma^2 + 1}{\lambda} = 0 \tag{44}
\]

Note that (44) is quadratic with two solutions. The result follows from choosing the solution such that \( v \in \mathbb{R}_+ \). This completes the proof. \( \square \)

G Proof of Proposition 9

Proof. Note that \( Y_i \sim \mathcal{N} \left( 0, e_i^T \Sigma_{YY} e_i \right) \). Consequently, it follows that
\[
Y_{A,i} \sim \mathcal{N} \left( 0, e_i^T \Sigma_{YY} e_i + v_i \right). \tag{45}
\]

The mutual information between random vector of state variables \( X^n \sim \mathcal{N}(0, \Sigma_{XX}) \) and the \( i \)-th random measurement \( Y_{A,i} \) is
\[
I(X^n; Y_{A,i}) \triangleq \mathbb{E}_{X^n, Y_{A,i}} \left[ \log \frac{f_{X^n, Y_{A,i}}}{f_{X^n} f_{Y_{A,i}}} \right], \tag{46}
\]

where \( f_{X^n}, f_{Y_{A,i}} \) and \( f_{X^n, Y_{A,i}} \) are the probability density functions of the random variables \( X^n, Y_{A,i} \) and \( (X^n, Y_{A,i}) \), respectively. Let us denote the random vector \( W^{n+1} \triangleq (X^n, Y_{A,i}) \in \mathbb{R}^{n+1} \) and \( f_W \) be the probability density function of \( W \) such that \( f_W = f_{X^n, Y_{A,i}} \). The random vector \( W^{n+1} \) follows a joint multivariate Gaussian distribution given by
\[
W^{n+1} \sim \mathcal{N}(0, \Sigma), \tag{47}
\]

where the block covariance matrix has the following structure:
\[
\Sigma \triangleq \begin{bmatrix}
\Sigma_{XX} & \Sigma_{XY} h_i^T \\
\Sigma_{XY} e_i^T & \Sigma_{YY} e_i + v_i
\end{bmatrix}, \tag{48}
\]
where $h_i$ is the $i$-th row of $H$. Hence, the following holds

$$I(X^n; Y_{A,i}) = \mathbb{E}_W \left[ \log \frac{f_W}{f_{X^n} f_{Y_{A,i}}} \right],$$  \hspace{1cm} (49)$$

$$= \mathbb{E}_W [\log f_W] - \mathbb{E}_W [\log f_{X^n}] - \mathbb{E}_W [\log f_{Y_{A,i}}],$$  \hspace{1cm} (50)$$

$$= \mathbb{E}_W \left[ \exp \left( \frac{-1}{2} W^T \Sigma^{-1} W \right) \right] - \mathbb{E}_X \left[ \exp \left( \frac{-1}{2} X^T \Sigma^{-1} X \right) \right]$$

- $$\mathbb{E}_{Y_{A,i}} \left[ \log \left( \frac{1}{(2\pi)^{n+1}} \frac{1}{|\Sigma|^{1/2}} \right) \right]$$

$$= \frac{1}{2} \mathbb{E}_W \left[ -W^T \Sigma^{-1} W - \log |\Sigma| \right] + \frac{1}{2} \mathbb{E}_X \left[ X^T \Sigma^{-1} X + \log |\Sigma_{XX}| \right]$$

+ $$\frac{1}{2} \mathbb{E}_{Y_{A,i}} \left[ \frac{y_a^2}{e_i^T \Sigma_{YY} e_i + v_i} + \log (e_i^T \Sigma_{YY} e_i + v_i) \right]$$

- $$\mathbb{E}_W \left[ -\text{tr}(\Sigma^{-1} WW^T) \right] + \frac{1}{2} \mathbb{E}_X \left[ \text{tr}(\Sigma_{XX}^{-1} XX^T) \right]$$

+ $$\frac{1}{2} \mathbb{E}_{Y_{A,i}} \left[ \frac{1}{2} \frac{|\Sigma_{XX}|(e_i^T \Sigma_{YY} e_i + v_i)}{\Sigma} \right]$$

- $$\frac{1}{2} \left( (n+1) + n + 1 \right) + \frac{1}{2} \log |\Sigma_{XX}|(e_i^T \Sigma_{YY} e_i + v_i)$$

= $$\frac{1}{2} \log \left( \frac{|\Sigma_{XX}|(e_i^T \Sigma_{YY} e_i + v_i)}{|\Sigma|} \right)$$  \hspace{1cm} (51)$$

where (51) holds from taking the probability density functions of $W^{n+1}$, $Y_{A,i}$ and $X^n$ to (50); (53) follows from taking the constants out of expectation. The following holds

$$|\Sigma| = |\Sigma_{XX}| |e_i^T \Sigma_{YY} e_i + v_i - h_i \Sigma_{XX} \Sigma_{XX}^{-1} \Sigma_{XX} h_i^T|$$

$$= |\Sigma_{XX}| |e_i^T H \Sigma_{XX} H^T e_i + \sigma^2 + v_i - h_i \Sigma_{XX} h_i^T|$$

$$= |\Sigma_{XX}|(\sigma^2 + v_i),$$  \hspace{1cm} (56)$$

where (56) holds from (116) 14.17(a); (57) follows from $\Sigma_{YY} = H \Sigma_{XX} H^T + \sigma^2 I_m$; (58) follows from $h_i = e_i^T H$ and $h_i^T = H^T e_i$. Therefore, from (55), it yields that

$$I(X^n; Y_i + A_i) = \frac{1}{2} \log \left( \frac{|\Sigma_{XX}|(e_i^T \Sigma_{YY} e_i + v_i)}{|\Sigma|} \right)$$

= $$\frac{1}{2} \log \left( \frac{|\Sigma_{XX}|(\sigma^2 + v_i)}{|\Sigma_{XX}|(\sigma^2 + v_i)} \right)$$

= $$\frac{1}{2} \log \left( 1 + \frac{e_i^T H \Sigma_{XX} H^T e_i}{\sigma^2 + v_i} \right)$$  \hspace{1cm} (59)$$

This completes the proof. $\Box$
Proof of Proposition 11

The proof of Proposition 11 is obtained by applying the definition of KL divergence between two one dimensional Gaussian distributions.

Proof. Let $f_{P_{A,i}}$ and $f_{P_Y}$ denote the probability density function of $P_{Y_{A,i}}$ and $P_Y$, respectively. Note that

$$Y_i \sim \mathcal{N}(0, \text{tr}(H\Sigma_{XX}H^Te_ie_i^T) + \sigma^2),$$

and

$$Y_{A,i} \sim \mathcal{N}(0, \text{tr}(H\Sigma_{XX}H^Te_ie_i^T) + \sigma^2 + \nu_i).$$

The KL divergence between $P_{Y_{A,i}}$ and $P_Y$ is given by

$$D(P_{Y_{A,i}} \parallel P_Y) = \Delta \mathbb{E}_{P_{Y_{A,i}}} \left[ \log \frac{f_{Y_{A,i}}}{f_Y} \right]$$

where (64) follows from taking the density function of $P_{Y_{A,i}}$ and $P_Y$; (67) follows from the fact that the expectation of the random variable $x^2$ such that $x \sim \mathcal{N}(0, \text{tr}(H\Sigma_{XX}H^Te_ie_i^T) + \sigma^2 + \nu_i)$ is $\text{tr}(H\Sigma_{XX}H^Te_ie_i^T) + \sigma^2 + \nu_i$. This completes the proof. \qed
Proof of Proposition \[17\]

The proof of Proposition \[17\] is obtained by characterizing the three terms in (7.48) are convex in \(v_i\). Specifically, the first derivative of the first term is negative and the second derivative is positive, which yields the convexity of the first term.

Proof. Let us define \(A \define \mathbf{H} \mathbf{\Sigma}_{xx} \mathbf{H}^T \sum_{j \in K \setminus \{i\}} \frac{1}{\sigma^2 + v_j} \mathbf{e}_j \mathbf{e}_j^T + \mathbf{I}_m\) and \(\alpha_i \define \text{tr} \left( \mathbf{A}^{-1} \mathbf{H} \mathbf{\Sigma}_{xx} \mathbf{H}^T \mathbf{e}_i \mathbf{e}_i^T \right)\). The derivative of the first term with respect of \(v_i\) in (7.48) is

\[
\frac{\partial}{\partial v_i} \log \left| \frac{1}{\sigma^2 + v_i} \mathbf{H} \mathbf{\Sigma}_{xx} \mathbf{H}^T \mathbf{e}_i \mathbf{e}_i^T + A \right|
\]

(69)

\[
= - \frac{1}{(\sigma^2 + v_i)^2} \text{tr} \left( \left( \frac{1}{\sigma^2 + v_i} \mathbf{H} \mathbf{\Sigma}_{xx} \mathbf{H}^T \mathbf{e}_i \mathbf{e}_i^T + A \right)^{-1} \mathbf{H} \mathbf{\Sigma}_{xx} \mathbf{H}^T \mathbf{e}_i \mathbf{e}_i^T \right)
\]

(70)

\[
= - \frac{1}{(\sigma^2 + v_i)^2} \text{tr} \left( \mathbf{A}^{-1} - \frac{1}{\sigma^2 + v_i} \mathbf{e}_i^T \mathbf{A}^{-1} \mathbf{H} \mathbf{\Sigma}_{xx} \mathbf{H}^T \mathbf{e}_i \right) \mathbf{H} \mathbf{\Sigma}_{xx} \mathbf{H}^T \mathbf{e}_i \mathbf{e}_i^T
\]

(72)

\[
= - \frac{1}{(\sigma^2 + v_i)^2} \text{tr} \left( \mathbf{A}^{-1} \mathbf{H} \mathbf{\Sigma}_{xx} \mathbf{H}^T \mathbf{e}_i \mathbf{e}_i^T \right)
\]

(73)

\[
+ \frac{1}{(\sigma^2 + v_i)^2} \frac{1}{\sigma^2 + v_i} \text{tr} \left( \mathbf{A}^{-1} \mathbf{H} \mathbf{\Sigma}_{xx} \mathbf{H}^T \mathbf{e}_i \mathbf{e}_i^T \mathbf{A}^{-1} \mathbf{H} \mathbf{\Sigma}_{xx} \mathbf{H}^T \mathbf{e}_i \mathbf{e}_i^T \right)
\]

(74)

\[
= - \frac{1}{(\sigma^2 + v_i)^2} \alpha_i + \frac{1}{(\sigma^2 + v_i)^2} \frac{1}{\sigma^2 + v_i} \frac{1}{\alpha_i} - \frac{1}{(\sigma^2 + v_i)^2} \alpha_i
\]

(75)

\[
= \frac{\alpha_i}{(\sigma^2 + v_i) \left( \sigma^2 + v_i + \alpha_i \right)}
\]

(76)

where (70) follows from taking the derivative of \(\log \left| \frac{1}{\sigma^2 + v_i} \mathbf{H} \mathbf{\Sigma}_{xx} \mathbf{H}^T \mathbf{e}_i \mathbf{e}_i^T + A \right|\) with respect of \(v_i\) \([116\], Statement 17.18(a)]\) and taking \(- \frac{1}{(\sigma^2 + v_i)^2}\) out of the trace, (72) follows from Sherman-Morrison Formula in \([116\], 15.2(b)]\). Note that \(\alpha_i > 0\) and \(v_i > 0\). It follows that

\[
- \frac{1}{(\sigma^2 + v_i) \left( \sigma^2 + v_i + \alpha_i \right)} < 0.
\]

The proof now proceeds to exam the second derivative of

\[
\log \left| \frac{1}{\sigma^2 + v_i} \mathbf{H} \mathbf{\Sigma}_{xx} \mathbf{H}^T \mathbf{e}_i \mathbf{e}_i^T + A \right|
\]

that is,

\[
\frac{\partial}{\partial v_i} \left( - \frac{\alpha_i}{(\sigma^2 + v_i) \left( \sigma^2 + v_i + \alpha_i \right)} \right) = \frac{\alpha_i (2(\sigma^2 + v_i) + \alpha_i)}{(\sigma^2 + v_i)^2 (\sigma^2 + v_i + \alpha_i)^2}.
\]

(77)
Note that $\alpha_i > 0$ and $v_i > 0$. It follows that \( \frac{\alpha_i (2(\sigma^2 + v_i) + \alpha_i)}{(\sigma^2 + v_i)^2 (\sigma^2 + v_i + \alpha_i)^2} > 0 \), which yields that the first term \( \log \left( \frac{1}{\sigma^2 + v_i} \right) \sum_{j \in \mathcal{K} \setminus \{i\}} H X H^T e_j e_j^T + H X H^T \sum_{j \in \mathcal{K} \setminus \{i\}} \frac{1}{\sigma^2 + v_j} e_j e_j^T + I_m \) in (7.48) is convex. The second term is linear in $v_i$ and the third term is convex in $v_i$. Therefore, the utility function of the $i$-th attacker in (7.48) is convex. This completes the proof. \( \square \)
J Proof of Lemma 19

Proof. From (7.30) and Proposition 12 it follows that

\[
\min_{v \in \mathbb{R}^+} I(X^n; Y^n_A) + \lambda D(P_{Y^n_A} \parallel P_{Y^n})
\]

\[
= \min_{v \in \mathbb{R}^+} \phi^1_i(v_1, \ldots, v_{i-1}, v, v_{i+1}, \ldots, v_m)
\]

\[
= \frac{1}{2} \log \left| \Sigma_{XX} \right| \left| \Sigma_{YY} + v_i e_i e_i^T + \sum_{j \in \mathbb{K} \setminus \{i\}} v_j e_j e_j^T \right| + \frac{1}{2} \lambda \left( \log \left| \Sigma_{YY} + v_i e_i e_i^T + \sum_{j \in \mathbb{K} \setminus \{i\}} v_j e_j e_j^T \right| - m \right)
\]

\[
+ \frac{1}{2} \lambda \text{tr} \left( \Sigma_{YY}^{-1} \left( \Sigma_{YY} + v_i e_i e_i^T + \sum_{j \in \mathbb{K} \setminus \{i\}} v_j e_j e_j^T \right) \right)
\]

\[
= -\frac{1}{2} \log \left| \Sigma_{YY} + v_i e_i e_i^T + \sum_{j \in \mathbb{K} \setminus \{i\}} v_j e_j e_j^T \right| - \frac{1}{2} \log \left| \sigma^2 I_m + v_i e_i e_i^T + \sum_{j \in \mathbb{K} \setminus \{i\}} v_j e_j e_j^T \right|
\]

\[
+ v_i \frac{1}{2} \text{tr} \left( \Sigma_{YY}^{-1} e_i e_i^T \right) + c
\]

\[
= \min_{v \in \mathbb{R}^+} \frac{1}{2} (1 - \lambda) \log \left| \Sigma_{YY} + v e_i e_i^T + \sum_{j \in \mathbb{K} \setminus \{i\}} v_j e_j e_j^T \right| - \frac{1}{2} \log \left| \sigma^2 I_m + v e_i e_i^T + \sum_{j \in \mathbb{K} \setminus \{i\}} v_j e_j e_j^T \right|
\]

\[
+ \frac{1}{2} \lambda \text{tr} \left( \Sigma_{YY}^{-1} \left( v e_i e_i^T + \sum_{j \in \mathbb{K} \setminus \{i\}} v_j e_j e_j^T \right) \right)
\]

\[
= \min_{v \in \mathbb{R}^+} \frac{1}{2} (1 - \lambda) \log \left| \Sigma_{YY} + v e_i e_i^T + \sum_{j \in \mathbb{K} \setminus \{i\}} v_j e_j e_j^T \right| - \frac{1}{2} \log(\sigma^2 + v) - \frac{1}{2} \sum_{j \in \mathbb{K} \setminus \{i\}} \log(\sigma^2 + v_j)
\]

\[
+ v \frac{\lambda}{2} \text{tr} \left( \Sigma_{YY}^{-1} e_i e_i^T \right) + \lambda \frac{1}{2} \text{tr} \left( \Sigma_{YY}^{-1} \left( \sum_{j \in \mathbb{K} \setminus \{i\}} v_j e_j e_j^T \right) \right)
\]

\[
\Leftrightarrow \min_{v \in \mathbb{R}^+} \frac{1}{2} (1 - \lambda) \log \left| \Sigma_{YY} + v e_i e_i^T + \sum_{j \in \mathbb{K} \setminus \{i\}} v_j e_j e_j^T \right| - \frac{1}{2} \log(\sigma^2 + v) + \frac{\lambda}{2} \text{tr} \left( \Sigma_{YY}^{-1} e_i e_i^T \right) + c
\]

\[
\Leftrightarrow \min_{v} (1 - \lambda) \log \left| \Sigma_{YY} + v e_i e_i^T + \sum_{j \in \mathbb{K} \setminus \{i\}} v_j e_j e_j^T \right| - \log(\sigma^2 + v) + v \lambda \text{tr} \left( \Sigma_{YY}^{-1} e_i e_i^T \right)
\]

where (82) follows from Proposition 12, (83) follows from noting that the matrix \(\sigma^2 I_m + v e_i e_i^T + \sum_{j \in \mathbb{K} \setminus \{i\}} v_j e_j e_j^T\) is a diagonal matrix and therefore \(\log(\sigma^2 I_m + v e_i e_i^T + \sum_{j \in \mathbb{K} \setminus \{i\}} v_j e_j e_j^T) = \prod_{i=1}^m (\sigma^2 + v_i)\), (84) follows from combining all the terms that are not a function of \(v\) and denote it as \(c\). This completes proof. \(\square\)
Proof of Lemma 20

Proof. From (7.31) and Proposition 14, it follows that

\[
\min_{v \in \mathbb{R}^+} I(X^n; Y_{A,i}) + \lambda D(P_{Y^n_m} \parallel P_{Y^n})
\]

\[
= \min_{v \in \mathbb{R}^+} \frac{1}{2} \log \left( 1 + \frac{\text{tr}(H \Sigma_{XX}^T e_i e_i^T)}{\sigma^2 + v} \right) + \frac{1}{2} \lambda \left( \log \left| \Sigma_{YY} \right| \right.
\]

\[
+ \frac{1}{2} \lambda \text{tr} \left( \Sigma_{YY}^{-1} \left( v e_i e_i^T + \sum_{j \in K \setminus \{i\}} v_j e_j e_j^T \right) \right)
\]

\[
= \min_{v \in \mathbb{R}^+} \frac{1}{2} \log \left( 1 + \frac{\text{tr}(H \Sigma_{XX}^T e_i e_i^T)}{\sigma^2 + v} \right) - \frac{1}{2} \lambda \log \left| \Sigma_{YY} + v e_i e_i^T + \sum_{j \in K \setminus \{i\}} v_j e_j e_j^T \right|
\]

\[
+ \frac{1}{2} \lambda \text{tr} \left( \Sigma_{YY}^{-1} e_i e_i^T \right) + c
\]

\[
\Leftrightarrow \min_{v \in \mathbb{R}^+} \log \left( 1 + \frac{\text{tr}(H \Sigma_{XX}^T e_i e_i^T)}{\sigma^2 + v} \right) - \lambda \log \left| \Sigma_{YY} + v e_i e_i^T + \sum_{j \in K \setminus \{i\}} v_j e_j e_j^T \right|
\]

\[
+ \lambda \text{tr} \left( \Sigma_{YY}^{-1} e_i e_i^T \right)
\]

where (87) follows from Proposition 14, (88) follows from combining the constant term that is not a function of \(v\) and denote it as \(c\).
L Proof of Lemma 21

Proof. From (7.32) and Proposition 16 it follows that

\[
\min_{v \in \mathbb{R}^p} I(X^n; Y^m) + \lambda D(P_{Y_A}, \| P_{Y_1})
\]

\[
= \min_{v \in \mathbb{R}^p} \frac{1}{2} \log \left( \frac{\sum_{j \in K \setminus \{i\}} v_j e_j^T}{\sigma^2 I_m + ve_i e_i^T + \sum_{j \in K \setminus \{i\}} v_j e_j e_j^T} \right)
+ \frac{1}{2} \lambda \left( \frac{\log (H_0XH^T e_i e_i^T) + \sigma^2}{\log (H_0XH^T e_i e_i^T) + \sigma^2 + v} \right)
\]

\[
= \min_{v \in \mathbb{R}^p} \frac{1}{2} \log \left( \frac{1}{\sigma^2 + v} \sum_{j \in K \setminus \{i\}} \frac{1}{\sigma^2 + v_j} e_j e_j^T + I_m \right)
+ \frac{1}{2} \lambda \left( \frac{\log (H_0XH^T e_i e_i^T) + \sigma^2}{\log (H_0XH^T e_i e_i^T) + \sigma^2 + v} \right)
\]

\[
\Rightarrow \min_{v \in \mathbb{R}^p} \frac{1}{2} \log \left( \frac{1}{\sigma^2 + v} \sum_{j \in K \setminus \{i\}} \frac{1}{\sigma^2 + v_j} e_j e_j^T + I_m \right)
+ \frac{1}{2} \lambda \left( \frac{\log (H_0XH^T e_i e_i^T) + \sigma^2}{\log (H_0XH^T e_i e_i^T) + \sigma^2 + v} \right)
\]

where (92) follows from eliminating the term \(\frac{1}{\sigma^2 I_m + ve_i e_i^T + \sum_{j \in K \setminus \{i\}} v_j e_j e_j^T}\) in the term \(\frac{1}{\sigma^2 I_m + ve_i e_i^T + \sum_{j \in K \setminus \{i\}} v_j e_j e_j^T}\) and denoting the term that is not a function of \(v\) as \(c\). This completes the proof.

M Proof of Theorem 22

The proof of Theorem 22 is obtained by noting that the utility function of \(G_1\) is convex.

Proof. According to Proposition 13 the utility function of \(G_1\) is convex. Therefore, the solution for the minimization problem in (7.37) is obtained in the first critical point. That
Note that (104) is a quadratic form with two solutions as follows:

\[
\frac{\partial \phi^1}{\partial v} = (1 - \lambda) \log \left| \Sigma_{YY} + ve_ie_i^T + \sum_{j \in K \setminus \{i\}} v jes_j e_j^T \right| - \log(\sigma^2 + v) + \lambda \text{tr} \left( \Sigma^{-1}_{YY} e_i e_i^T \right)
\]

\[
= (1 - \lambda) \text{tr} \left( \left( \Sigma_{YY} + \sum_{j \in K \setminus \{i\}} v jes_j e_j^T \right)^{-1} e_i e_i^T \right)
\]

Consider the first term \((1 - \lambda) \text{tr} \left( \left( \Sigma_{YY} + \sum_{j \in K \setminus \{i\}} v jes_j e_j^T \right)^{-1} e_i e_i^T \right)\) in (96). Let

\[
A \triangleq \Sigma_{YY} + \sum_{j \in K \setminus \{i\}} v jes_j e_j^T
\]

and \(\alpha_i \triangleq \text{tr} \left( \left( \Sigma_{YY} + \sum_{j \in K \setminus \{i\}} v jes_j e_j^T \right)^{-1} e_i e_i^T \right)\). It follows that

\[
(1 - \lambda) \text{tr} \left( \left( \Sigma_{YY} + \sum_{j \in K \setminus \{i\}} v jes_j e_j^T + ve_i e_i^T \right)^{-1} e_i e_i^T \right)
\]

\[
= (1 - \lambda) \text{tr} \left( (A + ve_i e_i^T)^{-1} e_i e_i^T \right)
\]

\[
= (1 - \lambda) \text{tr} \left( \left( A^{-1} - \frac{v}{1 + ve_i e_i^T} A^{-1} e_i e_i^T \right) e_i e_i^T \right)
\]

\[
= (1 - \lambda) \text{tr} \left( A^{-1} e_i e_i^T \right) - (1 - \lambda) \frac{v}{1 + ve_i e_i^T} \text{tr} \left( A^{-1} e_i e_i^T A^{-1} e_i e_i^T \right)
\]

\[
= (1 - \lambda) \frac{\text{tr} \left( A^{-1} e_i e_i^T \right)}{1 + ve_i e_i^T}
\]

\[
= (1 - \lambda) \frac{\alpha_i}{1 + ve_i e_i^T}
\]

Hence, the first derivative of the utility in (96) is

\[
\frac{\partial \phi^1}{\partial v} = (1 - \lambda) \log \left| \Sigma_{YY} + ve_i e_i^T + \sum_{j \in K \setminus \{i\}} v jes_j e_j^T \right| - \log(\sigma^2 + v) + \lambda \text{tr} \left( \Sigma^{-1}_{YY} e_i e_i^T \right)
\]

\[
= (1 - \lambda) \frac{\alpha_i}{1 + ve_i e_i^T} - \frac{1}{\sigma^2 + v} + \lambda \beta_i,
\]

where \(\beta_i \triangleq \text{tr} \left( \Sigma^{-1}_{YY} e_i e_i^T \right)\). Let the first derivative in (96) equals to 0. The following holds

\[
\beta_i \alpha_i v^2 + (\beta_i + \alpha_i \sigma^2) \beta_i - \alpha_i) v + \beta_i \sigma^2 - \alpha_i \sigma^2 + \frac{\alpha_i \sigma^2 - 1}{\lambda} = 0
\]

(104)

Note that (104) is a quadratic form with two solutions as follows:

\[
v_1 = \frac{-(\beta_i + \alpha_i \sigma^2 \beta_i - \alpha_i) + \sqrt{(\beta_i + \alpha_i \sigma^2 \beta_i - \alpha_i)^2 - 4\beta_i \alpha_i (\beta_i \sigma^2 - \alpha_i \sigma^2 + \frac{\alpha_i \sigma^2 - 1}{\lambda})}}{2\beta_i \alpha_i}
\]

(105)

\[
v_2 = \frac{-(\beta_i + \alpha_i \sigma^2 \beta_i - \alpha_i) - \sqrt{(\beta_i + \alpha_i \sigma^2 \beta_i - \alpha_i)^2 - 4\beta_i \alpha_i (\beta_i \sigma^2 - \alpha_i \sigma^2 + \frac{\alpha_i \sigma^2 - 1}{\lambda})}}{2\beta_i \alpha_i}
\]

(106)
Note that the utility function is convex in \( v \) and \( v \in \mathbb{R}_+ \). The only critical point is positive, i.e. the solution in (105). Therefore, the best response for the \( i \)-th player is

\[
v^* = \frac{-(\beta_i + \alpha_i \sigma^2 \beta_i - \alpha_i) + \sqrt{(\beta_i + \alpha_i \sigma^2 \beta_i - \alpha_i)^2 - 4\beta_i \alpha_i (\beta_i \sigma^2 - \alpha_i \sigma^2 + \frac{\alpha_i \sigma^2 - 1}{\lambda})}}{2\beta_i \alpha_i}
\]

(107)

This completes the proof.

\[\square\]

N Proof of Theorem 23

The proof of Theorem 23 is obtained by noting that the utility function of \( G_2 \) is convex.

Proof. According to Proposition 15, the utility function of \( G_2 \) is convex. Therefore, the solution for the optimization problem in (7.55) is obtained in the first critical point. That is

\[
\frac{\partial}{\partial v} \phi^2_i = \frac{\partial}{\partial v} \log \left( 1 + \frac{\text{tr} (H \Sigma_{XX} H^T e_i e_i^T)}{\sigma^2 + v} \right) - \lambda \log \left( \Sigma_{YY} + v e_i e_i^T + \sum_{j \in \mathcal{K} \setminus \{i\}} v_j e_j e_j^T \right) + \lambda \text{tr} \left( \Sigma_{YY}^{-1} e_i e_i^T \right)
\]

\[
= \frac{-\text{tr} (H \Sigma_{XX} H^T e_i e_i^T)}{(\sigma^2 + v) (\sigma^2 + v + \text{tr} (H \Sigma_{XX} H^T e_i e_i^T))} - \lambda \text{tr} \left( \left( \Sigma_{YY} + v e_i e_i^T + \sum_{j \in \mathcal{K} \setminus \{i\}} v_j e_j e_j^T \right)^{-1} e_i e_i^T \right)
\]

Consider the second term \( \text{tr} \left( \left( \Sigma_{YY} + v e_i e_i^T + \sum_{j \in \mathcal{K} \setminus \{i\}} v_j e_j e_j^T \right)^{-1} e_i e_i^T \right) \). From (98) to (102), it follows that

\[
\text{tr} \left( \left( \Sigma_{YY} + \sum_{j \in \mathcal{K} \setminus \{i\}} v_j e_j e_j^T + v e_i e_i^T \right)^{-1} e_i e_i^T \right) = \frac{\alpha_i}{1 + v \alpha_i}, \quad (108)
\]

where \( \alpha_i = \text{tr} \left( \left( \Sigma_{YY} + \sum_{j \in \mathcal{K} \setminus \{i\}} v_j e_j e_j^T \right)^{-1} e_i e_i^T \right) \). Let \( \beta_i \triangleq \text{tr} (\Sigma_{YY}^{-1} e_i e_i^T) \). Therefore, the first critical point is obtained from the following equation:

\[
\frac{-\text{tr} (H \Sigma_{XX} H^T e_i e_i^T)}{(\sigma^2 + v) (\sigma^2 + v + \text{tr} (H \Sigma_{XX} H^T e_i e_i^T))} - \lambda \frac{\alpha_i}{1 + v \alpha_i} + \lambda \beta_i = 0. \quad (109)
\]

This completes the proof. \[\square\]
O. Proof of Theorem 24

Proof. From Proposition 17, the utility function of \( G_3 \) in (7.48) is convex. The best response is obtained by taking the derivative of the utility function. Let \( h_i \overset{\Delta}{=} \text{tr} (H \Sigma_X X^T e_i e_i^T) \) and \( \gamma_i \overset{\Delta}{=} \text{tr} \left( \left( H \Sigma_X X^T \sum_{j \in \mathcal{K}\backslash\{i\}} \frac{1}{\sigma^2 + v_j} e_j e_j^T + I_m \right)^{-1} H \Sigma_X X^T e_i e_i^T \right) \). It follows that

\[
\frac{\partial \phi_3^{\beta}}{\partial v} \log \left| \frac{1}{\sigma^2 + v} H \Sigma_X X^T e_i e_i^T + H \Sigma_X X^T \sum_{j \in \mathcal{K}\backslash\{i\}} \frac{1}{\sigma^2 + v_j} e_j e_j^T + I_m \right| \\
+ \frac{\lambda}{\text{tr} (H \Sigma_X X^T e_i e_i^T) + \sigma^2 v} - \lambda \log \left( \text{tr} (H \Sigma_X X^T e_i e_i^T) + \sigma^2 + v \right) \\
= -\frac{\gamma_i}{(\sigma^2 + v)(\sigma^2 + v + \alpha_i)} - \frac{\lambda}{h_i + \sigma^2} - \frac{\lambda}{h_i + \sigma^2 + v} \\
= -\frac{\gamma_i}{(\sigma^2 + v)(\sigma^2 + v + \alpha_i)} + \frac{\lambda}{(h_i + \sigma^2 + v)(h_i + \sigma^2)}.
\]

The only solution of \( \frac{\partial \phi_3^{\beta}}{\partial v} = 0 \) such that \( v_i \in \mathbb{R}_+ \) is given by

\[
v^* = -\frac{\alpha_i + 2\sigma^2}{3} - \frac{2^{1/3}(-3\alpha_i \sigma_y \lambda - \alpha_i^2 \lambda^2 - \alpha_i^2 \sigma^2 \lambda^2 - \sigma^4 \lambda^2)}{3\lambda \xi} + \frac{\xi}{32^{1/3} \lambda}, \tag{111}
\]

where

\[
\begin{align*}
\alpha_i & \overset{\Delta}{=} \text{tr} \left( H \Sigma_X X^T \sum_{j \in \mathcal{K}\backslash\{i\}} \frac{1}{\sigma^2 + v_j} e_j e_j^T + I_m \right)^{-1} H \Sigma_X X^T e_i e_i^T, \\
\sigma_y & \overset{\Delta}{=} \text{tr} (H \Sigma_X X^T e_i e_i^T), \\
\xi & \overset{\Delta}{=} \left( \theta + \sqrt{4(-3\alpha_i \sigma_y \lambda - \alpha_i^2 \lambda^2 - \alpha_i \sigma^2 \lambda^2 - \sigma^4 \lambda^2)^3 + \theta^2} \right)^{1/3}, \\
\theta & \overset{\Delta}{=} -9\alpha_i^2 \sigma_y^2 - 18\alpha_i \sigma^2 \sigma_y \lambda^2 + 27\alpha_i^2 \sigma_y^2 \lambda^2 - 2\alpha_i^3 \lambda^3 - 3\alpha_i^2 \sigma^2 \lambda^3 + 3\alpha_i \sigma^4 \lambda^3 + 2\sigma^8 \lambda^3.
\end{align*}
\]

This completes the proof. \( \square \)
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