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1. Abstract

In 1961 Joergens [14] first proved that the Cauchy problem to the wave equation with
power type nonlinearity

(1.1) utt −∆u + u∣u∣p−1 = 0 inRn ×R
in the case of R3 and when p < 5 admits of a unique regular solution u ∈ C2 for any Cauchy
data u0 ∈ C3, u1 ∈ C2.

Our research in this paper will be centred on finding the connection between the above
results and the closely related equations from the control theory in a more abstract set-
ting. In particular we examine the quasipotential formula in [7] and investigate whether
the result is applicable to (1.1) or its generalisations. To this end we first extend the
existence theorems in [10] to controlled equations, and then establish the finding that the
quasipotential admits of analogous expression for our well-posed problem. Along the way
there is also a remarkable discovery concerning the large time behaviour of the solution.
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3. Introduction

In 1961 Joergens [14] first proved that the Cauchy problem to the wave equation with
power type nonlinearity

(3.1) utt −∆u + u∣u∣p−1 = 0 inRn ×R

in the case of R3 and when p < 5 admits of a unique regular solution u ∈ C2 for any
Cauchy data u0 ∈ C3, u1 ∈ C2. The case p = 5 was later shown by Rauch [19] to have a
regular solution when the initial energy is small. His method reveals that the exponent 5
that arises from Sobolev embedding is the tipping point, on and from either side of which
the problem (3.1) requires dramatically different considerations for solution. The critical
exponent problem did not receive any further development until in 1988 Struwe [23] was
able to remove the small energy assumption in Rauch but additionally assumed radially
symmetric data. Two years later Grillakis [12] removed the symmetry assumption and
thus solved the problem completely. The method he adopted we will give an analysis
below because of its ingenuity and value for inspiration.

Up until this time the arguments were all based on improvements of Rauch’s method,
and they rely on an explicit representation for the solution of the wave equation. For
dimensions higher than three this is not available and a different approach is needed.
This approach was found by Kapitanski [17] soon after. It was based on the now well-
known Strichartz estimates [25], [25] and their variants obtained by Ginibre and Velo [11].
Euipped with the new method Grillakis in 1992 [13] refined the regularity result to R5, and
to R7 for radially symmetric data. One year after him, Shatah and Struwe [24] removed
the symmetry assumption and solved the problem completely.

Our research in this thesis will be centred upon finding the connections between the
above results and the closely related equations from the control theory in the more ab-
stract setting of infinite dimensional space of operators. In particular we examine the
quasipotential formula in [7] and investigate whether the result is applicable to (3.1) or
its generalisations. To this end we first extend the existence theorems in [10] to controlled
equations, and then establish the finding that the quasipotential admits of analogous ex-
pression for our problem. Along the way there is also a remarkable finding concerning the
large time behaviour of the solution.

The plan for the thesis will be as follows:

∗ In sections 4 and 5, we will discuss Gauss’s and Noether’s Theorems to pave the way
for understanding Grillakis’s arguments in his 1990 paper [ [12]]. Some examples
of multipliers to the wave equation are given in connection to the application of
Noether’s theorem, these were taken from [ [10] Chapter 8.6]. The proof of Gauss’s
theorem in the plane was from [ [6] Chapter V].

∗ In section 6 we utilise the tools from previous sections to discuss elements of
Grillakis’s paper[ [12]], in particular the concept of integrating divergence identities
on cones in space-time. The multipliers he used will be slight variations to the
ones we have given above, after taking into account the nonlinearity in the wave
equation.

∗ Section 7 will contain existence theorems for the general quasi-linear and semi-
linear wave equations, taken from [ [10] Chapter 12]. Our contribution to these
results lies in the addition of a control term to the equation, and the determination
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of the conditions it must satisfy in order that the theorems will continue to hold.
We will apply those theorems to some generalisations of (3.1) in section 9 as a
pretext for considering control-theoretic results.

∗ In section 8 we introduce control theory in the language of operators and semi-
groups. Preliminary material taken from [27], [22] and [18] has been supplied for
definitions and theorems used subsequently in the section. For subsection 8.1 on
linear problems, we focus our attention on detailing and clarifying the proofs of
results that can be found in [7] and [8]. Namely Theorem 8.17 and Theorem 8.20
which correspond to Theorem 2.4 and Theorem 2.3 respectively in [7], and Theo-
rem 8.18 to Theorem 3.1 in [8]. In subsection 8.2 there will be found an original
result Theorem 8.25. Example 8.1 is an elaboration of the Example 3.5 in [7]. And
finally Theorem 8.24 is complement to Theorem 3.7 in [7].

∗ Section 9 is the culmination of all that has been gathered in previous sections
to produce concrete existence and control theoretic results for the generalisations
of (3.1). Specifically we obtained a global weak solution to the controlled Klein-
Gordon version of (3.1), with and without a damping term, in Theorem 9.14 and
9.16 respectively. For the damped version we also established the local existence of
a unique solution in Theorem 9.15. Furthermore, the question concerning the rep-
resentation formula of the quasipotential was settled in 9.1, with a time-reversed
version in 9.2. Lastly, subsection 9.1 contains miscellaneous findings on the unique-
ness of solution to the linear control problem (9.29). These findings are original.

4. Preliminary: Gauss’s Divergence Theorem

Theorem 4.1 (Gauss). Let D be any closed n-dimenstional region with a.e. C∞ boundary
surface ∂D, F = {f1, f2, . . . , fn} a C1 vector field, then

(4.1) ∫
D
div F dx = ∫

∂D
F ⋅N dS

where N = {n1, n2, . . . , nn} is the unit outward normal to the boundary surface, div F =
∑ni=1(fi)xi, and dS the surface measure.

In particular, for i = 1, . . . , n

∫
D
(fi)xidx = ∫

∂D
finidS.

We will give a demonstration of Gauss’s theorem in the plane for illustration. Gener-
alizations to higher dimensions follows the same line of idea. The reader is referred to [6]
for more details.

Before that, a generalized notion of the Riemann integral is needed to enable integration
along an arbitrary curve in plane instead of just the real axis. This is done by projection.

Suppose we wish the evaluate the integral of function f(x, y) along an arbitray curve
C of finite length in plane, which is assumed to have nonoverlapping projections onto
the coordinate axes. Projecting the curve onto the x axis to obtain an interval [a, b]
which encloses the range of values of x the curve encompasses, subdivide the interval
into {x0 = a, x1, . . . , xn = b} and with their corresponding projection source on the curve
C be called p0 = (x0, y0), p1 = (x1, y1), . . . , pn. Then the sum ∑n−1

i=0 f(pi)(xi+1 − xi) on
making n infinitely large in such a way that the longest of xi+1 −xi tends to zero gives the
Riemann integral which we denote ∫C f(x, y)dx, this is usually called the line integral or
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curvilinear integral of the function f along the curve C with respect to axis x. Similarly
the line integral with respect to axis y can be obtained. In particular if the curve C is

parametrized by x(t), y(t) with α ≤ t ≤ β the integral can be written as ∫
β

α f(x, y)ẋdt as
a Riemann integral. If we have a vector field A(x, y) = (f(x, y), g(x, y)) with components
integrated on C with respect to x and y respectively and added together, the notation

can be abbreviated ∫
β

α Aẋdt = ∫C Adx.
Suppose A is a vector field as before with components f and g, each having continuous

partial derivatives of first order, the continuity being with respect to both x and y. We
attempt to integrate its divergence on a closed and convex plane region D with a boundary
curve C. The double integral in question is therefore ∬D fx+gydxdy, because the integrand
is continuous with respect to both variables, the double integral is equal to two repeated
integrals and their order can be changed at will, so that

∬
D
fx + gydxdy = ∫ ∫ fxdxdy + ∫ ∫ gydydx.

In order to assign specific ranges to those integrals, imagine a line perpendicular to the
x axis is projected from a point x on the axis upwards to meet the boundary curve C of
region D, because D is convex the line can only cut C in two points, let the entry point
be y0(x) and the exit point y1(x) as is shown in the figure below,

so that the second integral on the right can be firstly integrated with y variable using
fundamental theorem of calculus between the limits y0(x) and y1(x), and secondly inte-
grate all along the range of x that is within projection from the curve, say from ξ0 to ξ1

to get

∫
ξ1

ξ0
[g(x, y1(x)) − g(x, y0(x))]dx
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After observing carefully we see that the above expression is the same as

−∫
C+
g(x, y)dx

taken counterclockwise around C, where ∫
ξ0
ξ1
g(x, y1(x))dx is the upper half,

∫
ξ1
ξ0
g(x, y0(x))dx the lower half.

Similarly for f the resulting expression is

∫
C+
f(x, y)dy

the two combined gives us Gauss’s theorem in the form

∬
D
fx + gydxdy = ∫

C+
f(x, y)dy − g(x, y)dx.

Or the right side can be written ∫C+[f(x, y)
dy
ds − g(x, y)

dx
ds ]ds if we use the curve length s

to parametrize the curve, because

dy

ds
= ∂x
∂n

= cosν, −dx
ds

= ∂y
∂n

= cosµ

for the outward normal direction n, with nu(x, y), mu(x, y) the angles between the nor-
mal and the positive x and y axis respectively. Gauss’s theorem then can be written in
convienient form

∬
D

divAdxdy = ∫
C+

[f(x, y) cosν + g(x, y) cosµ]ds

= ∫
C+

A ⋅ nds

which are exactly analogous to the formula in higher dimensions. This is the end of proof
of the theorem.

5. The Method of Multipliers

Here we intend to give an exposition of some of the ideas M. Grillakis adopted in his
decent 1990 paper ”Regularity and Asymptotic Behavior of the Wave Equation with a
Critical Nonlinearity” which established the existence of a regular solution to the critical
power problem

(5.1) utt −∆u + u5 = 0 in R ×R3

with prescribed initial data. Our main objective will be to bridge the gap of knowledge in
order to understand the multiplier method he used. That is, when multiplying (5.1) by
an expression such as

I(u) = (t2 + r2)ut + 2tx ⋅Du + 2tu,

the result is a divergence identity in the form

(5.2) ∂tQi − divPi +Ri = 0.

This fact may be verified by direct computation, but actually we have a general theorem
which can let us apriori determine whether such a transformation is possible and what
the resulting identity is.
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5.1. Noether’s theorem. To start with, some notions from the calculus of variations
are needed.

Definition 5.1. Assume U ⊂ Rn is a bounded, open set with C∞ boundary ∂U and given
a C∞ function

L ∶ Rn ×R × Ū → R.
L is called a Lagrangian. We use the notations L = L(p, z, x) = L(p1, . . . , pn, z, x1, . . . , xn),
and

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

DpL = (Lp1 , . . . , Lpn)
DzL = Lz
DxL = (Lx1 , . . . , Lxn)

The problem of the calculus of variations consists in finding the function w ∶ U → R
that minimize the value of a functional such as

(5.3) I[w] = ∫
U
L(Dw,w,x)dx,

possibly with some constraints on the boundary value. In order to find this minimum,
people have the idea that such a function w would be a critical point to the family of
values i(τ) ∶= I[u+τv] where v is an arbitrary function and τ ∈ (−∞,∞). So that we must
have i′(0) = 0.

For a functional of the above form (5.3)

i(τ) = ∫
U
L(Du + τDv, u + τv, x)dx,

and

i′(τ) = ∫
U

n

∑
i=1

Lpi(Du + τDv, u + τv, x)vxi +LzDu + τDv, u + τv, x)vdx.

Setting τ = 0 we have

0 = i′(0) = ∫
U

n

∑
i=1

Lpi(Du,u, x)vxi +Lz(Du,u, x)vdx,

doing integration by parts supposing v vanishes on the boundary we get

0 = ∫
U
[−

n

∑
i=1

(Lpi(Du,u, x))xi +Lz(Du,u, x)] vdx.

Since v is arbitrary we conclude

−
n

∑
i=1

(Lpi(Du,u, x))xi +Lz(Du,u, x) = 0 in U.

This is the Euler-Lagrange equation associated with the functional I[⋅]. It is a second
order PDE in divergence form.

Example 5.1. Take

L(p, z, x) = 1

2
∣p∣2.

Then Lpi = pi, (i = 1, . . . , n), Lz = 0, the Euler-Lagrange equation associated with the
functional

I[w] = 1

2 ∫U
∣Dw∣2dx
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is

∆u = 0 in U.

Definition 5.2. Now consider the functional

I[w] ∶= ∫
U
L(Dw,w,x)dx,

where U ⊂ Rn and w ∶ U → R.

(1) Let x ∶ Rn ×R → Rn, x = x(x, τ), be a family of C∞ vector fields with x(x,0) = x
for all x ∈ Rn. x↦ x(x, τ) is called a domain variation. Define

v(x) ∶= xτ(x,0)

and

U(τ) ∶= x(U, τ).
(2) Given a C∞ function u ∶ Rn → R, define the family of function variations w ∶

Rn ×R→ R, w = w(x, τ), with

w(x,0) = u(x).

Writing

m(x) ∶= wτ(x,0),
m will be called a multiplier. In our previous section the less general definition of
w = u + τv gives m = v.

Definition 5.3. The functional I[⋅] is said to be invariant with the domain variation x
and the function variations w if

(5.4) ∫
U
L(Dw(x, τ),w(x, τ), x)dx = ∫

U(τ)
L(Du,u, x)dx

for every small ∣τ ∣ and every open set U ⊂ Rn, where D =Dx. Note that if the Lagrangian
does not explicitly depend on the x, then the above equality reduces to a change of variable
if we take w(x, τ) = u(x(x, τ)).

Theorem 5.4 (Noether’s theorem). Assume that I[⋅] is invariant with the domain vari-
ations x and the function variations w of u.
(i) Then

n

∑
i=1

(mLpi(Du,u, x)−L(Du,u, x)vi)xi(5.5)

=m(
n

∑
i=1

(Lpi(Du,u, x))xi −Lz(Du,u, x)) ,

where v and m are defined as above.
(ii) Especially, if u is a critical point of I[⋅] and is a solution to the Euler-Lagrange

equation, then

(5.6)
n

∑
i=1

(mLpi(Du,u, x) −L(Du,u, x)vi)xi = 0

Proof. See [10] Chapter 8.6.2. �
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Example 5.2. Given

I[w] = ∫
T

0
∫
Rn

1

2
w2
t − (1

2
∣Dw∣2 + F (w))dxdt

has as its Euler-Lagrange equation the semilinear wave equation

utt −∆u + f(u) = 0

for f = F ′. The integrand of the functional does not explicitly depend on t and is conse-
quently invariant under shift in this variable. Noether’s theorem then gives us a conser-
vation law of energy, namely

x(x, t, τ) ∶= (x, t + τ), w(x, t, τ) ∶= u(x(x, t, τ)) = u(x, t + τ),
so that

v = en+1, m = ut.
Then (5.6) gives

n

∑
i=1

(−uxiut)xi + (u2
t −

1

2
(u2

t − ∣Du∣2) + F (u))t = 0,

which can be written

(5.7) et − div(utDu) = 0

with the energy density

e ∶= 1

2
(u2

t + ∣Du∣2) + F (u).
The divergence is in the x variable. Moreover if u is compactly supported in space, then
it follows that the conservation of energy in time

d

dt ∫Rn

1

2
(u2

t + ∣Du∣2) + F (u)dx = 0.

Example 5.3. The linear wave equation

(5.8) ◻ u = utt −∆u = 0

results from the action functional

(5.9) I[w] = 1

2 ∫
T

0
∫
Rn
w2
t − ∣Dw∣2dxdt.

It is invariant with the scaling

(x, t) ↦ (λx,λt), u↦ λ
n−1
2 u(λx,λt).

If we write λ = eτ and define

x(x, t, τ) ∶= (eτx, eτ t), w(x, t, τ) ∶= eτ n−1
2 u(eτx, eτ t).

Then

(5.10) v = (x, t), m = tut + x ⋅Du +
n − 1

2
u.

Noether’s theorem (5.6) gives
pt − divq = 0

for

p ∶= (tut + x ⋅Du +
n − 1

2
u)ut −

1

2
(u2

t − ∣Du∣2)t,
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q ∶= (tut + x ⋅Du +
n − 1

2
u)Du + 1

2
(u2

t − ∣Du∣2)x.

Example 5.4. The hyperbolic inversion is defined by the mapping

(5.11) (x, t) ↦ (X,T ) = ( x

∣x∣2 − t2
,

t

∣x∣2 − t2
) .

Related is the hyperbolic Kelvin transform, defined by

R
n−1
2 U(X,T ) = r n−1

2 u(x, t),
where r = ∣x∣,R = ∣X ∣. Note that the transformation corresponding to (5.11) really is

(5.12) u(x, t) ↦ ( 1

∣∣x∣2 − t2∣
)

n−1
2

U ( x

∣x∣2 − t2
,

t

∣x∣2 − t2
) ,

which is the form useful for computing derivatives. The above symmetric form brings out
the invertive character of the transform between the two spaces (x, t) and (X,T ).

Kelvin transform preserves the wave operator in the sense that

(5.13) R
n+3
2 (UTT −∆XU) = r n+3

2 (utt −∆xu).
A verification of this fact by direct calculation is given in the Appendix.

Now we try to build domain and function variations from the above transformations.
First apply the hyperbolic inversion (5.11) to (x, t), add τen+1, and apply the inversion
again. There results the domain variations

(5.14) x(x, t, τ) = γ(x, t + τ(∣x∣2 − t2)),
with

γ = ∣x∣2 − t2
∣x∣2 − (t + τ(∣x∣2 − t2))2

.

Similarly for the function variations apply the Kelvin transform (5.12) on u, add τen+1 ,
and then use the transform again. So that

(5.15) w(x, t, τ) = γ n−1
2 u(x(x, t, τ)).

From these variations it follows that the multipliers are of the form

(5.16) v = (2xt, ∣x∣2 + t2), m = (∣x∣2 + t2)ut + 2tx ⋅Du + (n − 1)tu.
Although (5.9) is not necessarily invariant under (5.16), if we do multiply m to (5.8) there
results the Morawetz identity:

ct − divr = 0,

where

(5.17) c = 1

2
(∣x∣2 + t2)(u2

t + ∣Du∣2) + 2tx ⋅Duut + (n − 1)tuut −
n − 1

2
u2

and
r = ((∣x∣2 + t2)ut + 2tx ⋅Du + (n − 1)tu)Du + t(u2

t − ∣Du∣2)x.
The reason that the above construction works consists in the following: we know that

the Kelvin transform preserves the wave operator so that

R
n+3
2 (UTT −∆XU) = r n+3

2 (utt −∆xu),
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also

R

r
UT = (∣x∣2 + t2)ut + 2tx ⋅Du + (n − 1)tu =m,

and together with the identity

R4dXdT = r4dxdt

there follows

∫ UT (UTT −∆XU)dXdT = ∫ m(utt −∆u)dxdt

over any spacelike domain D with u ∈ H1(D). Since the multiplier UT brings the wave
equation to a time-space divergence expression, the integral on the left hand side can
be written as a surface integral and therefore so can the right hand side. The function
variation computed above (5.15) is actually R

r U(X,T +τ) inverted back to the (x, t) space.
Finally, the conformal energy c may be written in the following positive definite form

involving the radial derivatives ur =Du ⋅ x∣x∣ ,

c = (t + ∣x∣)2

4
(ut + ur +

n − 1

2∣x∣
u)

2

+ (t − ∣x∣)2

4
(ut − ur −

n − 1

2∣x∣
u)

2

+ ∣x∣2 + t2
2

(∣Du∣2 − u2
r +

(n − 3)(n − 1)
4∣x∣2

u2) − n − 1

4
div(∣x∣2 + t2

∣x∣2
u2x) ,

where the divergence term can be picked out and combined into r.

6. Integration on Cones

Now we have introduced the multipliers for the wave equations via Noether’s theorem,
the next step is to apply Gauss’s Theorem 4.1 to integrate the resulting divergence iden-
tities. The domain of integration that is of interest here is a circular cone in space-time,
for example

G ∶= {(t, x) ∶ ∣x∣ ≤ t, 0 < t ≤ 1} .
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t = 1

C(t0, x0)

(t0, x0)

(0, 0)

G

In what follows we will explain how to derive by direct computation an integral expres-
sion for the solution to

(6.1) utt −∆u + u5 = 0 in R ×R3,

as was done by Grillakis, in doing so the principle of integrating any divergence identities
will be sufficiently illustrated.

6.1. Integral representation. Recall the identity (5.7) in the last section, by multiply-
ing equation (6.1) by ut we have

(6.2) et − div(utDu) = 0

with the energy density

e ∶= 1

2
(u2

t + ∣Du∣2) + u
6

6
.

Now let us choose and fix a point (t0, x0) in time-space and consider the domain

D ∶= {(t, x) ∶ ∣x − x0∣ ≤ t − t0, t0 ≤ t2 ≤ t ≤ t1} .
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In other words, the truncation between t1 and t2 of a cone with vertex (t0, x0). The
boundary of D consists of three parts, namely

Bt2 ∶= {(t2, x) ∶ ∣x − x0∣ ≤ t2 − t0},

Bt1 ∶= {(t1, x) ∶ ∣x − x0∣ ≤ t1 − t0},
and

C(t2, t1) ∶= {(t, x) ∶ ∣x − x0∣ = t − t0, t2 ≤ t ≤ t1}.
In order to integrate (6.2) on the domain D, recall Gauss’s theorem 4.1

(6.3) ∫
D
div F dx = ∫

∂D
F ⋅N dS

Here in our case the vector field F = (e,−utDu) and the divergence is with respect to
both time and space, therefore on the right hand side there results integrals on each of
the boundary surfaces. Note that the unit outward normal vector N = (−1,0) on Bt2

since it is pointing downwards perpendicular to the spatial plane, similarly N = (1,0)
for Bt1 . Whereas for C(t2, t1) the normal is projecting downwards at 45 degrees with
its two components of equal length going towards at the −t and x directions, therefore
N = (−1/

√
2,1/

√
2ŷ) where ŷ = x − x0/∣x − x0∣ is the unit radial vector in space.

Hence we have as the result of the integration

(6.4) ∫
Bt1

e(u)dx − ∫
Bt2

e(u)dx + 1√
2
∫
C(t2,t1)

(−e(u) − utDu ⋅ ŷ)dz = 0.

Note that the last integrand can be written as follows

e(u) + utDu ⋅ ŷ =
1

2
(u2

t + ∣Du∣2) + u
6

6
+ utDu ⋅ ŷ(6.5)

= 1

2
∣utŷ +Du∣2 +

u6

6
.

In fact this expression can be further abbreviated using the following technique.
Observe that the function u(t, x) when restricted to the side surface of the cone the

variations between t − t0 and ∣x − x0∣ are always the same, therefore we can combine the
two and regard u as a function of a new variable via the definition

u∗(y) ∶= u(t0 + ∣y∣, x0 + y)

where

y ∶= x − x0.

The gradient of this u∗ if computed is found to be

D∗u = utŷ +Du,

which is the same expression as in (6.5).
Therefore we have obtained the following energy estimate from (6.4)

(6.6) ∫
Bt1

e(u)dx = ∫
Bt2

e(u)dx + 1√
2
∫
C(t2,t1)

(1

2
∣D∗u∣2 + 1

6
u6)dz.
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Now this technique of projecting the argument surface of u onto the base of the cone
can be utilised further. If we not only compute the gradient of u∗ but also its Laplacian,
the result is

∆∗(u) = ∆u + 2ŷ ⋅Dut + utt +
2

∣y∣
ut.

Since

D∗ut = uttŷ +Dut,

we can eliminate the term Dut to get

∆∗u − 2ŷ ⋅D∗ut −
2

∣y∣
ut = ∆u − utt = u5,

which can be written as

(6.7) div∗ [ 1

∣y∣
Du + y

∣y∣3
u − y

∣y∣2
ut] −

u5

∣y∣
= 0.

This divergence expression can enable us to find the integral formula for the solution if
we try to integrate it on the domain C(t0, x0) (cf figure on page 10), or in terms of the
argument y the equivalent domain B ∶= {∣y∣ ≤ 1−t0}. But in order to be more careful about
the vertex when applying Gauss’s theorem, a passage to the limit from a ring-shaped area
is prefered, i.e. the area bounded by Sε ∶= {∣y∣ = ε} and S ∶= {∣y∣ = 1 − t0}.

When the integration is carried out, there results

∫
∣y∣=1−t0

[ 1

∣y∣
(Du ⋅ ŷ − ut +

1

∣y∣
u)]

t=1

ds − ∫
∣y∣=ε

[ 1

∣y∣
(Du ⋅ ŷ − ut +

1

∣y∣
u)]

t=t0+ε
ds

− 1

4π ∫∣y∣≤1−t0

u5(t0 + ∣y∣, x)
∣y∣

dy = 0.

(6.8)

Now for the second integral because of the continuity we have assumed on u and its
derivatives, by mean value theorem and sending ε to 0 it becomes

4πε2
1

ε2
u(t0 + ε, x0 + εx̂1) → 4πu(t0, x0),

where the first two integrands vanish because there is only one 1
∣y∣ to cancel with 4π∣y∣2

which is the volume of the domain.
Hence we have obtained the integral representation for the solution to equation (6.1)

u(t0, x0) = uL(t0, x0) + uN(t0, x0)

= ∫
∣y∣=1−t0

[ 1

∣y∣
(Du ⋅ ŷ − ut +

1

∣y∣
u)]

t=1

ds − 1

4π ∫∣y∣≤1−t0

u5(t0 + ∣y∣, x)
∣y∣

dy.
(6.9)

This accomplishes our aim for the section.
For the rest of Grillakis’s paper, we have scarcely any words to contribute any insight

and would refer the reader to the original paper [12] if he wishes to pursue the subject
further.
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7. Existence theorems

In the present section a spectrum of existence theorems for nonlinear wave equations
will be generalised to the case where there is an external force or control, e.g. instead of

(7.1) utt −∆u + u5 = 0 in R ×R3

we consider

(7.2) utt −∆u + u5 = f in R ×R3

where f is a function of (t, x) with prescribed regularity. The prototypes of those theorems
for equations without a control were considered in [10] Chapter 12. We modified their
proofs below by taking into account the extra control term and the conditions it must
satisfy for the arguments to remain valid.

Theorem 7.1 ( [10] Chapter 12.3.2 Theorem 2). If g, h ∈ C∞
c (R3) and f ∈ C∞(R3×[0, T ))

then there is T > 0 and a unique C∞ solution u to

(7.3) {utt −∆u + u5 = f R3 × (0, T )
u = g, ut = h t = 0

A C∞ function is a function along with all its partial derivatives are continuous with
respect to space-time.

Proof. We start with the observation that by the linearity of the wave operater the solution
to (7.3) can be represented as the sum of solutions to two other problems, namely

(7.4) {vtt −∆v = 0 R3 × (0,∞)
v = g, vt = h t = 0

and

(7.5) {wtt −∆w = −u5 + f R3 × (0,∞)
w = 0,wt = 0 t = 0

The solutions to which are respectively the well-known Kirchhoff formula

v(x, t) = ⨏
∂B(x,t)

th(y) + g(y) +Dg(y) ⋅ (y − x)dS(y) (x, t) ∈ R3 × [0, T ).

and

(7.6) w(x, t) = − 1

4π ∫B(x,t)

u5(y, t − ∣y − x∣) − f(y, t − ∣y − x∣)
∣y − x∣

dy.

by the Duhamel’s principle.
Hence u = v +w must solve the following integral equation

(7.7) u(x, t) = v(x, t) − 1

4π ∫B(x,t)

u5 − f
∣y − x∣

dy. (x, t) ∈ R3 × [0, T ).

Introduce the space

X = {u ∈ C(R3;L∞[0, T )) ∶ u(⋅,0) = g, ∥u − v∥L∞ < C}.
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so that there is a constant C1 such that

(7.8) ∥u∥L∞(R3×[0,T )) ≤ C1

for all u ∈X.
Define the mapping which corresponds to (7.7) by

A[u] = v − 1

4π ∫B(x,t)

u5 − f
∣y − x∣

dy.

We will show A is a contraction and that (7.7) has a solution. Firstly A maps X to X
since

∣∫
B(x,t)

u5 − f
∣y − x∣

dy∣ ≤ ∥u∥5
C(R3;L∞[0,T ))∫

t

0
∫
∂B(x,t)

1

s
dSds

+ {∫
B(x,t)

f 2dy}
1/2

{∫
B(x,t)

1

∣y − x∣2
dy}

1/2

≤ CT 2∥u∥5
C(R3;L∞[0,T )) +C

√
T ∥f∥L2(R3×[0,T )) ≤ C(T )

Then if we have two solutions u, û ∈X,

∥A[u] −A[û]∥C(R3;L∞[0,T )) ≤ sup
x∈R3,0≤t<T

( 1

4π ∫B(x,t)

∣u5 − f − (û5 − f)∣
∣y − x∣

dy)

≤ C sup
x∈R3,0≤t<T

∫
B(x,t)

∥u − û∥C(R3;L∞[0,T ))

∣y − x∣
dy

≤ CT 2∥u − û∥C(R3;L∞[0,T )),

where the third inequality is the result of

∫
B(x,t)

1

∣y − x∣
dy = ∫

t

0
∫
∂B(x,r)

1

r
dSdr = ∫

t

0
4πrdr = 2πt2 ≤ CT 2.

Now take T so small that A a strict contraction, by Banach Fix Point Theorem there
is a unique solution u ∈X satisfying (7.7) and (7.3).

For the rest of the proof we attempt to show that u is not only continuous but also C∞.
To start with, define the difference quotient for the partial derivative

ũ(x, t) =Dh
i u(x, t) =

u(x + hek, t) − u(x, t)
h

, i = 1,2,3,

then by subtracting (7.3) from itself and divide by h there results

(7.9) {ũtt −∆ũ + cũ = f̃ R3 × (0, T )
ũ = g̃, ũt = h̃ t = 0

where

c(x, t) = 5∫
1

0
(su(x + hek, t) + (1 − s)u(x, t))4ds

and g̃ =Dh
kg, h̃ =Dh

kh, f̃ =Dh
kf .
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Now we can derive an integral equation for the solution to (7.9) in the same way as
above, that

(7.10) ũ(x, t) = ṽ(x, t) − 1

4π ∫B(x,t)

cũ − f̃
∣y − x∣

dy.

where

(7.11) {ṽtt −∆ṽ = 0 R3 × (0,∞)
ṽ = g̃, ṽt = h̃ t = 0.

Since

∣∫
B(x,t)

cũ∗

∣y − x∣
dy∣ ≤ ∫

t

0
∫
∂B(x,s)

∣c∣∣ũ∗∣
s

dSds

≤ 4π∣c∣T ∫
t

0
∥ũ(⋅, s)∥L∞ds,

it follows

∥ũ(⋅, t)∥L∞ ≤ C +C ∫
t

0
∥ũ(⋅, s)∥L∞ds (0 ≤ t ≤ T ).

By Gronwall’s inequality

∥ũ(⋅, t)∥L∞(R3) ≤ C(1 +CTeCT ).

Therefore Dh
i u(x, t) is bounded and that D−h

i u(x, t) =
u(x)−u(x−hei)

h is also bounded. Then
there exists a function vi ∈ L∞(R3) and a subsequence hk → 0 such that

D−hk
i u(x, t) ⇀ vi weakly in L2

loc(R3).
Consequently

∫
R3
uφxidx = lim

hk→0
∫
R3
uDhk

i φdx

= − lim
hk→0
∫
R3
D−hk
i uφdx = −∫

R3
viφdx.

The second equality is the integration by parts for the difference quotients, which follows
from

∫
R3
u(x) [φ(x + hei) − φ(x)

h
]dx = −∫

R3
[u(x) − u(x − hei)

h
]φ(x)dx

when h is small. This holds for all φ ∈ C∞
c (R3), and therefore vi = uxi in the weak

sense (i = 1,2,3). Consequently u ∈ W 1,∞(R3). We can similarly bound ut, so that
u ∈W 1,∞(R3 × [0, T ))

Then by [10] (5.8.2b theorem 4) we have u Lipschitz continuous on every bounded and
open U ∈ R3 × [0, T ) with ∂U ∈ C1. And by Rademacher’s theorem u is differentiable
almost everywhere in U , and the gradient of u coincides with the weak gradient. Since
U is arbitrary we can obtain any compact set by finite cover, and approximate the whole
space by compact sets. Therefore u ∈ C1(R3 × [0, T )).

Writing ũ = uxk or ut, by sending h to 0 and using the continuity of u it follows that ũ
is a weak solution to

ũtt −∆ũ + 5(u)4ũ = f ′.
Then we can repeat the argument to bound all the higher derivatives and therefore show
that u ∈ C∞(R3 × [0, T )), the weak solution is identical with the classical solution.
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�

In the next theorem and for the rest of this section, we will be switching away from
our previous viewpoint of the function u as a function of (t, x), but instead regard it as
a function of t only, and for each value of t it is a function of x situated in some Sobolev
spaces such as H1(Rn). Thus the condition

u ∈ L2(0, T ;H1(Rn))
means that its norm

∥u∥L2(0,T ;H1(Rn)) = {∫
T

0
∥u∥2

H1(Rn)dt}
1/2

= {∫
T

0
∫
Rn

∣u∣2 + ∣Du∣2dxdt}
1/2

is finite. In adopting such interpretation of the function u we are expanding the class of
permissible solutions to those which only possess the partial derivatives in the distribu-
tional or weak sense.

Theorem 7.2 ( [10] Chapter 12.2.1 Theorem 1). (1) Assume q ∶ Rn × R × R → R is
Lipschitz continuous with q(0,0,0) = 0, and if g ∈ H1

loc(Rn),h ∈ L2
loc(Rn), f ∈

L2(0, T ;L2
loc(Rn)). Then for each T > 0 there exists a unique weak solution u to

(7.12) {utt −∆u + q(Du,ut, u) = f(x, t) Rn × (0, T )
u = g, ut = h t = 0

which satisfies
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

u ∈ L∞(0, T ;H1
loc(Rn))

u′ ∈ L∞(0, T ;L2
loc(Rn))

u′′ ∈ L∞(0, T ;H−1
loc(Rn))

(2) If in addition f ∈ L2(0, T ;H1
loc(Rn)) ∩L∞(0, T ;L2

loc(Rn)),g ∈H2
loc(Rn),h ∈H1

loc(Rn),
then ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

u ∈ L∞(0, T ;H2
loc(Rn))

u′ ∈ L∞(0, T ;H1
loc(Rn))

u′′ ∈ L∞(0, T ;L2
loc(Rn))

Proof. Define the space

X ∶= {u ∈ L∞(0, T ;H1
0(B(0,R)))∣u′ ∈ L∞(0, T ;L2(B(0,R)))},

with norm
∥u∥ ∶= ess sup

0≤t≤T
(∥u(t)∥H1

0(B(0,R)) + ∥u′(t)∥L2(B(0,R))).

Choose R and T , recast (7.12) in the form

(7.13)

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

utt −∆u = −q(Dv, vt, v) + f(x, t) inB(0,R) × (0, T ]
u = 0 on ∂B(0,R) × [0, T ]
u = g, ut = h onB(0,R) × {t = 0},

from which we define u = A[v] as a map from X to X. This is possible because the linear
problem (7.13) admits of a unique solution u ∈X whenever v ∈X.
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Then if w = u − û for another v̂ ∈X and û = A[v̂],

(7.14)

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

wtt −∆w = q(Dv̂, v̂t, v̂) − q(Dv, vt, v) inB(0,R) × (0, T ]
w = 0 on ∂B(0,R) × [0, T ]
w = g,wt = h onB(0,R) × {t = 0}

By applying an energy estimate ( [10] Chapter 7.2) for linear equations we have

∥w∥ ≤ C∥q(Dv̂, v̂t, v̂) − q(Dv, vt, v)∥L2(0,T ;L2(B(0,R))),

and because q is Lipschitz continuous,

∥w∥2 ≤ C ∫
T

0
∫
B(0,R)

∣Dv −Dv̂∣2 + ∣v′ − v̂′∣2 + ∣v − v̂∣2dxdt ≤ CT ∥v − v̂∥2.

Since w = u − û = A[v] −A[v̂], it follows

∥A[v] −A[v̂]∥ ≤ 1

2
∥v − v̂∥

provided T > 0 is small enough. Banach fixed point theorem then gives u ∈ X as the
unique solution of (7.12), but only valid within a cylinder of radius R and for a small T .

In order to expand the domain to the whole space, first observe that for all R the
solutions are valid for the same T , since the determination of T depends only on the
Lipschitz constant. Also by the finite speed of propagation, the solutions overlap on
aribitrarily large regions within Rn and their common value determines our solution for
the whole space within a fixed T .

Again if we take T as the initial time and repeat the above argument to obtain solutions
on the time intervals [T,2T ], [2T,3T ], . . . the solution is extended to all time.

It remains to prove the second assertion of the theorem. Take k ∈ {1, . . . .n} and recall
that ũ ∶=Dh

ku is the difference quotient of u. This quotient solves the equation

(7.15) {ũtt −∆ũ + b ⋅Dũ + cũ + dũu = f̃ in Rn × (0, T )
ũ = g̃, ũt = h̃ on Rn × {t = 0},

where g̃ =Dh
kg,h̃ =Dh

kh, f̃ =Dh
k(f) and

(7.16)

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

bj = ∫
1

0 qpj(sDu(x + hek, t) + (1 − s)Du(x, t), sut(x + hek, t)
+(1 − s)ut(x, t), su(x + hek, t) + (1 − s)u(x, t))ds,
c = ∫

1

0 qz(⋯)ds, d = ∫
1

0 qpn+1(⋯)ds.

Using the argument above we have

∥ũ∥ = ess sup
0≤t≤T

(∥ũ(t)∥H1(B(0,R)) + ∥ũ′(t)∥L2(B(0,R))) ≤ C,

where C depends on

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

∥g̃∥H1(B(0,2R)) ≤ C∥g∥H2(B(0,3R))

∥h̃∥L2(B(0,2R)) ≤ C∥h∥H1(B(0,3R))

∥f̃∥L2(0,T ;L2(B(0,2R))) ≤ C∥f∥L2(0,T ;H1(B(0,3R)))

Therefore u ∈ L∞((0, T );H2
loc(Rn)) and u′ ∈ L∞((0, T );H1

loc(Rn)).
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Using the equation utt − ∆u + q(Du,ut, u) = f to estimate ∫B(0,R) u
2
ttdx to get u′′ ∈

L∞((0, T );L2
loc(Rn)). �

Our next theorem is local in time and without the Lipschitz continuity of q.

Theorem 7.3 ( [10] Chapter 12.2.2 Theorem 3). Assume q ∶ Rn ×R ×R → R to be Ck−1,
q(0,0,0) = 0. If g ∈Hk(Rn), h ∈Hk−1(Rn), f ∈ L∞((0, T );Hk−1(Rn)).

Then there is a T > 0 so that

(7.17) {utt −∆u + q(Du,ut, u) = f(x, t) in Rn × (0, T ]
u = g, ut = h on Rn × {t = 0}

admits a unique weak solution u, with

u ∈ L∞(0, T ;Hk(Rn)), u′ ∈ L∞(0, T ;Hk−1(Rn)).

Proof. Define
X ∶= {u ∈ L∞(0, T ;H1(Rn)), u′ ∈ L∞(0, T ;L2(Rn))}

with norm
∥u∥ ∶= ess sup

0≤t≤T
(∥u(t)∥H1(Rn) + ∥u′(t)∥L2(Rn)).

and with a stronger norm

∣∣∣u∣∣∣ ∶= ess sup
0≤t≤T

(∥u(t)∥Hk(Rn) + ∥u′(t)∥Hk−1(Rn)).

For λ > 0 also define

Xλ ∶= {u ∈X; ∣∣∣u∣∣∣ ≤ λ,u(0) = g, u′(0) = h}.
Recast (7.17) into

(7.18) {utt −∆u = −q(Dv, vt, v) + f(x, t) Rn × (0, T ]
u = g, ut = h t = 0,

denote as before u = A[v], next we intend to show that A is a strict contraction and is
from Xλ to Xλ. For the later assertion it is sufficient to prove ∣∣∣u∣∣∣ ≤ λ.

To this end we examine the triple norm more closely and try to derive an estimate of
∣∣∣u∣∣∣ in terms of ∣∣∣v∣∣∣. Firstly define

Ek(t) = ∥u(t)∥2
Hk(Rn) + ∥u′(t)∥2

Hk−1(Rn)

and
Fk(t) = ∥v(t)∥2

Hk(Rn) + ∥v′(t)∥2
Hk−1(Rn).

Then the following holds

(7.19) Ek(t) ≤ Ek(0) +C ∫
t

0
Ψ(Fk(s))ds +C ′t (0 ≤ t ≤ T )

for some continuous and monotone function Ψ which depends on n, k and f . (The deriva-
tion of (7.19) can be found in [10] Chapter 12.2.2, we prefer to omit it here.)

Now from (7.19)

(7.20) ∣∣∣u∣∣∣2 ≤ ∥g∥2
Hk(Rn) + ∥h∥2

Hk−1(Rn) +CTΨ(∣∣∣v∣∣∣2) +C ′T

Fix λ by
λ2 ∶= 2(∥g∥2

Hk(Rn) + ∥h∥2
Hk−1(Rn))
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and by a choice of T so that

CTΨ(λ2) +C ′T ≤ λ
2

2
,

(7.20) then becomes ∣∣∣A[v]∣∣∣2 ≤ λ2, and so A[v] = u ∈Xλ.
To show that A is a strict contraction, or

(7.21) ∥A[v] −A[v̂]∥ ≤ 1

2
∥v − v̂∥

for every v, v̂ ∈Xλ. Denote w = u − û = A[v] −A[v̂], integration by parts gives

d

dt ∫Rn
∣Dw∣2 +w2

t +w2dx

= 2∫
Rn
wt(q(Dv̂, v̂t, v̂) − q(Dv, vt, v) +w)dx

≤ ∫
Rn
w2
t +w2dx +C ∫

Rn
∣Dv̂ −Dv∣2 + ∣v̂t − vt∣2 + ∣v̂ − v∣2dx,

where C depending on ∥Dv̂, v̂tv̂,Dv, vt, v∥L∞ . By Gronwall lemma

max
0≤t≤T ∫ ∣Dw∣2 + ∣wt∣2 +w2dx

≤ C ∫
T

0
∫
Rn

∣Dv −Dv̂∣2 + ∣vt − v̂t∣2 + ∣v − v̂∣2dxdt

≤ CT ∥v − v̂∥2,

on taking T small we have (7.21).
Finally choose u0 ∈Xλ, denote uk+1 ∶= A[uk] for k = 0, . . . ,, then uk → u in X and

A[u] = u.

Moreover, ∣∣∣uk∣∣∣ ≤ λ gives u ∈Xλ. (7.21) proves uniqueness.
�

Finally, we have one more existence theorem concerning the simpler form of nonlinearity
where q depends on u only.

Theorem 7.4 ( [10] Chapter 12.3.1 Theorem 1). Assume q ∶ R → R continuous and
satisfies the sign condition

(7.22) zq(z) ≥ 0 z ∈ R

with q(0) = 0. If g ∈H1(Rn), h ∈ L2(Rn), Q(g) ∈ L1(Rn),
f ∈ L2((0, T );H1(Rn)) ∩L∞((0, T );L2(Rn)). Then the semilinear problem

(7.23) {utt −∆u + q(u) = f Rn × (0,∞)
u = g, ut = h t = 0

admits of a weak solution u for all T > 0, with

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

u ∈ L2
loc((0, T ) ×Rn) ∩L∞((0, T );H1(Rn))

u′ ∈ L∞((0, T );L2(Rn))
Q(u) ∈ L∞((0, T );L1(Rn))



24 YOUPENG SUN

Moreover, the following energy growth estimate holds

E(t) ≤ eTE(0) +C,
where

E(t) = ∫
Rn

1

2
(u2

t + ∣Du∣2) +Q(u)dx,

with Q′ = q.

Proof. Because of the sign condition on q,

Q(z) = ∫
z

0
q(w)dw ≥ 0

is increasing for z ≥ 0 and decreasing for z ≤ 0.
By Stone-Weierstrass theorem ( [21], theorem 7.26) we can select a sequence of contin-

uous functions Qk ∶ R→ R so that

Qk ≥ 0,Qk → Qpointwise,Qk ≤ Q,Qk ≡ Qon [−k, k]
with qk = Q′

k Lipschitz continuous, and zqk(z) ≥ 0 for every z ∈ R. Also take {gk}∞k=1,{hk}∞k=1 ∈
C∞

0 and gk, hk → g, h in H1, L2 respectively, and assume ∣gk∣ ≤ ∣g∣,∣hk∣ ≤ ∣h∣, ∣Dgk∣ ≤ ∣Dg∣
a.e. for all k = 1,2, . . . .

Now the equation

(7.24) {u
k
tt −∆uk + qk(uk) = f(x, t) Rn × (0, T )
uk = gk, ukt = hk t = 0

admits of a solution uk by theorem 7.2 since qk is Lipschitz continuous. And by the second
part of the same theorem gives

{u
k,Duk, ukt ∈ C((0, T );L2(Rn)),
D2
xu

k,Dxukt , u
k
tt ∈ L∞((0, T );L2(Rn)).

If we then calculate

Ėk(t) =
d

dt ∫Rn

1

2
((ukt )2 + ∣Duk∣2) +Qk(uk)dx = ∫

Rn
ukt fdx

≤ Ek(t) +
1

2
∥f∥2

L∞((0,T );L2(Rn))

Gronwall lemma gives

(7.25) Ek(t) ≤ eTEk(0) +C
where

Ek(0) = ∫
Rn

1

2
(h2

k + ∣Dgk∣2) +Qk(gk)dx.

Pass onto a subsequence if necessary such that Qk(gk) → Q(g) a.e., and because ∣gk∣ ≤ ∣g∣
we have 0 ≤ Qk(gk) ≤ Q(g) a.e. for all but finitely many k. Since Q(g) ∈ L1, the Dominated
Convergence Theorem then gives

Ek(0) → ∫
Rn

1

2
(∣Dg∣2 + ∣h∣2) +Q(g)dx = E(0).

Inequality (7.25) then implies

(7.26) Ek(t) ≤ C(T )
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uniformly in k.
Since Qk ≥ 0,

(7.27) max
0≤t≤T

∥ukt ,Duk∥L2(Rn) ≤ C(T )

and by Gronwall lemma

(7.28) max
0≤t≤T

∥uk∥L2(Rn) ≤ C(T ).

Therefore

uk ∈H1
loc(Rn × (0, T )),

and by Rellich-Kondrachov compact embedding theorem

H1
loc(Rn × (0, T )) ⊂⊂ L2

loc(Rn × (0, T )),

i.e. each bounded sequence in the former space has a subsequence that converges in the
later. Also L2

loc(Rn × (0, T )) is a reflexive Banach space, so that each bounded sequence
has a subsequence that is weakly convergent in the same space. Hence there exists the
subsequences

{u
k → u strongly in L2

loc(Rn × (0, T )) and a.e.,

Duk, ukt ⇀Du,ut weakly in L2
loc(Rn × (0, T )).

It remains to show the convergence of the term qk(uk) to q(u). As a first step we prove
that {gk ∶= qk(uk)}∞k=1 are uniformly integrable. i.e. for ε > 0, there is δ > 0 so that if
E ⊂ Rn × [0, T ) and ∣E∣ ≤ δ, then ∬E ∣gk∣dxdt ≤ ε for every k.

By multiplying (7.24) by uk and integrating on Rn × [0, T ),

∫
T

0
∫
Rn

∣Duk∣2 − (ukt )2 + ukqk(uk)dxdt = ∫
Rn
ukt u

kdx∣t=T
t=0

+ ∫
T

0
∫
Rn
ukfdxdt.

Because ukqk(uk) ≥ 0, (7.27) and (7.28) gives

(7.29) ∫
T

0
∫
Rn

∣ukqk(uk)∣dxdt ≤ C.

Then

∬
E
∣gk∣dxdt =∬

E∩{∣uk≥λ}
∣qk(uk)∣dxdt +∬

E∪{∣uk≥λ}
∣qk(uk)∣dxdt

≤ 1

λ∬E
∣ukqk(uk)∣dxdt + ∣E∣max

∣y∣≤λ
∣qk(y)∣

≤ 1

λ
C(T ) + ∣E∣max

∣y∣≤λ
∣qk(y)∣.

By choosing λ so large that C(T )
λ ≤ ε

2 , it follows

∬
E
∣gk∣dxdt ≤ ε

2
+ ∣E∣max

∣y∣≤λ
∣q(y)∣ ≤ ε

if ∣E∣ ≤ δ for small δ > 0. Thus the uniform integrability is proven.
Next we show

qk(uk) → q(u) in L1
loc(Rn).
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Denote gk ∶= qk(uk), write g ∶= q(u), and choose R > 0, ε > 0. Because of uniform
integrability there is δ > 0 such that ∣E∣ ≤ δ gives ∫E ∣gk∣dx ≤ ε for k = 1, . . . . By Egoroff’s
theorem, there exists a E such that ∣E∣ ≤ δ and gk → g uniformly in B(0,R) −E. Hence

lim sup
k,l→∞

∫
B(0,R)

∣gk − gl∣dx ≤ lim sup
k,l→∞

∫
E
∣gk − gl∣dx ≤ 2ε.

for every ε > 0. Therefore {gk}∞k=1 is a Cauchy sequence in L1(B(0,R)) that has a limit
ĝ ∈ L1(B(0,R)). Because gk → g a.e., we conclude g = ĝ.

Since

uktt −∆uk + qk(uk) = f in Rn × (0, T ),
by multiplying a test function and passing to the limits, it follows that

utt −∆u + q(u) = f in Rn × (0, T )
holds in the weak sense. Moreover by the property of weak convergence

∫
Rn
u2
t + ∣Du∣2dx ≤ lim inf

k→∞ ∫Rn
(ukt )2 + ∣Duk∣2dx;

and by Fatou’s Lemma

∫
Rn
Q(u)dx ≤ lim inf

k→∞ ∫Rn
Qk(uk)dx.

Those two inequalities along with (7.26) yield the growth estimate. �

8. Control theory

In this section we present some elements of ”Control Theory” which has its origin in
the study of centrifugal governors by J.Maxwell in 1868. Problems in this area are usually
concerned with the optimization of a mechanical system through an analysis of the under-
lying equation. The following presentation will be entirely free of physical interpretation
and only heed mathematical facts.

To illustrate our aim consider for example the equation

ẏ = (Ay +BF (y)) +Bu
y(0) = a, y(T ) = b

(8.1)

where the solution y is interpreted as a function of t with values in function spaces just as
we did in the last section. Let it be a Hilbert space H. A and B are some linear operators
from H to H. Note that here not only a initial state but also a terminal state is prescribed
on the solution y, and the objective is to determine that control u which can accomplish
this in an optimal manner. This optimality can be expressed in terms of

(8.2) ET (a, b) =
1

2
inf
u
∫

T

0
∥u(s)∥2

Hds,

the minimum energy required by the control to transfer y from a to b within a certain
time T . Or if we disregard the time frame and require the minimum across all scenarios
of the transfer,

(8.3) E∞(a, b) = inf
T>0

ET (a, b)

is the optimum energy which bears the name quasipotential.
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It is our aim of this section to search for a simple formula which can express E∞(a, b)
in terms of a and b.

8.1. Preliminaries.

Definition 8.1 (Linear operators in Hilbert space). A complex vector space H is called
an inner product space (or unitary space) if to each ordered pair of vectors x and y in H
is associated a complex number (x, y), called the inner product or scalar product of x and
y, such that the following rules hold:

(a) (y, x) = (x, y).
(b) (x + y, z) = (x, z) + (y, z).
(c) (αx, y) = α(x, y) if x ∈H,y ∈H,α ∈ C.
(d) (x,x) ≥ 0 for all x ∈H.
(e) (x,x) = 0 only if x = 0.

Every inner product space can be normed by defining

∥x∥ = (x,x)1/2.

If the resulting normed space is complete, it is called a Hilbert space.
A linear map A from a Hilbert space H to itself will be called a linear operator. It is

bounded if and only if its norm

∥A∥ = sup{∥Ax∥ ∶ x ∈H, ∥x∥ ≤ 1}
is finite. The family of bounded operators on H will be denoted as B(H).

The graph G(A) of an operator A in H is the subspace of H ×H that consists of the
ordered pairs {x,Ax}, where x ranges over D(A), the domain of A. A closed operator
in H is one whose graph is a closed subspace of H ×H. By the closed graph theorem,
A ∈ B(H) if and only if D(A) =H and A is closed.

Theorem 8.2 (Positive operator). Suppose A ∈ B(H). Then

(a) (Ax,x) ≥ 0 for every x ∈H if and only if
(b) A = A∗ and σ(A) ⊂ [0,∞),

where σ(A) is the spectrum of A, the set of complex numbers λ for which λI −A is
not invertible.

Definition 8.3 (Fractional power operators). The resolvent set ρ(A) of A is the set of
all complex numbers λ for which λI −A is invertible, i.e. (λI −A)−1 is a bounded linear
operator in H. The family R(λ ∶ A) = (λI −A)−1, λ ∈ ρ(A) of bounded linear operators is
called the resolvent of A.

Let A be a densely defined closed linear operator for which

(8.4) ρ(A) ⊃ Σ+ = {λ ∶ 0 < ω < ∣argλ∣ ≤ π} ∪ V
where V is a neighborhood of zero, and

∥R(λ ∶ A)∥ ≤ M

1 + ∣λ∣
for λ ∈ Σ+.

For an operator A satisfying Assumption (8.4) and α > 0 we define

(8.5) A−α = 1

2πi ∫C
z−α(A − zI)−1dz
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where the path C runs in the resolvent set of A from ∞e−iθ to ∞eiθ, ω < θ < π, avoiding
the negative real axis and the origin and z−α is taken to be positive for real positive values
of z. The integral (8.5) converges in the uniform operator topology for every α > 0 and
thus defines a bounded linear operator A−α.

Let A satisfy Assumption (8.4) with ω < π/2. For every α > 0 we define

(8.6) Aα = (A−α)−1.

For α = 0, Aα = I.

Theorem 8.4. Let Aα be defined as in (8.6), then it has the following properties:

(a) Aα is a closed operator with domain D(Aα) = R(A−α) = the range of A−α.
(b) α ≥ β > 0 implies D(Aα) ⊂D(Aβ).
(c) D(Aα) =H for every α ≥ 0.
(d) If α,β are real then

Aα+βx = Aα ⋅Aβx
for every x ∈D(Aγ) where γ = max(α,β,α + β).

Definition 8.5 (Semigroups generated by operators). Let X be a Banach space. A
one parameter family T (t), 0 ≤ t < ∞, of bounded linear operators from X into X is a
semigroup of bounded linear operators on X if

(a) T (0) = I, (I is the identity operator on X).
(b) T (t + s) = T (t)T (s) for every t, s ≥ 0.

A semigroup of bounded linear operators, T (t), is uniformly continuous if

(8.7) lim
t↓0

∥T (t) − I∥ = 0.

The linear operator A defined by

(8.8) D(A) = {x ∈X ∶ lim
t↓0

T (t)x − x
t

exists}

and

(8.9) Ax = lim
t↓0

T (t)x − x
t

= d
+T (t)x
dt

RRRRRRRRRRRt=0

for x ∈D(A)

is the infinitesimal generator of the semigroup T (t), D(A) is the domain of A.

Theorem 8.6. A linear operator A is the infinitesimal generator of a uniformly contin-
uous semigroup if and only if A is a bounded linear operator.

Theorem 8.7. Let T (t) be a uniformly continuous semigroup of bounded linear operators.
Then

(a) There exists a constant ω ≥ 0 such that ∥T (t)∥ ≤ eωt.
(b) There exists a unique bounded linear operator A such that T (t) = etA.
(c) The operator A in part (b) is the infinitesimal generator of T (t).

Definition 8.8. A semigroup T (t), 0 ≤ t < ∞, of bounded linear operators on X is a
strongly continuous semigroup if

(8.10) lim
t↓0

T (t)x = x for every x ∈X.
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A strongly continuous semigroup of bounded linear operators on X will be called a semi-
group of class C0 or simply a C0 semigroup.

Theorem 8.9. Let T (t) be a C0 semigroup. There exist constants ω ≥ 0 and M ≥ 1 such
that

(8.11) ∥T (t)∥ ≤Meωt for 0 ≤ t < ∞.

Definition 8.10. Condition (8.11) is called uniform boundness of the C0 semigroup T (t).
If moreover M = 1 it is called a C0 semigroup of contractions.

Theorem 8.11 (Hille-Yosida). A linear (unbounded) operator A is the infinitesimal gen-
erator of a C0 semigroup of contractions T (t), t ≥ 0 if and only if

(a) A is closed and D(A) =X.
(b) The resolvent set ρ(A) of A contains R+ and for every λ > 0

(8.12) ∥R(λ ∶ A)∥ ≤ 1

λ
.

Definition 8.12. Let ∆ = ⟨z ∶ ϕ1 < arg z < ϕ2, ϕ1 < 0 < ϕ2⟩ and for z ∈ ∆ let T (z) be a
bounded linear operator. The family T (z), z ∈ ∆ is an analytic semigroup in ∆ if

(a) z → T (z) is analytic in ∆.
(b) T (0) = I and limz→0,z∈∆ T (z)x = x for every x ∈X.
(c) T (z1 + z2) = T (z1)T (z2) for z1, z2 ∈ ∆.

Definition 8.13 (Interpolation space DA(θ, p)). If A generates a C0 semigroup T (t).
Then

(8.13) DA(θ, p) = {x ∈X ∶ t↦ ψ(t) = t−θ∥T (t)x − x∥ ∈ Lp∗(0,∞)}.

where Lp∗ is the weighted Lp space endowed with the norm

∥f∥Lp
∗
(0,∞) = (∫

∞

0
∣f(t)∣pdt

t
)

1/p
, ifp < ∞,

∥f∥L∞
∗
(0,∞) = ess sup

t∈(0,∞)
∣f(t)∣.

Definition 8.14 (Compact operators). Let X and Y be real Banach spaces. A bounded
linear operator

A ∶X → Y

is called compact provided for each bounded sequence {uk}∞k=1 ⊂X, the sequence {Auk}∞k=1

is precompact in Y ; that is, there exists a subsequence {ukj}∞j=1 such that {Aukj}∞j=1

converges in Y .

Theorem 8.15. Let H be a Hilbert space. If the operator A ∶ H → H is compact, so is
A∗ ∶H →H.
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8.2. Linear systems. We now assume the operator A to be negative definite and self-
adjoint. Let C ∶H →H be a bounded operator. Consider the controlled systems:

(8.14) ẏ = Ay + u, y(0) = x ∈H

(8.15) ÿ = Ay +Cẏ + u, y(0) ∈D(−A)1/2, ẏ(0) ∈H
Note that the second order equation (8.15) may be viewed as a system of two first order
equations:

(8.16) {v = ẏ
v̇ = Ay +Cẏ + u

or equivalently

(8.17) ż = Az + Bu,

where z = [y
ẏ
], A = [0 I

A C
], and B = [0

I
]. The operator A with domain D(A) ×D(−A)1/2

defines a C0-semigroup S(t) on H =D(−A)1/2 ×H.

Definition 8.16. The reachable set is the set of possible states RT which can be trans-
ferred to from the state 0 in T by all controls u(⋅) ∈ L2[0, T ;H]. If RT is the whole space,
the system is called exactly controllable. The system is called null controllable for T > 0
if any state a ∈H can be transferred back to state 0 in T .

Theorem 8.17 ( [7] Theorem 2.4). Suppose A is negative definite and self-adjoint, with
A−1 compact. If A generates an analytic semigroup on H, then the reachable set for (8.14)
is independent of time and is DA(1/2,2).

Proof. Let us choose and fix T > 0. We will show that the reachable set RT at time T for
system (8.14) is a subset of DA(1/2,2).
For this aim let us take an arbitrary element x which belongs RT . In other words, there
exist u ∈ L2(0, T ;H) such that

(8.18) x = y(T ),
where y ∶ [0, T ] →H is a mild solution of the following problem

(8.19) ẏ = Ay + u, y(0) = 0 ∈H.
By definition, a mild solution of (8.19) is given by formula

(8.20) y(t) = ∫
t

0
S(t − s)u(s)ds, t ∈ [0, T ].

Moreover, we have that

(8.21) y ∈W 1,2(0, T ;H) ∩L2(0, T ;D(A)).
Property (8.21) is the so called maximal regularity and it’s true under some quite general
properties of the operator A. In our case when A is a self-adjoint operator and negative
operator in H such that A−1 is compact, this property can be proved by direct calculations
using the ONB associated with A. Also, when A = ∆, this property can be shown by using
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the Fourier transform.
Then the assertion in the theorem follows directly from the definition of DA(1/2,2):

DA(1/2,2) ∶= {x ∈H ∶ ∃y ∈W 1,2(0, T ;H)

∩L2(0, T ;D(A)) ∶ y(T ) = x}.
(8.22)

�

Proof that y ∈W 1,2(0, T ;H) ∩L2(0, T ;D(A)). We first assume the domain to be (0,∞),
and u ∈ L2(0,∞;H) with compact support in (0,∞). Under the assumption that A = A∗,
−A ≥ 0, A−1 is compact, there exists an orthonormal basis {ej}∞j=1 in H such that

−Aej = λjej
with λj > 0, λj →∞ as j →∞. We can then decompose equation (8.19) in the form

∞
∑
j=1

ẏj(t)ej = −
∞
∑
j=1

λjyj(t)ej +
∞
∑
j=1

uj(t)ej.

Matching the coefficients for ej and taking into account yj(0) = 0 to get

yj(t) = ∫
t

0
e−λj(t−s)uj(s)ds,

and the estimate

∫
∞

0
∥Ay(t)∥2dt = ∫

∞

0

∞
∑
j=1

λ2
j ∣yj(t)∣2dt

=
∞
∑
j=1
∫

∞

0
∣∫

t

0
λje

−λj(t−s)uj(s)ds∣
2

dt

The last integral is the convolution ∥f ∗ g∥2
L2(0,∞;H) where

f(s) = { λje−λjs if s > 0

0 if s ≤ 0

and g(s) = uj(s). Apply Young’s theorem ∥f ∗ g∥Lr ≤ ∥f∥Lp∥g∥Lq with 1 + 1/r = 1/p + 1/q
when r = q = 2 to get

∫
∞

0
∥Ay(t)∥2dt ≤

∞
∑
j=1

∣∫
∞

0
λje

−λjsds∣
2

∫
∞

0
∣uj(s)∣2ds

= ∥u∥2
L2(0,∞;H).

Thus from equation (8.19) it follows that

∥ẏ∥L2(0,∞;H) ≤ ∥Ay∥L2(0,∞;H) + ∥u∥L2(0,∞;H) ≤ 2∥u∥L2(0,∞;H),

also

∫
∞

0
∥y(t)∥2dt ≤ ∫

∞

0
∥A−1Ay(t)∥2dt

≤ ∥A−1∥∫
∞

0
∥Ay(t)∥2dt

≤ C∥u∥2
L2(0,∞;H).
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The orthonormal basis {ej}∞j=1 in H can be normalized with respect to D(A) then the
above also holds in D(A). As a result y ∈W 1,2(0,∞;H) ∩L2(0,∞;D(A)).

Finally, it can be shown that the interval (0,∞) can be replaced by (0, T ), so that
u ∈ L2(0, T ;H). Set

ũ(t) = {u(t) t < T
0 t ≥ T

and solve

˙̃y = Aỹ + ũ, ỹ(0) = 0 ∈H

in the interval (0,∞), and choose

y(t) = {ỹ(t) t < T
0 t ≥ T

.

Then y is the solution to

ẏ = Ay + u, y(0) = 0 ∈H

in the interval (0, T ), and we have

∥Ay∥L2(0,T ;H) ≤ ∥Aỹ∥L2(0,∞;H) ≤ ∥ũ∥L2(0,∞;H) = ∥u∥L2(0,T ;H).

�

Theorem 8.18 ( [8] Theorem 3.1). Suppose A is negative definite and self-adjoint, with
A−1 compact.

(1) Equation (8.14) is null controllable for any T . The reachable space for (8.14) is inde-
pendent of time and is D((−A)1/2).

(2) Equation (8.15) is exactly controllable.

Proof of Theorem 8.18. Part (1). By the Lemma on p.208 of [30], null controllability in
this case is equivalent to

(8.23) ∫
T

0
∥S(r)x∥2dr ≥ k∥S(T )x∥2, x ∈H

for some constant k > 0. Assume for the moment the operator −A is invertible and
bounded, using the orthonormal basis for the decomposition of −A, we then have

⟨(e−2AT − I)x,x⟩ =
∞
∑
j=1

[e2λjT − 1]x2
j

≥
∞
∑
j=1

[2λjT ]x2
j = ⟨−2ATx,x⟩ ,

and e−2AT − I ≥ −2AT , or

(−2A)−1(I − e2AT ) ≥ Te2AT .
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The left hand side of the last inequality is equal to ∫
T

0 S(2r)dr by the calculation

[∫
T

0
S(2r)dr] (x) = [∫

T

0
e2rAdr] (x)

= ∫
T

0

∞
∑
j=1

e−2λjrxjejdr

=
∞
∑
j=1

1

2λj
(1 − e−2λjT )xjej

= [(−2A)−1(I − e2AT )](x),

therefore

(8.24) ∫
T

0
S(2r)dr ≥ TS(2T ),

and this is (8.23) for k = T because

⟨[∫
T

0
S(2r)dr] (x), x⟩ = ∫

T

0
⟨S(r)S(r)x,x⟩dr

= ∫
T

0
∥S(r)x∥2dr

since A is self-adjoint.
Note that

RT ∶= ∫
T

0
S(2r)dr = (−2A)−1(I − S(2T ))

and

(8.25) R
1/2
T = (I − S(2T ))1/2((−2A)1/2)−1.

Since the operator (I − S(2T ))1/2 transforms D((−A)1/2) onto D((−A)1/2) for all T the
second assertion of Part (1) holds. �

Claim 8.19. The operator (I − S(2T ))1/2 transforms D((−A)1/2) onto D((−A)1/2).

Proof of Claim 8.19 . Take x ∈D((−A)1/2) so that ∥x∥2 = ∑∞
j=1 λjx

2
j < ∞, then

∥(I − S(2T ))1/2(x)∥2 =
∞
∑
j=1

λjx
2
j(1 − e−2λjT ) ≤

∞
∑
j=1

λjx
2
j < ∞.

Therefore the operator maps into D((−A)1/2). To show it is also onto, take any y ∈
D((−A)1/2), and set xj = (1 − e−2λjT )−1/2yj, so that (I − S(2T ))1/2x = y, and

∞
∑
j=1

λjx
2
j =

∞
∑
j=1

λj(1 − e−2λjT )−1y2
j

≤ sup(1 − e−2λjT )−1
∞
∑
j=1

λjy
2
j < ∞,

provided {λj}∞j=1 is increasing and strictly positive. Hence (I −S(2T ))1/2 is also onto. �
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Proof of Theorem 8.18. Part (2). Without loss of generality assume C = 0. We first find
the form of the semigroup S(t) generated by A. Consider the uncontrolled equation

(8.26) ÿ = Ay,
decompose using the orthonormal basis to get

d2yj
dt2

= −λjyj(t) j = 1,2, . . . .

each of those has a fundamental solution of the form

yj = α cos(
√
λjt) + β sin(

√
λjt).

Determine α and β by the initial conditions yj(0) = y0,j, ẏj(0) = y1,j, so that

yj = y0,j cos(
√
λjt) +

y1,j√
λj

sin(
√
λjt)

ẏj = −y0,j

√
λj sin(

√
λjt) + y1,j cos(

√
λjt)

or in the compact form

zj(t) =
⎡⎢⎢⎢⎢⎣

cos(
√
λjt) 1√

λj
sin(

√
λjt)

−
√
λj sin(

√
λjt) cos(

√
λjt)

⎤⎥⎥⎥⎥⎦
[y0,j

y1,j
] .

By comparison with z(t) = S(t) [ y0y1 ] we deduce

(8.27) S(t) = [
cos(

√
−At) 1√

−A sin(
√
−At)

−
√
−A sin(

√
−At) cos(

√
−At)

] ,

where each of the four operators define the operations

(8.28) cos(
√
−At)x =

∞
∑
j=1

cos(
√
λjt)xjej D(−A)1/2 →D(−A)1/2

(8.29)
1√
−A

sin(
√
−At)x =

∞
∑
j=1

1√
λj

sin(
√
λjt)xjej H →D(−A)1/2

(8.30) −
√
−A sin(

√
−At)x =

∞
∑
j=1

−
√
λj sin(

√
λjt)xjej D(−A)1/2 →H

(8.31) cos(
√
−At)x =

∞
∑
j=1

cos(
√
λjt)xjej H →H

And so S(t) maps H =D(−A)1/2 ×H into itself. Also because each of its four components
are linear, S is itself linear. To show that it is also bounded, take z = (x, y) ∈ H, so that

∥S(t)z∥2
H = ∥ cos(

√
−At)x + 1√

−A
sin(

√
−At)y∥2

D(−A)1/2

+ ∥ −
√
−A sin(

√
−At)x + cos(

√
−At)y∥2

H

= ∥(−A)1/2x∥2
H + ∥y∥2

H

= ∥z∥2
H.
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By the addition formulas for the sine and cosine functions,

[
cos(

√
−A(t1 + t2)) 1√

−A sin(
√
−A(t1 + t2))

−
√
−A sin(

√
−A(t1 + t2)) cos(

√
−A(t1 + t2))

]

= [ cos(
√
−At1) 1

√

−A
sin(

√
−At1)

−
√
−A sin(

√
−At1) cos(

√
−At1)

] ⋅ [ cos(
√
−At2) 1

√

−A
sin(

√
−At2)

−
√
−A sin(

√
−At2) cos(

√
−At2)

]

= [ cos(
√
−At2) 1

√

−A
sin(

√
−At2)

−
√
−A sin(

√
−At2) cos(

√
−At2)

] ⋅ [ cos(
√
−At1) 1

√

−A
sin(

√
−At1)

−
√
−A sin(

√
−At1) cos(

√
−At1)

] ,

it follows that S(t1 + t2) = S(t1)S(t2) = S(t2)S(t1). Moreover observe that S(0) is the
identity operator, and the mapping t → S(t)z from [0,∞) to H is continuous. Hence we
have shown that the above defined family of bounded linear operators {S(t)}t≥0 is indeed
the semigroup generated by A.

To continue with the proof, recall the mild form of solution to the controlled system
(9.34) to be

z(t) = S(t)z0 + ∫
t

0
S(t − s)Bu(s)ds,

and thus the reachable space RT = {z(T ) ∶ z0 = 0} is determined by the operator

ΛT = ∫
T

0
S(T − s)Bds L2[0, T ;U] → H.

To show RT = H it is sufficient to prove ImΛT ⊃ H, this by the lemma in [30] p.208 is
equivalent to showing

(8.32) ∥Λ∗
T z∥L2[0,T ;U] ≥ c∥z∥H

for every z ∈ H and some c > 0. To determine the left hand side of (8.32), we first find the
forms of S∗(t) and B∗ since

Λ∗
T (s) = B∗S∗(T − s).

Take z1 = [ x1y1 ] , z2 = [ x2y2 ] in H, and compute

⟨S(t)z1, z2⟩ = ⟨[
cos(

√
−At) 1√

−A sin(
√
−At)

−
√
−A sin(

√
−At) cos(

√
−At)

] [x1

y1
] , [x2

y2
]⟩
H

= ⟨
√
−A cos(

√
−At)x1 + sin(

√
−At)y1,

√
−Ax2⟩

H

+ ⟨−
√
−A sin(

√
−At)x1 + cos(

√
−At)y1, y2⟩

H

= ⟨
√
−Ax1,

√
−A cos(

√
−At)x2 − sin(

√
−At)y2⟩

+ ⟨y1,
√
−A sin(

√
−At)x2 + cos(

√
−At)y2⟩

= ⟨[x1

y1
] , [

cos(
√
−At) − 1√

−A sin(
√
−At)√

−A sin(
√
−At) cos(

√
−At)

] [x2

y2
]⟩
H

= ⟨z1,S(−t)z2⟩ ,
similarly

⟨Bu, z⟩ = ⟨[0
I
]u, [x

y
]⟩
H
= ⟨u, y⟩H = ⟨u, [0 I] [x

y
]⟩

H

.
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Therefore S∗(t) = S(−t), B∗ = B⊺, and hence

∥Λ∗
T z∥L2[0,T ;U]

= ∫
T

0
∥B∗S∗(t)z∥2

Udt

= ∫
T

0
∥[

√
−A sin(

√
−At) cos(

√
−At)] [x

y
]∥

2

U

dt

= ∫
T

0
{
∞
∑
j=1

λj sin2(
√
λjt)x2

j + 2
∞
∑
j=1

√
λj sin(

√
λjt} cos(

√
λjt)xjyj

+
∞
∑
j=1

cos2(
√
λjt)y2

j )dt

= 1

2
{
∞
∑
j=1

λj
⎛
⎝
T −

sin(2
√
λjT )

2
√
λj

⎞
⎠
x2
j +

∞
∑
j=1

⎛
⎝
T +

sin(2
√
λjT )

2
√
λj

⎞
⎠
y2
j

+
∞
∑
j=1

(1 − cos(2
√
λjT ))xjyj}.

In view of (8.32) it is sufficient to show that there exists c > 0 such that for all [ xy ] ∈ H,

∞
∑
j=1

λj
⎛
⎝
T − c −

sin(2
√
λjT )

2
√
λj

⎞
⎠
x2
j +

∞
∑
j=1

⎛
⎝
T − c +

sin(2
√
λjT )

2
√
λj

⎞
⎠
y2
j

+
∞
∑
j=1

(1 − cos(2
√
λjT ))xjyj ≥ 0.

(8.33)

For this consider the inequality

α∥x∥2 + β∥y∥2 + γ ⟨x, y⟩ ≥ (
√
α∥x∥ −

√
β∥y∥)2 + (2

√
αβ − ∣γ∣)∥x∥∥y∥ ≥ 0

which holds whenever γ2 ≤ 4αβ,α,β ≥ 0. Applying the inequality to each individual term
in the sums (8.33) to obtain

λj
⎛
⎝
T − c −

sin(2
√
λjT )

2
√
λj

⎞
⎠
≥ 0

⎛
⎝
T − c +

sin(2
√
λjT )

2
√
λj

⎞
⎠
≥ 0

and

(1 − cos(2
√
λjT ))2 ≤ 4λj

⎧⎪⎪⎨⎪⎪⎩
(T − c)2 −

⎛
⎝

sin(2
√
λjT )

2
√
λj

⎞
⎠

2⎫⎪⎪⎬⎪⎪⎭
for all λj. All three conditions then reduce to

RRRRRRRRRRR

sin(2
√
λjT )

2
√
λj

RRRRRRRRRRR
≤ T − c

Then we can choose T and c small enough so that the inequality holds for all j. Thus we
have shown the system (8.15) is exactly controllable for small T . �
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Theorem 8.20 ( [7] Theorem 2.3). (1) Assume that the operator A is negative definite
and self-adjoint, then for the system (8.14)

E∞(0, b) = {2∥(−A)1/2b∥2 if b ∈D((−A)1/2)
∞ otherwise

(2) If in addition the operator C is negative definite, bounded, self-adjoint and that
(−C)1/2 commutes with (−A)1/2, then for the system (8.15)

E∞ ([0
0
] , [a

b
]) = 2∥(−C)1/2(−A)1/2a∥2 + 2∥(−C)1/2b∥2, [a

b
] ∈ H.

Proof.
(1) By formula (8.25)

(R1/2
T )−1 = (−2A)1/2(I − S(2T ))−1/2,

and we have for b ∈D(−A)1/2

E∞(0, b) = lim
T→∞

∥(R1/2
T )−1b∥2

H

= lim
T→∞

∥(−2A)1/2(I − S(2T ))−1/2b∥2
H

= ∥(−2A)1/2b∥2.

On the other hand if E∞(0, b) < ∞, there exists T > 0 such that

∥(R1/2
T )−1b∥ < ∞,

or

(I − S(2T ))−1/2b ∈D(−A)1/2

which by theorem 8.18 implies b ∈D(−A)1/2.
(2) Recall that the operator R = limT→∞RT satisfies the Liapunov equation:

(8.34) 2 ⟨RA∗x,x⟩ + ⟨BB∗x,x⟩ = 0, x ∈D(A∗).

Let us first consider the function

V (y, ẏ) = ∥ẏ∥2 − ⟨ẏ, Cy⟩ + 1

2
∥Cy∥2 + ∥(−A)1/2y∥2

If y(0) ∈D(A), ẏ(0) ∈D((−A)1/2) then along the solution of (8.15) with u = 0 we have

dV

dt
(y, ẏ) = 2 ⟨ẏ, ÿ −Ay⟩ − ⟨ẏ, Cẏ⟩ + ⟨Cy,Cẏ − ÿ⟩

= −∥(−C)1/2ẏ∥2 − ∥(−C)1/2(−A)1/2y∥2.

Thus V (⋅, ⋅) is a Liapunov function for the uncontrolled system and so A generates an
exponentially stable semigroup.

Then we show that when C = 0, A = [0 I
A 0

] is skew-selfadjoint, i.e.

A∗ = −A and D(A∗) =D(A).
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For D(A) ⊂D(A∗), since A is skew-symmetric, or

⟨Ax, y⟩H = ⟨(x2,Ax1), (y1, y2)⟩H
= ⟨(−A)1/2x2, (−A)1/2y1⟩ + ⟨Ax1, y2⟩
= − ⟨(−A)1/2x1, (−A)1/2y2⟩ − ⟨x2,Ay1⟩
= − ⟨(x1, x2), (y2,Ay1)⟩H
= − ⟨x,Ay⟩H

for all x, y ∈D(A). Fix any y and then

∣ ⟨Ax, y⟩ ∣ = ∣ ⟨x,Ay⟩ ∣ ≤ ∥Ay∥∥x∥,

so the mapping D(A) ∋ x→ ⟨Ax, y⟩ ∈ R is continuous, and y ∈D(A∗) by definition.

The general case follows from the addition of the operator C̃ = [0 0
0 C

], which is bounded

and symmetric and therefore self-adjoint. In this case

A∗ = [ 0 −I
−A 0

] + [0 0
0 C

] = [ 0 −I
−A C

] .

Now we can show that the unique solution of (8.34) is

R = 1

2
[C

−1 0
0 C−1] .

Let [a
b
] ∈D(A∗), then A∗ [a

b
] = [ −b

−Aa +Cb] . Since (−A)1/2a ∈D((−A)1/2),

⟨b, b⟩ + 2 ⟨RA∗ [a
b
] , [a

b
]⟩

= ⟨(−A)1/2C−1b, (−A)1/2a⟩ − ⟨C−1(−Aa) + b, b⟩ + ⟨b, b⟩
= − ⟨C−1b,Aa⟩ + ⟨C−1Aa, b⟩ = 0

Hence, for arbitrary [a
b
] ∈ H,

∥(R1/2)−1 [a
b
] ∥2 = ∥

√
2 [(−C)1/2 0

0 (−C)1/2] [
a
b
] ∥2

= 2∥(−C)1/2(−A)1/2a∥2 + 2∥(−C)1/2b∥2.

�

8.3. Nonlinear systems. Having introduced the basics from the linear case, it is time
to bring forward the corresponding results for nonlinear systems. We choose to omit the
part concerning parabolic systems because it has been treated in detail in [7], and also
because the hyperbolic systems contain results that are closer to our purpose, namely of
applications to nonlinear wave equations.
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Consider the equation

ÿ(t) = Ay(t) −U ′(y(t)) − βẏ(t) + u(t),
y(0) = a0, ẏ(0) = b0

(8.35)

with the following array of assumptions:

(i) A is a negative definite operator on the Hilbert Space H.
(ii) U is a functional from V =D((−A)1/2) into R+ of class C1, U(0) = 0, DU(0) = 0.
(iii) There exists a mapping U ′ ∶ V →H, Lipschitz on bounded sets such that

DU(x;h) = ⟨U ′(x), h⟩ , for allx,h ∈ V,
where DU(x;h) denotes the value of the Frechet derivatives at x in the direction h.

(iv) β is a positive constant.
(v) a0 ∈D(−A)1/2 and b0 ∈H, u ∈ L2(0, T ;H)

We take as an example of a system satisfying those assumptions:

Example 8.1 ( [7] Example 3.5). Let A = d2

dx2 , D(A) = H1
0(0, L) ∩H2(0, L). Moreover,

we set H1
0(0, L) = {u ∈H1(0, L);u(0) = u(L) = 0}. Then V =D(−A)1/2 =H1

0(0, L).
Assume that φ is a real valued nonnegative function of class C2, with φ(0) = 0, φ′(0) = 0.

Define

U(x) = ∫
L

0
φ(x(s))ds, x ∈ V,

Now we verify assumption (ii) for U .
It is clear that U is well-defined since x ∈ C([0, L]) by the Sobolev embedding. U is also

continuous, since if xn → x0 in V , by the Sobolev embedding the convergence is uniform
on [0, L]. Since φ is continuous, φ(xn) → φ(x0) uniformly on [0, L] so U(xn) → U(x0) in
R.

Claim 8.21. U is Frechet differentiable, and

DU(a, x) = ∫
L

0
φ′(a(s))x(s)ds

at a ∈ V in the direction x ∈ V .

Proof. Let us choose and fix a ∈ V . Let the bounded operator DU(a, ⋅) ∶ V → R be defined
as above, and we wish to show

∣U(a + x) −U(a) −A(x)∣ = o(∥x∥V ).
Substituting definitions

LHS ≤ ∫
L

0
∣φ(a(s) − x(s)) − φ(a(s)) − φ′(a(s))x(s)∣ds

≤ ∫
L

0
∫

1

0
∣φ′(a(s) + rx(s)) − φ′(a(s))∣∣x(s)∣drds

≤ C∥x∥V ∫
L

0
∫

1

0
∣φ′(a(s) + rx(s)) − φ′(a(s))∣drds

where the second inequality follows from the mean value theorem. By the uniform conti-
nuity of φ′ on bounded sets, the integrand above is small provided ∣x(s)∣ or ∥x∥V is small,
hence the differentiability follows. �
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Similarly the uniform continuity of φ′ on bounded sets implies that U is of C1 class, i.e.

V ∋ a→DU(a, ⋅) ∈ L(V,R)
is continuous. Assumption (ii) is thus verified. And it is clear that the mapping U ′ in
assumption (iii) should take the form V ∋ a(s) → φ′(a(s)) ∈H = L2(0, L).

Claim 8.22. The mapping U ′ ∶ V →H is Lipschitz on bounded sets.

Proof. Take a, b ∈ V with ∥a∥V , ∥b∥V ≤ R, by Sobolev embedding, there is C > 0 such that
∥a∥L∞(0,L), ∥b∥L∞(0,L) ≤ CR. Then

∥U ′(a) −U ′(b)∥2
H = ∫

L

0
∣φ′(a(x)) − φ′(b(x))∣2dx

≤ sup
∣y∣≤CR

∣φ′′(y)∣2∫
L

0
∣a(x) − b(x)∣2dx

≤ C ′∥a − b∥2
H .

�

In the following we denote by z[
a
b ](⋅) the solution of the uncontrolled system:

z̈ = Az −U ′(z) − βż,
z(0) = a ∈D(−A)1/2, ż(0) = b ∈H.

(8.36)

Lemma 8.23. With assumptions (i)-(v), the following identity holds:

1

2 ∫
T

0
∥u(s)∥2ds = 1

2 ∫
T

0
∥u(s) − 2βẏ(s)∥2ds(8.37)

+ β[∥(−A)1/2y(T )∥2 + 2U(y(T )) + ∥ẏ(T )∥2

− ∥(−A)1/2y(0)∥2 − 2U(y(0)) − ∥ẏ(0)∥2].

Proof. To prove (8.37) observe that U is of C1 class and is defined for all D(−A)1/2.
Therefore if u(⋅) is in C1(0, T ;D(A))

1

2 ∫
T

0
∥u(s)∥2ds = 1

2 ∫
T

0
∥u(s) − 2βẏ(s) + 2βẏ(s)∥2ds

= 1

2 ∫
T

0
∥u(s) − 2βẏ(s)∥2ds

+ 2∫
T

0
⟨u(s) − 2βẏ(s), βẏ(s)⟩ + ⟨βẏ(s), βẏ(s)⟩ds

and by equation (8.35)

2∫
T

0
⟨u(s) − βẏ(s), βẏ(s)⟩ds

= 2∫
T

0
⟨ÿ(s) −Ay(s) +U ′(y(s)), βẏ(s)⟩ds

= β ∫
T

0

d

dt
(∥(−A)1/2y(t)∥2 + 2U(y(t)) + ∥ẏ(t)∥2)dt.
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By approximating functions in W 1,2(0, T ;H)∩L2(0, T ;D(A)) like in the proof of theorem
8.17 we get (8.37).

�

Theorem 8.24 ( [7] Theorem 3.7). Suppose A is negative definite and self-adjoint. As-
sume that the assumptions (i)-(v) hold, If [ ab ] ∈ H and

z[
a
b ](t) → 0 in H as t→∞ ,

then

(8.38) E∞ ([0
0
] , [a

b
]) = β[∥(−A)1/2a∥2 + 2U(a) + ∥b∥2],

where H =D(−A)1/2 ×H.

Proof. To obtain formula (8.38), observe that y(t) = z(T − t) is a solution of (8.35) when
u(t) = 2βẏ(t), which cancels the first term on the right side of (8.37). Then

ET ([z
[ab ](T )
ż[
a
b ](T )

] , [a
b
]) = ET ([y(0)

ẏ(0)] , [
y(T )
ẏ(T )])

≤ β[∥(−A)1/2a∥2 + 2U(a) + ∥b∥2

− ∥(−A)1/2z[
a
b ](T )∥2 − 2U(z[

a
b ](T )) − ∥ż[

a
b ](T )∥2]

Since by assumption z[
a
b ](t) → 0 as t→∞ in H,

(8.39) E∞ ([0
0
] , [a

b
]) ≤ β[∥(−A)1/2a∥2 + 2U(a) + ∥b∥2].

And since the opposite inequality follows from (8.37) we get (8.38).
�

In the last theorem there is a key assumption

z[
a
b ](t) → 0 in H as t→∞ ,

where
H =D(−A)1/2 ×H,

now we show in which conditions this can be true.
Recall the form of the equation to which z[

a
b ](t) is solution to:

z̈ = Az −U ′(z) − βż,
z(0) = a ∈D(−A)1/2, ż(0) = b ∈H.

(8.40)

or in the more general form

z̈ = Az −U ′(z) − βż + g(t),
z(0) = a ∈D(−A)1/2, ż(0) = b ∈H.

(8.41)

where

(8.42) g ∈ L2(0,∞;H),
or in the compact matrix form

(8.43) v̇ =Mv(t) + F(v(t)) − βK(v(t)) +G(t)
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where

z[
a
b ](t) = v = [z

ż
] ,(8.44)

M= [0 I
A 0

](8.45)

and

F(v) = −[ 0
U ′(z)] , K(v) = [0

ż
] , G(t) = [ 0

g(t)](8.46)

Theorem 8.25. Suppose A is negative definite and self-adjoint. Assume also that condi-

tion (8.42) holds. If U ≥ 0 and z[
a
b ](t) is a solution to (8.43), then

(8.47) z[
a
b ](t) → 0 in H as t→∞.

Proof of Theorem 8.25. Consider the operator P ∶ H → H defined in the matrix form by

P = [β
2A−1 + 2I βA−1

βI 2I
]

which according to [4] is self-adjoint isomorphism of H and which satisfies

∥P∥−1
L(H) ⟨Pv, v⟩H ≤ ∥v∥2

H ≤ ⟨Pv, v⟩H(8.48)

⟨Kv,Pv⟩H = 2∥ż∥2(8.49)

⟨Mv,Pv⟩H = −β∥Az∥2
H + β2 ⟨z, ż⟩ + β∥ż∥2(8.50)

Next define the Liapunov function Φ ∶ H → [0,∞) as

(8.51) Φ(v) = 1

2
⟨Pv, v⟩ + 1

2
U(z)

Then we have [4] for t ≥ s ≥ 0,

Φ(v(t))eλt ≤Φ(v(s))eλs + ∫
t

s
eλr {λΦ(v(r)) − β∥v(r)∥2 − βU(z)}dr

+ ∫
t

s
eλr ⟨βz(r) + 2ż(r), g(r)⟩dr

(8.52)

We calculate the braced term

λΦ(v) − β∥v∥2
H − βU(z) ≤ (λ

2
Cp − β) ∥v∥2 + (λ

2
− β)U(z)

where Cp ∶= ∥P∥L(H).
and

∣ ⟨βz(r) + 2ż(r), g(r)⟩ ∣ ≤ ε∣z∣2 + β

4ε2
∣g(r)∣2 + ε∣ż∣2 + 1

ε
∣g(r)∣2

= ε(∣z∣2 + ∣ż∣2) + ( β

4ε2
+ 1

ε
) ∣g(r)∣2

≤ ε∥v∥2 + ( β

4ε2
+ 1

ε
) ∣g(r)∣2

(8.53)
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since

∥v∥2
H = ∣z∣2H1 + ∣ż∣2L2 ≥ ∣z∣2L2 + ∣ż∣2L2 .

So we have

Φ(v(t))eλt ≤Φ(v(s))eλs + ∫
t

s
eλr {(λ

2
Cp − β + ε) ∥v∥2 + (λ

2
− β)U(z) + ( β

4ε2
+ 1

ε
) ∣g(r)∣2}dr

(8.54)

Now choose λ and ε small so that

λ
2Cp − β + ε < −

β
2 and λ

2 − β < −β2 ,

combining property (8.48) of the operator P we then have

Φ(v(t))eλt ≤Φ(v(s))eλs − γ ∫
t

s
eλrΦ(v(r))dr + ∫

t

s
eλrCε∣g(r)∣2dr(8.55)

where γ = βδ for δ = min(C−1
p ,1).

Provided U ≥ 0 we can omit the term with γ on the right hand side since it is nonneg-
ative, to obtain

Φ(v(t)) ≤Φ(v(s))e−λ(t−s) +Cε∫
t

s
e−λ(t−r)∣g(r)∣2dr(8.56)

The first term on the right goes to zero when t→∞, we show the second term behave in
the same way as follows.

Fix s > 0 and define

k(t) = {e
−λt t ≥ 0

0 t < 0

φ(t) = {∣g(t)∣
2 t ≥ s

0 t < s
then we have

(k ⋆ φ)(t) = ∫
t

s
e−λ(t−r)∣g(r)∣2dr.

so that (k ⋆ φ)(t) ∈ L∞(0,∞) because g ∈ L2(0,∞).
Define the bounded linear operator Λ(φ) = k ⋆ φ so that

Λ ∶X ∶= L1(0,∞) → L∞(0,∞) ∶= Y,
also define

Y0 = {u ∶ R+ → R continuous, vanishing at ∞}
i.e. for all ε > 0, there is Kε > 0 such that ∣u(t)∣ ≤ ε, when t ≥Kε.

So we have Y0 as a closed subset of Y , because when we have a sequence {uk}∞k=1 ∈ Y0

so that uk → u in Y = L∞(0,∞) the convergence is uniform so u is also continuous. It
vanishes at infinity since each of uk is such.

Also X0 ∶= C∞
c (0,∞) is dense in X = L1(0,∞) by the Sobolev embedding theorem.

Finally if φ ∈X0 then Λ(φ) ∈ Y0. Since then suppφ ∈ (a, b) for s < a < b and

∣(k ⋆ φ)(t)∣ ≤ Ce−λt∫
b

a
eλrdr → 0 for t→∞,
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and since for any t0 ∈ (0,∞),

∣(k ⋆ φ)(t0 + h) − (k ⋆ φ)(t0)∣ = ∣e−λh∫
t0+h

s
e−λ(t0−r)∣g(r)∣2dr − ∫

t0

s
e−λ(t0−r)∣g(r)∣2dr∣ → 0,

as h→ 0.
Combining the above properties, if we have x ∈ X, there is a sequence {xk} ∈ X0 and

xk → x, Λ(xk) → Λ(x) in Y and in particular in Y0. Therefore Λ(x) ∈ Y0, which is what
we aim to prove.

Therefore

z[
a
b ](t) → 0 in H as t→∞ ,

always holds provided only U is nonnegative.
�

9. Applications

In this last section we combine the tools from section 7 and 8 to conclude that the
quasipotential formula is valid for the equation we started our journey with, i.e.

(9.1) utt −∆u + u∣u∣p−1 = 0 inRn ×R

after some modifications and generalisations. The presentation will be swift since most
arguments have their core already explained above.

Preliminary material on the definition of weak solutions has been chosen from [10].

Definition 9.1 (Weak derivative). Let U be an open set in Rn. Suppose u, v ∈ L1
loc(U)

and α is a multiindex. We say that v is the αth-weak partial derivative of u, written

Dαu = v,

provided

(9.2) ∫
U
uDαφdx = (−1)∣α∣∫

U
vφdx

for all test functions φ ∈ C∞
c (U).

Lemma 9.2. A weak αth-partial derivative of u, if it exists, is uniquely defined up to a
set of measure zero.

Definition 9.3 (Sobolev space). The Sobolev space

W k,p(U)

consists of all locally summable functions u ∶ U → R such that for each multiindex α with
∣α∣ ≤ k, Dαu exists in the weak sense and belongs to Lp(U).

Remark 9.4. (a) If p = 2, we usually write

Hk(U) =W k,2(U) (k = 0,1, . . . ).

Hk(U) is a Hilbert space, with H0(U) = L2(U).
(b) We henceforth identify functions in W k,p(U) which agree a.e.
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Definition 9.5. If u ∈W k,p(U), we define its norm to be

∥u∥Wk,p(U) ∶=
⎧⎪⎪⎨⎪⎪⎩

(∑∣α∣≤k ∫U ∣Dαu∣pdx)1/p (1 ≤ p < ∞)
∑∣α∣≤k ess supU ∣Dαu∣ (p = ∞).

Let {um}∞m=1, u ∈W k,p(U). We say um converges to u in W k,p(U), written

um → u in W k,p(U),
provided

lim
m→∞

∥um − u∥Wk,p(U) = 0.

We denote by

W k,p
0 (U)

the closure of C∞
c (U) in W k,p(U). It is customary to write

Hk
0 (U) =W k,2

0 (U).

Definition 9.6 (The space H−1). We denote by H−1(U) the dual space to H1
0(U). We

use ⟨ , ⟩ to denote the pairing between H−1(U) and H1
0(U). If f ∈ H−1(U), define the

norm
∥f∥H−1(U) ∶= sup{⟨f, u⟩ ∣u ∈H1

0(U), ∥u∥H1
0(U) ≤ 1} .

Theorem 9.7. (1) Assume f ∈ H−1(U). Then there exist functions f 0, f 1, . . . , fn in
L2(U) such that

(9.3) ⟨f, v⟩ = ∫
U
f 0v +

n

∑
i=1

f ivxidx (v ∈H1
0(U)).

(b) Furthermore,

∥f∥H−1(U) = inf

⎧⎪⎪⎨⎪⎪⎩
(∫

U

n

∑
i=0

∣f i∣2dx)
1/2

∶ f satisfies (9.3) for f 0, . . . , fn ∈ L2(U)
⎫⎪⎪⎬⎪⎪⎭
.

(c) In particular, we have
(v, u)L2(U) = ⟨v, u⟩

for all u ∈H1
0(U), v ∈ L2(U) ⊂H−1(U).

We write f = f 0 −∑ni=1 f
i
xi

whenever (9.3) holds.

Definition 9.8. The space
Lp(0, T ;X)

consists of all strongly measurable functions u ∶ [0, T ] →X with

∥u∥Lp(0,T ;X) ∶= (∫
T

0
∥u(t)∥pdt)

1/p
< ∞

for 1 ≤ p < ∞ and
∥u∥L∞(0,T ;X) ∶= ess sup

0≤t≤T
∥u(t)∥ < ∞.

Let u ∈ L1(0, T ;X). We say v ∈ L1(0, T ;X) is the weak derivative of u, written

u′ = v,
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provided

∫
T

0
φ′(t)u(t)dt = −∫

T

0
φ(t)v(t)dt

for all scalar test functions φ ∈ C∞
c (0, T ).

The Sobolev space

W 1,p(0, T ;X)
consists of all functions u ∈ Lp(0, T ;X) such that u′ exists in the weak sense and belongs
to Lp(0, T ;X). Furthermore,

∥u∥W 1,p(0,T ;X) ∶=
⎧⎪⎪⎨⎪⎪⎩

(∫
T

0 ∥u(t)∥p + ∥u′(t)∥pdt)
1/p

(1 ≤ p < ∞)
ess sup0≤t≤T (∥u(t)∥ + ∥u′(t)∥) (p = ∞).

We write H1(0, T ;X) =W 1,2(0, T ;X).

Definition 9.9 (Hyperbolic equations). Write UT = U × (0, T ], where T > 0 and U ⊂ Rn

is an open, bounded set. Consider the initial/boundary-value problem

(9.4)

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

utt +Lu = f in UT
u = 0 on ∂U × [0, T ]

u = g, ut = h on U × {t = 0},

where f ∶ UT → R, g, h ∶ U → R are given, and u ∶ ŪT → R is the unknown, u = u(x, t).
The symbol L denotes for each time t a second-order partial differential operator, having
either the divergence form

(9.5) Lu = −
n

∑
i,j=1

(aij(x, t)uxi)xj +
n

∑
i=1

bi(x, t)uxi + c(x, t)u

(9.6) Lu = −
n

∑
i,j=1

aij(x, t)uxixj +
n

∑
i=1

bi(x, t)uxi + c(x, t)u

for given coefficients aij, bi, c (i, j = 1, . . . , n).

If aij = δij, bi = c = 0, then L = −∆.

Definition 9.10. We say the partial differential operator ∂2

∂t2 +L is (uniformly) hyperbolic
if there exists a constant θ > 0 such that

n

∑
i,j=1

aij(x, t)ξiξj ≥ θ∣ξ∣2

for all (x, t) ∈ UT , ξ ∈ Rn.

Definition 9.11 (Weak solutions). Assume L to be of divergence form (9.5), we look for
an appropriate notion of weak solution for problem (9.4). We will initially suppose that

aij, bi, c ∈ C1(ŪT ) (i, j = 1, . . . , n),

f ∈ L2(UT ),
g ∈H1

0(U), h ∈ L2(U)
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and always assume aij = aji (i, j = 1, . . . , n). Also define the time-dependent bilinear form

(9.7) B[u, v; t] ∶= ∫
U

n

∑
i,j=1

aij(⋅, t)uxivxj +
n

∑
i=1

bi(⋅, t)uxiv + c(⋅, t)uvdx

for u, v ∈H1
0(U) and 0 ≤ t ≤ T .

We begin by supposing u = u(x, t) to be a smooth solution of (9.4) and define the
associated mapping

u ∶ [0, T ] →H1
0(U),

by
[u(t)](x) ∶= u(x, t) (x ∈ U,0 ≤ t ≤ T ).

We similarly introduce the function

f ∶ [0, T ] → L2(U)
defined by

[f(t)](x) ∶= f(x, t) (x ∈ U,0 ≤ t ≤ T ).
Now fix any function v ∈H1

0(U), multiply the PDE Utt +Lu = f by v. and integrate by
parts to obtain the identity

(9.8) (u′′, v) +B[u, v; t] = (f , v)
for 0 ≤ t ≤ T , where ( , ) denotes the inner product in L2(U). Also we see from the PDE
Utt +Lu = f that

utt = g0 +
n

∑
j=1

gjxj

for g0 ∶= f −∑ni=1 b
iuxi − cu and gj ∶= ∑ni=1 a

ijuxi(j = 1, . . . , n). This suggests that we should
look for a weak solution u with u′′ ∈H−1(U) for a.e. 0 ≤ t ≤ T and then interpret the first
term of (9.8) as ⟨u′′, v⟩, ⟨ , ⟩ denoting as usual the pairing between H−1(U) and H1

0(U).

Definition 9.12. We say a funtion

u ∈ L2(0, T ;H1
0(U)),u′ ∈ L2(0, T ;L2(U)),u′′ ∈ L2(0, T ;H−1(U))

is a weak solution of the hyperbolic initial/boundary-value problem (9.4) provided

⟨u′′, v⟩ +B[u, v; t] = (f , v)
for each v ∈H1

0(U) and a.e. time 0 ≤ t ≤ T and

u(0) = g,u′(0) = h.

Definition 9.13. For the mildly quasilinear initial-value problem

(9.9) {utt −∆u + f(Du,ut, u) = 0 in Rn × (0, T ]
u = g, ut = h on Rn × {t = 0}.

We say that a function u ∈ L2(0, T ;H1
loc(Rn)), with u′ ∈ L2(0, T ;L2

loc(Rn)) and u′′ ∈
L2(0, T ;H−1

loc(Rn)) is a weak solution of the initial-value problem (9.9) provided u(0) =
g,u′(0) = h,

f ∶= −f(Du,u′,u) ∈ L2(0, T ;L2
loc(Rn)),

and
⟨u′′, v⟩ +B[u, v] = (f , v)
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for each v ∈ H1(Rn) with compact support and a.e. time 0 ≤ t ≤ T . Here B[u, v] ∶=
∫Rn Du ⋅Dvdx.

Theorem 9.14. The initial value problem

utt −∆u +m2u + ∣u∣p−1u = f(x, t) Rn × (0,∞)
u = g, ut = h t = 0

(9.10)

admits of a weak solution u for every T > 0, with

u ∈ L2
loc((0, T ) ×Rn) ∩L∞((0, T );H1(Rn)), u′ ∈ L∞(0, T ;L2(Rn))(9.11)

provided

g ∈H1(Rn) ∩Lp(Rn), h ∈ L2(Rn), f ∈ L2(0, T ;H1(Rn)) ∩L∞((0, T );L2(Rn))(9.12)

Proof. By writing

q(u) ∶=m2u + ∣u∣p−1u.

we see that the function q ∶ R → R is continuous. Moreover it satisfies the sign condition
uq(u) ≥ 0 with q(0) = 0. Therefore we can apply theorem 7.4 to get the above result. �

Theorem 9.15. There exists a unique weak solution u for a T > 0 to the problem

utt −∆u +m2u + βut + ∣u∣p−1u = f(x, t) Rn × (0,∞)
u = g, ut = h t = 0

(9.13)

with

u ∈ L∞(0, T ;H1(Rn)), u′ ∈ L∞(0, T ;L2(Rn)),
provided

g ∈H1(Rn), h ∈ L2(Rn), f ∈ L∞(0, T ;L2(Rn)).

Proof. By writing

m2u + βut + ∣u∣p−1u = q(Du,ut, u).
we see that the function q ∶ Rn × R × R → R is continuous, or Ck−1 with k = 1. And
q(0,0,0) = 0. The rest of the proof follows from theorem 7.3. �

Alternatively we can restrict p to take positive integer values to obtain stronger result,
so that when p is odd the modulus disappears and q becomes C∞. For even values the
discontinuity only appears at the origin and does not affect the value of the integrals in
the proof of theorem 7.3.

Theorem 9.16. The initial value problem

utt −∆u +m2u + βut + ∣u∣p−1u = f(x, t) Rn × (0,∞)
u = g, ut = h t = 0

(9.14)

admits of a weak solution u for every T > 0, with

u ∈ L2
loc((0, T ) ×Rn) ∩L∞((0, T );H1(Rn)), u′ ∈ L∞(0, T ;L2(Rn))(9.15)

provided

g ∈H1(Rn) ∩Lp(Rn), h ∈ L2(Rn), f ∈ L2(0, T ;H1(Rn)) ∩L∞((0, T );L2(Rn))(9.16)
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Proof. We transform (9.14) into

vtt −∆v + (c +m2)v + e−(p−1)αt∣v∣p−1v = eαtf(x, t) Rn × (0,∞)
v = g, vt = h t = 0

(9.17)

by defining

v = eαtu, α = β
2
, c = −β

2

4
so that now the equation is without a damping term and is again semilinear.

By writing
q(u) ∶= (c +m2)u + e−(p−1)αt∣u∣p−1u.

we see that the function q ∶ R → R is continuous. Moreover it satisfies the sign condition
uq(u) ≥ 0 if m is chosen large enough. q(0) = 0. Therefore we can apply theorem 7.4 to
get the above result. �

Question 9.1. Find the quasipotential formula to the system

utt −∆u +m2u + βut + ∣u∣p−1u = f(x, t) Rn × (0,∞)
u = g, ut = h t = 0

(9.18)

Answer 9.1. By writing

A = ∆ −m2I,(9.19)

U ′ = ∣u∣p−1u(9.20)

and define

U ∶H1(Rn) → R+, U(x) = ∫
Rn
xp(s)ds,

which by [ [9] Lecture 9] is of class C1, with U(0) = 0, DU(0) = 0, then (9.18) takes the
form

ü =Au −U ′(u) − βu̇ + f,(9.21)

which by theorem 8.24 admits of the formula

(9.22) E∞ ([0
0
] , [a

b
]) = β[∥(−A)1/2a∥2 + 2U(a) + ∥b∥2],

Question 9.2. Define the functional

(9.23) Q([ ab ]) ∶= inf
f
∫

0

−∞
∣f(t)∣2L2(Rn) dt,

find a representation formula in terms of a, b for the system (9.18) defined on Rn×(−∞,0)

Answer 9.2. By a reverse of the time variable

(9.24) u(t) = v(−t), t ∈ [0, T ],
we obtain the equivalent equation

utt −∆u +m2u − βut + ∣u∣p−1u = f(x,−t) Rn × (0, T ),
u(0) = a, ut(0) = −b.

(9.25)

On setting

q(Du,ut, u) =m2u − βut + ∣u∣p−1u,(9.26)
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theorem 7.3 then establishes the well-posedness of the problem. Moreover, writing A =
∆ −m2I, U ′ = ∣u∣p−1u to get

ü =Au −U ′(u) − βu̇ + f Rn × (−∞,0)(9.27)

Then we find

(9.28) Q([ ab ]) = β[∥(−A)1/2a∥2 + ∥b∥2 + 2U(a)],

by the same line of argument as in theorem 8.24.

9.1. Miscellaneous Discoveries. Consider the linear version of (8.41) with time on the
negative interval

z̈ = Az − βż + g(t), −∞ < t ≤ 0(9.29)

we will show that the solution to (9.29) is unique provided it is bounded in the sense that

sup
t≤0

Φ(v) = 1

2
⟨Pv, v⟩ < ∞.

where as before Φ is the Liapunov function and v = [z
ż
].

Theorem 9.17. There can be only one bounded solution to (9.29).

Proof. If there are two such solutions v1, v2, let v = v1 − v2. Then v solves

z̈ = Az − βż(9.30)

and by (8.55)

Φ(v(t)) ≤Φ(v(s))e−λ(t−s)(9.31)

for s < t ≤ 0.
Now fix any t ≤ 0 and let s→ −∞, because of the boundedness of Φ the right hand side

vanishes, so we have Φ(v(t)) = 0 for all t ≤ 0, which implies v = v1 − v2 = 0, so that the two
bounded solutions coincide.

Alternatively (9.30) may be written in terms of its spectrally decomposed form to get

z̈j = −λjzj − βżj for j = 1,2, . . .(9.32)

The solution of which is

zj = C1e
a1t +C2e

a2t

where

a1 =
−β +

√
β2 − 4λj

2
, a2 =

−β −
√
β2 − 4λj

2
.

Because a1, a2 are either both real and negative or both complex with a negative real part,
when t→ −∞ we get an exploding solution contrary to the assumption that it is bounded.
Therefore it must be identically zero. �
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Examples 9.1. Consider the equation

ż = −az + g(t), −∞ < t ≤ 0(9.33)

with values on R, where a > 0 and g ∈ L2(−∞,0). The solutions to this equation are
always bounded provided

lim
t→−∞

z(t) = 0.

To see this recall the form of the solution

z(t) = e−a(t−s) (z(s) + ∫
t

s
earg(r)dr) → ∫

t

−∞
ea(r−t)g(r)dr

as s→ −∞. Applying Cauchy Schwartz inquality we see

z(t) ≤ 1

2a ∫
t

−∞
g2(r)dr < ∞.

Theorem 9.18. The solutions to (9.29) are always bounded provided

lim
t→−∞

v(t) = 0

and if

g(t) ∈ L1(−∞,0).

Proof. Recall that (9.29) can be written in the form

(9.34) v̇ = Av + Bg,

where v = [z
ż
], A = [0 I

A −βI], and B = [0
I
]. The operator A with domain D(A)×D(−A)1/2

defines a C0-semigroup S(t) on H =D(−A)1/2 ×H.

(9.35) S(t) = [
cos(

√
−At) 1√

−A sin(
√
−At)

−
√
−A sin(

√
−At) cos(

√
−At)

]

and

∥v(t)∥H = ∥S(t − s)v(s) + ∫
t

s
S(t − r)Bg(r)dr∥H

→ ∥∫
t

−∞
[

1√
−A sin(

√
−A(t − r))g(r)

cos(
√
−A(t − r))g(r)

]dr∥
H

≤ ∫
t

−∞

XXXXXXXXXXXX

⎡⎢⎢⎢⎢⎣

∑∞
j=1

1√
λj

sin(
√
λj(t − r))gj(r)ej

∑∞
j=1 cos(

√
λj(t − r))gj(r)ej

⎤⎥⎥⎥⎥⎦

XXXXXXXXXXXXH
dr

= ∫
t

−∞
(
∞
∑
j=1

sin2(
√
λj(t − r))g2

j (r) +
∞
∑
j=1

cos2(
√
λj(t − r))g2

j (r))
1
2

dr

= ∫
t

−∞
∥g(r)∥Hdr < ∞

(9.36)

�
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10. Appendix

We include the calculation that the Kelvin transform preserves the wave operator in
the sense that

(10.1) R
n+3
2 (UTT −∆XU) = r n+3

2 (utt −∆xu).

For simplicity we assume ∣x∣ > t, denote ∣x∣2 − t2 by ρ, so ∂
∂xi

1
ρ = −2xiρ−2 and ∂

∂t
1
ρ = 2tρ−2.

Using formula (5.12)

u(x, t) ↦ ( 1

∣x∣2 − t2
)

n−1
2

U ( x

∣x∣2 − t2
,

t

∣x∣2 − t2
) = ρ−n−1

2 U (x
ρ
,
t

ρ
)

calculate the derivatives:

∂

∂xi
u = ρ−n−1

2 (UXi
⋅ 1

ρ
+

n

∑
j=1

(−2xiρ
−2xj)UXj

+UT ⋅ (−2xiρ
−2t)) +U ⋅ (−n − 1

2
)ρ−n+1

2 2xi

= ρ−n+3
2 (ρUXi

−
n

∑
j=1

2xixjUXj
− 2txiUT − (n − 1)ρxiU)

∂2

∂x2
i

u = −(n + 3)ρ−n+5
2 xi(ρUXi

−
n

∑
j=1

2xixjUXj
− 2txiUT − (n − 1)ρxiU)

(10.2)

+ ρ−n+3
2

⎧⎪⎪⎨⎪⎪⎩
2xiUXi

+ ρUXiXi

1

ρ
+

n

∑
j=1

ρUXiXj
(−2xi

ρ2
)xj + ρUXiT (−2xit

ρ2
)

− (4xiUXi
+ 2x2

iUXiXi

1

ρ
+ 2x2

i

n

∑
k=1

UXiXk
(−2xi

ρ2
)xk + 2x2

iUXiT (−2xit

ρ2
))

−∑
j≠i

(2xjUXj
+ 2xjxiUXjXi

1

ρ
+ 2xjxi

n

∑
k=1

UXjXk
(−2xi

ρ2
)xk + 2xjxiUXjT (−2xit

ρ2
))

− 2tUT − 2txiUXiT
1

ρ
− 2txi

n

∑
j=1

UXjT (−2xi
ρ2
xj) − 2txiUTT (−2xit

ρ2
)

− 2(n − 1)x2
iU − (n − 1)ρU − (n − 1)ρxi (UXi

1

ρ
+

n

∑
j=1

UXj
(−

2xixj
ρ2

) +UT (−2xit

ρ2
))

⎫⎪⎪⎬⎪⎪⎭

∂

∂t
u = ρ−n−1

2

n

∑
i=1

UXi
xi

2t

ρ2
+ ρ−n−1

2 UT
1

ρ
+ ρ−n−1

2 UT
2t2

ρ2
+U n − 1

2
ρ−

n−3
2

2t

ρ2

= ρ−n+3
2 (

n

∑
i=1

2txiUXi
+ ρUT + 2t2UT + (n − 1)ρtU)
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∂2

∂t2
u = (n + 3)ρ−n+5

2 t(
n

∑
i=1

2txiUXi
+ ρUT + 2t2UT + (n − 1)ρtU)

+ ρ−n+3
2 {

n

∑
i=1

2xiUXi
+

n

∑
i=1

2txi
n

∑
j=1

UXiXj

2txj
ρ2

+
n

∑
i=1

2txiUXiT (1

ρ
+ 2t2

ρ2
)

− 2tUT + (2t2 + ρ)
n

∑
i=1

UTXi

2txi
ρ2

+ ρUTT
ρ + 2t2

ρ2
+ 4tUT + 2t2UTT (1

ρ
+ 2t2

ρ2
)

− (n − 1)2t2U + (n − 1)ρU + (n − 1)ρt
n

∑
i=1

UXi

2txi
ρ2

+ (n − 1)ρtUT
ρ + 2t2

ρ2
}

= 2(n + 3)t2ρ−n+5
2 x ⋅DU + ρ−n+3

2 (n + 3)tUT + ρ−
n+5
2 2(n + 3)t3UT + ρ−

n+3
2 (n − 1)(n + 3)t2U

+ ρ−n+3
2 2x ⋅DU + ρ−n+7

2 4t2
n

∑
i=1

n

∑
j=1

xixjUXiXj
+ ρ−n+5

2 2tx ⋅DUT + ρ−
n+7
2 4t3x ⋅DUT

+ 2tUTρ
−n+3

2 + ρ−n+7
2 4t3x ⋅DUT + ρ−

n+5
2 2tx ⋅DUT + ρ−

n+3
2 UTT + ρ−

n+5
2 2t2UTT

− ρ−n+3
2 2(n − 1)t2U + ρ−n+1

2 (n − 1)U + ρ−n+5
2 2(n − 1)t2x ⋅DU + ρ−n+3

2 (n − 1)UT t

+ ρ−n+5
2 2(n − 1)t3UT + ρ−

n+5
2 2t2UTT + ρ−

n+7
2 4t4UTT

= ρ1(n − 1)U + ρ3(2(n + 2)tUT + (n − 1)(n + 1)t2U + 2x ⋅DU +UTT )
(10.3)

+ ρ5(4(n + 1)t2x ⋅DU + 4(n + 1)t3UT + 4tx ⋅DUT + 4t2UTT )

+ ρ7 (4t2
n

∑
i=1

n

∑
j=1

xixjUXiXj
+ 8t3x ⋅DUT + 4t4UTT)

where ρi has replaced ρ−
n+i
2 in the last equality. Next we continue with (10.2) to obtain

the Laplacian,
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∆u = −(n + 3)ρ3x ⋅DU + 2(n + 3)ρ5∣x∣2x ⋅DU + 2(n + 3)ρ5tUT ∣x∣2 + (n − 1)(n + 3)ρ3∣x∣2U

+ ρ32x ⋅DU + ρ3∆U − ρ5

n

∑
i=1

n

∑
j=1

2xixjUXiXj
− ρ52tx ⋅DUT + ( − 2x ⋅DUρ3 − 2nx ⋅DUρ3

− ρ5

n

∑
i=1

n

∑
j=1

2xixjUXiXj
+ ρ7

n

∑
i=1

n

∑
j=1

n

∑
k=1

4x2
ixjxkUXjXk

+ ρ7

n

∑
i=1

n

∑
j=1

4tx2
ixjUXjT ) − 2ntUTρ3

− ρ52tx ⋅DUT + ρ7

n

∑
i=1

n

∑
j=1

4tx2
ixjUXjT + ρ74t2UTT ∣x∣2 − 2(n − 1)U ∣x∣2ρ3 − n(n − 1)Uρ1

− ρ3(n − 1)x ⋅DU + ρ52(n − 1)∣x∣2x ⋅DU + ρ52(n − 1)tUT ∣x∣2

= ρ1(−n(n − 1)U) + ρ3(−(4n + 2)x ⋅DU +∆U + (n − 1)(n + 1)U ∣x∣2 − 2ntUT )
(10.4)

+ ρ5((4n + 4)∣x∣2x ⋅DU + (4n + 4)∣x∣2tUT − 4
n

∑
i=1

n

∑
j=1

xixjUXiXj
− 4tx ⋅DUT

+ ρ7(
n

∑
j=1

n

∑
k=1

4∣x∣2xjxkUXjXk
+ 8t∣x∣2x ⋅DUT + 4t2UTT ∣x∣2)

Whence upon subtracting (10.4) from (10.3) we get the identity

utt −∆u = 1

(∣x∣2 − t2)n+3
2

(UTT −∆U),

which is (10.1).
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[1] Z. Brzeźniak, S. Cerrai and M. Freidlin, Quasipotential and exit time for 2D Stochastic Navier-Stokes
equations driven by space time white noise, Probab. Theory Related Fields 162, no. 3-4, 739-793
(2015)
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