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Abstract

Buried drainage systems are ageing and facing challenges due to climate change, population
growth and urbanisation. Non-contact measurement techniques have the potential to deter-
mine the hydraulic properties remotely, requiring less maintenance compared to traditional
intrusive techniques. A new class of sensor aims to measure the free surface dynamics
remotely and infer flow properties from this the flow conditions. Unfortunately, research
in partially filled pipes is very limited because of the limitation in measurement techniques.
This study aimed to understand the free surface dynamics in partially filled turbulent pipe
flows, and the signal response of a remotely radar sensor with the water surface fluctuations.

This study has set up several measurement equipment over a 290 diameter pipe, including
both surface, sub-surface, intrusive and non-intrusive measurement equipment. A Digital
Image Correlation system was novel applied for stereoscopic measurement of water surface
and validated against the conventional intrusive conductance wave probes. Acoustic Doppler
Velocimetry (ADV) was used to measure three dimensional velocity at individual spatial
locations below the free surface. To objectively quantify the properties of coherent structures
from ADV data, a modified phase-space detection method was proposed. The proposed
method provides similar statistics with the traditional U-level method while better considering
the physical reality of what constitutes a coherent structure.

Experimental data has shown that the velocity dip phenomenon occurs when the pipe is
more than 35 % filled, which is caused by secondary currents. The free surface roughness
and size of free surface features are also found to be influenced by the two main secondary
currents. An oscillatory spatial correlation in the streamwise direction was observed in the
free surface data for flows less than 43 % filled. This oscillation frequency at the free surface
links to the bursting frequency beneath, which proves the linkage between the free surface
pattern and the sub-surface turbulence. A lateral sloshing motion was found in this study,
linked to the width of free surface, and caused by the meandering of secondary currents.

A novel application of a 24 GHz Doppler radar sensor (DRS) is proposed in this study
to measure water surface fluctuations. It is shown that the sensor is capable of accurately
recovering the instantaneous large gravity water waves using a non-linear demodulation
technique. For small random water surface waves, the sensor response is linked with the
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surface roughness by using the small angle approximation, but recovery of the precise
free-surface shape was not achieved.

This study demonstrates that the free surface behaviour can be accurately measured by a
radar sensor, and hence the underlying bulk flow conditions can be non-intrusively monitored.
This research contributes to the wider knowledge in the field of buried drainage systems by
addressing a significant knowledge gap in the understanding of free surface dynamics in
partially filled turbulent pipe flows. Furthermore, the findings of this study have practical
implications for the development of efficient and non-intrusive methods for monitoring flow
conditions in such systems.

Keywords: ADV; coherent structures; DIC; Doppler radar sensor; free surface dynamics;
non-contact sensing; turbulence; partially filled pipe; pipe flow
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ūB Mean local streamwise velocity measured by downward-looking ADV
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Chapter 1

Introduction

1.1 Background and motivation

The UK has the most complex and oldest sewerage system in the world (Clegg et al., 1989).
Water sectors are facing severe challenges, such as increased extreme weather events, change
of rainfall patterns and increased concentration of assets in urbanised areas. Water is a finite
resource and its transportation and treatment is costly. It is of increasing significance for
companies to use a range of data to help understand their asset health in order to optimise
treatment procedures, and to minimise the instances of sewer flooding, sewer blockages
and pollution events. Sewer flooding is one of the most distressing service failures for
customers. It is important for companies to mitigate the risk of service failure to benefit
the environment and deliver resilient services. In the latest service delivery report by Water
Services Regulation Authority (Ofwat), only three out of eleven water companies achieved
their internal sewer flooding targets in 2020 - 2021 (Ofwat, 2021). Ofwat suggested that
companies can improve response times to incidents as well as improve understanding and
monitoring the sewer network to ensure they meet their committed performance levels.

The need to accurately monitor flows within drainage systems is an emerging challenge,
driven by the effects of urbanisation, climate change, and population change that alter the
hydraulic load on drainage assets. As Bevan (2018) mentioned in a speech in RSA (Royal
Society for the encouragement of Arts, Manufactures and Commerce), climate change means
more floods, bigger floods at larger scale and more extreme rainfall. Environment Agency
(EA) has recently launched a roadmap over the next four years to tackle the growing flooding
threat and become more resilient to challenges. One of the key actions is to develop a new
national assessment of flood and provide better data, which will benefit informing future
risk and investment decisions (EA, 2022). Accurate and widespread monitoring of flow,
turbulence, and sedimentation is critical for the timely prediction and mitigation of flood
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events. Most existing methods are intrusive and therefore suffer from high maintenance
requirements. Existing non-intrusive methods only estimate surface velocity and / or flow
depth, while measurements of turbulence, which governs mixing and transport of sediments
and pollutants, are too expensive, energy-intensive, or invasive for widespread deployment.

There is hence a demand from the water industry and environmental managers for accurate
robust and non-intrusive characterisation of turbulent flow processes. Research studies from
Fujita et al. (2007), Savelsberg and Van De Water (2008) have linked these processes to the
dynamic free-surface pattern of shallow flows, but so far our ability to measure this pattern is
limited, and it has only been examined in detail for flows in rectangular channels. Nichols
(2014), Romanova (2013) have implemented non-contact acoustic methods to measure the
water surface pattern in open channel flows. Romanova (2013) suggested to develop a more
compact field prototype instrument for analysis of live pipes’ hydraulic characteristics.

Radar was first developed in the 1930s (Watson-Watt, 1945) and has been widely used in
military applications. It is a measurement of distance, inferred from a relative time-delay and
a known speed of travel of radio waves. Over recent decades, radar systems have become
increasingly compact and have extended application from military to commercial areas (Peng
and Li, 2019). For example, radar systems are able to remotely detect and monitor health
vital signs (Huang et al., 2016, Lv et al., 2018, Peng and Li, 2019), hand gestures (Fan
et al., 2016, Skaria et al., 2019) and air bubbles (Rodrigues et al., 2021). Recently, Alimenti
et al. (2020) have implemented a low cost Doppler radar sensor in river surface velocity
measurements. It can propagate much better than laser light through foggy or dusty air (Linz
et al., 2014) and could make autonomous driving technology possible in a broader range of
weather conditions (Peng and Li, 2019). The radar sensing technology has the potential to
provide detailed free-surface data that can enable the robust flow characterisation required by
the water sector.

1.2 Aims and objectives

The primary aim of this study is to collect a representative set of hydraulic and radar data
which show that the microwave signal response above a turbulent flow is related to the flow
conditions and that it contains unambiguous information about the flow conditions.

With these aims in mind, the objectives of this study are formulated as follows:

• Establish an experiment setup that is able to measure the instantaneous surface fluctua-
tions and sub-surface velocity field in a partially filled pipe flow.
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• Apply the non-contact Digital Image Correlation (DIC) technique to measure the
water surface fluctuations in a 2D area and validate its accuracy against intrusive wave
probes.

• Propose a quantitative analysis method that is able to objectively detect turbulent events
from velocity data.

• Explore the sub-surface hydrodynamics in a partially filled pipe flow.

• Investigate the free surface behaviour of partially filled pipe turbulent flows and identify
linkages between free surface and sub-surface.

• Calibrate and characterise a Doppler radar sensor (DRS) that is able to measure motion
of the free surface.

• Find linkages between the Doppler radar sensor signals and the flow properties.

1.3 Thesis structure

This thesis is organised as follows: Chapter 2 provides the literature review of previous re-
search on open channel flows and pipe flows. Also, the theory and application of the Doppler
radar sensor (DRS) is addressed. In chapter 3, the development of the new experimental
facilities and flow conditions are presented. A report of data pre-processing and validation is
given in chapter 4 to show that the measurement techniques provide sensible, repeatable and
reliable information. The information will then be used in chapter 5 to investigate depen-
dence of free surface dynamics and radar response on the sub-surface flow field. Finally, the
conclusions are drawn in chapter 6, and recommendations are made for further studies.





Chapter 2

Literature review

2.1 Hydraulics in pipe

Fluid flow in circular pipes is commonly encountered in practice. Blood is carried away
from and toward the heart through arteries and veins. PVC, cast iron and copper plumbing
pipes are mainly used at our homes to carry hot and cold water. In industries, large pipelines
are used to transport oil and natural gas. This chapter starts with a review on hydraulics
in pipes. The pipe geometric parameters are first defined and the key hydraulic parameters
are introduced in subsection 2.1.1. Experimental studies in partially filled pipes are then
summarised in subsection 2.1.2. Finally, in subsection 2.1.3, the current understanding on
hydrodynamics in partially filled pipes are discussed.

2.1.1 Geometric considerations and key parameters for partially filled
pipes

D

d

R
Lw

y

z
D

d

R
Lw

y

z

yb yb

Figure 2.1 Cross-section of pipe showing definitions of depth and free surface width (a) less
than half filled (b) more than half filled.
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Figure 2.1 shows the cross-section of the pipe with radius R and flow depth d. As
illustrated in Fig. 2.1, the lateral and vertical direction are represented by y and z, respectively.
The streamwise direction is represented by x. The water surface angle Θ is

cosΘ =
R−d

R
(2.1)

where Θ is in the range of 0 - 180 ◦. The occupied flow cross-sectional area A and wetted
perimeter Pw are

A = R2 (Θ− sinΘcosΘ) , (2.2)

Pw = 2RΘ, (2.3)

respectively. Therefore the hydraulic radius, the ratio of flow area to wetted perimeter, is

Rh =
A
Pw

=
R(Θ− sinΘcosΘ)

2Θ
. (2.4)

The hydraulic diameter is defined as four times the hydraulic radius:

Dh = 4Rh. (2.5)

The free surface width Lw for partially filled pipe is given by

Lw = 2
√

2Rd −d2. (2.6)

The depth of water increases with the increase of flow rate in the pipe. The flow rate and
velocity in the pipe are usually expressed in dimensionless form as (S. K Som and Biswas,
2010)

Q
Q f

=
1
π
(Θ− sin2Θ

2
)(1− sin2Θ

2Θ
)2/3, (2.7a)

Ub

Ub f
= (1− sin2Θ

2Θ
)2/3, (2.7b)

d
D

=
1
2
− 1

2
cosΘ, (2.7c)

where Ub f and Q f are the bulk flow velocity and flow rate for fully filled pipe flow, respec-
tively. Figure 2.2 is a hydraulic-elements graph for sewers of circular cross-section and
Manning roughness coefficient throughout the surface area developed by Camp (1946). It
shows the change of dimensionless velocity Ub/Ub f and flow rate Q/Q f as functions of
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the ratio of depth of flow to pipe diameter d/D. These two properties show different curve
geometry. This happens as the wetted perimeter changes more rapidly compared to the area
of flow. This graph has been widely used in the calculations of flow velocity and flow rate in
partially filled pipes with a known depth and pipe diameter by reading values off the graph.

Figure 2.2 Hydraulic-elements graph for circular sewers (Tchobanoglous, 1981).

To characterize the flow type, a Reynolds number Re is used:

Re =
ρ fUbRh

µ f
, (2.8)

where ρ f is the density of the fluid and µ f is the dynamic viscosity of the fluid. The Froude
number Fr is used to define the type of experimental flow:

Fr =
Ub√

gA
Lw

(2.9)
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where Ub is the bulk flow velocity, which is calculated by

Ub =
Q
A
. (2.10)

Froude number is a dimensionless quantity used to indicate the influence of gravity on
fluid motions. The denominator in Eq. 2.11 represents the speed with which gravity waves
propagate. For critical flow Fr = 1, the mean bulk velocity of the flow is equal to the mean
velocity of surface waves. Supercritical flow is achieved at Fr > 1, at which small surface
waves will only be carried downstream. For subcritical flow Fr < 1, small surface waves can
move upstream. Weber number Re is a dimensionless quantity used to indicate whether the
kinetic energy or surface tension energy dominate:

We =
ρ fUbl

T
, (2.11)

where l is the characteristic length. The Darcy-Weisbach friction factor f in partially filled
pipes is calculated by

f =
8gRhS f

Ub
2 , (2.12)

where S f is the slope of the pipe. The hydraulic roughness ks, also known as equivalent
sand-grain roughness, is derived from Colebrook’s friction equation

ks

Dh
= 3.7e

−
Ub ln10√

8gDhS f . (2.13)

The shear velocity is determined by

U∗ =
√

gRhS f . (2.14)

2.1.2 Experiments in partially filled pipes

Though the theory of laminar fully filled pipe flow is reasonably well understood, the
analytical solutions are still limited. Transition to turbulence in pipe flow, observed by
Osborne Reynolds in the late 19th century, is still not completely understood to this day (Osb,
1895). Most fluid flow problems rely on experimental results and empirical relations. The
hydrodynamics of pipes running partially full has received far less attention compared to
fully filled pipe flow. Fundamentally, the flow in a partially filled pipe is different from the
pressure-driven full filled pipe flows due to the presence of a free surface(Ng et al., 2018). In
recent decades, several studies have conducted experiments in partially filled pipes. Table
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2.1 summarises the studies in partially filled pipes, with pipe size, pipe material, pipe slope,
filling ratio, flow rate range, bulk flow velocity range, and the Reynolds number range. The
surface and sub-surface measurement techniques are also summarised. It can be seen from
Table 2.1 that experiments measuring free surfaces in partially filled pipes are very limited.
Turbulent properties at or very close to the free surface are usually estimated from values
below the surface as the measurement of surface dynamics is very challenging (Flores et al.,
2017).
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Table 2.1 Summary of experimental study in partially filled pipe.

Study Diam
-eter

Type Slope
Filling
ratio

Flow
rate

Mean
veloc-

ity

Reynolds
number

Surface
measurement

Under surface
measurement

D S f d/D Q Ub Re
(-) (mm) (-) (%) (%) (Ls−1) (ms−1) ×104 (-) (-) (-)

Ead et al.
(2000)

622
Corrug
-ated
steel

0.55-
2.55

34-61
30-
200

0.67-
1.71

19.1-
85.9

Water surface
profiles measured
by a manometer at

14 streamwise
positions

Velocity profiles measured
by a Prandtl tube

Knight and
Sterling
(2000)

244
PVC &

acry
-lic

1 33-83
5.4-
22.9

0.39-
0.55

6.5-15.0

Normal depth
obtained from M1

and M2 water
surface profiles

Local streamwise
velocities measured by a
pitot-static tube and local
boundary shear stresses
measured by a Preston

tube
Clark and

Kehler
(2011)

800
Corrug
-ated
metal

0.028-
0.27

34-61
86-
176

0.26-
0.69

N/A N/A
Velocity profiles measured

by an ADV
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Table 2.1 Summary of experimental study in partially filled pipe. (continued)

Romanova
(2013)

290 Perspex 0.05
18 -
37

0.16-
0.26

1.29-
5.62

Surface fluctuations
at multiple single
positions by wave
probes and a novel

acoustic
instrumentation

NA

Jiang et al.
(2020)

40
Transp
-rant

acrylic

0.33 42-79 N/A N/A N/A N/A
Fluid velocity of a single

point measured by Particle
Image Velocimetry (PIV)

Guala et al.
(2021)

127 Plexi
-glas

N/A N/A N/A
22.8-
49.9

19.3-
42.3

N/A

Streamwise and wall
normal velocity by a
dual-sensor hot-film
anemometer system

Ng et al.
(2021)

100 glass N/A 44-100 N/A
0.23-
0.35

2.9-3.5 N/A
2D velocity field measured

by PIV

This study 290 Perspex 0.1 16-66 2-28
0.30-
0.60

0.84-
5.05

Surface fluctuations
over a 2D area by
DIC and multiple
single positions by

wave probe

1D 3C velocity profiles by
ADV
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2.1.3 Hydrodynamics in partially filled pipe

Velocity distribution in partially filled pipe is of great importance for industries, such as fish
passage design, transportation of slurries and prediction of sewer blockage (Cun, 2021, Guo
et al., 2015, Ng et al., 2021). There is a relatively complete theory on the velocity distribution
in fully filled pipe flows. However, much uncertainty still exists about the velocity distribution
in partially filled pipe turbulent flows. The influence of free surface and secondary flow in
partially filled pipe make the velocity distribution much more complex (Ng et al., 2018).

Both laminar and turbulent fully filled pipe flow produce velocity profiles that are
symmetric about axis of the pipe with a maximum velocity at the centre of the pipe. The
empirically based power law functions have been successfully used to describe and model
mean turbulent flows for many years (Salama, 2021, Schlichting, 1979, White, 1991). The
power law model takes the form:

ū
Umax

= (1− |y−R|
R

)1/n (2.15)

where ū is the local mean streamwise velocity and Umax is the maximum streamwise velocity.
The exponent n is a constant value that depends on the Reynolds number. The dependency is
empirical and the value of n increases with increasing Reynolds number. n = 7 is applicable
to a wide range of pipe flows and is the one most commonly used (De Chant, 2005, Salama,
2021). The power law with the exponent equal to seven is referred to as the ‘one seventh
power law’.

Power law solutions are dependent on Reynolds number. The log law (law of the wall) is
usually used to approximate the velocity profile as a logarithmic shape, where the velocity
increases from the wall towards the free surface (Nezu and Nakagawa, 1993). The constant
in this solution does not depend on Reynolds number. The log law is represented by Eq. 2.16:

U+ =
1
κ

ln(
y
ks
)+Ar, (2.16)

where U+ is the normalised depth-local mean streamwise velocity, calculated by the ratio of
the depth-local mean streamwise velocity ū and the shear velocity U∗ as

U+ = ū/U∗, (2.17)

κ = 0.41 is the Von Kármán constant, ks is the hydraulic roughness coefficient as defined
in Eq. 2.13 and Ar is the integration constant. A linear relationship can be found between
normalised depth-local mean streamwise velocity, U+ and normalised depthwise location,
y+, where y+ is represented by
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y+ = zU∗/υ f . (2.18)

υ f corresponds to the kinematic viscosity of the fluid.
Ead et al. (2000) measured the velocity profile in a 622 mm diameter corrugated pipe by

a Prandtl tube and found that the velocity profiles follow the log-law up to a certain height,
beyond which the velocity is less than the log-law. He has observed that the deviations
occurred closer to the bed and a larger deviation with increase in depth. Clark and Kehler
(2011) found that the normalised velocity profile agrees well with the log law in the depthwise
position y/d < 0.36. A modification factor that varies with perimetric distance and distance
from the wall was added to the log law to represent the deviation for depthwise position y/d
≥ 0.36. A manual calibration is required to obtain the coefficients of the proposed empirical
velocity profile model. In 2015, Guo et al. (2015) modified the conventional log-law by
introducing a cubic deduction near the water surface to represent the downward deviation.
The proposed velocity distribution model is

u(0,z)
U∗c

=
1
κ

ln
z
z0

− (I1 −
A lnz0

2
− 3A

8λs
− κQ

2U∗c
)

z3

κI2
(2.19)

where u(0,z) is the centreline velocity at depth z, U∗c is the centerline velocity. I1 and I2 are
integrals for velocity-dip position from bottom:

I1 =
∫ d

0
yb lnzdz, (2.20a)

I2 =
∫ d

0
ybz3 dz, (2.20b)

which can be easily calculated using Matlab ‘integral’ function. yb is boundary coordinate
(the half width of the flow at a certain depth-wise position) indicated in Fig. 2.1. It is
calculated by

yb = R
√

(2− z
R
)

z
R
. (2.21)

The zero-velocity position z0, the position at which the fluid velocity is zero,is determined by

z0 =
υ f

9U∗c
+

ks

30[1− exp(−ksU∗c

26υ f
)]

. (2.22)

It is related with bed roughness. The modified log law velocity distribution equation
proposed by Guo et al. (2015) can be applied to all depthwise positions and no fitting
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parameter is required. Furthermore, cross-sectional 2D velocity distribution can be derived
by

u(y,z) =
λsU∗

κ
[ln

z
z0

− 1
3
(

z
δ
)

3
]−U∗φv(y,yb), (2.23a)

φv(y,yb) =− 1
κ

ln(1−| y
yb
|)+ 1

3
[1−1−| y

yb
|
3
], (2.23b)

1
δ 3 =

3
I2
(I1 −

A lnz0

2
− 3A

8λs
− κQ

2U∗c
), (2.23c)

where λs is the ratio of centreline to average shear velocity, φv is the velocity-defect
function and δ is the velocity dip position from bottom.

Following a series of open channel flow experiments, Nezu and Nakagawa (1993) es-
tablished a set of universal exponential expressions to describe the variation of turbulence
intensities in the streamwise, lateral and vertical directions along the vertical water depth:

Su/U∗ = 2.30e−z/d, (2.24a)

Sv/U∗ = 1.27e−z/d, (2.24b)

Sw/U∗ = 1.63e−z/d. (2.24c)

Su, Sv and Sw represent streamwise, lateral and vertical turbulence root-mean square velocities,
respectively. Some researchers have reported different coefficients in Eq. 2.24 for their
experimental data, such as Carling et al. (2002), Johnson and Cowen (2017), Sukhodolov
et al. (2006). The general range for streamwise, lateral and vertical turbulence intensity
coefficients are 0.97 - 3.02, 1.39 - 1.89 and 1.04 - 1.67, respectively(Johnson and Cowen,
2020).

Knight and Shiono (1990) explained the discrepancy between their measured turbulent
intensity data and Nezu and Nakagawa (1993) turbulent intensity theory by the influence of
strong lateral shear and secondary flows in the compound channel. Clark and Kehler (2011)
have investigated the turbulence intensities in circular corrugated culverts and found that
their experimental data does not fit Nezu and Nakagawa (1993) turbulent intensity theory.
The circular geometry has a significant effect on the turbulence intensity distribution. To
describe the observation in circular channels, Clark and Kehler (2011) proposed the following
expressions:

Su/U∗ = 2.93z/d2 −3.96z/d +2.16, (2.25a)

Sv/U∗ = 2.24z/d2 −2.87z/d +1.54, (2.25b)
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Sw/U∗ = 0.53z/d2 −0.99z/d +0.97. (2.25c)

Previous studies focused on the turbulence intensities on the centerline, so that is where this
study focused to, in order to be comparable.

Ng et al. (2021) investigated turbulence in a partially filled 100 mm diameter glass pipe
at a nominally constant Reynolds number of 30,000 by using stereoscopic particle image
velocimetry (S-PIV). They have summarized the large-scale features in partially filled pipes
as shown in Fig. 2.3a. The mean secondary flow (A) occupied the half width of the cross-
section area and was mirrored about the pipe bisector, which is also observed by Sterling
and Knight (2000). Large-scale motions that are attached to wall (B) are not largely affected
by the mean secondary flow. Large-scale motions (C) near the surface are influenced by
the mean secondary flow. Bursting motions (D) or second quadrant events close to the free
surface are associated with ‘upwellings’ and ‘downdrafts’. Instantaneous roll cells (E) are
linked to large scale motions (B) and bursts (D). ‘Whirlpools’ (F) also appear on the surface
and are associated with vortices. Instantaneous roll cells (G) are swept toward the vertical
bisector by the mean secondary flow. Liu et al. (2022) have modelled not only the turbulent
flow underneath but also the free surface using large eddy simulations (LES). They have
proposed another conceptual model as shown in Fig. 2.3b. Comparing Fig. 2.3a and b, both
studies found a pair of secondary currents beneath the surface and bust motions. The most
evident difference is that Liu et al. (2022) have found the main secondary flows are not
equally distributed in one half of the geometry. One instantaneous main secondary flow
vortex is stronger and one is weaker. The high speed streaks at the water surface meander due
to the meandering of the main secondary currents. Besides, there are surface boils generated
due to the bursting motion between the corner vortex and the main secondary flow (Liu et al.,
2022).

2.2 Free surface dynamics

As mentioned in subsection 2.1.2, free surface measurements in partially filled pipes are
limited. Therefore, the free surface dynamics in rectangular open channels are reviewed in
this section. Firstly, the dynamics of turbulence at the free surface is presented in subsection
2.2.1. Subsection 2.2.2 describes the three main mechanisms driving the deformation of the
free surface. Finally, the free surface dynamics in rectangular open channels are reviewed in
subsection 2.2.3.



16 Literature review

(a)

(b)

Figure 2.3 Conceptual sketch showing the large-scale motion in turbulent partially filled pipe
flow proposed by (a) Ng et al. (2021) and (b) Liu et al. (2022).
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2.2.1 Thy dynamics of turbulence at free surfaces

The dynamics of turbulence at the free surface play a significant role in air-water gas fluxes,
with implications for various environmental and geophysical phenomena, such as CO2 uptake
in the oceans (Flores et al., 2017). However, experimental measurements of free surface
dynamics have been challenging, leading to limited studies in this area until the influential
work by Brocchini and Peregrine (2001). They investigated the behavior of the free surface
under the influence of turbulence in different flow scenarios. The authors identified the key
physical mechanisms governing free surface deformations, which involve the stabilizing
effects of capillary forces and gravity counteracting the disruptive effects caused by turbulence
kinetic energy. To analyze and categorize the diverse surface deformations, they introduced
a two-dimensional parameter framework known as the "q-L diagram" (Figure 2.4), where
"q" represents the turbulent velocity and "L" represents the turbulent length scale. In this
framework, the authors introduced the concept of "blobs," moderately coherent and discrete
volumes of fluid that interact with the surface, leading to disturbances. The turbulent length
scale (L) is approximated as the length of the most energetic turbulent scale or the dominant
surface length scale, while the turbulent velocity (q) is defined as the norm of the velocity
vector. According to the authors, different combinations of turbulent velocity and turbulent
length scale account for different surface deformation patterns. Hence, they propose using
these two parameters as a framework to describe and investigate various surface behaviors in
future studies.

As the surface behaviour depends on both Froude number Fr and Weber number We, the
L-q plan is divided into four regions by specific critical Froude number and Weber numbers
obtained from the energy balance for a typical turbulence structure at the free surface

q =

√
2FrBP

2gL (2.26a)

q =

√
2WeBPT

ρ f L
(2.26b)

where FrBP is the Froude number defined by Brocchini and Peregrine (2001), WeBP is the
Weber number defined by Brocchini and Peregrine (2001), g is the gravitational acceleration
and T is the surface tension. As is shown in Figure 2.4, two dotted lines (Equation 2.26a and
Equation 2.26b) divide the space into four regions labelled 0 to 3. They are region 0: weak
turbulence, region 1: turbulence with surface tension dominant and gravity unimportant,
region 2: very strong turbulence and region 3: gravity-dominated turbulence.

In region 0, both the Froude number and the Weber number of the turbulence are small
(typically FrBP ≪ 1, WeBP ≪ 1) and there is little or no surface disturbance due to the
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Figure 2.4 Diagram of L-q for water flows. Two dotted lines correspond to Eq. 2.26a and
2.26b and they divide the space into four regions (region 0 – region 3). The dashed line
represents Re = 100. The shaded area represents the region of marginal breaking (Brocchini
and Peregrine, 2001).
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stabilizing effect of the capillary and gravity forces. Region 2 represents a state of intense
turbulence where neither gravity nor surface tension can maintain the integrity of the free
surface. Drops and bubbles are released, leading to a two-phase flow of air and water.
Turbulent eddies become unrestrained by the surface boundary, resulting in violent liquid
eruptions due to the lack of significant deceleration of turbulent elements near the surface. In
addition to the regions of weak and strong turbulence, the diagram also includes two other
distinct regions, in which gravity or surface tension dominate. In region 1, the Froude number
is large and the Weber number is small, where surface tension plays a more important role
than gravity. The turbulence scale is relatively small with typical scale around 1cm. In region
3, gravity is dominating the turbulence with weak surface tension. It is the most common
region observed in nature: rivers, streams, oceans and seas. The dashed line represents Re =
100, below which viscosity plays an important role on the evolution of any turbulence. The
shaded area is the region of marginal breaking and the upper and lower bounds of this region
are calculated by

q2 = 0.13gL+1.57
S
L

(2.27a)

and
q2 = 7.7×10−4gL+0.22

S
L
, (2.27b)

respectively, where S is the ratio of surface tension and fluid density. These two bounds
represent a transitional region of marginal breaking. This ‘L-q’ diagram has become a
convenient way for approximate characterization of a free surface regime in comparison
with other research, such as in (Freeze et al. (2003),Smolentsev et al. (2004),Smolentsev and
Miraghaie (2005) and Muraro et al. (2021)).

Some key studies of the behaviour of free surface pattern in open channel flows are
summarised in Fig. 2.5. The aim of this summary is to find the gap in the available dataset
from field or laboratory studies in different regions of flow. The vertical axis turbulent
velocity component was taken as 7.5 % of the bulk flow velocity, which is an approximate
measure of the relative scale between the streamwise turbulent component and the bulk
velocity (Muraro et al., 2021, Nezu and Nakagawa, 1993). For the horizontal axis water
depth is chosen as most of the past studies did not estimate the turbulence length scale.
Roy et al. (2004) suggested that the size of turbulent macrostructures increases with water
depth. The definition of solid, dotted and dashed lines in Fig. 2.5 are the same as in Fig. 2.4.
Markers represent studies of Cooper et al. (2006), Dolcetti (2016), Freeze et al. (2003), Fujita
et al. (2011), Horoshenkov et al. (2013), Jackson (1976), Satoru et al. (1982), Komori et al.
(1989), Kumar et al. (1998), Legleiter et al. (2017), Longo (2010), Maddux et al. (2003),
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Mandel et al. (2019), Nichols et al. (2016), Noss et al. (2019), Rashidi (1997), Savelsberg
et al. (2006), Savelsberg and Van De Water (2008, 2009), Smolentsev and Miraghaie (2005),
Tamburrino and Gulliver (2007), Tani and Fujita (2018) and this study (details of this study’s
flow conditions can be found in Table 3.2 in subsection 3.8). It can be seen from Fig. 2.5
that most of laboratory studies are in region 0 and most field studies are in region 3. There is
generally a lack in laboratory study in region 3. This is due to the difficulty in producing
high bulk velocity flows for a given flow depth in laboratory conditions (Muraro et al.,
2021). Besides, the field measurement accuracy and resolution are usually not as high as in
laboratory. Hence, there is a need for study of region 3 flows in the laboratory.
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Figure 2.5 A summary of previous studies and this study organised following Brocchini and Peregrine (2001). The streamwise
turbulent velocity component was defined through the bulk velocity using the relations given in Nezu and Nakagawa (1993). Water
depth scales with the largest size of a coherent structure. Solid lines are obtained from Eq. 2.27a and 2.27b. Dotted lines are the
separations between the regions and are obtained from Eq. 2.26a and 2.26b using FrBP = 0.155 and WeBP = 0.5. Dashed line represents
the condition of the Brocchini and Peregrine (2001) defined Reynolds number ReBP = 100. Modified from Muraro et al. (2021) with
permission.
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2.2.2 Mechanisms driving the deformation of the free surface

The reason for the specific surface deformation is not yet fully understood due to the lack
of studies that simultaneously measure both sub-surface and surface properties in sufficient
quantities. Muraro et al. (2021) summarized three possible mechanisms that account for the
free surface deformation: impact of coherent structures onto the water surface, excitation
through resonance and influence of bed topography.

Coherent structures are defined as a connected turbulent fluid mass with instantaneously
phase-correlated vorticity over its spatial extent by Hussain (1986). It is a parcel of fluid that
has its life cycle organised in space and time. Muraro et al. (2021) summarised coherent
structures into two categories: bursting phenomena (Kline et al., 1967, Rashidi, 1997) and
large-scale vortical motions (Nezu and Nakagawa, 1993, Zho, 2015). As is shown in Fig. 2.6a,
bursting processes start with the periodic lifting of low-speed streaks from the bed (Bogardt
and Tiederman, 1986, Tang et al., 2016). Low-speed streaks along with horseshoe shape
vortices then oscillate vertically and break down into several ejections. The broken vortices
reach to the free surface and form surface patches (Rashidi, 1997). Matthes (1947) defined
a new term ‘kolk’, which is the only large-scale motion related to turbulence. As is shown
in Fig. 2.6b, kolk vortices rise towards to the surface, generating a boil and then dissipating
(Matthes, 1947).

Several studies have proven that the presence of capillary gravity waves excite the dy-
namic appearance of the free surface (Dolcetti et al., 2020, Falcon and Mordant, 2022,
Savelsberg and Van De Water, 2008, Young and Wolfe, 2014). Linear dispersion relationship
describes the dependence of angular frequency with respect to wavenumber. In fluid dynam-
ics, airy wave theory, also known as linear wave theory, provides a linearised description of
motion of gravity waves on a fluid surface (Airy, 1845). In turbulent flows, capillary gravity
waves travel in different directions at a celerity that is frequency and wavenumber dependent
(Dolcetti, 2016). The minimum phase velocity of the gravity capillary waves is 0.23 ms−1

(Savelsberg and Van De Water, 2008, Dolcetti, 2016). Resonance only happens when the
mean surface velocity is greater than 0.23 ms−1 (Dolcetti, 2016, Muraro et al., 2021). When
the mean surface surface velocity is smaller than 0.23 ms−1, the free surface is dominated by
patterns moving at a velocity close to the mean surface velocity.

Beds with small roughness can excite waves with different wavelengths in different
directions, including free resonant waves (Harband, 1976). The resonant waves are fixed in
time with 0 Hz frequency. These waves are also known as stationary waves or standing waves
(Rayleigh, 1883). Dolcetti (2016) has proven that when the mean surface velocity of the flow
is larger than the minimum phase velocity of the gravity-capillary waves (0.23 ms−1), the
spatial and temporal scales of the free surface can be predicted based on the wavelength of
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(a)

(b)

Figure 2.6 Conceptual sketch showing the development of coherent structures toward to the
free surface proposed by (a) Rashidi (1997) and (b) Matthes (1947).
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the stationary waves. The wavenumber of the stationary waves k0 can be solved analytically
according to Burns (1953)

k0
I−1/2−n(k0d)
I1/2−n(k0d)

=

g+
T
ρ f

k0
2

Us
2 , (2.28)

where In is the modified Bessel function of order n. Teixeira (2019) proposed a simplified
equation to estimate the stationary wave wavelength λ0 based on constant-shear, deep-water
gravity wave approximation:

λ0

d
=

2πFr2

1+nFr2 . (2.29)

2.2.3 Open channel flows free surface dynamics

The linkage and potential interdependence between the turbulence field and the free surface
deformation is still not fully understood. This is due to the lack of data for simultaneous
measurement of the free surface and the sub-surface velocity field, especially the free surface
data. One of the earliest experimental data on instantaneous water depth was probably from
Freeze et al. (2003). They have measured the instantaneous water depth by an ultrasound
transducer at relatively high Froude number flows (supercritical flows) in a very steep flume.
This experimental study has shown that the wave amplitude and wave number increase with
Froude number. Following an experimental study by Freeze et al. (2003), Smolentsev and
Miraghaie (2005) measured the instantaneous 1D surface-normal displacement fluctuation
using an ultrasound transducer, and in-plane changes in surface structures using a high-speed
camera. They found that a unique feature of the flow is a cell-type structure of the free
surface. The cell-type structures have a characteristic size comparable with half the flow
depth. From images of the surface plane, long gravity waves, capillary waves and turbulence
cells can be observed (Smolentsev and Miraghaie, 2005).

Fujita has utilised PIV and large-scale PIV (LSPIV) techniques for free surface velocity
measurement in river flows and laboratory flows (Fujita and Tsubaki, 2002, Fujita et al.,
2007, 2011, Fujita, 2017). Fujita et al. (2011) have simultaneously measured the free surface
profile and 2D velocity field under the free surface. For rough wall open-channel turbulent
flow conditions in the study of Fujita et al. (2011), the advection characteristics of water
surface profiles exhibit similarities to those of near-surface flow velocities. Nichols (2014)
has observed that the coherent structures travel with an advection velocity close to the mean
streamwise velocity. This further confirms the correlation between the surface velocity and
sub-surface velocity. By correlating the water surface fluctuation and near surface vertical
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velocity component, Fujita et al. (2011) have found the water surface fluctuation is induced by
clockwise rotating vortical structures at the intermediate depth, which tend to move upwards
to the free surface, interacting with the local water surface together with a counterclockwise
vortex. Tani and Fujita (2020) have found that the sub-surface vortex motions do not dominate
in turbulence related motions for shallow open-channel sub-critical turbulent flows over rough
beds. In these cases, gravity waves contribute more than turbulence waves for higher Froude
number, which is similar to smooth wall open-channel turbulence.

Horoshenkov et al. (2013) proposed a new analytical expression to approximate the free
surface pattern:

W (ρ) = e
−

ρ2

σw2 cos(q0ρ) (2.30)

where ρ is the spatial lag, σw relates to spatial radius of correlation and q0 relates to the
characteristic period in the surface wave pattern. These parameters can define objectively
the surface pattern in the developed flow. Similar correlation functions are also true for sea
surface waves (G. Bass and I. M. Fuks, 1979):

W (x) = e
−

x2

l2 cos(pρ) (2.31)

where p is the wavelength and l is the order of the correlation radius. Dolcetti et al. (2020)
further expanded the free surface correlation in 2D space and time by a full spatio-temporal
correlation function:

W (ρρρ,τ) = 2πe−bI0(−b)J0(k0|ρρρ −UsUsUsτ|)cos(ω0τ)+

2πe−b
∞

∑
n=1

In(−b)(−1)n/2 cos(nβ )[Jn(k0|ρρρ −UsUsUsτ|)e−iω0(k0)τ + Jn(−k0|ρρρ −UsUsUsτ|)eiω−0(k0)τ ],

(2.32)

where ρρρ is the spatial lag in 2D space, τ is the time lag, UsUsUs is the surface flow velocity vector,
ω0 is the intrinsic frequency of gravity-capillary waves in still water, β is the angle of the
vector ρρρ-UsUsUsτ measured from the direction of Us, In is the modified Bessel function of the first
kind of order n and Jn is the Bessel function of the first kind of order n. Dolcetti et al. (2020)
used b = 2 and n = 10 for calculation. This analytic model is comparable with video recording
measurement, which proves it is a simple way to estimate the shape of the spatio-temporal
correction function.



26 Literature review

By comparing the spatial correlation parameters and corresponding hydraulic parameters,
Horoshenkov et al. (2013) observed that the spatial correlation pattern of the water surface
has a strong non-linear relationship with the underlying turbulent flow features. Nichols
(2014) has calculated the spatial correlation function of the free surface from LIF images.
The data were obtained from the same flow conditions examined in Horoshenkov et al. (2013).
Nichols (2014) found an oscillatory component in the correlation function with a clear spatial
period, which influenced the near surface velocity. More recently, Nichols et al. (2016) have
developed a model to demonstrate that the frequency of free surface oscillation is a function
of the deformation height and the depth of influence factor:

fshm ≈ 1
2π

[
g

(1.5N +1)σ
]
1/2

, (2.33)

where fshm is the frequency of simple harmonic motion, N is the number of rms water surface
wave heights below the surface affected by the motion (depth of influence factor) and σ is the
rms wave height. The depth of influence factor N is almost constant (N = 28) for the range of
flow conditions in the study of Nichols et al. (2016), which means the free surface dynamics
can influence up to 28 surface height standard deviations below the mean water depth.

2.3 Conditional analysis techniques

As mentioned in subsection 2.2.2, coherent structures are one of the main driving mechanisms
for free surface deformation. It is important to characterise these ‘parcels’ of fluid, such
as size, occurrence frequency and duration. Flow visualization is the traditional method to
extract this information, which is explained in subsection 2.3.1. With the development of
probe measurement techniques, some conditional analysis techniques were proposed, which
are mentioned in subsection 2.3.2. Among all these conditional analysis techniques, U-level
is the most widely used technique, which is explained in detail in subsection 2.3.3.

2.3.1 Flow visualization

Flow visualization is commonly used for studying three-dimensional turbulence and dynamic
fluid phenomena, providing valuable insights into coherent flow structures. While various
visualization methods (e.g. dye injection or hydrogen bubbles) have been employed in
numerous studies (Bogardt and Tiederman, 1986, Roy et al., 2004, Shvidchenko and Pende,
2001), it is important to note that this technique has limitations. Flow visualization relies on
manual visual estimation, leading to subjective outputs and limited quantitative information
(Boppe and Neu, 1995). In some studies, 1D detection techniques were calibrated against
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flow visualizations at relatively low Reynolds numbers. But its reliability diminishes at
higher Reynolds numbers (Shah and Antonia, 1989). Moreover, the technique can be
laborious to implement, requiring extensive trial and error (Smits, 2012). Therefore, despite
its usefulness in providing qualitative descriptions, flow visualization has limited capabilities
for quantitative measurements.

2.3.2 Probe measurement with 1D techniques

Considering the limitations of flow visualization, recent studies have been performed using
probes to measure the velocity or pressure fields. With a reliable detection algorithm,
probe measurements can be used to identify coherent structures in flows at much higher
Reynolds number than is possible with flow visualization. Several measurement techniques
have been used in laboratory and field studies, such as hot wire anemometry (HWA), laser
Doppler anemometry (LDA), electromagnetic current meters (ECM) and acoustic Doppler
velocimetry (ADV). These probe measurements can provide a very good temporal resolution
of 3D velocity fluctuations at a single position. Taylor’s hypothesis can be invoked to turn
time-resolved data to spatial data. This has been employed by many researchers in turbulent
structure analysis, such as Boppe et al. (1999), Ferraro et al. (2019), Guerra and Thomson
(2017), Ng et al. (2021). The turbulence velocity fluctuation is assumed to be an ergodic
process so that it is possible to use a sufficiently long time observation to reduce its statistical
properties which are usually measured through a set of sufficiently large number of random
realisations in multiple spatial locations.

To extract useful information from these velocity data, considerable effort has been
given to the study of coherent structure detection techniques. 1D detection techniques
(using time series of velocity or pressure recorded at a single spatial location) are the most
straightforward, and are relatively simple to apply. They can also be applied not only to 1D
data but also to 2D and 3D data by repeating the algorithm at different single points in the
2D plane or 3D volume. The most common 1D techniques for coherent structure detection
are U-level (Bogardt and Tiederman, 1986), window average gradient (WAG) (Antonia A N
and Bisset, 1990, Krogstad et al., 1998), variable interval time averaging (VITA) (Bogardt
and Tiederman (1986)), Quadrant (Lu and Willmarth, 1973, Wallace, 2016) and short-time
temporary average (TPAV) (Wallace et al., 1977). These detection algorithms were found
to be highly dependent on a user-defined threshold level and window size, which are often
determined by a subjective comparison with flow visualisation at low Reynolds number. The
U-level algorithm (Lu and Willmarth, 1973) does not require a manually-defined threshold,
and is therefore the only existing objective 1D detection method, but it only defines coherent
structures according to a limited definition of extreme high or low velocity compared to the
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mean. The following subsection 2.3.3 describes the development of the U-level algorithm by
several authors.

2.3.3 U-level

U-level is a relatively simple to implement technique for coherent structure detection, and
the amount of data required for its use is minimal. It has been used in various previous
studies such as Antonia A N and Bisset (1990), Baron and Quadrio (1997), Metzger et al.
(2010), Nichols (2014), Tang et al. (2016), Vinuesa et al. (2015). This technique looks
at deficits from the mean streamwise velocity component and identifies extreme events as
coherent structures. The U-level technique was first proposed by Lu and Willmarth (1973)
for detection of burst-related events. An ejection event was assumed to occur whenever the
velocity magnitude was below a certain threshold level

u
′
<−kU Su, (2.34)

where u
′
is the instantaneous streamwise velocity fluctuation and kU is the threshold value.

Bogardt and Tiederman (1986) evaluated the effectiveness of this technique by comparing
with dye flow visualization in a 60 mm by 575 mm rectangular channel at average velocity
0.129 m s−1, depth 60 mm and Reynolds number 8200. When the threshold kU = 1, the
U-level technique gives 76 % probability of detecting an ejection and 26 % probability of
a false detection. The threshold value kU was then adjusted so that the number of events
detected by U-level corresponded to the number of ejections identified by flow visualization,
giving kU = 1.3. This resulted in a U-level technique that appears to have a reasonably high
probability of correctly detecting an ejection (63 %) and a low probability of false detections
(23 %). Luchiktand et al. (1987) also analysed the effectiveness of the U-level technique with
flow visualization. They confirmed that a higher threshold level leads to a lower probability
of false detection, but also a lower probability of correct detection. Luchiktand et al. (1987)
modified the U-level technique with an additional lower threshold to eliminate multiple
detections of a single ejection or sweep and a sign to distinguish between ejections (α = -1)
and sweeps (α = 1). The detector function was turned on and output D was set to 1 when

u
′
α <−kU Su (2.35)

and was turned off (output D was set to 0) when

u
′
α ≥−0.25kU Su. (2.36)



2.4 Measurement techniques for free surface dynamics 29

With the modification, Luchiktand et al. (1987) showed that the modified U-level technique
had a substantial improvement in the probability of detecting an ejection while the probability
of false detection only increased slightly. Besides, it gave a reasonable estimate of the average
duration of an ejection at a point in the flow. It is necessary to determine the appropriate
threshold for the detection technique. Luchiktand et al. (1987) suggested that the threshold
levels should be taken as the ratio between the absolute value of the long time average in
the second quadrant |u2| (where streamwise velocity fluctuation u

′
is negative and vertical

velocity fluctuation v
′

is positive) and the standard deviation of velocity fluctuations Su, thus:

kU =
|u2|
Su

(2.37)

Roy et al. (2004) and Nichols (2014) took the absolute value of velocity fluctuation instead
of using the sign for detection of large-scale flow structures. The detection function was
turned on when

|u
′
|> kU Su (2.38)

and off when

|u
′
|< 0.25kU Su. (2.39)

Taking the absolute value will give similar statistics but cannot distinguish between sweep
and ejection events. The U-level method is not applied to each time step individually; the
value (on/off) of each time step depends upon the value of the previous time step. Moving
through from t = 0, the detector function is turned on when Eq. 2.38 condition is met, and
remains on for subsequent time steps until Eq. 2.39 condition is met, at which point the
detector function is turned off and remains so until Eq. 2.38 condition is met again.

Despite the development of the U-level technique as an objective 1D method, it is still
based upon the fundamental assumption that a coherent structure consists only of extreme
velocity fluctuations. Coherent structures embody more than just extreme instantaneous
velocities, and it can be argued they should be identified by also considering areas of high
acceleration and jerk.

2.4 Measurement techniques for free surface dynamics

This section provides an overview of the three main free surface measurement techniques:
optical, acoustic, and microwave. The existing optical methods are reviewed, highlighting
their working principles and limitations in the context of this study. Additionally, several
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studies have applied acoustic methods to investigate free surface dynamics, as referenced
(Nichols, 2014, Krynkin et al., 2014, Dolcetti, 2016). While microwave sensing techniques
are commonly used for motion detection, their application in free surface dynamics is
relatively limited. Subsection 2.4.1 covers the optical methods, subsection 2.4.2 presents the
acoustic methods, and section 2.5 provides detailed explanations of the microwave sensing
techniques.

2.4.1 Optical methods

The principle of optical techniques to measure dynamics of liquid surfaces may be broadly
divided into three categories: refraction-based methods, particle illumination methods and
projection-based methods. The refraction-based techniques measure the slope of the free
surface based on the intensity of the refracted light (Moisy et al., 2009, Savelsberg et al.,
2006, Zhang and Cox, 1994). It is a technique that is relatively easy to set up but not suitable
for deep water or waves with strong curvature (Moisy et al., 2009). The particle illumination
method was implemented by Douxchamps et al. (2005), Simonini et al. (2021), Turney et al.
(2009), and involves seeding the surface with buoyant particles. Significant effort is required
for seeding preparation, distribution of seeding and seeding illumination. The accuracy of
this technique is also limited by the distribution of particles. Projection-based techniques are
seedless methods conducted by projecting a pattern on the water surface. The water is usually
tinted to make the water opaque so that the surface appears solid. Nichols et al. (2020) have
summarized literature on the use of colourant for surface visualization and suggested an
optimum concentration of colourant. Different projection patterns have been implemented,
such as a matrix of dots (Gomit et al., 2015), images of fringes (Cobelli et al., 2009) and
speckle image patterns (Tsubaki et al., 2005).

2.4.2 Acoustic methods

Acoustic based sensing techniques have been implemented in water level and flow rate
measurement. Ultrasonic flow meters measure the flow velocity based on the ultrasonic
transit-time difference between a pair of sensors sending and receiving ultrasonic pulses as
shown in Fig. 2.7. The key principle is that the sound waves travelling with the flow (a to b)
will move faster than those travelling against it (b to a). The time difference is proportional
to the bulk flow velocity and hence flow rate can be computed. These sensors can have a
robust and reliable flow measurement regardless of the external conditions, such as fouling
due to debris and grease (EMS, 2022). The ultrasonic technique is usually affected by other
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factors, such as flow profile, type of liquid and pipe material. Therefore a calibration process
is required to compensate for these effects.

Figure 2.7 Ultrasonic flow transmitter measurement principle (Katronic, 2020).

Another type of velocity sensor known as area velocity sensor (e.g. TIENet 350 velocity
sensor) acts within the flow and uses ultrasound based Doppler shift with an accuracy of
± 2 %. It contains a pair of ultrasonic transducers. One transmits ultrasound which is
then reflected back by the bubbles or particles to the receiver (see Fig. 2.8). The sensor
determines the frequency shift between the transmitted and received waves. The degree of
change in frequency is proportional to the velocity of the flow stream. This sensor can also
contain a pressure transducer. The difference between the pressures exerted on outer and
inner diaphragms is equal to the hydrostatic pressure, from which the level can be calculated
(TELEDYNE, 2016).

Figure 2.8 TIENet 350 area velocity sensor velocity operation (TELEDYNE, 2016).
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Both acoustic sensors mentioned in preceding paragraphs can measure the water surface
velocity but not surface fluctuations. Wang et al. (1991) have first designed a simple ultra-
sound device for flat water surface measurement. The working principle of this device is
comparing the phase of a transmitted signal with that reflected from the surface to a detecter,
with the assumption that the speed of sound is constant. Nichols et al. (2013) have further
extended this technique into water gravity waves and turbulence generated surface waves
measurement in a laboratory flume. The instantaneous water surface fluctuation can be
recovered from the temporal variation of the phase difference between a sent and received
ultrasonic signal reflected form the dynamically rough surface. In order to effectively extract
the accurate information, three criteria must be satisfied: (i) the minimum wavelength must
satisfy the theory of Fresnel zone ensonification, (ii) the mean magnitude of the instantaneous
local surface gradient must not exceed 0.025 (-) and (iii) the rms wave height must be smaller
than 1 % of the acoustic wavelength. Krynkin et al. (2014) have successfully determined
the water surface roughness using an acoustical technique based on stationary phase method
in shallow water flow on open channels. Research from Dolcetti (2016) has shown that the
measurement of the acoustic Doppler spectra in the backscattering configuration is related
to water surface pattern. Both capillary waves propagating in upstream and downstream
directions and mean surface velocity can be observed in the Doppler spectra. Romanova
et al. (2018) have recorded the amplitude of an acoustic field over a range of flow regimes
in a partially filled pipe. It has been found that the statistical behaviour in sound pressure
increases with the water depth and bed roughness.

2.5 Microwave sensing

Doppler radar sensors are increasingly popular for vibration monitoring and motion detection,
such as measurement of breathing and heart rate (Costanzo, 2019), human walking (Mercuri
et al., 2013), fall events (Karsmakers et al., 2012) and hand gesture recognition (Skaria et al.,
2019). It has advantages of good performance in any weather conditions (e.g. darkness, fog
and rain). It can perform its function at long and short ranges and can provide measurements
with high accuracy.

2.5.1 Continuous wave (CW) Doppler radar

Doppler radar motion sensing usually transmits a continuous wave (CW) signal, which is
reflected by a moving target and then demodulated in the receiver. An un-modulated signal
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Tmw(t) = cos[2π fLOt +φ(t)] (2.40)

with carrier frequency fLO is transmitted toward the detecting object and φ(t) is the phase
noise of the transmitter (Gu, 2016, Wang et al., 2014). Neglecting amplitude variation, the
reflected signal captured by the radar receiver is represented as

Rmw (t) = cos[2π fLOt − 4πd0

λ
− 4πxm (t)

λ
+φ(t − 2d0

c
)] (2.41)

where xm (t) is the mechanical movement, λ is the wavelength of the wireless signal, c is the
speed of electromagnetic wave and d0 is the nominal distance between the transmitter and
the target (Li et al., 2013, Gu, 2016). The received signal is similar to the transmitted signal
with a time delay determined by the nominal of the target and with its phase modulated by
the motion of the target. The received signal (Eq. 2.41 signal) and local oscillator (LO) signal
(Eq. 2.40 signal) that is derived from the same source as the transmitted signal are mixed and
down-converted into the baseband signal

B(t) = cos[θ +
4πxm (t)

λ
+∆φ(t)], (2.42)

where θ = 4πd0/λ +θ0 is determined by the nominal detection distance d0 and the phase
shift θ0 at the reflection surface. ∆φ(t) = φ(t)−φ(t −2d0/c) is the residual oscillator phase
noise (Li et al., 2013, Gu, 2016).

2.5.2 Quadrature receivers

After analog-to-digital conversion (ADC) (convert analog signal to digital signal), the infor-
mation of the motion can be identified by processing the digitized B(t). When the movement
amplitude is much smaller than the wavelength λ and θ in Eq. 2.42 is an odd multiple of
π/2 (i.e. θ = (2n+1)π/2, where n is an integer), a linear approximation can be applied to
Equation 2.42 and the baseband output is approximated as (Li et al., 2013)

B(t) = cos[(2n+1)
π

2
+

4πxm (t)
λ

+∆φ(t)],

= sin[
4πxm (t)

λ
+∆φ(t)],

≈ 4πxm (t)
λ

+∆φ(t),

(2.43)
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However, when θ is an even multiple of π/2 (i.e. θ = (2n)π/2, where n is an integer), the
baseband output is approximately (Li et al., 2013)

B(t) = cos[(2n)
π

2
+

4πxm (t)
λ

+∆φ(t)],

= cos[
4πxm (t)

λ
+∆φ(t)],

≈ 1− [
4πxm (t)

λ
+∆φ(t)]2,

(2.44)

which is no longer proportional to xm (t), which is known as a ‘null point’ (Droitcour et al.,
2004). At null points, the baseband output can lead to inaccurate measurement results
(Droitcour et al., 2004, Gu, 2016). This null point occurs with a target distance every λ/4
from the radar. In order to overcome the null point issue, a frequency tuning technique was
developed (Gu, 2016). As shown in Fig. 2.9, it uses double sideband transmission, with
two different LO frequency and thus two wavelengths λ1, λ2. The null points in these two
sidebands happen every λ1/4 and λ2/4, which are indicated as red markers in Fig. 2.9a. In
such way, the null points from one sideband and the optimum points from the other sideband
can overlap each other. Though the frequency tuning technique implemented by hardward
tuning can solve the null point problem, it is not very convenient (Gu, 2016). Another
approach, a quadrature receiver is proposed, in which the received signal is mixed with two
signals with phases 90 degrees apart as shown in Fig. 2.9b. The output signals of the receiver
for these two 90 degrees phase shift signals are called in-phase (I) and quadrature (Q) signal.
The quadrature I/Q channels ensure that there is always one channel not in null point and do
not require a tuning hardware. The baseband I/Q output can be represented as (Rodriguez
and Li, 2019, Wang et al., 2014)

I (t) = AI cos
(

4πxm (t)
λ

+φI

)
+DCI (2.45a)

Q(t) = AQ sin
(

4πxm (t)
λ

+φQ

)
+DCQ (2.45b)

where AI and AQ are the amplitude, DCI and DCQ are the DC offsets in two channels, φI and
φQ are the Q residual phase in two channels.

2.5.3 AC coupling signal distortion

In order to reduce the impact of the noise in ADC, the mixer output I/Q signals are usually
further boosted by the baseband amplifier. AC coupling is usually used between the mixer



2.5 Microwave sensing 35

Radar Target

Radar Target

Optimum point               Null point

(a)

(b)

Figure 2.9 Sketch showing the null point issue (a) solved by frequency tunning and (b) solved
by I/Q channels.

and the baseband amplifier to avoid the DC offsets saturation. The capacitor and resistor
forms a high pass filter with cutoff frequency of fcH = 1/(2πCR). The ideal I/Q trajectory
should form an arch that fits with the circle centred in (DCI , DCQ) and radius AI . In AC
coupled circuit, the I/Q signals are distorted and do not form a perfect arch anymore. The
I/Q trajectory is distorted into a ribbon-like shape as indicated in Fig. 2.10 as a blue curve.

The distortion introduced by the AC coupling circuit was discussed and solved by Gu
et al. (2016). The baseband transfer function between the mixer output and the baseband
amplifier HB (z) can be represented as

HB (z) = As
1−∑

M
1 bk · z−k

1−∑
N
1 ak · z−k

(2.46)

where As is the baseband gain factor and the coefficient bk/ak determine the characteristics
of the high pass response of the RC filter. Gu et al. (2016) proposed a digital post-distortion
technique (DPoD) to compensate the AC coupling distortion by applying an inverse function
of the baseband transfer function. The compensation system response is expressed as

HD (z) =
1−∑

N
1 ak · z−k

1−∑
M
1 bk · z−k

. (2.47)
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Figure 2.10 Simulated I/Q trajectory showing the error vector that is due to distortion at the
AC-coupled baseband (Gu et al., 2016).

To quantify the degree of distortion and the quality of the I/Q trajectory, Gu et al. (2016)
proposed to use error vector magnitude (EVM) measurement. Ideally, the I/Q trajectory is
expected to fall on the idea unit circle as shown in Fig. 2.10 as grey circle. The distorted
signal deviates from the unit circle, with a vector of ⃗Vmeans as shown in Fig. 2.10 as blue
ribbon. The EVM for the whole I/Q trajectory is defined as (Gu et al., 2016)

EVM =

∑
N
k=1 10 · log10


∣∣∣V⃗ k

err

∣∣∣∣∣∣V⃗ k
re f

∣∣∣


N
, (2.48a)

V⃗ k
err =

⃗V k
means −V⃗ k

re f , (2.48b)

where N is the number of signal points in the I/Q trajectory, ⃗V k
means is the vector from the circle

center to the kth measured signal point, V⃗ k
re f is the kth reference vector from the center to the

ideal circle and V⃗ k
err is the error vector representing the difference between ⃗V k

means and V⃗ k
re f .

Larger EVM value means a more distorted ribbon shape and larger signal distortion, thus
less accurate signal demodulation. The value of EVM should be minimised to achieve the
accurate phase information caused by the target motion rather than the circuit imperfections
Gu et al. (2016).
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2.5.4 Amplitude and phase imbalances

In addition to the distortion caused by AC coupling, the amplitude and phase imbalance from
I/Q channels can also cause signal distortion. The amplitude imbalance is

Ae = AQ/AI (2.49)

and the phase imbalance is

φe = φQ −φI. (2.50)

These imbalances can corrupt the signal quality and introduce error in measurements (Park
et al., 2007c, Singh et al., 2013, Zakrzewski et al., 2014). Park et al. (2007c) has introduced
a physical phase shifter at the receiver input to simulate an object moving at a constant
velocity. The amplitude and phase imbalance can be determined from the resulted sinusoidal
I/Q outputs time series. This imbalance estimation method is call the ‘time domain’ method
and such modification itself is able to change the imbalance values(Zakrzewski et al., 2014).
An efficient data based method that does not require circuit modification, called ‘ellipse
fitting’ has been proposed by Singh et al. (2013). As shown in Fig. 2.11a, the I/Q data with
imbalances form an arc of an ellipse (or an ellipse if the displacement is larger than half of
the radar wavelength) rather than a unit circle. The imbalanced I/Q data needs to be corrected
to form a unit circle arc (or a full unit circle) for accurate phase demodulation as shown in
Fig. 2.11b. The imbalance parameters are estimated from the ellipse that the data forms in
the I/Q plot.

Figure 2.11 (a) I/Q data with imbalances (b) corrected I/Q data (Singh et al., 2013).
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By expanding Eq. 2.45a and substituting it with Eq. 2.50 into Eq. 2.45b, gives the
following equation

(
Q
AQ

−
DCQ

AQ

)2

+

(
I

AI
− DCI

AI

)2

−2
(

Q
AQ

−
DCQ

AQ

)(
I

AI
− DCI

AI

)
sin(φe)− cos2 (φe) = 0

(2.51)
This ellipse equation can be normalized to the standard equation as

I2 +A×Q2 +B× IQ+C× I +D×Q+E = 0. (2.52)

The amplitude and phase imbalance can be determined as

Ae =

√
1
A
, (2.53a)

φe = arcsin
B

−2
√

A
. (2.53b)

In general, there are two main methods for ellipse fitting: (i) algebraic method and (ii)
geometric method. The method proposed by Singh et al. (2013) is usually used in radar
sensing represented as the algebraic method (Sim et al., 2020, Arsalan et al., 2020). Assuming
the measured N (N ≫ 5) samples of data are (I1, Q1), (I2, Q2), ..., (IN , QN). Ideally, they
should satisfy the ellipse, which is rearranged from Eq. 2.52 ,as follows, :

A×QN
2 +B× InQN +C× IN +D×Qn +E =−IN

2. (2.54)

The best solution for A, B, C, D and E can be found with linear algebra as (Strang, 2009)
A
B
C
D
E

= (MT M)−1MT b, (2.55)

where matrix M and b are

M =

Q1
2 I1Q1 I1 Q1 1

...
...

...
...

...
QN

2 INQN IN QN 1

 (2.56)

and
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b =

−I1
2

...
−IN

2

 (2.57)

Geometric ellipse-fitting methods are iterative methods applied by minimizing geometric
distance from the data points to their projections on the ellipse. The Levenberg-Marquardt
(LM) method is usually used in radar sensing as it has been proven to be robust even though
the arc length is short (Zakrzewski et al., 2012, 2014). Zakrzewski et al. (2014) has used LM
correction of the classical Gauss-Newton method with the initial guess obtained from the
Taubin algebraic method (Taubin, 1991).

Zakrzewski et al. (2014) has compared both the algebraic method and geometric method
for imbalance estimation. Both methods can correct the signal when the arc length is greater
than 60 % and the noise level is below 1.5 %. The geometric method performs more robustly
when the noise level is higher.

With the estimated amplitude and phase imbalances, the Gram–Schmidt (GS) method was
used to correct the imbalances (Bjorck, 1967). The imbalance corrected signals I

′
(t),Q

′
(t)

are obtained by

[
I
′
(t)

Q
′
(t)

]
=

 1 0

− tanφe
AI

AQ cosφe

[
I(t)
Q(t)

]
(2.58)

2.5.5 Demodulation techniques

There are two main techniques for demodulating the I/Q channels: linear and nonlinear
demodulation techniques. The linear demodulation method approximates the arc of a circle
as a line (Zakrzewski et al., 2015a). This method is computationally simple but it has the
disadvantage of losing the absolute value of the displacement. Moreover, this method is only
valid when the displacement is significantly small compared to the radar wavelength xm(t)
≪ λ . Besides, as mentioned in subsection 2.5.2, the single channel may face the null point
problem (Girbau et al., 2012). Therefore, the demodulation may be inaccurate in certain
radar-subject distances (Droitcour, 2006).

Another technique for demodulating I/Q channel outputs is nonlinear demodulation (Par,
2007). There are two most widely used non-linear demodulation techniques for quadrature
radar, (i) arctangent demodulation (Par, 2007, Hu et al., 2014, Boric-Lubecke et al., 2009)
and (ii) extended differentiate and cross multiply (DACM) (Wang et al., 2015, 2020, Lv et al.,
2014). Arctangent demodulation is usually used in recovering the target’s movement xm (t):
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Φ(t) =
4πxm (t)

λ
+θ +∆φ (t) = arctan

(
Q(t)
I (t)

)
(2.59)

Mathematically, the arctangent demodulation only allows a codomain range of (-π ⁄2,+π ⁄2). If
the target’s movement is large compared to the carrier wavelength (the wavelength of LO), the
demodulation may exceed this range and discontinuity will occur. When the displacement is
small enough, the discontinuity caused by phase wrapping can easily be calibrated by adding
or subtracting π . However, when the displacement is larger than λ ⁄8 (Wang et al., 2014),
the calibration gets more complicated so that for some signal segments the discontinuity is
resolved by adding π while for other π needs to be subtracted. Wang et al. (2014) proposed
and investigated a DACM algorithm. The discrete form of this algorithm is

Φ [n] =
n

∑
k=2

I[k]{Q[k]−Q[k−1]}−{I[k]− I[k−1]}Q[k]

I[k]2 +Q[k]2
(2.60)

The extended DACM algorithm is capable of resolving issues with with phase unwrapping
and accurately demodulating the phase regardless of the magnitude of the target’s motion.

2.6 Literature review summary

This chapter provides a comprehensive overview of the key parameters and formulas related to
partially filled pipes, which will be utilized in this study. It also reviews previous experimental
studies on partially filled pipes, highlighting the limited availability of free surface dynamics
measurements and the absence of 2D surface data. Most of these studies have focused
on under-surface velocity measurements. The hydrodynamics findings from these studies,
including velocity distribution and turbulence quantities, are presented and will be compared
to the findings of this study, leading to the modification of empirical equations. The review
of free surface dynamics in rectangular channels will help explain the observed phenomena
in this study, and similar analysis methods employed in rectangular channel studies can be
applied in this study. Additionally, the existing conditional analysis techniques are reviewed,
their limitations identified, and a comparison will be made with the proposed conditional
analysis technique in this study. The common surface dynamics measurement technique,
optical and acoustic technique, are reviewed. The review also highlights the gap in microwave
sensing application for free surface dynamics. Finally, the working principles and signal
processing techniques of the Doppler radar sensor are explained, which will be employed in
this study.
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In summary, previous studies in rectangular channels indicate a relationship between
sub-surface dynamics and free surface dynamics. However, research on flows in partially
filled circular pipes is limited. The use of Doppler radar sensors offers the potential to
remotely measure motion dynamics. Investigating these aspects could pave the way for a
new non-invasive pipe flow monitoring approach.





Chapter 3

Experimental facilities & flow conditions

A series of experiments were conducted in which the behaviour of the water surface and the
changes of turbulence properties in response to different hydraulic conditions could be mea-
sured. This chapter will describe the experimental setup, instrumentation and measurement
techniques, and the range of flow conditions examined.

3.1 Pipe setup

The work reported in this study was carried out in a 290 mm inner diameter and 300 mm outer
diameter perspex pipe (see Fig. 3.1) in the RA08 Hydraulics Laboratory of The University
of Sheffield. The pipe is 20 m long and it consists of 10 equal 2 m long sections. The pipe
joints were carefully machined to provide little or no disturbance to the free flow, and were
sealed with external rubber gaskets. In Fig. 3.2, the labels ‘a’ to ‘c’ and ‘h’ to ‘k’ represent
components of the pipe which allow control of the flow conditions, which will be described
later. There are several rectangular or circle entry slots cut into the pipe top to install the
measurement equipment. Sections ‘d’, ‘f’ and ‘g’ represent the measurement sections of
the pipe, where velocity field and free surface measurement take place. These measurement
systems were located 9.1m from the flow inlet (x/D ≈ 30) and will be described in detail in
subsection 3.2 - 3.6.

The slope of the pipe, S f , was fixed at 1/1000, which corresponds to a 2 cm height
difference from the pipe inlet to the pipe outlet. The reason for choosing this specific slope
is that it is the minimum slope that could be achieved due to the potential bending of the
old pipe supporting frame. To achieve this slope, the pipe upstream and downstream end
were blocked by two circle segment shape blockages and sealed as illustrated in Fig. 3.3a
and c. Still water was added in between the blockages, with the surface below the top of
the blockages. The amount of water did not change over time. The depth of still water at
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Figure 3.1 Photography of the flume view from upstream.
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Figure 3.2 Sketch of the experimental setup in this pipe showing the relative position of the
measurement section with respect to upstream and downstream sections of the pipe.
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different streamwise locations was measured by a point gauge. Then the slope of the pipe was
adjusted by inserting shims (thickness ranging from 1 mm to 5 mm) under the supports for
the pipe sections. The measurement of water depth and the insertion of shims were iterated
until the desired slope was achieved along the full length of the pipe. In an end sealed pipe,
the water depth gradient corresponds to the gradient of the pipe. Figure 3.4 shows the water
depth measured at 18 different streamwise locations against the longitudinal position. A
linear function is fitted to these measurement points with a slope of 1/1000 and a coefficient
of determination R2 = 0.992. The coefficient of determination (R2) is a statistical measure
that represents the proportion of the total variation in the dependent variable that is explained
by the independent variable in a regression model. It is calculated using the formula: R2

= 1 - (SSR / SST), where SSR is the sum of squared residuals (or residual sum of squares)
and SST is the total sum of squares. A perfect fit of the model to the data results in an R2

value of 1, indicating that all the variation in the dependent variable is accounted for by the
independent variable. On the other hand, an R2 value of 0 suggests that the model does not
explain any of the variation beyond the mean value. R2 values between 0 and 1 indicate the
proportion of the total variation in the dependent variable that is explained by the model.
This means the pipe was set to a slope of 1/1000 with relative error of ± 0.28 %.

a. Blockage at upstream end
b. Point gauge
c. Blockage at downstream end
d. Shims

b

ca

d       ddd       d

Figure 3.3 Pipe slope adjustment with shims.

A pump was used to recirculate water from the outlet tank (with dimensions 253×
181× 104 cm, see Fig. 3.5a) to the inlet tank (with dimensions 95.3× 81.1× 71 cm, see
Fig. 3.5b) and then into the pipe. Control of the discharge from the pump was achieved
with an adjustable butterfly valve (a Fisher type 8580 valve with a type 2052 actuator) (see
Fig. 3.5c) upstream of the inlet tank. The magnitude of the discharge was determined using
an electromagnetic flow meter (Arkon MAG 910) (see Fig. 3.5d). The depth of the flow was
controlled by an adjustable gate at the downstream end of the pipe to ensure uniform flow
conditions throughout (see Fig. 3.5a), verified via point gauge. As is shown in Fig. 3.6a, the
end gate was adjusted to 6 different height and the depth of water was measured at 9 different
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Figure 3.4 Sealed end measured water depth versus streamwise location.

streamwise positions. Linear regression lines are fit to these measurement and the gradient of
the regression line is plot against end gate height in Fig. 3.6b. When the end gate height is
too high, the water depth would be higher in downstream and vice versa. The end gate height
to obtain the uniform condition is the one give the water depth gradient closest to 0. The ruler
attached to the end gate is accurate to 1 millimetre. The end gate was adjusted separately for
each flow/water depth condition. As shown in Fig. 3.5a, a sieve was placed over the outlet
tank to remove any potential large debris in the flow. Temperature was measured before and
after each test using a digital thermometer accurate to ± 0.5 ◦C, placed 0.5 m upstream of
the wave probe measurement area. The regular temperature measurements ensured stable
thermal conditions and therefore constant viscosity and surface tension.

3.2 Point gauge

The measurement of water depth was frequently needed for this study. A point gauge (see
Fig. 3.7) is an accurate and straightforward method for water depth measurement, and is
accurate to 0.1 mm. A point gauge was mounted to a sliding frame above the lateral center
of the pipe, and water depth was measured at seven stream-wise locations with an average
spacing of 1.14 m both before and after the measurement area. At the start of the depth
measurement, the datum of the gauge was zeroed when the tip of the gauge was touching
the bottom of the pipe. It was then lifted until its tip was observed to be in contract with the
water surface approximately half of the time (to account for surface waves). A depth reading
was thus taken from the vertical movement on a Vernier scale.
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(a) (b)

(c) (d)

Figure 3.5 Photography of the pipe rig elements (a) outlet adjustable end gate and outlet tank,
(b) inlet tank, (c) butterfly valve and (d) flow meter.

Figure 3.6 End gate adjustment for flow condition 5 (a) water depth versus streamwsie
positions for different end gate height and (b) Gradient of water depth versus end gate height.
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Figure 3.7 Photography of the point gauge.

3.3 Wave probes

A wave probe is an intrusive electric device that consists of two thin wires, capable of
measuring 1D surface fluctuations over time. An electric current is generated, and the
resulting voltage between these wires is proportional to the water level. The operation of
a wave probe is based on the principle of capacitance. When an electric current is passed
through the wires, an electric field is established between them. As water waves pass over the
wires, the capacitance of the system changes due to the varying distance between the wires
and the water surface. The change in capacitance results in a voltage difference between
the wires, which is proportional to the water level. By measuring this voltage over time,
the wave probe can provide information about the surface fluctuations of the water waves.
Wave probes are typically calibrated before deployment to ensure accurate measurements.
The calibration process involves relating the voltage output of the probe to the actual water
level. This calibration allows for the conversion of voltage readings into meaningful units,
such as millimeters, for quantifying wave characteristics accurately. Overall, wave probes
provide a convenient and reliable method for monitoring surface fluctuations of water waves,
enabling researchers and engineers to study and analyze wave behavior in different water
surface fluctuations.
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3.3.1 Wave probes array positions

There were 7 wave probes placed in the centre of the flume, with two wires in each pair
separated 10 mm apart in the lateral direction (see Fig. 3.8). The distances between each
pair were set to be non-uniform (see Fig. 3.9 and 3.10), which results in more possible
distance combinations when correlating two pairs of probes, and thus higher resolution
spatial correlation data. To minimize potential interference between adjacent probes, the
shortest separation of 20 mm (between wave probes 6 and 7) was placed at the downstream
end of the array. This configuration was chosen because the wake generated by upstream
probes can potentially affect the measurements of downstream probes, leading to potential
interference. All 22 possible wave probe pairs and their separations are summarised in
Table 3.1. The separations range from the self paired probes at 0 mm to the furthest paired
probes at 500 mm (between wave probes 1 and 7).

Figure 3.8 Photograph of wave probes showing the distance between two wires.

The probe wires were glued to the pipe bottom using acrylic blockages, as illustrated
in Fig. 3.11. The wires were inserted through the acrylic blockages and wound around
them. Subsequently, the acrylic blockages were glued and sealed to the bottom of the
pipe. Throughout the experiment, no water leakage was observed. They were tensioned by
adjustable guitar pegs and connected to a standard wave probe control module (see Fig. 3.12)
provided by Churchill Controls. External RC filters were connected between wave probe
BNC cable and control module to eliminate aliasing of high frequency noise. The filter was a
low pass symmetrical unbalanced ’T’ network, with the Z1 (transmission line impedance)
component comprising two 16 kω (series) resistors, and the Z2 component (shunt line
impedance) being a 33 nF capacitor. The details of this filter can be found in Nichols (2014).
The electric signals generated by the wave probe module were digitised and stored using a
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Figure 3.9 Photograph of wave probes showing the streamwise positions.

Figure 3.10 Arrangement of wave probe arrays. Flow direction is from left to right.
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Table 3.1 Wave probe pairs and spatial lags. The first column is the number of possible wave
probe pairs. The second column shows the pairing of two wave probes, with the first digit
representing the index of the first probe and the second digit representing the index of the
second probe. The third column displays the separation between the two wave probes in the
second column, measured in millimeters.

No. of pairs Probe pairs Lag (mm)
1 11 0
2 67 20
3 12 40
4 56 60
5 57 80
6 23 100
7 45 120
8 13 140
9 34 160

10 46 180
11 47 200
12 24 260
13 35 280
14 14 300
15 36 340
16 37 360
17 25 380
18 15 420
19 26 440
20 27 460
21 16 480
22 17 500
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National Instrument (NI6211 with 16 bits resolution), which is part of the DIC system. As is
shown in Fig. 3.13, the box is able to record analog signals up to 8 channels. For this study,
channel A0 to A6 were used for wave probe 1 to 7.

Adhesive glue

Acrylic  blockage

Wave probe wires

Figure 3.11 Sketch depicting the attachment of wave probes at the bottom of the pipe.

Figure 3.12 Photography of front pannel of wave monitor modules.

3.3.2 Wave probes calibration

The wave probes were cleaned regularly to maintain their performance and accuracy in
measuring water surface elevation for all flow conditions. In addition, a calibration process
was carried out to establish the relationship between the voltage output of each wave probe
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Figure 3.13 Photography of front pannel of Dantec timing box, including a DAQ timing and
analog data recording board.

and the corresponding water depth. To calibrate the wave probes, the water depth measured
using a point gauge was plotted against the mean output of each wave probe, denoted as M
(depicted as markers in Fig.3.14). Through this empirical analysis, linear regression lines
were derived (represented by dashed lines in Fig.3.14), allowing for the conversion of the
recorded instantaneous voltage on a specific probe into the corresponding instantaneous water
fluctuation. The calibration procedure was performed at all 14 different flow conditions to
ensure accurate measurements across a range of water depths. By conducting calibration for
each wave probe separately, any variations or differences in their performance characteristics
could be accounted for and accounted during the data analysis process. The calibration
process played a crucial role in obtaining reliable and precise measurements of water surface
fluctuations using the wave probes. It allowed for the conversion of voltage readings into
meaningful units of water depth or elevation, enabling accurate quantification and analysis of
wave characteristics under different flow conditions.

3.4 Digital Image Correlation

Digital Image Correlation (DIC) is an optical measurement method and has been used for
two- or three-dimensional displacement measurement in a wide field of applications in
experimental mechanics, such as fracture mechanics, high-speed deformation measurements
and surfaces with restricted access (Pan et al., 2009, Reu and Miller, 2008, Wang et al., 2015).
It is able to observe different deformation phenomena. The image correlation technique
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Figure 3.14 Example of wave probe calibration.

based on the Q400 measuring system developed by Dantec Dynamics has been proven to be
a useful tool for deformation analysis. This system has been implemented in many studies
for solid material deformation measurement (Mrówka et al., 2021, Gschwandl et al., 2019,
Techens et al., 2020, Yan et al., 2019). In this study, it was used to measure fluid surface
deformation.

3.4.1 DIC hardware setup

The DIC system, being a non-intrusive technique, was positioned upstream of the wave
probe array to avoid potential interference from the joint of two pipe sections (refer to
Fig. 3.15). They were both placed in the same pipe section. As is shown in Fig. 3.15, a
high-definition (HD) projector (NEC109 M403H with 1080p native resolution) was placed
above the pipe, projecting a 5 megapixel speckle pattern onto the water surface. This speckle
pattern consisted of a random distribution of black and white dots or marks (as depicted in
Fig. 3.16), which created a unique and identifiable pattern for tracking and analyzing the
deformation or motion of the water surface. Two high-speed CMOS cameras (Mikrotron
EOSENSE 4CXP, 4 megapixels in resolution, 2336 x 1728 pixels at 563 fps frame rate,
8-bit, black-and-white) were placed just below the projector with a separation between
them, resulting in an angular displacement of approximately 40 degrees. The HD projector
remained fixed in the same position throughout all the tests and was focused on the water
surface for each flow condition. The cameras were mounted on a round bar, allowing for
adjustment of the distance and angle between them. The round bar was attached to vertical
struts, enabling vertical adjustment of the cameras. The apertures of both cameras were
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Figure 3.15 Photograph of DIC and wave probes setup.

consistently set to f/8, and they were independently focused on the same patch of the water
surface.

Figure 3.16 5-megapixel speckle pattern applied to the water surface for the DIC system.
The pattern consists of a random distribution of black and white dots or marks, enabling the
tracking and analysis of water surface deformation or motion.
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To compare the water surface fluctuation that was measured by wave probes and DIC
simultaneously, a Dantec timing box (see Fig. 3.13) was used. It is an interface between the
control computer and the sensors. It consists of a DAQ timing and analog data recording
board. The timing functions can be used to synchronize multiple sensors and ensure that the
DIC images are recorded at the same time. The sampling frequency of the DIC cameras is set
to 120 Hz in order to synchronize with the HD projector pulse with 60 Hz. The overlapping
field of view of the two cameras covered an area of water surface of approximately 297 mm
in streamwise and 198 mm in lateral.

3.4.2 DIC calibration

The system calibration is an important step performed prior to any measurement. Since
different flow conditions can have varying flow depths, which affect the distance from
the water surface to the cameras, camera calibration was conducted for each new flow
condition. For calibration, a Dantec Dynamics calibration target (AI-11–BMB-9×9) was
utilized, as shown in Fig. 3.17. This target consists of a patterned board with a regular grid
of black and white squares, specifically designed for camera calibration in DIC systems.
The calibration target was positioned within the pipe measurement area. In the Istra4D
software, the appropriate calibration target type was selected, and the new calibration setup
was initiated. The calibration target was systematically moved across the measurement area,
covering different sides, orientations, and positions. To enable a 3D calibration, 10 images of
the target were captured in various positions and angles. It was ensured that the calibration
plate remained fixed in the same position (with the same streamwise, lateral, and vertical
coordinates) for the first image of the calibration, as illustrated in Fig. 3.18. This approach
provided a consistent datum and coordinate system for all flow conditions.

Appendix A provides a detailed presentation of the DIC calibration process using the
Istra4D software. In Figure A.1, the calibration board is illustrated, with the center corre-
sponding to the DIC coordinate system (0,0,0). The red and green arrows represent the
streamwise and lateral directions, respectively. This means that the center of the calibration
board positioned as shown in Fig. 3.18 corresponds to (0,0,0) in the DIC coordinate system
for all flow conditions. The calibration parameters were saved after the cameras registered
their positions. It is important to note that uncertainties in the calibration parameters can
introduce measurement errors. If the calibration residuum value was not within the accept-
able range (below 0.3) (DantecDynamics, 2018), the calibration process was repeated. By
recording the calibration plate in various positions, the software automatically identifies the
nodal points of the calibration plate (green markers in Fig.A.1) and calculates the intrinsic
parameters (focal length, principal point, and lens distortions) as well as the extrinsic param-
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Figure 3.17 Photography of DIC calibration target Dantec Dynamics 11mm.

Figure 3.18 The position of the calibration board during the first calibration image, illustrating
the DIC coordinate system. Top left - top view, bottom left - front view, bottom right - side
view. The center of the calibration board corresponds to the origin (0,0,0) in DIC coordinates.
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eters (translation vector and rotation matrix). With these known parameters for each camera
and the orientations of the cameras relative to each other, the positions of each facet of an
object can be accurately calculated.

3.4.3 DIC software

The Istra4D software was used to calibrate cameras, capture images, evaluate images and
visualize images. After the calibration procedure, a series of images were captured by these
calibrated cameras. The upper limit of measurement time was controleld by the size of RAM
and size of solid-state drive/ hard disk drivers (SSD/ HDD), and depends on the frame rate
and the image resolution. In this study, the PC had 128GB RAM size and 1TB SSD/HDD,
and was capable of a measurement of 66 s DIC in synchronised with 7 wave probes. After
the measurement, the evaluation was performed in the Istra4D software. The area of interest
was first defined as is depicted in Fig. 3.19 with a blue polygon and a cross marker inside.
The images were processed and divided into multiple facets, as illustrated in Fig. 3.20, using
a facet size of 25 pixels. This facet size corresponds to an approximate spatial resolution
of 2 mm in this study, with a grid spacing of 17 pixels. The correlation algorithm can
determine the shift, rotation and distortion of these facet elements (Martin and Miroslav,
2021). This correlation algorithm was performed for each individual facet in the measured
surface. With the known intrinsic and extrinsic parameters obtained from the calibration, the
3D displacement of each facet of the water surface can thus be determined.

Figure 3.19 Define the area of interest in DIC evaluation.
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Figure 3.20 Mesh the recorded images into several facets, with more than 90% detectable
area and less than 10% grey non detectable area.

3.5 Acoustic Doppler Velocimetry

The Acoustic Doppler Velocimeter (ADV) is a widely used instrument in field and laboratory
studies for measuring instantaneous velocity components with reliability and robustness
(Cea et al., 2007, Clark and Kehler, 2011, Novo and Kyozuka, 2019). It is capable of
measuring all three velocity components (streamwise, lateral, and vertical velocities) at a
single spatial point, referred to as 1D 3C (one dimension in space and three dimensions of
velocity components) in this study.

The ADV operates based on the principle of Doppler shift, utilizing sound waves to
measure the velocity of particles within a fluid. The ADV probe head consists of one
transmitter and multiple receivers. The transmitter emits short pulses of acoustic waves into
the fluid, which propagate through the medium and interact with the suspended particles.
When the sound waves encounter moving particles, such as water droplets or sediment grains,
the motion of these particles causes a change in the frequency of the sound waves, known as
the Doppler shift. The ADV detects this frequency difference between the transmitted and
received signals at the receivers, allowing for the determination of particle velocity along the
acoustic beam.

In this study, the ADV probe head consists of one transmitter and four receivers. The
measurement volume of the ADV is depicted as a cylinder in Fig. 3.21, located 5 cm away
from the transmitter. It has a vertical coverage of 7 mm and a diameter of 6 mm. In this study,
two types of ADV developed by Nortek were utilized: a side-looking ADV and a downward-
looking ADV. Both ADVs were positioned at the lateral center of the measurement area and
moved vertically up and down to capture velocity profiles at different depths. For each ADV
measurement, a minimum of 8 depth-wise positions were sampled. The side-looking ADV
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is specifically designed for near free-surface measurements, allowing for accurate velocity
measurements in the vicinity of the water surface. On the other hand, the downward-looking
ADV is focused on near-bed measurements, providing detailed velocity information close to
the bed surface. By employing both ADVs, comprehensive velocity profiles were obtained
throughout the water column. To ensure the reliability and validate the performance of the
ADVs, there were overlapping regions where measurements were captured by both ADVs.
These overlapping regions allowed for a direct comparison of the velocity data obtained
from the side-looking ADV and the downward-looking ADV, enabling the assessment of
consistency and agreement between the two instruments. To ensure accurate depth-wise
positioning, the side-looking ADV was attached to a modified point gauge with an accuracy
of 0.1 mm, and the downward-looking ADV was attached to a linear stage gauge with an
accuracy of 0.01 mm, as depicted in Fig.3.22. The depth-wise measurement positions for
each flow condition are summarized in AppendixB, where cross markers represent discarded
data points. The criteria for selecting good quality data are discussed in subsection 4.4.1.

In addition to providing velocity components, the ADV also offers two important param-
eters for assessing data quality: the signal-to-noise ratio (SNR) and the correlation (COR).
The correlation value represents the similarity between the two pulse echoes being measured
and ranges from 0 to 100%. Higher correlation values indicate a stronger similarity between
the echoes, reflecting accurate phase shift measurements by the system. Typically, an SNR
above 15 dB and a correlation above approximately 70% are considered indicative of good
quality data (Nortek, 2021). These parameters were used to evaluate and ensure the reliability
of the ADV measurements in this study.

50 mm

50 mm

Sampling

vol.
ø 6 mm

7 mm

Sampling

vol.
ø 6 mm

7 mm

(a) (b)

Figure 3.21 Sketch of (a) side-looking ADV and (b) downward-looking ADV showing the
probe arrangement.
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(a) (b)

Figure 3.22 Photography of attachment frame for ADV (a) side-looking ADV (b) downward-
looking ADV.
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3.6 Doppler radar sensor

The choice of carrier frequency is very important. Various carrier frequency bands ranging
from milimeter band (40 - 100 GHz) to ultra high frequency (UHF)(0.3 - 1 GHz) have been
tested for non-contact detection (Wang et al., 2015). Shorter wavelengths (higher frequencies)
provide a greater sensitivity to small displacement. One of the widely used electromag-
netic microwave sensors in industrial applications is the quadrature Frequency-Modulated
Continuous-Wave (FMCW) Doppler radar. In this study, a 24 GHz (12.5 mm wavelength)
quadrature Doppler radar sensor (DRS) from RFbeam has been used for non-contact measure-
ment of free surface. The minimum antenna size is proportional to wavelength and inversely
proportional to frequency. The 24 GHz K band radar compromise between antenna size and
the measurement resolution, which is suitable for airborne water surface measurement.

3.6.1 Doppler radar architecture

The entire structure of the prototype radar system is shown in Fig. 3.23. The transceiver unit
K-LC7 is shown in Fig. C.1, which is fabricated with one transmitter and two receivers. The
operational transmitter frequency is centered at 24.125 GHz frequency, with frequency range
24 ∼ 24.25 GHz. The transceiver includes a voltage-controlled oscillator (VCO) pin that
allows for the frequency modulation of the radar setup. The transceiver was powered by a 10
V power generator (5 V for each sensor) as is shown in Fig. C.2. An amplifier (see Fig. C.3)
was connected to the transceiver so that the amplified Doppler signals could be properly
observed. A data acquisition system by National Instruments (NI USB-6001) was used for
data logging as shown in Fig. C.4. The data acquisition unit was connected to a laptop and
the data acquired were then analysed in MATLAB.

Figure 3.23 Schematic representation of the prototype radar system.

Fig. 3.24 shows a block diagram of the amplifier module. The filters are the same for
the I/Q channels, and each consist of a cascade of two active band pass filters. Each active
band pass filter is the cascade of a passive high pass filter and a passive low pass filter. The
high pass filter is formed by resistor R1 (3.9×103Ω) and capacitor C1 (10×10−6 F) with
the cutoff frequency fcH of 4.1 Hz (1/2πR1C1) and the low pass filter is formed by resistor
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R2 (150×103Ω) and capacitor C2 (1×10−9F) with the cutoff frequency fcL of 1.1 kHz
(1/2πR2C2). Together this forms a band pass filter between 4.1 Hz and 1.1 kHz. There is
also approximately 64 dB of voltage gain. The gain value 20log10(Vout/Vin) is calculated by
solving the following system of linear equations

Vout1 =Vin2, (3.1a)

Vout1 −2.5
R2

=
2.5−Vin1

R1
, (3.1b)

Vout2 −2.5
R2

=
2.5−Vin2

R1
, (3.1c)

where 2.5 means the 2.5 V DC input, Vin1 and Vout1 represent the input and output for the
first stage band pass filter and Vin2 and Vout2 represent the input and output for the second
stage band pass filter.

Figure 3.24 The circuit diagram of the amplifier board.

3.6.2 Doppler radar sensor setup

For radar sensing measurement in the partially filled pipe, a Doppler radar sensor was placed
at in the lateral center and 425 mm above the bottom of the pipe as illustrated in Fig. 3.25. It
was 585 mm upstream of wave probe 1, which was in the DIC measurement area.

3.7 Temperature and Concentration of TiO2

The measurement of water temperature and the concentration of TiO2 serve important
purposes in this study. Both of these parameters have the potential to influence water
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Figure 3.25 Sketch of DRS setup over the pipe: top left - top view, bottom left - front view,
bottom right - side view.
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properties such as density, viscosity, and conductivity. Additionally, the concentration of
TiO2 can affect the transparency of the water, which in turn impacts the clarity of the
DIC images obtained during the experiment. To ensure the accuracy and reliability of the
experimental results, it is necessary to record the water temperature and the concentration of
TiO2 throughout the duration of the measurements. The water temperature, although difficult
to maintain at a fixed value in a laboratory setting, was regularly monitored using a probe
thermometer with an accuracy of 0.1◦C. These measurements were conducted at intervals of
approximately 30 minutes, allowing any potential variations caused by temperature changes
to be monitored and taken into account during the data analysis. In addition to temperature,
an appropriate concentration of TiO2 needed to be determined and maintained consistently
throughout the experiment. The concentration of TiO2 plays a crucial role in controlling the
water’s optical properties, and it directly impacts the clarity and quality of the DIC images.
By establishing and maintaining a specific TiO2 concentration for all experimental conditions,
any variations or differences observed can be attributed to the specific flow conditions rather
than changes in TiO2 concentration. By recording and monitoring the water temperature
and the concentration of TiO2, this study ensures that any potential effects caused by these
factors are considered and accounted for in the analysis of the experimental data.

In this study, various measurements were performed to evaluate the influence of tempera-
ture variation on surface fluctuations and to identify the optimal concentration of TiO2 to be
used. Pure water was gradually supplemented with a specific mass of TiO2, resulting in TiO2
concentrations ranging from 0% to 0.06%. To capture the water surface conditions at different
TiO2 concentrations, snapshots were taken using DIC. These raw DIC images provide a
visual representation of the clarity and contrast achieved with varying TiO2 concentrations.
The DIC setup is illustrated in Figure 3.15, and it involved the use of two cameras, namely
the upstream camera (CAM1) and the downstream camera (CAM2). Figure 3.26 shows
snapshots of the water surface captured by the upstream camera (CAM1) with different
concentrations of TiO2. The position marked as ’X’ in these snapshots corresponds to the po-
sition of the projected pattern shown in Fig. 3.16. In the pure water condition (Figure 3.26a),
no marker is visible. However, as the concentration of TiO2 increases (Figures 3.26b and c),
the marker becomes faintly visible and appears blurry. The contrast and clarity of the marker
improve with higher concentrations of TiO2 (Figures 3.26d, e, and f). To determine the
appropriate concentration of TiO2 for this study, it was important to strike a balance between
achieving good data quality and minimizing the impact on the surface dynamics. Previous
studies (Nichols et al., 2020) have found that a minimum TiO2 concentration of 0.01% mass
concentration is required for reliable time and space-averaged water depth measurements
using Kinect infrared optical sensors. However, for accurate water surface fluctuations in
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this study, a higher concentration of TiO2 was necessary. After careful consideration of the
factors mentioned, a mass concentration of 0.06% TiO2, utilizing titanium dioxide from
Fisher Scientific, was selected for this study. This concentration was chosen to maintain a
close approximation to the pure water condition while still providing sufficient visibility of
the projected pattern on the water surface. The goal was to simulate the properties of pure
water as closely as possible. It is important to note that adding excessive amounts of TiO2
can potentially alter the water properties. Moreover, since pure water is transparent, DIC
techniques cannot effectively analyze transparent surfaces. Therefore, an optimal concen-
tration of TiO2 was determined, which represents the minimum amount necessary for DIC
to function reliably. Figure 3.27 presents a snapshot of synchronized views from the two
cameras (CAM1 and CAM2) using the selected 0.06% TiO2 concentration. Both camera
views clearly depict the stochastic pattern, indicating good visibility of the speckle pattern.
Some white spots at the edges of the images correspond to points of direct reflection of the
projector lamp. It is worth mentioning that the TiO2 powder was mixed in the downstream
tank and continuously recirculated using a pump. Regular agitation of the downstream tank
was performed to prevent the deposition of TiO2 powder. The effect of temperature and
concentration of TiO2 on the measurement of surface properties will be further evaluated and
discussed in Section 4.6.

(a) (b) (c)

(d) (e) (f)

Figure 3.26 Snapshots of surface with different mass concentrations of TiO2 (a) 0.000 %, (b)
0.006 % , (c) 0.012 %, (d) 0.018 %, (e) 0.030 % and (f) 0.040 %, dotted lines means power
proportional to f−5.
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Figure 3.27 Synchronized views from two cameras showing a snapshot of the water surface
for a specific time step. The views are captured simultaneously by the upstream camera
(CAM1) and the downstream camera (CAM2).

3.8 Bulk flow conditions

The uniform flow conditions were examined in the order given in Table 3.2. The gradient of
the pipe is fixed at 1/1000 with smooth roughness (Manning’s roughness coefficient 0.0099
estimated in section 4.1). The flow conditions were designed to have a uniform flow rate
increment (2 Ls−1) in between and cover ranges of both flow depths below half the pipe
diameter and over half the pipe diameter. The pump has the ability to generate flows up to
∼ 30 Ls−1 and therefore the maximum flow rate (flow condition 14) was set to 28 Ls−1 to
ensure reliable uniform flow rate. For each flow condition, the desired flow rate was set by
adjusting the inlet valve controlled by Labview. The downstream gate was carefully adjusted
in order to give uniform flow depth at the desired flow rates. The corresponding uniform flow
depth is the mean of the water depth measured by point gauge at the 7 streamwise locations
with average spacing 1.14 m. 14 flow conditions were examined for this study, with water
depth d ranging from 45.5 mm to 192.4 mm and flow rate Q ranging from 2 Ls−1 to 28 Ls−1.

In Table 3.2, the following parameters were recorded directly from instruments: end gate
height, hg, from the end gate ruler, flow rate, Q, from the flow meter and the water depth, d,
from the point gauge. The rest of the parameters were calculated from the directly measured
parameters: mean velocity, Ub, from Equation 2.10, free surface width, Lw, from Equation 2.6,
hydraulic radius, Rh, from Equation 2.4, Reynolds number, Re, from Equation 2.8, Froude
number, Fr, from Equation 2.11, friction factor, f , from Equation 2.12 and shear velocity, U∗,
from Equation 2.14.
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Table 3.2 Bulk flow conditions.

Flow
con-

dition

End
Gate

height

Flow
rate

Depth
Relative
depth

Mean
veloc-

ity

Free
surface
width

Hydraulic
radius

Reynolds
number

Froude
number

Friction
factor

Shear
velocity

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)
hg Q d d/D Ub Lw Rh Re Fr f U∗

(-) (mm) (L/s) (mm) (%) (ms−1) (m) (m) ×104 (-) (-) (ms−1)
1 24 2 45.5 15.7 0.30 0.21 0.028 0.84 0.543 0.024 0.017
2 30 4 63.9 22.0 0.37 0.24 0.038 1.41 0.558 0.022 0.019
3 35 6 77.7 26.8 0.42 0.26 0.045 1.89 0.572 0.020 0.021
4 40 8 91.0 31.4 0.45 0.27 0.051 2.31 0.561 0.020 0.022
5 45 10 103.2 35.6 0.47 0.28 0.057 2.69 0.550 0.020 0.024
6 48 12 113.4 39.1 0.50 0.28 0.061 3.05 0.551 0.019 0.024
7 51 14 124.8 43.0 0.52 0.29 0.066 3.36 0.534 0.019 0.025
8 55 16 132.5 45.7 0.54 0.29 0.068 3.70 0.545 0.018 0.026
9 59 18 142.9 49.3 0.56 0.29 0.072 3.97 0.531 0.018 0.027

10 62 20 151.3 51.9 0.57 0.290 0.074 4.27 0.533 0.017 0.027
11 65 22 160.9 55.5 0.59 0.288 0.077 4.50 0.517 0.018 0.028
12 70 24 171.4 59.1 0.59 0.285 0.080 4.70 0.499 0.018 0.028
13 74 26 181.8 63.0 0.60 0.280 0.083 4.87 0.478 0.018 0.028
14 78 28 192.4 66.3 0.60 0.274 0.084 5.05 0.466 0.018 0.029
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3.9 Experimental protocol

The gradient of the pipe was fixed to 1/1000 as described in section 3.1. The water was tinted
with 0.06 % TiO2 and treated with 135 ml Rodolite H every two weeks to disinfect water. The
measurement procedure was the same for all 14 flow conditions. The flow was established by
adjusting the valve controlled by Labview. There was a proportional-integral-derivative (PID)
feedback system used to adjust the valve to maintain the desired flow rate, by comparing the
actual flow rate from the flow meter and the applied input flow rate. All measurements were
taken at least an hour after the required uniform flow was achieved to ensure the steady state
of the flow.

Firstly, the water depth was measured by point gauge and the flow rate was read from
Labview based on the flow meter. Secondly, synchronised DIC and wave probe data were
recorded for a duration of 66 s 5 times at the sampling frequency of 120 Hz. The choice of
66 s measurement duration was limited by the PC capacity as mentioned in subsection 3.4.3.
Thirdly, a long continuous 300 s wave probes data recording was made. After that, Doppler
radar sensor was installed in the DIC measurement area and a measurement of 300 s was taken
with 3 repeats. Following this, the ADV was installed inside the pipe for sub-surface velocity
measurement. The ADV was fixed in the same streamwise position (9.1 m downstream to
the inlet tank as indicated in Fig. 3.2d) and moved to different depth-wise positions with
approximate 10 mm depth increment in between. A 300 s ADV recording was made for each
depth-wise position. Additionally, the temperature of the fluid was measured regularly by a
probe thermometer during the experiment. It was found that the change of temperature was
generally less than 5% over the measurement period of each flow condition.

The measurement duration was 300 s because this was the time required for the standard
deviation of the surface fluctuation signals to comfortably settle to within ± 1 %. Figure 3.28
shows the standard deviation of water surface fluctuations measured by the wave probe in
time series with an increase in measurement time duration in relative to the standard deviation
of 300 s recording duration. Data shown in Fig. 3.28 is for wave probe 1 and for 4 flow
conditions (flow condition 1, 5, 9 and 13) representative of all hydraulic flow conditions
examined in this study. The y-axis is normalised cumulative standard deviation, calculated
by

std(η(τ))

std(η(T ))
×100, (3.2)

where std(η(τ)) is the standard deviation of surface fluctuation over a time period of τ ,
std(η(T )) is the standard deviation of surface fluctuation over a time period of T , τ is in
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the range of 0-300 s and T is 300 s. Similar settling times were observed in the standard
deviation of the ADV velocity data and Doppler radar sensor channel output.

Figure 3.28 Settling time of std of surface fluctuation for increasing recording time duration
measured by wave probe no. 1.

3.10 Experimental setup conclusions

An extensive experimental setup has been carefully designed and constructed to allow detailed
and accurate measurement of multiple properties of partially filled pipe flows. A 20 m long,
290 mm internal diameter smooth pipe fixed at 1/1000 gradient was employed for this study
as described in subsection 3.1. A range of flow conditions mentioned in subsection 3.8
were selected in order to generate a range of turbulent flow fields giving rise to a range of
free surface patterns. These flow conditions were chosen in order to study both less than
half and more than half filled pipe flows and do not exceed the pump’s maximum ability.
The instruments employed and their usage are illustrated in Fig. 3.29 and summarized in
Table 3.3. Surface properties were assessed using a synchronized DIC/wave probe system,
floating tracers, a point gauge, and a Doppler radar sensor. The wave probe system primarily
targeted lateral center surface fluctuations over an extended streamwise distance, while DIC
focused on surface fluctuations across a two-dimensional area with a shorter streamwise
distance. To measure sub-surface properties, three instruments were utilized: a side-looking
ADV, a down-looking ADV, and a flow meter. The side-looking ADV primarily focused
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on near-surface measurements, while the down-looking ADV emphasized near pipe bottom
measurements. This differentiation in focus was due to the geometry limitations of the
ADVs and the principle of a 5 cm measurement volume at a distance. The point gauge
and ADVs were equipped with sliding frames designed to fit along the pipe and enable
vertical movement. Wave probes were inserted through the pipe and tensioned using a
newly designed guitar peg system. The DIC system and DRS were mounted on a frame
positioned above the pipe, allowing for vertical adjustments. The sequence of the experiment
is illustrated in Fig. 3.30. The flow chart depicts the order in which equipment was used,
identifies the equipment used simultaneously, indicates the measurement duration for each
equipment, and highlights the number of times the experiment was repeated. The sampling
frequency, measurement duration and number of repeats of measurements are summarized
in Table 3.4. The choice of sampling frequencies, 100 Hz and 120 Hz, in this study can
be justified by several reasons. Firstly, the dominant free surface features and fluctuations
of interest are typically below 10 Hz (Nichols, 2014). Therefore, a sampling frequency
of 100 Hz is considered sufficient to capture the relevant dynamics accurately. Previous
studies on free surface dynamics have also successfully utilized a sampling frequency of 100
Hz (Nichols, 2014), demonstrating its effectiveness in capturing the key characteristics and
variations of the free surface. In addition, Romanova (2013) used a sampling rate of 22.1 kHz
and downsampled it to 20 Hz for studying turbulence surface dynamics in a partially filled
pipe. This suggests that lower sampling frequencies can still provide valuable insights into
surface dynamics. Furthermore, the sampling frequency of 120 Hz was specifically chosen
for the Digital Image Correlation (DIC) technique in this study. This frequency allows for the
alignment of the cameras’ shuttle with the projector frequency, ensuring synchronization and
accurate measurement of the surface fluctuations. Overall, the selected sampling frequencies
were carefully considered to capture the relevant dynamics of the free surface, align with
previous studies, and enable accurate measurement techniques. The unique experimental
setup described in this chapter will allow the study of hydrodynamics in a partially filled pipe
and the radar sensing of the free water surface.
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Table 3.3 Summary of instrument and type of measurement.

Instrument Type of measurement and limitation
Flow meter Instantaneous flow rate.

Point gauge

Water depth of different streamwise locations. It
provides straightforward readings, but it needs to be

manually moved to different streamwise locations for
each reading.

Wave probes

Instantaneous surface fluctuations at multiple
streamwise locations. Seven wave probes were

deployed, spanning a streamwise distance of 500 mm at
the lateral center. Wave probes solely capture

measurements of lateral center surface fluctuations in
this study.

DIC

Instantaneous surface fluctuations for a specific area,
approximately 297 mm by 198 mm in this study. It

enables the acquisition of 2D surface data, but with a
shorter streamwise span compared to the wave probes."

DRS

Instantaneous radar signal response with respect to
water surface fluctuations. It captures the response

from a patch of dynamic water, but directly recovering
the actual surface fluctuation is challenging. Additional

signal processing is required to extract meaningful
information.

ADV

Instantaneous 1D 3C velocity fluctuations at different
positions along the depth. However, in this study, only
1D data at the lateral center can be obtained. It is not

possible to obtain a planar or volumetric velocity field.

Floating tracers

Mean surface velocity. Ensuring that the tracers float
precisely over the lateral center can be challenging.

However, repeating the measurement 10 times helps
reduce uncertainty and improve accuracy.

Probe thermometer
Fluid temperature. It provides one time reading but

does not provide instantaneous temperature
measurements.
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Figure 3.29 Sketch of instrument summary.

WP & DIC
66 s x 5

WP
300 s

DRS
300 s x 3

Side-looking
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300 s x ~13

Downward-
looking ADV
300 s x ~10

Point gauge
x 2

Floating tracer
x 10

Figure 3.30 Flow chart of experiment sequence.

Table 3.4 Summary of instrument measurement sampling frequency, duration and number of
repeats.

Sampling
frequency

fs, (Hz)

Measurement
Duration

T, (s)

Number
of repeats,

(-)

Wave probes
120 66 5
100 300 1

DIC 120 66 5
ADV 100 300 1
DRS 100 300 3

Floating tracers - - 10





Chapter 4

Data pre-processing and validation

4.1 Uniform flow conditions

As the surface fluctuations measured by DIC and wave probes were at different locations, it
is important to ensure the flow is uniform in the measurement area. The method of adjusting
the end gate height to find the uniform flow is discussed in section 3.1. In theory, to achieve
uniform flow for a certain flow rate, a specific end gate height is required. This end gate
height ensures a uniform water depth and a consistent velocity profile along the streamwise
direction. Figure 4.1a illustrates the validation of uniform flow conditions by comparing
the dimensionless quantities Ub/Ub f and Q/Q f derived from experimental measurements
with the theoretical graph proposed by Camp (1946) (as mentioned in subsection2.1.1). The
experimental values show a good overlap with the theoretical graph, indicating uniform flow.
Additionally, in Fig. 4.1b, the flow rates are plotted against ARh

2/3S f
1/2 from Manning’s

equation, with a best-fit line. The line represents a Manning’s roughness value of 0.0099,
which closely approximates the roughness value of perspex (Capart et al., 1997, Tullis et al.,
1990) (the material the pipe is made from). This further confirms the uniform flow conditions
in the measurement area.

The dimensionless quantity analysis and the Manning’s equation analysis have verified
the uniform flow conditions in terms of water depth. A downward-looking ADV and a
side-looking ADV were implemented to validate the uniform flow conditions in terms of
velocity profile. ADVs were sampled at 100 Hz and recorded by the software Vectrino Plus
for a 300 s measurement duration. The velocity profiles were measured at several depth-
wise positions for the highest flow, flow condition 14. The depth-wise positions z/d and
streamwise positions for the ADV measurement are indicated in Fig. 4.2. The highest flow
was selected as this is the flow that needs the longest distance from the inlet before it reaches
uniform conditions. Figure 4.2a shows the sub-surface velocity fluctuations measured by the
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(a) (b)

Figure 4.1 Comparison of experimental measurements to theory for the validation of uniform
flow conditions: (a) Dimensionless quantities over relative depth, and (b) Manning’s equation.

downward-looking ADV at eight different streamwise positions and 13 different depth-wise
positions. It is clear that the flow was not well developed in the position near the pipe entry x
= 2.38 m, showing velocity magnitude ∼ 7.7 % smaller than the other positions as indicated
by the black square markers in Fig. 4.2a. The streamwise position x = 12.61 m is the place
just after the intrusive wave probes. The velocity profile at this position, indicated by yellow
star markers in Fig. 4.2a, shows velocity magnitude ∼ 4.6% smaller than the other positions.
This is likely due to the disturbance by the intrusive wave probes. In general, the magnitude
of the velocity profile difference at different streamwise positions is within 1.5 %. The side-
looking ADV was placed 0.9 m upstream of DIC measurement area and 2.7 m downstream
of the wave probes measurement area to validate the downward-looking probe and collect
data closer to the free surface. The sub-surface velocity fluctuations were measured by the
side-looking ADV at two different streamwise positions and 15 different depth-wise positions.
The velocity profiles measured at these two positions for the highest flow, flow condition
14, are compared in Fig. 4.2b. Markers represent the mean streamwise velocity and error
bars correspond to the standard deviation of velocity time history, calculated by taking the
standard deviation of ADV measured 300 s long streamwise velocity (std(u)). As is shown in
Fig. 4.2b, the mean streamwise velocity profile and standard deviation of velocity fluctuations
are comparable upstream and downstream of the measurement area. The downstream mean
streamwise velocity is slightly smaller in magnitude compared to the upstream one, with a
small mean streamwise velocity difference within 3.95%. The difference is to be caused by
the intrusive wave probes between these two ADV measurement positions. The difference is
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larger in the depth-wise positions 0.3 < z/d < 0.65 and relatively smaller in the near surface
and bottom positions. Overall, the velocity profile difference before and after the surface
measurement area for depth-wise position 0.06 < z/d < 0.86 is within 4 %, which verifies the
uniform flow conditions.

(a) (b)

Figure 4.2 Velocity profile measurements obtained by ADV for flow condition 14: (a) before
and after the surface measurement area, as measured by a side-looking ADV; (b) at multiple
streamwise positions, as measured by a downward-looking ADV.

The measurement location of this study is positioned 9.1 m downstream from the inlet
pipe and 12 m upstream from the outlet pipe. In pipe flow, the stabilization zone is known to
occur approximately 10 pipe diameters downstream from the entrance, which corresponds to
2.9 m downstream from the inlet pipe in this study. Therefore, the measurement section is
located within the stabilization zone. However, it is important to note that the velocity profile
analysis, as discussed in the preceding paragraph, demonstrates a uniform distribution both
before and after the measurement section. This validates that the measurement section is
indeed within the stabilisation zone and ensures that it is not affected by the inlet and outlet
regions.
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4.2 Wave probe data

As mentioned in subsection , a physical low pass filter was connected to the wave monitor
output to remove any high frequency noise. The filter was connected and then removed to
check the effect of the filter and the wave probe voltage was recorded for flow conditions 1
and 14. Fig. 4.3 shows the power spectra of the voltage fluctuations from wave probes with
and without filter for the lowest and highest flow conditions, with frequency shown up to
50 Hz. It can be seen that the power spectra generally overlay each other in the frequency
range below 10 Hz and the filter is capable of removing some spikes in the higher frequency
ranges. Therefore, the filter implemented is able to reduce random noise and aliasing effects,
while not affecting the wave probe reading.

Figure 4.3 Power spectra of voltage fluctuation from wave probe with and without filter (a)
flow condition 1 and (b) flow condition 14.

The wave probe voltage fluctuation was first converted into surface fluctuation by the
calibration coefficient as described in subsection 3.3.2. The surface fluctuation was then
filtered with a 10 Hz low pass filter and detrended to remove any small linear drift over
the course of the measurement. The 10 Hz frequency was selected as the wave probe
module Churchill itself includes an internal 10 Hz low pass hardware filter, so that any signal
component above this frequency range could be considered as noise. This cutoff frequency
was also implemented by Nichols (2014) as the frequency content of surface fluctuation
time series is well below 10 Hz. Figure 4.4 shows an example of a wave probe measured
surface fluctuation time series for a duration of 20 s with and without a 10 Hz low pass filter.
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The 10 Hz low pass filter is able to remove some outliers in the signal without changing
the turbulence information. After that the signal is subtracted by its time averaged mean to
obtain surface fluctuation. This pre-processing procedure was applied to all 7 wave probes
and for all flow conditions.

Figure 4.4 Surface fluctuation time series of 20 s segment measured by wave probe 1 for flow
condition 4 with and without filter.

Figure 4.5 shows an example of the power spectra measured by the wave probe 1 to 7
for condition 1, 6 and 11. Data is shown up to 10 Hz as the signal above 10 Hz are rolled
off. The dominant spectral content is below 5 Hz and the amplitude of the water surface
fluctuation spectrum above 5 Hz is at least an order magnitude lower than the maximum
amplitude. A 20 s section of the corresponding water surface fluctuation time series data
recorded on probe 1 is shown for the same three flow conditions on the right. Larger surface
fluctuation can be observed in higher flow rate flows.

4.3 DIC data

4.3.1 DIC data pre-processing

To process the raw DIC data for later post-processing analysis, several steps are involved
to address any distortions or inaccuracies encountered by the DIC setup. Firstly, the raw
data is initially non-uniformly distributed over space. To rectify this, a scatter interpolation
technique is employed to convert the raw data into a spatially uniformly distributed format.
Secondly, the raw data may contain certain anomalies such as missing points or spikes
caused by factors like light reflection or floating air bubbles. To address these issues, a
combination of a 2D median filter and a 10 Hz low pass filter is applied to remove these
outliers, ensuring a more accurate dataset. Lastly, the coordinate system used by the DIC
system needs to be converted to the coordinate system specific to the pipe being analysed.
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Figure 4.5 The power spectrum of water surface fluctuation for flow conditions 1, 6 and 11,
(a) Q =2 (L/s), (b) Q =12 (L/s) and (c) Q =22 (L/s) measured by 7 wave probes (left) and
example segment of time series recorded on wave probe 1 (right). The power spectrum show
data from all 7 wave probes and the time history only show data from wave probe 1.
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This conversion enables proper alignment and comparison of the DIC data with wave probes
data. By implementing these processing steps, the raw DIC data is enhanced, making it
more suitable for subsequent analysis and interpretation. Detailed information regarding the
pre-processing steps is provided in the following paragraphs.

The raw DIC export from the Istra 4D software for each time step is the (x,y,z) coor-
dinate of each facet relative to the initial position of the calibration plate as described in
subsection 3.4.2. The centre of the calibration plate is 500 mm upstream of wave probe
1. Therefore the DIC xy coordinate (0,0) means the point in the lateral centre of the flow
and 500 mm upstream of wave probe 1. The raw DIC data points are non-equidistantly
spaced, with some missing points in the areas with reflections or air bubbles. The first step of
the DIC data pre-processing is to interpolate the raw DIC data with the MATLAB function
‘scatteredInterpolant’ (MATLAB, 2019) into orthogonal equidistantly spaced data as is shown
in Fig. 4.6a and b. The scatter interpolation usually does not function well in areas with
missing data and leads to spikes in the interpolated surface. Tsubaki et al. (2005) observed
similar protrusions in their measurement of a fluctuating free surface using a projection-based
technique, which are caused by the matching error of local surface images. They suggested
to eliminated by a statistical procedure. In this study, to eliminate the spikes in the data
caused by reflections and air bubbles, a 2D median filter and a 10 Hz low pass filter were
applied to the interpolated data (see Fig. 4.6c). Figure 4.7 shows the difference of the filtered
data and the interpolated data over 2D space for flow condition 12, repeat 1 at frame 55.
It shows high differences at positions such as (88,−6), (100,−38) and (156,0), where the
interpolation function failed to interpolate the missing data points. Despite these areas, the
filter procedure does not change the value of the z coordinate by more than 0.2 mm. The time
series of z coordinate fluctuations at the xy coordinates (100,−38) before and after filtration
is demonstrated in Fig. 4.8. The differences before and after filtering are generally below
0.2 mm, showing that spike points can be removed robustly while not losing flow turbulence
information.

Figure 4.6 The free surface measured by DIC system for flow condition 12 repeat 1 frame 55
(a) raw, (b) interpolated and (c) filtered.
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Figure 4.7 The difference between interpolated and filtered data over 2D space for flow
condition 12 from first 66 s measurement repeat at the 55 time frame.

Figure 4.8 The difference between interpolated and filtered data over time for flow condition
12 repeat 1 at spatial point (100,-38).
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Figure 4.9 (a) DIC measured mean 2D z coordinate for 14 flows (b) DIC measured mean z
coordinate versus water depth measured by point gauge.

The mean surface of the z coordinate fluctuations for 14 different flows is shown in
Fig. 4.9a. The DIC technique measures the surface deformation over a 2D area relative to
the position of the calibration board in the first image. The figure illustrates 14 2D layers
with different colors, representing the mean surface deformation for each of the 14 different
flows. Each 2D layer is averaged over five sets of 66 s DIC measurements. In Fig. 4.9b,
the mean of these surfaces over the 2D space is compared to the water depth measured by
the point gauge. The x-coordinate values correspond to the 14 water depth measurements
obtained by the point gauges, while the y-coordinate values correspond to the mean values
of the 14 layers in Fig. 4.9a. The vertical error bars in the plot represent the estimated
maximum difference between the results obtained from five reproducibility experiments,
indicating the variability in the measurements. The maximum difference for the 14 flows is
found to be 0.41 mm, which demonstrates the repeatability of the measurement technique
and the consistency of the results. The dashed line in Fig. 4.9b represents the best-fit line
between the mean z coordinate obtained from DIC and the water depth measured by the
point gauge. This line exhibits a linear relationship with a gradient close to 1, indicating a
strong agreement between the DIC measurement and the point gauge measurement. The
mean relative difference between the two measurements is below 6.64%, further confirming
the consistency and reliability of the two methods. It is important to note that the surface
fluctuation is derived from the z coordinate fluctuations by subtracting the mean value over
time. This allows for the characterization of the dynamic changes in the water surface over
the course of the experiment, providing valuable insights into the surface dynamics and
behavior.
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4.3.2 DIC data validation

In this subsection, the comparison of DIC and wave probes measurement are made in terms
of probability density, roughness height and power spectrum. Then the ability of the DIC
system to recover the instantaneous free surface is examined.

Figure 4.10 shows examples of probability density function (PDF) of the surface fluc-
tuation measured by DIC and wave probes for flow conditions 1, 3, 5, 8, 11 and 14. These
conditions were representative of the full range of flows. It is evident that all PDFs show
an approximately Gaussian distribution with the width of the PDF (related to water surface
wave height) increasing with the increase of flow. The width of the PDF is smaller from DIC
in low flows (see Fig. 4.10a and b) while wider in high flows (see Fig. 4.10e and f). Except
for flow conditions 13 and 14 (Fig. 4.10f), the DIC tends to show higher density in small
fluctuations in low flow rates, suggesting DIC is usually able to detect more small surface
fluctuations than wave probes. This can be explained by the 10mm distance between two
wires of the wave probe. This separation distance is likely to average the surface features
between two wires Krynkin et al. (2014) and thus they are unable to detect features much
smaller than the separation between wires.

The surface roughness height (standard deviation) of surface fluctuations for all flow
conditions obtained by DIC against wave probes is shown in Fig. 4.11 with a 1:1 line for
reference. The surface roughness height was calculated from

σm =

√
1
T

∫ T

0
η2(t)dt, (4.1)

where η(t) is the time-dependent water surface fluctuation over the period T . The mean DIC
surface roughness height σDIC is averaged over 50 streamwise locations with 2mm spacing
on average at the lateral centerline as Eq. 4.2 and mean wave probe surface roughness height
σwp is averaged over all 7 probes as Eq. 4.3.

σDIC =
1

50

50

∑
m=1

σmDIC (4.2)

σwp =
1
7

7

∑
m=1

σmwp (4.3)

The error bars in Fig. 4.11 represent the maximum and minimum values obtained by DIC at
different streamwise locations or different wave probes. It is evident that these two techniques
show the most comparable results for medium flows. DIC shows higher surface roughness
in high flows than wave probes and vice versa for low flows. Figure 4.12 shows the plot of
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(a) (b) (c)

(d) (e) (f)

Figure 4.10 Probability density functions of surface fluctuations for flow conditions (a) Q =2
(L/s), (b) Q = 6 (L/s), (c) Q = 10 (L/s), (d) Q = 16 (L/s), (e) Q = 22 (L/s) and (f) Q = 28 (L/s).
The PDF is averaged over 7 wave probes and 50 DIC streamwise locations.
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the standard deviation of the surface fluctuations measured by both techniques against the
ratio of water depth and pipe inner diameter. Both techniques reveal a parabolic trend of
the relationship between the surface roughness and the water depth. The standard deviation
measured by wave probes for the highest flow is somewhat offset from the parabolic trend.
This is likely due to strong lateral motions in this flow affecting the wave probe measurement.
It is also possible that there are wake effects from upstream wave probes on downstream
probes for this high flow condition. Figure 4.13 illustrates the variability of surface roughness
calculated from different streamwise locations for DIC and wave probes. The values for both
DIC and wave probes are consistently below 0.05 mm, indicating minimal variation among
streamwise locations. However, it is worth noting that significant variance is observed among
different wave probes at the highest two flow conditions, suggesting potential interference
issues with the wave probes under high flow conditions. This figure provides insights
into the spatial variability of surface fluctuations and highlights the need to consider probe
performance in accurately capturing turbulence characteristics under high flows. Furthermore,
wave probes show bigger surface roughness when the pipe is less than half filled while
relatively smaller surface roughness when more than half filled. The difference between
results from DIC and wave probes is not surprising as the DIC measures in small areas while
the wave probes measure between two separated points (as discussed in the last paragraph).
In addition, the standard deviation over a 2D space measured by DIC (see Fig. 4.14) shows
that there is some variance in both streamwise and lateral directions. It can be observed that
strong lateral variations occur in the highest flow condition (Q = 28 Ls−1). This is likely
due to secondary currents at this depth ratio and further study is required. There were only
a limited number of wave probes available at different streamwise positions and only one
lateral position. They do not provide representative data collection points to investigate the
variation of surface fluctuation in both directions.

Figure 4.15 shows three example snapshots of free surface fluctuations measured by DIC
at time intervals of 0.25 s. It is evident that the surface is rougher and changes more rapidly
for higher flows, which agrees with Fig. 4.12. Figure 4.16 shows a detailed surface contour
plot with surface gradient vectors in a 100 × 100 mm area at a time interval of 0.04 s. The
surface gradient vectors represent the spatial variation of the surface elevation. They provide
information about the steepness and direction of the surface slope at each point. By analyzing
the surface gradient vectors, we can observe the advection of the water surface pattern from
upstream to downstream (left to right) in all three examples. The advection of the surface
pattern in the lateral direction can also be observed in moderate (Fig. 4.16b) and high flow
regimes (Fig. 4.16c). It also shows that the size of the surface pattern is larger and advection
speed is faster in higher flows.
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Figure 4.11 Surface fluctuation std measured by DIC compared against wave probes. The
error bars represent the variations among 50 DIC probes and 7 wave probes. The dashed line
represents the 1:1 reference line.

Figure 4.12 The relationship between surface roughness and the ratio of water depth and pipe
inner diameter.
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Figure 4.13 Standard deviation of surface roughness measured at multiple streamwise posi-
tions.

Figure 4.14 The std surface measured by DIC for flow conditions 2, 6, 10 and 14.
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Figure 4.15 Snapshots of instantaneous free-surface profile.
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Figure 4.16 Instantaneous surface fluctuation with surface gradient vectors.
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4.4 ADV data

4.4.1 ADV data pre-processing

ADV data are often contaminated by spikes (erroneous data points) as shown by the black
line in Fig. 4.17b and it is essential to despike ADV data to ensure validity of data. A number
of despiking methods are available in the literature (Hu and Kim, 2013, Cea et al., 2007)
where the two most widely used methods are the phase-space method proposed by Goring
and Nikora (2002) and the Kernel Density-based method proposed by Islam et al. (2013).
This study has divided all ADV measured data into 4 categories : (i) High correlation no
contamination data, (ii) High correlation low contamination data, (iii) High correlation high
contamination data and (iv) Low correlation high contamination data as summarised in Table
4.1. The correlation value from the ADV is a measure of the similarity between the two pulse
echoes that are being measured. High ADV correlation values indicate accurate and reliable
velocity measurements, while low correlation values suggest decreased confidence in the
data quality. Contamination refers to unwanted spikes in the signal. High contamination
refers to a significant presence of unwanted spikes in the signal, while low contamination
indicates a minimal presence of such disturbances. According to the Nortek ADV manual
(Nortek, 2021), 70 % is chosen to be the correlation threshold. Correlation values above
70 % are regarded as highly correlated data and below 70 % is low correlated data, which
is discarded for this study. Figure 4.17 shows examples of raw and despiked velocity time
series by phase-space and Kernel density method for these four categories. The ADV type,
measurement depth-wise position and velocity type of these four examples are shown in
Table 4.1. The two despiking methods perform almost equally when the contamination is
low (see Fig. 4.17b). The Kernel density method is able to remove spikes in all four situations
while the phase-space method is not able to remove all spikes in the highly contaminated
situation (see Fig. 4.17c) and the low correlation situation (see Fig. 4.17d). However, in the
clean data situation (see Fig. 4.17a), the Kernel density method performs over efficiently, the
standard deviation of surface fluctuation is unavoidably reduced compared to raw data and
phase-space despiked data.

Figure 4.18 presents the raw and dispiked probability density distribution of the velocity
time series for these four situations. It can be seen from Fig. 4.18a that the Kernel density
despiked PDF is narrower than the raw and the phase-space despiked one for the clean data.
The standard deviation of the velocity time series is 0.03 ms−1, 0.03 ms−1 and 0.024 ms−1

for the raw, phase-space despiked and Kernel density despiked, respectively. These results
suggest that the phase-space despike method does not affect the variance of the velocity while
the Kernel density method reduces the standard deviation by 20 % compared with the data
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Table 4.1 ADV data quality categories with examples from measurements taken under flow
condition 8

Category Correlation Contamination ADV
type

Depthwise
position z/d

Velocity
dimension

I High No Side 0.77 Streamwise
II High Low Downward 0.06 Vertical
III High High Downward 0.09 Lateral
IV Low High Downward 0.13 Streamwise

Figure 4.17 Raw and despiked velocity time series by phase-space method and Kernel
Density-based method for (a) category I data with high correlation and no contamination, (b)
category II data with high correlation and low contamination, (c) category III data with high
correlation and high contamination and (d) category IV data with low correlation and high
contamination.
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without despike. For the high correlation with few contamination data (see Fig. 4.18b), the
probability density distribution from phase-space and Kernel density method are similar and
result in the same standard deviation of velocity. There are two apparent spikes in Fig. 4.18
even though the correlation of this data is high (97.8 %), which correspond to the positive
and negative spikes in Fig. 4.17c. Phase-space method failed to remove these spikes as the
spike density is over 25 % while the Kernel density method is still able to remove them.
The low correlation data (see Fig. 4.18d) shows some probability density in high velocity
magnitudes (>2 %), which corresponds to noise. Both methods can remove these outliers but
this data is not reliable as it has a low correlation value (only 17.6 %).

Based on the time sereis and PDF analysis in the last paragraphs, as Kernel density
despiking method is likely to alter the raw data, all the ADV data in this study are despiked
by the phase-space method. As is shown in Fig. 4.19, spikes are efficiently removed by
phase-space method and replaced by cubic interpolation without altering the clean data. It is
known from Nichols (2014) that the frequency content of velocity time series in this type of
flow is well below 10 Hz. For this data, the power spectrum calculated in MATLAB version
R2019a with function ‘fft’ showed that the dominant components of the signal are well below
10 Hz. Therefore, the despiked velocity fluctuation data was low pass filtered using a third
order Butterworth filter with a cut-off frequency at 10 Hz to remove any risk of remaining
high frequency noise. The filter would not affect the results apart from removing erroneous
data points. Besides, the surface data (wave probes and DIC) are 10 Hz low pass filtered.
That means the filteration for both surface data and under surface data are consistent.

Figure 4.20a show the streamwise, lateral and vertical mean velocity profiles with all
measured data, with standard deviations represented as error bars. It is evident that some
markers are out of the velocity profile trend and show very high standard deviation. The
undesirable low correlated data (Type IV data in Table 4.1) like the one in Fig. 4.17d are
discarded in this study as suggested by Nortek (2021). After discarding all the data with
correlation value below 70 %, the velocity profile is illustrated in Fig. 4.20b. There are still
two lateral velocity markers showing large error bars, which are the category III data. This
type of data is highly contaminated and is not used in this study. A PDF fitting method is
proposed to discard this type of bad quality data. Figure 4.21 shows the probability density
distribution of phase-space dispiked velocity time series with a best fit normal distribution
curve, obtained by MATLAB function ‘fitdist’. The coefficients of determination R2 for
category I, II and IV are all above 0.9 while only 0.16 for category III due to the two
additional spikes (see Fig. 4.21). Therefore, for all the highly correlated data, the best fit
normal distribution is examined. If the value of R2 is below 0.9, this set of data is discarded
for this study. Figure 4.20c shows the velocity profile after the 70 % correlation threshold
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Figure 4.18 Raw and despiked velocity time series probability density distribution by phase-
space methods and Kernel Density-based method for (a) category I data with high correlation
and no contamination, (b) category II data with high correlation and low contamination, (c)
category III data with high correlation and high contamination and (d) category IV data with
low correlation and high contamination.
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Figure 4.19 Time series for raw and despiked vertical velocity for flow condition 10 at
depth-wise position z/d = 0.64 (a) full 300 s (b) portion of 5 s

and 0.9 R2 threshold were applied. The best fit normal distribution method is able to discard
all the unwanted data and keep the good quality data. After the two threshold selection, the
objectively selected good quality data are summarised in Appendix B.

(a) (b) (c)

Figure 4.20 ADV data selection: (a) all measurement data, (b) after discarding based on
correlation threshold, and (c) after discarding based on correlation and PDF fit R2 threshold.
Error bars represent the standard deviation of velocity time history.
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Figure 4.21 Raw and phase-space despiked velocity time series probability density distribu-
tion with best fit normal distributionn for (a) category I data with high correlation and no
contamination, (b) category II data with high correlation and low contamination, (c) category
III data with high correlation and high contamination and (d) category IV data with low
correlation and high contamination.
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4.4.2 ADV data validation

The shape of the mean velocity profile is first visualised as this is the most straight forward
way to check the velocity measurement quality. Figure 4.22 shows the mean streamwise,
lateral and vertical velocity profiles for flow conditions 4 and 10, measured by both ADVs.
Markers are the mean velocities calculated by time average of velocity and error bars are the
standard deviation of the velocity. The same direction velocity measured by the side-looking
and downward-looking ADV are in the same marker type with different colors. The markers
on the free surface (z/d = 1) represent the mean surface velocity measured by floating tracer
and the error bars represent the maximum and minimum values in 10 repeated measurements.
The dashed vertical line corresponds to the mean bulk flow velocity calculated from Eq. 2.10.
This figure illustrates the lateral and vertical mean velocities being close to zero and the
mean streamwise velocity profile resembling a parabolic shape. The surface velocity is in the
trend of the streamwise velocity profile and the mean bulk flow velocity passes through the
streamwise velocity profile. The side-looking and downward-looking ADV measured results
overlap at the same depth-wise position and follow the same trend for the other positions.

(a) (b)

Figure 4.22 Mean velocity profile (ū, v̄ and w̄) for flow conditions (a) 4 and (b) 10.

It can be seen from Fig. 4.22 that side-looking and downward-looking ADV have some
velocities measured at the same depth-wise positions. To quantify the similarity between
the measurements of the two instruments, these same depth-wise positions were found
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and velocities measured at these positions are compared. In Table 4.2, the number of the
overlapping depth-wise positions in each velocity direction are shown in the number columns.
There are no overlap positions for flow conditions 1, 2 and 14. For the other flows, the relative
difference between mean velocity and standard deviation of the velocity are calculated by
(ūB− ūs)/ūs×100 and (σuB−σuS)/σuS ×100, respectively, where ūB is mean velocity from
downward-looking ADV, ūs is the mean velocity from side-looking ADV, σuB is the standard
deviation of velocity from downward-looking ADV and σuS is the standard deviation of
velocity from side-looking ADV. In general, the relative differences of mean velocity in all
three directions are below 2.04 % and the relative differences of velocity standard deviation
are 5.45 % on average as summarised in Table 4.2.

Table 4.2 The mean and standard deviation of velocity difference between side-looking and
downward-looking ADVs

Flow
Condi-

tion

Streamwise difference Lateral difference Vertical difference
no. mean std no. mean std no. mean std
(-) (%) (%) (-) (%) (%) (-) (%) (%)

1 0 N/A N/A 0 N/A N/A 0 N/A N/A
2 0 N/A N/A 0 N/A N/A 0 N/A N/A
3 2 3.62 4.90 1 4.24 9.06 2 3.62 4.90
4 3 3.00 1.87 2 4.18 1.97 3 3.00 1.87
5 2 2.75 7.27 2 2.75 7.27 2 2.75 7.27
6 2 1.64 5.26 2 1.64 5.26 2 1.64 5.26
7 4 2.02 7.57 4 2.02 7.57 4 2.02 7.57
8 4 0.94 2.98 4 0.94 2.98 4 0.94 2.98
9 2 0.60 3.73 1 0.70 5.37 2 0.60 3.73
10 4 1.08 6.30 4 1.08 6.30 4 1.08 6.30
11 1 2.71 2.56 1 2.71 2.56 1 2.71 2.56
12 3 1.25 11.02 2 0.80 7.91 3 1.25 11.02
13 7 1.02 5.39 5 1.32 4.12 8 1.52 7.25
14 0 N/A N/A 0 N/A N/A 0 N/A N/A

Mean 1.88 5.35 2.04 5.49 1.92 5.52

In summary, the results obtained from the two types of ADVs demonstrate a high degree
of consistency and agreement. Furthermore, the ADV results exhibit a strong correlation
with the mean velocity calculated based on the flow rate and water depth measurements.
Additionally, the ADV measurements align with the observed trend in the surface velocity
measurements obtained using floating tracers. These collective findings serve as compelling
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evidence for the reliability and consistency of the ADV measurements. Further analysis
and evaluation of the ADV measurement results will be conducted in section 5.1, where
they will be compared to relevant literature and established hydrodynamic principles. This
detailed comparison will provide a more comprehensive understanding of the ADV data and
its accuracy in capturing the sub-surface hydrodynamics.
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4.5 Radar data

Some preliminary tests, including sensing mechanical motions of a metal plate and water
surface motions in a wave tank, have been carried out to check the performance of the
Doppler radar sensor (DRS). Subsection. 4.5.1 describes the setup and experiment procedure
for tests with a metal plate. The preliminary water surface measurements in a wave tank
are described in subsection 4.5.2. Preliminary analysis of these results are presented and
discussed in subsection. 4.5.3. More in depth analysis of the DRS data is given in section. 5.5.

4.5.1 DRS preliminary metal plate tests

To characterise the performance of the DRS, a series of calibration tests was carried out on a
calibration table. Similar calibration tests were performed by Gao and Boric-Lubecke (2015),
Guan et al. (2014), Hu et al. (2014), Zakrzewski et al. (2015a). As shown in Fig. 4.23, the
DRS was placed 300 mm away from a 30 × 30 cm thin metal plate. The metal plate was
attached to a linear stage driven by a motor. The motor was connected via an Arduino and
controlled by the CNC (Computer numerical control) controller software UGS (Universal
GCode Sender). A laser displacement sensor (LDS) ILD1320-10 from Micro-Epsilon was
attached 5 mm away from the metal plate to provide a reference measurement. The LDS
measuring range is 10 mm, with a resolution of 1 µm (Micro-Epsilon, 2010). The advantage
of LDS is that it is able to measure the displacement remotely with high resolution. However,
the measuring distance is only 10 mm, which means it must be placed very close to the
object. Beside, the LDS is approximate 20 times more expensive than the DRS. Therefore,
the LDS is a good reference measuring tool for DRS metal plate calibration analysis but
not suitable for water surface measurement. All of the DRS calibration apparatus were
fixed on a rigid heavy metallic table to reduce unwanted extra vibrations to a minimum
level. Different sinusoidal motions were designed, generated and measured, with amplitude
varying from 0.5 mm to 5 mm with 0.5 mm increment and frequency varying from 1 Hz to
10 Hz with 1 Hz increment, resulting in 100 different monochromatic motions in total. These
motion amplitudes and frequencies were selected as these include the dominant amplitudes
and frequencies of free surface motion in partially filled pipes (see Fig. 4.5) and are in
the measurement range of the LDS. The actual 100 mechanical motions of the metal plate
measured by LDS are summarised in Table. 4.3. The actual amplitude is calculated by square
root two times the standard deviation of the surface fluctuation and the dominant frequency
is found by the MATLAB ‘pwelch’ function. LDS is able to measure mechanical motions for
most of the cases, except motion 91 whose amplitude slightly exceeds 5 mm, out of the LDS
measurement range. It can be noted that the actual metal plate mechanical motion amplitude
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range is 0.5 - 5 mm and frequency range is 1 - 7.8 Hz. The difference in the actual frequency
(1 - 7.8 Hz) and the input frequency (1 - 10 Hz) is because the input motion exceeds the
velocity limit of the motor. The DRS and LDS were sampled at 1000 Hz and 2000 Hz,
respectively for a time duration of 30 s asynchronously.

(a)

(b)

Figure 4.23 Experiment setup for microwave sensor calibration, (a) Photography and (b)
Sketch



102 Data pre-processing and validation

Table 4.3 Metal plate mechanical motion conditions

Motion (-) 1 2 3 4 5 6 7 8 9 10
LDS A (mm) 0.50 0.49 0.49 0.49 0.46 0.46 0.46 0.45 0.46 0.43
LDS f (Hz) 1.00 2.00 3.00 3.60 4.80 5.60 6.00 6.60 7.00 7.80
Motion (-) 11 12 13 14 15 16 17 18 19 20

LDS A (mm) 1.00 0.98 0.99 0.97 0.95 0.94 0.94 0.93 0.93 0.88
LDS f (Hz) 1.00 2.00 2.80 3.60 4.40 5.00 5.20 5.20 5.20 5.80
Motion (-) 21 22 23 24 25 26 27 28 29 30

LDS A (mm) 1.48 1.45 1.47 1.45 1.43 1.41 1.41 1.40 1.39 1.34
LDS f (Hz) 1.00 2.00 2.80 3.40 4.00 4.40 4.40 4.40 4.40 4.60
Motion (-) 31 32 33 34 35 36 37 38 39 40

LDS A (mm) 1.96 1.93 1.96 1.95 1.92 1.89 1.87 1.76 1.59 1.59
LDS f (Hz) 1.00 2.00 2.60 3.40 3.60 3.80 4.00 4.00 4.20 4.20
Motion (-) 41 42 43 44 45 46 47 48 49 50

LDS A (mm) 2.44 2.41 2.45 2.45 2.41 2.35 2.10 1.84 1.60 1.37
LDS f (Hz) 1.00 2.00 2.60 3.20 3.40 3.60 3.80 4.00 4.20 4.60
Motion (-) 51 52 53 54 55 56 57 58 59 60

LDS A (mm) 3.03 2.89 2.92 2.93 2.84 2.51 2.16 1.87 1.63 1.56
LDS f (Hz) 1.00 2.00 2.80 3.00 3.20 3.40 3.60 4.00 4.20 4.40
Motion (-) 61 62 63 64 65 66 67 68 69 70

LDS A (mm) 3.54 3.39 3.47 3.40 3.06 2.54 2.18 1.89 1.64 1.56
LDS f (Hz) 1.00 2.00 2.60 2.80 3.00 3.40 3.60 4.00 4.20 4.40
Motion (-) 71 72 73 74 75 76 77 78 79 80

LDS A (mm) 4.03 3.89 3.96 3.74 3.13 2.58 2.20 1.90 1.66 1.56
LDS f (Hz) 1.00 2.00 2.60 2.80 3.00 3.40 3.60 3.80 4.20 4.40
Motion (-) 81 82 83 84 85 86 87 88 89 90

LDS A (mm) 4.51 4.38 4.41 3.87 3.23 2.55 2.21 1.89 1.69 1.56
LDS f (Hz) 1.00 2.00 2.40 2.60 3.00 3.40 3.60 4.00 4.20 4.40
Motion (-) 91 92 93 94 95 96 97 98 99 100

LDS A (mm) ∼ 5 4.90 4.78 3.87 2.97 2.63 2.21 1.89 1.73 1.56
LDS f (Hz) 1.00 2.00 2.20 2.60 3.00 3.40 3.60 4.00 4.20 4.40
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4.5.2 DRS preliminary wave tank tests

The implemented DRS is usually used in vital signs sensing (Droitcour et al., 2004, Mercuri
et al., 2013, Lee et al., 2014, Lee, 2017). Vital signs and water gravity waves are both
periodic motions Park et al. (2007b). Nichols et al. (2013) have measured gravity wave
surface fluctuation with wave amplitude range 0.03 - 14.83 mm and frequency range 0.7 - 2.2
Hz in a rectangular channel by a non-invasive acoustic method. In their study, the acoustic
technique is able to estimate the standard deviation of gravity waves with relative errors
generally below 10 %. Reduced wavelength or increased wave height of gravity waves may
increase error in displacement measurement. Inspired by past studies on vital sign DRS
sensing and gravity wave acoustic sensing, this study presents a novel application of the DRS
sensor for gravity wave surface fluctuation measurement. The experiment was carried out in
an 11 m long and 0.5 m wide flume with 0 gradient in University of Sheffield Laboratory
for Verification and Validation as shown in Fig. 4.24. The flume contained water of 990 mm
in depth, with both flume ends sealed. The flume included a flap wave generator at each
end enabling simulation of gravity waves. The generated gravity waves were homogeneous
in the measurement area. The DRS was placed 35 cm above the water surface and 5.66 m
away from the generating flap. Wave probes 1, 2 and 3 were placed 1.5, 1.3 and 1 m away
from the DRS to avoid potential wake effects caused by intrusive wave probes. The DRS and
wave probes were sampled at 1000 Hz and 128 Hz, respectively for a time duration of 30 s,
asynchronously.

Figure 4.24 Photograph of experimental setup in a rectangular channel with high amplitude
low frequency gravity waves, measured by the DRS and 3 wave probes.

All 20 gravity wave conditions are summarised in Table 4.4. The input motion amplitude
and frequency are given in columns 2 and 3. The measured amplitudes averaged from the 3
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wave probes, and from each individual wave probe, are given in column 4 ∼ 7. The measured
dominant frequency is shown in column 8 and is exactly the same with 0.125 Hz precision
for all three wave probes. The amplitude from each wave probe is calculated by square root
two times the standard deviation of the surface fluctuation, and the dominant frequency is
found by the MATLAB ‘pwelch’ function. The actual motion has the same frequency but a
smaller amplitude compared with the input, which is because the input exceeds the system
limit.

Table 4.4 Large gravity wave conditions

Wave
Condition

Input
Am

Input
fm

WP mean
Am

WP1
Am

WP2
Am

WP3
Am

WP
fm

(1) (2) (3) (4) (5) (6) (7) (8)
(-) (mm) (Hz) (mm) (mm) (mm) (mm) (Hz)
1 5 0.3 4.71 4.72 4.62 4.80 0.25
2 7 0.3 6.79 6.80 6.64 6.92 0.25
3 10 0.3 9.93 9.96 9.69 10.14 0.25
4 15 0.3 15.19 15.24 14.84 15.48 0.25
5 5 0.5 4.52 4.49 4.56 4.50 0.5
6 7 0.5 6.48 6.45 6.60 6.39 0.5
7 10 0.5 9.43 9.38 9.67 9.23 0.5
8 15 0.5 14.33 14.27 14.78 13.95 0.5
9 5 1 4.41 3.74 4.75 4.75 1
10 7 1 6.29 5.40 6.74 6.73 1
11 10 1 9.13 8.10 9.66 9.62 1
12 11 1 10.12 9.02 10.69 10.66 1
13 5 1.5 3.54 2.91 3.78 3.92 1.5
14 7 1.5 5.06 4.39 5.47 5.33 1.5
15 9 1.5 6.59 6.00 7.24 6.53 1.5
16 10 1.5 7.29 6.70 8.06 7.09 1.5
17 5 2 2.25 1.62 3.26 1.88 2
18 7 2 3.58 3.19 4.06 3.48 2
19 8 2 4.09 3.73 4.46 4.08 2
20 9 2 4.92 4.50 5.14 5.11 2

The experiment described in the last paragraph examined the DRS performance on large
amplitude low frequency gravity waves. Experiments focusing on small amplitude waves
were also carried out in the same rectangular open channel. As shown in Fig. 4.25, some
small amplitude sinusoidal gravity waves (Fig. 4.25a) and random waves (broad spectrum
waves) (Fig. 4.25) were generated by a plunger controlled by the same CNC controlled
system described in the metal plate calibration experiment in subsection 4.5.1. The DRS was
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placed 1.290 m away from the plunger and three wave probes were placed 1.138, 1.150 and
1.968 m away from the plunger, respectively for reference measurement.

(a) (b)

Figure 4.25 Photography of generated small waves by the plunger in a rectangular open
channel (a) small amplitude high frequency gravity waves and (b) small random waves.

There were four sinusoidal wave conditions and four random wave conditions being
tested. The wave conditions are summarised in Table 4.5 below. The standard deviation of
surface fluctuation is calculated from wave probe measurement.

Table 4.5 Small sinusoidal gravity wave and broad spectrum small random wave conditions

Wave
Condition

Std of surface
fluctuation Frequency

(-) (mm) (Hz)

Random

1 0.39 broad
2 0.40 broad
3 0.92 broad
4 1.33 broad

Sinusoidal

5 0.48 3.4
6 0.05 6.1
7 0.07 5.9
8 0.23 2.3
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4.5.3 DRS preliminary results and discussion

According to Eq. 2.45, the received I/Q signals carry the information of target motion. Some
example time series of raw I/Q channel outputs for metal plate mechanical motions, water
gravity wave motions and water random motions are demonstrated in Fig. 4.26, with period
intervals calculated from a reference tool (LDS or wave probes) illustrated as dashed vertical
lines for reference. For sinusoidal motions, it is apparent that both I/Q channel outputs show
periodic patterns, which match the dominant frequency of the mechanical motion or gravity
wave. The time series show how the DRS responds to a wave approaching and then leaving,
resulting in areas of symmetry in the signal. In general, the I channel output has higher
voltage magnitude compared with the Q channel, indicating potential amplitude imbalance
in the channels. The I/Q channel outputs become noisy when the motion amplitude and
frequency are small, such as examples in Fig. 4.26a and f.

Measurement results with I/Q constellations for different experiments are shown in
Fig. 4.27. None of these examples form an arc or a circle, indicating the existence of signal
distortion. The ribbon like trajectory in Fig. 4.27a is also observed by Gu et al. (2016),
Rodriguez and Li (2019), Gao and Boric-Lubecke (2015), Yavari et al. (2012). The distortion
in Fig. 4.27c and d look more complex compared to Fig. 4.27a and b. This is because
motions in Fig. 4.27a and b have amplitudes less than half the radar wavelength (6 mm)
while in Fig. 4.27c and d the motions are more than half a radar wavelength in amplitude.
Motion with amplitude more than half the radar wavelength should form a complete circle.
Therefore Fig. 4.27a, b and Fig. 4.27c, d are the result of distortion of an arc and a circle,
respectively. Besides, the frequency of motion in Fig. 4.27c and d is less than the low pass
filter cut off frequency (4.1 Hz), meaning more significant signal distortion. Amplitude and
phase imbalances, and signal distortion are all evidently observed in Fig. 4.27d, which means
amplitude, phase imbalances and distortion compensation are all required in post processing
to accurately extract the displacement information. Random motion response as shown in
Fig. 4.27f is the most complicated case and demodulation may fail in such cases (Lv et al.,
2018, Zakrzewski et al., 2012, 2015b).

Since signal distortion can be evidently seen in Fig. 4.27, a post processing signal
distortion compensation is required for more accurate signal demodulation. As mentioned
in subsection 3.6.1, the amplifier module is formed by two cascaded (in series) band pass
filters with high pass cutoff frequency 4.08 Hz and low pass cutoff frequency 1.06 kHz.
As the frequency range of interest in this study (< 10 Hz) is much lower than the low pass
cutoff frequency (1.06 kHz), the low pass filter effect can be neglected and only the effects
of two first-order high pass filters require compensation. One first-order high pass RC filter
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 4.26 Time series of I/Q channels for sensing (a) 1.45 mm amplitude 2 Hz metal plate
motion, (b) 1.37 mm 4.6 Hz metal plate motion, (c) 4.52 mm amplitude 0.5 Hz gravity wave
No.5, (d) 3.54 mm amplitude 1.5 Hz gravity wave No.13, (e) 0.72 mm amplitude 3.4 Hz
gravity wave, (f) 0.06 amplitude 6.1 Hz gravity wave, (g) water random motion smaller
amplitude (wave condition 2 in Table 4.5) and (h) water random motion larger amplitude
(wave condition 4 in Table 4.5).
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(a) (b)

(c) (d)

(e) (f)

Figure 4.27 Measurements with the I/Q constellations for sensing motions with different
amplitude and frequency (a) 1.39 mm amplitude 4.4 Hz metal plate motion, (b) 0.46 mm
5.6 Hz metal plate motion, (c) 9.43 mm amplitude 0.5 Hz gravity wave No.7, (d) 3.58 mm
amplitude 2.0 Hz gravity wave N0. 18, (e) 0.72 mm amplitude 3.4 Hz gravity wave and (f)
water random motion smaller amplitude (wave condition 2 in Table 4.5).
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transform function can be represented as (Gu et al., 2016, Rodriguez and Li, 2019, Tan and
Jiang, 2018)

HB1(z) = As ·
1− z−1

1−a1z−1 (4.4)

where As is the gain factor and a1 is the characteristic coefficient of the system response.
This is the first-order form of Eq. 2.46. The value of gain and coefficient a1 is calculated
from the RC electric circuit according to equations (Tan and Jiang, 2018)

when fc < fs/4,a1 ≈ 1−2× ( fc/ fs) (4.5a)

when fc > fs/4,a1 ≈−(1−π +2× ( fc/ fs)) (4.5b)

As =
1+a1

2
(4.5c)

By substituting the high pass cutoff frequency fcH 4.08 Hz and sampling frequency fs 1
kHz into equations 4.4 and 4.5, the transfer function of the high pass filter used in this study
can be obtained as HB1(z) = As · [(1− z−1)/(1−0.974z−1)]. The magnitude response of a
single high pass filter and the two cascaded high pass filters are illustrated in Fig. 4.28 as blue
and red lines, respectively. Signals below 4 Hz are rolled off and signals below 23 Hz are
potentially affected. To compensate the potential signal distortion caused by the high pass
filters, a compensation filter proposed by Gu et al. (2016) is applied. The transfer function of
the compensation function HD is the inverse function of HB1(z), which is the first-order form
of Eq. 2.47

HD1(z) =
1−a1z−1

1− z−1 . (4.6)

The magnitude response of the compensation function HD1 is shown in Fig. 4.28 in a
magenta line and the response of two compensation function is in green line. The compensa-
tion function HD1(z) = [(1−0.974z−1)/(1− z−1)] has high gain in the < 4 Hz region. Gu
et al. (2016), Rodriguez and Li (2019) have applied the compensation function HD once to
correct the signal distortion caused by one high pass filter. Ideally, the effect of the high pass
filters can be compensated by applying the compensation function HD1 twice as indicated in
Fig. 4.28 by the pink line.

To verify the theory discussed above, simulations were performed for the 24 GHz (12.43
mm wavelength) DRS to detect a 2 mm amplitude 2 Hz sinusoidal displacement (xm =
Am sin(2π fmt), Am = 2 mm, fm = 2 Hz). Assuming the I/Q channels have no imbalances or
noise, the input signal before the high pass filter can be expressed by Cin(t) = I(t)+ j ·Q(t),
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Figure 4.28 Magnitude response of the electric circuit calculated filter transfer function and
compensation transfer function.

with I(t),Q(t) calculated according to Equation. 2.45. The time series of I/Q channels are
shown in Fig. 4.29 on the left with the corresponding I/Q constellation on the right. From
Fig. 4.29a, b and c, it can be seen that the signal can be corrected successfully when distorted
by a single high pass filter. After the signal is distorted by the high pass filter twice as shown
in Fig. 4.29d, only one stage distortion can be corrected (Fig. 4.29e) while an unstable result
is obtained if the distorted signal is corrected twice (Fig. 4.29f). This happens because the
gain of HD1 ·HD1 is too high in frequencies close to 0 Hz as indicated by the green line in
Fig. 4.28, making the system unstable.

A high pass filter is proposed to be included in the compensation transfer function to
reduce the high gain near 0 Hz and make the total system stable. The finite impulse high
pass filter is designed by the MATLAB function ‘designfilt’ with stop band frequency 0.1 Hz
and pass band frequency 0.2 Hz. The magnitude response of the designed high pass filter is
shown in Fig. 4.30a with a red line. It can be noted that the high gain near 0 Hz is reduced
with the addition of the high pass filter while not affecting the magnitude response for other
frequencies. The proposed new compensation transfer function HD1 ·HD1 ·HHP is applied to
the signal distorted by the two high pass filters in Fig. 4.29d and the distorted signal can be
effectively corrected as shown in Fig. 4.30b. The proposed compensation transfer function
has been shown to be valid for mechanical motion with frequency above ∼ 0.5 Hz.
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(a)

(b)

(c)

(d)
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(e)

(f)

Figure 4.29 Simulation results of idea, distorted and compensated I/Q signals in time domain
and in the I/Q plane: (a) Cin, (b) Cin ·HB1, (c) Cin ·HB1 ·HD1, (d) Cin ·HB1 ·HB1, (e) Cin ·HB1 ·
HB1 ·HD1 and (f) Cin ·HB1 ·HB1 ·HD1 ·HD1. (a) and (c) represent signals in the shape of a
perfect arc, which correspond to the original signal and the successfully compensated signal,
respectively. (b) and (d) show signals distorted into ribbon shapes. (e) represents a signal
with a linear trend line, indicating unsuccessful compensation.
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(a)

(b)

Figure 4.30 (a) Magnitude response of the compensation transfer function with additional
FIR high pass filter. (b) Simulation results of the proposed transfer function HD ·HD ·HHP.

The proposed modified compensation function HD1 ·HD1 ·HHP is then applied to exper-
imental results to verify the performance in reality. The experiment results for two metal
plate sinusoidal motions are illustrated in Fig. 4.31a, c and compensated results in b, d. It can
be noted that the signal does improve with the compensation while still exhibiting a ribbon
like shape. The compensation transfer function coefficients a1 in Eq. 4.6 are calculated from
the electric circuit according to Eq. 4.5. However, the coefficient may change due to the
tolerance of the RC components in a practical circuit, causing under or over compensation.
The coefficient a1 calculated from the electric circuit can be used as an initial start. An
optimisation procedure is further required to find the optimum coefficient a1 to match reality.
The optimisation procedure and calibration will be presented in subsection 5.5.1.
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Figure 4.31 Metal plate motion experiment I/Q constellation (left) and compensated I/Q
constellation (right). (a)(b) motion 32 (xm = Am sin(2π fmt), Am = 1.93 mm, fm = 2 Hz) and
(c)(d) motion 41 (xm = Am sin(2π fmt), Am = 2.44 mm, fm = 1 Hz) in Table. 4.3.
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4.6 Effect of temperature and concentration of TiO2

As mentioned in section 3.7, the water temperature was regularly measured and 0.06 % mass
concentration of TiO2 was added to the water for the flow tests. The effects of temperature and
concentration of TiO2 on surface dynamics are explored in this section. The flow condition
14 (the highest flow with Q = 28 Ls−1) was running continuously and the temperature of the
water was naturally rising continuously during this period. The voltage of 7 wave probes
were recorded at 100 Hz and 180 s for 11 different temperatures (from 19.7 ◦C to 20.7
◦C). Fig. 4.32a and b show the effect of temperature on the wave probe voltage mean and
standard deviation, respectively. Diamond markers represent the mean value of 7 wave
probes and error bars represent the maximum and minimum values of 7 wave probes. As
shown in Fig. 4.32a, the mean voltage increases with the temperature linearly and a degree
Celsius in temperature rise results in 0.48 V increase in mean voltage. This result may
be explained by the fact that the conductivity of water increases as the water temperature
increases. Figure 4.32b shows some fluctuations and a general trend of increase in voltage
standard deviation with increase of temperature. This may also be explained by the increase
of water conductivity. Two measurements were taken successively at temperature 20.7 ◦C,
which are illustrated by the two rightmost markers and error bars in Fig. 4.32a and b. It
can be observed that, with the same temperature, the wave probe mean changes within 0.8
% and the standard deviation varies by 3.8 %. This could also explain the fluctuation of
the trend in Fig. 4.32b. Fig. 4.33 demonstrates the power spectrum of wave probe 1 at
different temperatures, with a dashed line representing the power decay ∝ f−5. These results
indicate that temperature does not affect the general shape or the slope of the power spectrum
significantly.

It is thought that high concentrations of TiO2 can have a significant effect on the hydro-
dynamics (Nichols et al., 2020), because a 1 % concentration of TiO2 is reported to reduce
the surface tension by almost 30 % and increase the fluid viscosity by over 10 % (Przadka
et al., 2012). Viscosity proportionally affects the flow Reynolds number, which is crucial
for understanding turbulence processes and also drag and energy losses resulting from flow
around obstacles. Laiadi and Merzougui (2019) showed that changes in surface tension can
affect the free-surface profile in shallow flows, while Balabel and Alzaed (2018) showed
that changes in surface tension and viscosity can affect the propagation of the wave front
in dam break scenarios. This may explain why Martínez-Aranda et al. (2018) found that
their experimental TiO2–Kinect data did not match the established model data, particularly
in the vicinity of obstacles, where surface tension and viscosity effects would be more ap-
parent. These experimental uncertainties are also apparent in comparison with other models
(Martínez-Aranda et al., 2018). Przadka et al. (2012) found anatase TiO2 to marginally
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Figure 4.32 The effect of temperature on the wave probe (a) mean of voltage and (b) standard
deviation of voltage.

Figure 4.33 The effect of temperature on the wave probe power spectrum.
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affect wave properties, but this was for a transient wave of larger magnitude than the waves
often of interest in turbulent flows. Hence, the effect of anatase TiO2 concentration on
surface tension and gravity wave behaviour for small-scale, continuously generated waves
were systematically explored. The relevance of this is that the effect of TiO2 may then be
inferred for a given concentration. It can therefore be used to elucidate the potential impact
on previous studies that used TiO2 indiscriminately, and to inform experimental design of
future TiO2 tinted water surface optical measurements.

The liquid surface tension was measured using a KRUSS tensiometer (model no. K11MK4)
(Fig. 4.34) with the plate method (KRUSS, 2022). Samples of water with different con-
centrations of TiO2 (0 - 2 %) were prepared and well mixed before the measurement. A
plate was lifted up from the surface of the sample in the container and the force required to
raise the plate from the liquid surface was measured to determine the surface tension. Each
measurement was repeated five times and averaged.

Figure 4.34 Surface tension measurement by KRUSS tensiometer with plate method.

Figure 4.35 shows the surface tension as a function of TiO2 concentration. It can be seen
that even small concentrations cause a change in surface tension, with concentrations above 1
% reducing the surface tension by over 0.5 %. This difference may be enough to substantially
affect fluid behaviour in the capillary wave regime or where a fluid is in contact with a solid
obstacle.

A preliminary test was carried out in a water tank with horizontal dimensions 355 mm ×
210 mm. The purpose of this test was to investigate the effect of anatase TiO2 concentration
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Figure 4.35 Surface tension measurement by KRUSS tensiometer with plate method.

on the behaviour of gravity–capillary waves on a still-water surface. The water surface was
characterised using the DIC system, which required the background to be broadly white, with
some darker floating tracers (ground black pepper) at the free surface. 5 L of tap water with
different concentrations of TiO2 (0.01 - 1.2 % by mass) was added to the tank. (Fig. 4.36). A
continuous wave was excited by a 25 mm diameter sphere moving up and down sinusoidally,
connected to a servo motor controlled by an Arduino Uno microprocessor (Arduino AG,
Italy) at a frequency of 2.5 Hz and amplitude of 0.25 mm. Tests were repeated 10 times for
each concentration and a 10 s period was recorded for every measurement.

Figure 4.36 Two views of two DIC cameras from two directions.

The displacement of the wave in the vertical direction was evaluated from the videos of
the two DIC cameras. Eight gauge points were chosen along the direction of the travelling
wave, with different distances from the centre of the sphere generating the waves as illustrated
in Fig. 4.37.

The vertical displacement of the eight chosen gauge points was computed by the Dantec
dynamics software Istra-4D version 4.4.7.507 (the control software of the system Q-400).
The exported data from ISTRA 4D in HDF5 format were imported into MATLAB R2019a
and then processed. The wave height decreases as the gauge point moves further away from
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Figure 4.37 A section of evaluated displacement in z-direction by ISTRA 4D (x is the distance
between the gauge point and centre of the sphere).

the sphere (centre of the wave), as shown in Fig. 4.38. A phase shift is also recognisable,
illustrating the translation and celerity of the wave.

Figure 4.38 Time series of vertical displacement of four gauge points for concentration 1.2
%.

Figure 4.39 shows the standard deviation of the recorded wave signal in mm for gauge
point 1, for 10 repeated measurements at each concentration. The cross markers show the
mean value for each concentration. It is apparent that the wave height is substantially affected
by the TiO2 concentration. For a TiO2 concentration of 1 %, the wave height is reduced by
more than 25% compared with a 0.01 % concentration. Figure 4.40 shows the mean value of
standard deviation for each concentration as a function of distance from the wave centre. It is
clear that at all distances the impact of TiO2 concentration on wave height is apparent.
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Figure 4.39 Standard deviation of wave fluctuation at gauge point 1 for different concentra-
tions. Circles represent 10 repeats for each concentration, crosses represent the mean.

Figure 4.40 Standard deviation of wave fluctuations over distance for a range of concentra-
tions.
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Figure 4.41 shows the phase velocity of the wave, measured between gauge points 1 and
8, for each concentration. The wave speed was calculated by the ratio of separation of gauges
(1 and 8) and the time lag. The time lag (phase shift) was determined from analytical signal
theory (Hilbert transform). There is a clear trend in TiO2 concentration reducing the phase
speed of the wave, with a 1 % concentration reducing the phase speed by as much as 13.91 %
compared to 0.01 % concentration. This again indicates that the behaviour of water surfaces
with high TiO2 concentrations (> 0.01 %) may be different to that of water alone.

Figure 4.41 Averaged wave speed from 10 repeats versus different concentrations. Circles
represent 10 repeats for each concentration, crosses represent the mean.

The preliminary test was carried out in a water tank with gravity waves using particle
based optical technique. Results have shown that the gravity wave height and phase speed are
affected by the adding of TiO2. For the turbulent flow in a pipe, the particle based technique
was found not to be practical as particles are less controlled on the water surface in turbulent
flow. Instead, the projection based technique was implemented as described in 3.4 and 0.06
% of TiO2 was added. The effect of using TiO2 in turbulent flow is evaluated here. The
flow condition 14 was running continuously and TiO2 was incrementally added into the
water (from 0 % to 0.04 %). The concentration of the TiO2 is a mass concentration and
calculated by the mass ratio of the TiO2 powder and the mass of water. The temperature of
the water was also measured during these measurements, ranging from 19.6 ◦C to 21.4 ◦C.
As the temperature of the water also changed during this measurement, the wave monitor
output is not only affected by concentration of TiO2. The raw output of the wave probe is a
fluctuating voltage. Table 4.6 compares the voltage mean and standard deviation with various
temperatures and concentrations of TiO2. With the same temperature, the mean and standard
deviation of voltage always show higher values with higher concentrations of TiO2. Figure
. 4.42 demonstrates the power spectrum of wave probe 1 at different concentrations of TiO2.
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No significant change of the shape and gradient of the power spectrum can be observed due
to the increase of TiO2 concentration.

Table 4.6 The effect of temperature and concentration of TiO2 on the wave probe mean and
standard deviation of voltage for flow condition 14.

Temperature Concentration
of TiO2

Voltage
mean

Voltage
std

(◦C) (%) (V) (V)

19.7
0 6.06 0.085

0.002 6.21 0.092
0.004 6.27 0.102

20
0 6.29 0.092

0.008 6.44 0.103

20.3
0 6.39 0.093

0.012 6.56 0.103

20.5
0 6.47 0.094

0.016 6.66 0.108

20.7
0 6.57 0.101

0.02 6.77 0.118

Figure 4.42 The effect of concentration of TiO2 on the wave probe power spectrum.



4.7 Pre-processing and validation conclusions 123

4.7 Pre-processing and validation conclusions

In summary, this chapter presents the pre-processing and validation of wave probe data, DIC
data, ADV data and radar data. Careful pre-processing of these data will enable a reliable
assessment of the aims of this study. The uniform flow conditions were first examined to
ensure the hydrodynamics were consistent in the measurement area. The wave probe data
were converted from voltage fluctuation to surface fluctuation and then 10 Hz low pass
filtered. The raw DIC data, x,y,z coordinate fluctuations of each facet in the image, were
turned into surface fluctuations by subtracting their mean. DIC surface data were 2D median
filtered to smooth the gap caused by reflection and air bubbles and 10 Hz low pass filtered to
be consistent with wave probe data. The surface fluctuation from DIC is validated against
wave probes. Good quality ADV data are objectively selected according to correlation
value and velocity PDF distribution. ADV data are despiked with a phase-space despiking
method and then 10 Hz low pass filtered. The mean velocity profile presented a reasonable
parabolic shape and was validated against surface velocity. ADV data from two types of ADV
instrument are comparable. The raw I/Q radar signal time series show the same period as the
dominant frequency of motion. A modified compensation transfer function is proposed to
improve the I/Q signal. The effect of temperature change in the free surface dynamics and the
effect of concentration of TiO2 on surface tension is examined. The effect of concentration
of TiO2 for gravity waves in a confined volume and turbulent flows in a continuously flowing
pipe is characterised. With the confidence in the experiment data, more in depth analysis is
shown in the next chapter.





Chapter 5

Results and Discussion

5.1 Sub-surface hydrodynamics

The hydrodynamics below the free surface of flows in a partially filled pipe are discussed
in this section. First order sub-surface data from ADV (mean velocity profiles) is firstly
produced, followed by second order analysis (turbulent quantities).

5.1.1 Velocity distributions

Guo et al. (2015) presented the theoretical centreline velocity profile (Eq. 2.19), which can
be rearranged as

Y =U∗cX , (5.1a)

Y = κ[ū(0,z)− Qz3

2I2
], (5.1b)

X = ln
z
z0

− (I1 −
A lnz0

2
− 3A

8λs
)
z3

I2
, (5.1c)

where I1, and I2 are determined according to Eq. 2.20. According to the centreline velocity
distribution theory (Guo et al. (2015)), the value of Y obtained from centerline streamwise
velocity data should fall into a single straight line when plotted against X , with the slope
representing the centerline shear velocity U∗c (see Eq. 5.1a). The rearranged terms X and Y
are plotted against each other in Fig. 5.1, with a linear best fit forced through the origin. It
can be noted that the velocity data does fall into a straight line and the slope of the straight
line is comparable to the centreline shear velocity calculated from

U∗c = λsU∗ = 1.1
√

gRhS. (5.2)
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(a)

(b)

(c)

Figure 5.1 Determination of centreline shear velocity from theory of Guo et al. (2015) for
flow condition (a) 3, (b) 8 and (c) 13.

The centreline shear velocity determined from the slope of the straight line in Fig. 5.1
is plotted against the centreline shear velocity determined from Eq. 5.2 in Fig. 5.2, with
an approximate 1:1 linear relationship. The relative difference of centreline shear velocity
determined from ADV streamwise velocity data and from Hydraulic radius and pipe slope
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(Eq. 5.2) is within 3.22 %, showing good agreement. It confirms that the turbulent velocity
distribution theory with dip phenomenon in conic open channels, which refers to a decrease
or dip in the measured velocity profile, proposed by Guo et al. (2015) is also validated by this
study. Additionally, this implies that with a known centreline velocity profile, the centreline
shear velocity and U∗c the shear velocity of the full cross-section U∗ can be estimated with
3.22 % relative error.

Figure 5.2 Centreline shear velocity from ADV data and from Equation. 5.2 for all flow
conditions, with a best fit line through the origin.

Figure 5.3 and 5.4 compare the ADV measured data with the conventional log-law theory
and the Guo et al. (2015) modified pipe velocity distribution theory, respectively. The non-
dimensionalised mean velocity, U+ is plotted against the non-dimensionalised depth-wise
location, y+ in accordance with Nezu and Nakagawa (1993), in Fig. 5.3. U+ and y+ are
calculated according to Equations 2.17 and 2.18, respectively. 5 flow condition results are
plotted in the same figure with offsets applied for clarity. It can be noted that normalised
velocity follows the conventional log-law up to a certain distance and then deviates downward
from the log-law, indicating a dip in velocity close to the free surface. This phenomenon is
also observed by several previous studies (Clark and Kehler, 2011, Ead et al., 2000, Guo
et al., 2015, Wu et al., 2018). Profiles of centreline streamwise velocity ū normalised by the
centreline shear velocity U∗c are shown in rectangular coordinates in Fig. 5.4 and offset by
10 units of normalised velocity between each profile for ease of visualisation. It is evident
that the velocity gradient at the wall increases with the increase of flow (higher Re flows),
which agrees with the traditional theory of velocity profiles in fullly filled pipes (Michell,
1970). Interestingly, when the pipe is d/D = 22.04 % filled, the ADV data overlap with both
log-law and the theory of Guo et al. (2015) well. However, the data no longer fit the log-law
in high depth-wise positions for flows with d/D > 35 %. This makes sense as when the pipe
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is shallow filled, the pipe curvature plays a less significant role. From left to right in Fig.5.4,
the difference between the log-law and Guo et al. (2015) model is larger with increasing
depth d/D and the profile shape tends to be more similar with the velocity profile seen in
fully filled pipe flow. The dip phenomenon can be observed for flow with relative depth more
than 35 % in this study, whereas Wu et al. (2018) and Yoon et al. (2012) only observe it
for over half filled turbulent flow and Guo and Meroney (2013) for d/D > 0.875 partially
laminar flow. Ng et al. (2021) did observe this phenomenon for both less than half filled and
more than half filled (where 44 % < d/D <80 % in their study) turbulent pipe flows and Guo
et al. (2015) found the velocity dip for all the flows examined in their study (where 34 % <
d/D <65 % in their study). The results presented here are consistent with Guo et al. (2015)
and Ng et al. (2021), confirming the occurrence of a velocity dip even when the pipe is less
than half filled.

Figure 5.3 Comparison of normalised streamwise centreline velocity distribution from ADV
measurement data and Guo et al. (2015) model in semi-log scale, flow condition 2, 5, 8, 11
and 14 (flow bottom to top). d/D represents the depth filling ratio of the pipe. The x values
is normalised depthwise location, calculated according to Eq. 2.18.
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Figure 5.4 Comparison of streamwise centreline velocity distribution from ADV data with
convention log-law and modified pipe velocity distribution Equation. 2.19, flow condition 2,
5, 8, 11 and 14 (flow left to right).

The 2D velocity field below the free surface is not obtained experimentally due to the
limitation of 2D velocity methods such as PIV or Particle Tracking Vlocimetry (PTV) not
working in tinted water. As no 2D sub-surface velocity data was obtained from this study
experimentally, and a strong agreement was observed between 1D velocity data and the
1D velocity model of Guo et al. (2015), the 2D velocity field has been estimated using the
2D model of Guo et al. (2015) (Eq. 2.23). Low velocity can be observed near the pipe
wall in all flow conditions and in the edge near the free surface in Fig. 5.5b, c and d. The
maximum velocity occurs at the free surface as shown in Fig. 5.5a and at approximately
1/4 - 1/3 of the pipe diameter position for other flows (see Fig. 5.5b, c and d). Interestingly,
the cross-sectional velocity distribution becomes very similar to that of full pipe flow in
Fig. 5.5d, indicating that the free surface plays a role similar to the pipe wall to the under
surface velocity field. It is likely that the energy is extracted from the nearby flow due to the
roughness or the dynamic motion of free surface.

The velocity dip position from the bottom δ can be obtained from ADV fitted velocity
profiles (see Fig. 5.4). To explore how the dip changes with the relative depth, the ratio of
velocity dip position and water depth and the ratio of velocity dip position and pipe diameter
is plotted against relative filled depth in Fig. 5.6 along with data from other studies. The
difference between different studies is not surprising as they are obtained with a different
pipe material, diameter and Reynolds number. The first square marker data point in Fig. 5.6a
does not occur at the free surface (δ/d = 1) because the equivalent sand-grain roughness ks is
extremely small (∼ 0.25 mm) for this shallowest flow condition in a smooth pipe and strictly
speaking the Colebrook-White Equation is accurate only for fully filled pipe flows (Guo et al.,
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(a) (b)

(c) (d)

Figure 5.5 Predicted streamwise velocity profile over the cross-sectional area for flow condi-
tions (a) 4, (b) 6, (c) 10 and (d) 14.
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2015). The uncertainty in estimation of ks makes the dip position for the shallowest flow less
accurate. As is shown in Fig. 5.6a, the maximum velocity occurs at the free surface for d/D
< 32 % and the position gradually decreases with the increase of the relative depth d/D. A
similar decrease in δ/d for d/D > 32 % is also observed by Wu et al. (2018) and Yoon et al.
(2012) and the magnitude is most similar to Guo et al. (2015). The dip position relative to
pipe diameter gradually increases when d/D < 32 % and does not vary much after that. In
flow conditions with a velocity dip, the dip always occurs at approximately 0.2 - 0.3 D no
matter the increase of flow depth and approximately 0.35 - 0.4 D for Wu et al. (2018), Yoon
et al. (2012). Ng et al. (2021) have used a 100 mm diameter pipe to examine both laminar
and turbulent flow velocity profiles. Their study suggests that the velocity dip can only be
observed for d/D > 85 % laminar flows while for even less than half filled turbulent flows.
The dip position for laminar flows is at approximately z/D = 0.5 while at approximately z/D
= 0.3 for turbulent flows. Therefore, the difference of the dip position in this study and other
studies can be explained by different turbulent flow conditions, especially different Reynolds
number. The Reynolds numbers for Guo et al. (2015), Wu et al. (2018), Yoon et al. (2012)
and this study are 0.23 - 0.42, 6 - 14, 0.14 - 0.47 and 0.84 - 5.05 ×104, respectively. The
higher dip position from Wu et al. (2018) and Yoon et al. (2012) can be explained by their
lower Reynolds number compared to this study.

Figure 5.6 Velocity dip position δ relative to (a) water depth d and (b) pipe diameter D for
all flow conditions in this study and study of Wu et al. (2018), Guo et al. (2015), Yoon et al.
(2012).
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The mean streamwise velocity profiles measured at the pipe vertical bisector for flow
conditions 2, 5, 8, 11, 14 and fully filled pipe flow according to the one-seventh power-
law (Eq. 2.15 with n = 7) are shown together in Fig. 5.7. The mean streamwise velocity
is normalised by the maximum streamwise velocity in Fig. 5.7 (a)(b)(c) and by the bulk
flow velocity in Fig. 5.7(d)(e)(f). The depth-wise position is normalised by water depth,
pipe diameter and hydraulic diameter in Fig. 5.7 (a)(d), (b)(e) and (c)(f), respectively. Not
surprisingly, all partially filled flows show different behaviour to fully filled pipe flow. The
fully filled pipe flow velocity profile is symmetrical vertically while partially filled pipe flows
are not. The d/D = 22.0 % profile is quite different with other partially filled conditions
shown in Fig. 5.7a, c, d, e and f but similar to Fig. 5.7b. This is not observed in study of
Ng et al. (2021) as the minimum filling ratio is 44 % in their study. In Fig. 5.7a, the highest
flow condition profile shows a similar pattern to the fully filled pipe flow profile. From all
sub-figures, it can be seen that flow conditions over d/D > 35 % follow the one-seventh
power-law up to z/d ≈ 0.5, z/D ≈ 0.26 and z/Dh ≈ 0.25 and deviate beyond that. This
overlap and deviation pattern was also observed in the study of Ng et al. (2021) and the
deviation positions share similarities. As shown in Fig. 5.7d, the maximum ū/Ub ratio
remains almost constant for flows over d/D = 45 %. Ng et al. (2021) claimed that no
appreciable trend is found in the z/Dh versus ū/Ub plot. However, in this study, as shown
in Fig. 5.7f, velocity profiles for flows d/D > 45 % overlap each other and appear to be
symmetrical about z/Dh = 0.25. In the study of Ng et al. (2021), this overlap only appears
when the pipe is more than 62 % filled. This is likely because the dip phenomenon start to
appear in a lower filling ratio compared to the study of Ng et al. (2021).

The relationship between bulk velocity, maximum streamwise velocity and the ratio of
between bulk velocity and maximum streamwise velocity is plotted against relative depth in
Fig. 5.8. It can be seen that both bulk velocity and maximum streamwise velocity increase
with the relative flow depth and the rate of increase gradually decreases. The ratio of bulk
velocity to maximum streamwise velocity increases with the relative depth until d/D = 27 %
and remains almost constant beyond that. The bulk velocity is approximately 0.9 times the
maximum streamwise velocity for flows d/D > 32.4 %. Yoon et al. (2012) observed a similar
constant ū/Umax phenomenon in a study using a 50mm diameter acrylic pipe. However, they
found the constant ū/Umax appears for over half filled pipe flows and the constant ratio was
approximately 0.71, which is smaller than found in this study.
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(a) (b)

(c) (d)

(e) (f)

Figure 5.7 (a-c) Mean streamwise velocity ū along the vertical bisector scaled with maximum
streamwise velocity Umax and (a) flow depth d; (b) pipe diameter D and (c) hydraulic diameter
Dh, respectively. (d-f) (a-c) Mean streamwise velocity ū along the vertical bisector scaled
with bulk flow velocity Ub and (a) flow depth d; (b) pipe diameter D and (c) hydraulic
diameter Dh, respectively. (—): flow condition 2, d/D = 22.0 %; (—): flow condition 5, d/D
= 35.6 %; (—) flow condition 8, d/D = 45.7 % ; (—) flow condition 11, d/D = 55.5 %, (—)
flow condition 14, d/D = 66.3 % and (—) full pipe, d/D = 100.0 %.
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Figure 5.8 The relationship between Ub, Umax and Ub/Umax with d/D. (o): bulk flow velocity;
(□): maximum streamwise velocity and (♢): ratio of bulk flow velocity and maximum
streamwise velocity.

5.1.2 Turbulence quantities

Subsection 5.1.1 discusses the mean sub-surface velocity field. Higher order sub-surface ve-
locity field analysis, and analysis of turbulence quantities will be presented in this subsection.
An example of turbulence intensity profiles (standard deviation of velocity normalized by
shear velocity) is shown in Fig. 5.9. Markers in black circles indicate measurement results
calculated from side-looking ADV and markers in red squares are from downward-looking
ADV. Both types of ADV follow the same trend for streamwise turbulence intensity profiles
as shown in Fig. 5.9a while there is some disparity for lateral and vertical intensity profiles
as shown in Fig. 5.9b and c. Additionally, side-looking ADV measurement show more
consistent results in Fig. 5.9b. As mentioned in subsection 4.4.2, the relative difference of
mean value for the two types of ADV is less than 2 % and approximately 5.4 % for standard
deviation of velocity. The relative difference in standard deviation of streamwise, lateral and
vertical velocities are 5.3 %, 5.5 % and 5.5 %, respectively. Standard deviation of lateral
and vertical velocities from downward-looking ADV deviate more from side-looking ADV
compared with streamwise velocity. This explains the relative larger discrepancy in the lateral
and vertical turbulence intensity profiles in Fig. 5.9b and c. Higher order statistics, such
as standard deviation, are more likely to be affected by measurement noise. Side-looking
ADV is intended to be used near solid boundaries while downward-looking ADV has strong
echoes when it is placed close to the bed, which can affect signal quality. Therefore, only
side-looking ADV data and streamwise downward-looking ADV data are used for higher
order analysis, such as turbulence intensities, Reynolds normal stress and turbulent kinetic
energy (TKE), in this study.

Wu et al. (2005) have found that the turbulence intensity distribution is different for
less than half filled and more than half filled pipe flows. This study found the turbulence
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Figure 5.9 Turbulence intensities for flow condition 8 from side-looking ADV and downward-
looking ADV, (a) streamwise, (b) lateral and (c) vertical.

intensity distribution is different for z/d < 35 and z/d > 35. The different threshold is
likely due to the dip phenomenon as Wu et al. (2018) only observed the dip phenomenon
for the more than half filled pipe conditions. 3C turbulence intensity (three turbulence
intensity components) profiles are illustrated in Fig. 5.10, with a theoretical curve proposed
by Nezu and Nakagawa (1993) in rectangular open channels and an empirically derived
curve for corrugated pipes proposed by Clark and Kehler (2011). Left column sub-figures
are overlapped from flow conditions 1 - 4 (z/d < 35 %) and right column sub-figures are
overlapped from flow conditions 5 - 14 (z/d > 35 %).

In general, the turbulence intensities of all three components decrease with depth-wise
position for low flow rate flows, as shown in Fig.5.10a, c, and e. The streamwise turbulence
intensity profile, depicted in Fig.5.10a, generally follows the trend proposed by Nezu and
Nakagawa (1993) and agrees well with Wu et al. (2018). However, the magnitude of
streamwise turbulence intensity decreases with increasing depth-wise position, exhibiting a
slightly smaller gradient of decay compared to the theory proposed by Nezu and Nakagawa
(1993). Regarding lateral turbulence intensity profiles, low flow rate flow turbulence intensity
follows the trend from Clark and Kehler (2011) as shown in Fig. 5.10c, although the dip is
not as pronounced as observed in the study by Clark and Kehler (2011). Interestingly, the
vertical turbulence intensity profile for low flow rate flow does not conform to either of these
studies, as higher vertical turbulence intensities were observed.

In the right column of Fig. 5.10, all 3C turbulence intensity decrease and then increase
with an increase of the depth-wise position, which agrees with the observation in corrugated
pipes (Clark and Kehler, 2011). To describe the variation of turbulence intensity at the lateral
center of a smooth perspex pipe for higher flows, the following turbulence intensity equations
modified from Eq. 2.25 by Clark and Kehler (2011) are proposed:

Su/U∗ = 3.25z/d2 −3.73z/d +2.06, (5.3a)
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(a) (b)

(c) (d)

(e) (f)

Figure 5.10 Turbulence intensities for flow condition 1 - 4 on the left column and 5 - 14 on
the right, (a)(b) streamwise, (c)(d) lateral and (e)(f) vertical. The dashed line represent theory
proposed by Nezu and Nakagawa (1993) for a rectangular channel and dotted dashed line
represent theory proposed by Clark and Kehler (2011) for a partially filled corrugated pipe.
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Sv/U∗ = 2.26z/d2 −2.59z/d +1.25, (5.3b)

Sw/U∗ = 1.48z/d2 −1.73z/d +1.33. (5.3c)

The modified turbulence intensity equations share the same terms with Eq. 2.25, but
with different coefficients. The best fit coefficients are determined by the MATLAB ‘fit’
function with start points using coefficients in Eq. 2.25. Equations 5.3 provide a satisfactory
data representation for streamwise and lateral turbulence intensities, with R2 = 0.79, 0.84,
respectively. Wu et al. (2018) have found the streamwise and lateral turbulence intensity
starts to increase at a position around 0.5D. A similar increase in streamwise and lateral
turbulence intensity can also be observed in Fig. 5.10b, d but occurs at approximately z/d =
0.5. The vertical turbulence intensity regression curve has fits less well than the other two.
This is likely because of: (i) Some outlier points in Fig. 5.10f (from flow condition 10), which
could be measurement errors; (ii) The vertical velocity from ADV being generally more
noisy compared to streamwise and lateral velocity; (iii) Some turbulence structures from the
bed moving upwards affecingt the vertical velocity measurement and causing larger relative
deviation in vertical turbulence intensity in z/d < 0.4. In theory, the turbulence intensity
should be 0 when z/d = 0, so these equations are not valid in regions close to the bed.

Figure 5.11, 5.12 and 5.13 present profiles of 3C Reynolds normal stress (streamwise,
lateral and vertical), TKE and Reynolds shear stress normalised by bulk flow velocity,
respectively. The Reynolds normal stress refers to the components of the total stress tensor
that are perpendicular to the mean flow direction. The Reynolds normal stresses can be
decomposed into streamwise, lateral, and vertical components. They can can be calculated by
taking the time average of the product of the fluctuating velocities in the respective directions
(u′2, v′2 and w′2). TKE is a measure of the energy associated with turbulent fluid motion, it is
calculated by taking the average of the squared velocities of the turbulent fluctuations in each
direction (TKE = (u′2 + v′2 +w′2)/2). TKE represents the fluctuating component of kinetic
energy in a turbulent flow, and it quantifies the intensity of the turbulent motion. Reynolds
shear stress is a component of the total stress tensor in fluid dynamics that accounts for the
turbulent fluctuations in fluid momentum. It represents the transfer of momentum between
different layers of fluid due to turbulent eddies. It is obtained by taking the average of the
product of streamwise and vertical fluctuating velocities (−u′w′).

Measurement results from flow conditions 2, 5, 8, 11 and 14, corresponding to filled ratio
d/D = 22.04 %, 35.59 %, 45.68 %, 55.49 % and 66.34 %, respectively, are superimposed
in these figures for better comparison. The results from these 5 flow conditions, are repre-
sentative of all other flow conditions. As shown in Fig. 5.11 and 5.12, each of Reynolds
normal stresses as well as TKE profiles show similar pattern. Streamwise normal stress show
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the highest magnitude and lateral normal stress show the lowest magnitude, which means
streamwise velocity contributes the most in TKE. Ng et al. (2021) observed 3C Reynolds
normal stresses, TKE and shear stress all peak at z/d ≈ 0.2 for all flow conditions measured
by PIV in a D = 100 mm glass pipe. In Clark and Kehler (2011) study, similar peak is not
observed in a D = 800 mm corrugated pipe with ADV measurement. In Fig. 5.11a d/D =
55.49 % condition (green markers) and Fig. 5.12 d/D = 35.59 %, 55.49 % condition (red and
green markers), a peak can be observed at z/d ≈ 0.05. However, this peak is not observed
for other flows in Reynolds normal stress profiles and TKE profiles. The z/d ≈ 0.2 peak is
not obvious in this study is likely because of the resolution of the depth-wise measurement
positions and not enough data points near bed. Besides, ADV becomes less robust approach-
ing to the bed, thus has potential to lose some turbulent information close to the bed. The
difference in 0 < z/d < 0.2 region between the observation in Ng et al. (2021) and this study
is not surprising as the pipe material, diameter, flow conditions and measurement technique
are all different. In general, streamwise Reynolds normal stress, lateral Reynolds normal
stress and TKE decrease linearly with the increase of depth-wise position up to z/d ≈ 0.5,
which agrees with study of Clark and Kehler (2011), Ng et al. (2021). Vertical Reynolds
normal stress decrease non-linearly with the increase of depth-wise position up to z/d ≈ 0.5,
which is also observed by Clark and Kehler (2011). Beyond z/d ≈ 0.5, for flow conditions
with filled water d/D < 36 %, as indicated in Fig. 5.11 and 5.12 red markers, Reynolds
normal stress and TKE remain constant until free surface. Similar constant Reynolds normal
shear and TKE region is also observed by Ng et al. (2021) when the flow depth is less than
d/D = 52 %. For flow depth greater than d/D = 45 %, 3C Reynolds normal stress and TKE
increase non-linear with the increase of depth-wise position, which agrees with study of
Clark and Kehler (2011), Ng et al. (2021). In addition, the rate of increase increases with the
flow depth. Two types of Reynolds normal stress and TKE profiles pattern in 0.5 < z/d <
1 region suggest that turbulent energy is affected by the free surface more when the pipe is
filled over d/D = 52 %. Nichols (2014) has found both streamwise and vertical Reynolds
normal stress continuously decrease with the increase of z/d from his PIV measurement in a
rectangular open channel and a peak similar to Clark and Kehler (2011) at z/d ≈ 0.1 from
LES model. This suggests that free surface has a larger impact to the underneath turbulence
in pipe compared with rectangular channel. As shown in Fig.5.13, Reynolds shear stress
continuously decreases with the increase of depth-wise position. Clark and Kehler (2011),
Ng et al. (2021) observed an ’S’ shape in Reynolds shear stress profile, which is not observed
in this study. This is because the data points close to surface 0.75 < z/d < 1 and bed 0 < z/d
< 0.2 are not enough. Clark and Kehler (2011) have found that the Reynolds shear stress
decrease with increasing z/d up to z/d ≈ 0.5 and become negative value beyond that. Beside,
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the sign of Reynolds shear stress changes between 0.4 < z/d < 0.6 in the study of Ng et al.
(2021). The change sign of Reynolds shear stress at z/d ≈ 0.5 is also observed in this study,
which is different from rectangular channel flows (Nichols, 2014).
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(a)

(b)

(c)

Figure 5.11 Reynolds normal stress (normalised with bulk flow velocity) profiles (a) stream-
wise, (b) lateral and (c) vertical. (o): flow condition 2, d/D = 22.0 %; (□): flow condition 5,
d/D = 35.6 %; (♢) flow condition 8, d/D = 45.7 % ; (△) flow condition 11, d/D = 55.5 %
and (▽) flow condition 14, d/D = 66.3 %.
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Figure 5.12 TKE profiles. (o): flow condition 2, d/D = 22.0 %; (□): flow condition 5, d/D
= 35.6 %; (♢) flow condition 8, d/D = 45.7 % ; (△) flow condition 11, d/D = 55.5 % and
(▽) flow condition 14, d/D = 66.3 %.

Figure 5.13 Reynolds shear stress (normalised with bulk flow velocity) profiles. (o): flow
condition 2, d/D = 22.0 %; (□): flow condition 5, d/D = 35.6 %; (♢) flow condition 8, d/D
= 45.7 % ; (△) flow condition 11, d/D = 55.5 % and (▽) flow condition 14, d/D = 66.3 %.
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5.2 Phase-space quantitative analysis

5.2.1 Proposed phase-space algorithm

Phase-space is a filtering technique commonly used in removing spikes from 1D data,
proposed by Goring and Nikora (2002). This method plots the fluctuating component of
velocity, its first order derivative with respect to time (acceleration) and its second order
derivative with respect to time (jerk) in three-dimensional so-called phase-space axes. It
assumes that all points lying outside an ellipsoid in the phase-space are outliers (spikes),
while points within the ellipsoid are valid data points. The size of the ellipsoid is determined
by the universal threshold λUN :

λUN =
√

2lnN (5.4)

where N is the number of data points. This method was shown to have better performance
than various other methods and it has the advantage that it requires no external parameters
that could otherwise introduce subjectivity.

As the phase-space method has no ambiguity in what threshold to choose, the present
work has modified the method to enable detection of turbulent (extreme) events, events with
extreme velocity, acceleration and/or jerk, rather than outliers. The steps of this new proposed
technique, based on a measured steamwise velocity time series, u

′
, are:

Step 1: Perform the standard phase-space despiking proposed by Goring and Nikora (2002)
to remove erroneous data.
Step 2: Calculate the acceleration ai and jerk ji using the central difference method (Wu
et al., 2005)

△t = 1/ fs, (5.5a)

ai =
ui+1 −ui−1

2△ t
, i = 2,3, ...N −1, (5.5b)

ji =
ui+1 −2ui +ui−1

△t2 , i = 2,3, ...N −1. (5.5c)

Step 3: Calculate the standard deviations of all three variables σu, σa and σ j.
Step 4: Calculate the Universal threshold according to Eq. 5.4.
Step 5: Transform the point cloud to be centred at the origin with no trend in any direction.
Step 6: Calculate the major, median and minor axes for the detection ellipsoid as:

eu = kλUNσu (5.6a)
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ea = kλUNσa (5.6b)

e j = kλUNσ j, (5.6c)

where k is the phase-space scaling factor.
Step 7: Define the detection ellipsoid based on Eq. 5.7,

u
′2

eu2 +
a
′2

ea2 +
j
′2

e j2
= 1 (5.7)

Step 8: Construct a binary series to signify the detection (or not) of turbulent events. Data
points outside the defined ellipsoid (that satisfy Eq. 5.8) are recognised as 1 (detection of
extreme event, termed as a ‘coherent structure data point’ in this study), in the binary time
series and data points inside the ellipsoid (that satisfy Eq. 5.9) are 0.

u
′2

eu2 +
a
′2

ea2 +
j
′2

e j2
≥ 1 (5.8)

u
′2

eu2 +
a
′2

ea2 +
j
′2

e j2
< 1 (5.9)

A sustained value of 1 in the binary series is defined as an individual turbulent event (coherent
structure). Determine the number of individual turbulent events from the binary series. Roy
et al. (2004) only considered events lasting more than 1 s from a modified U-level method
while Nichols (2014) considered events of any time duration. Luchiktand et al. (1987)
grouped two adjacent ejections, where the time between them was less than a threshold
time value, into a single event. Shah and Antonia (1989) noted that the determination of the
threshold time value is not totally free of ambiguity. To reduce the ambiguity of the proposed
objective method, detected events of any time duration are all considered in this study.
Step 9: Use a value of scaling factor k ranging from 0 to 1 for step 6 to adjust the size of the
ellipsoid.
Step 10: The value of k is chosen which gives the maximum number of turbulent events.

An example of these steps being applied to real laboratory data is given in subsection
5.2.2 below.

5.2.2 Phase-space validation

The data points for (ui,ai, ji) were placed in the phase-space axes for values of i (i = 3 to N-2).
In order to fit the detection ellipsoid to a cloud of points with no bulk trend in any direction,
the data points were first reduced to the j = 0 plane by subtracting the best fit plane from the
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jerk values and then reduced to the j = 0, a = 0 line by subtracting the best fit line from the
acceleration. The equation of the best fit plane was obtained by the MATLAB ‘mldivide’
function and the equation of the best fit line was obtained by the MATLAB ‘polyfit’ function.
Since the velocity values are already fluctuations about the mean, the centre of mass of the
point cloud is now at (0,0,0) with no trend in any direction. After this detrend procedure, a
detection ellipsoid centered at (0,0,0) without rotation can be defined. The sizes of principle
axes of the detection ellipsoid were calculated from Eq. 5.6 and the ellipsoid constructed
using Eq. 5.7. Then the data points outside the ellipsoid were thus identified as coherent
structure data points.

Next, the phase-space scaling parameter, k, was varied from 0 to 1 as described in
subsection 5.2.1, enlarging the ellipsoid from a single point to encompassing the full point
cloud. As shown in Fig. 5.14a, the number of coherent structure data points detected as being
turbulent begins with all data points when k = 0, and reduces to zero data points when k = 1.
But the number of discrete events (continuous periods of positive detection) increases from 1
when k = 0 (one continuous event consisting of the entire time series), reaches a peak at some
k value, and then decrease to zero when k = 1 (all data points within the ellipsoid, so no events
detected). Similar plots are obtained for the other flow conditions and measurement positions.
For the U-level method, the number of events detected increases with increasing threshold.
U-level has a low probability of making a false detection as well as a low probability of a
true detection when high thresholds are used (Bogardt and Tiederman, 1986). Therefore,
a compromise needed to be made in between the probability of making a false detection
and the probability that an event will be detected, and an empirical threshold was settled
upon subjectively. In case of the phase-space method, an appropriate threshold must also
be determined. For this purpose, the value of the phase-space scale parameter k is chosen
when it gives the maximum number of events (see Fig. 5.14b where the maximum number
of events is indicated with the red marker). This represents the optimal sensitivity to detect
extreme behaviour without merging discrete events. This provides an objective method
for selecting the threshold, which yields turbulence statistics comparable with the accepted
U-level method. This method was chosen because it provides a completely objective way
of setting the threshold, which can be easily automated, and provides turbulence statistics
comparable with U-level results.

The resulting phase-space detection using the optimal scaling parameter then enables
construction of the optimal ellipsoid so that each point on the time series can be binarised as
either (i) a coherent structure is present or (ii) a coherent structure is not present. The average
value and standard deviation of the optimal scaling parameter for different flow conditions
are calculated at all depth-wise positions. The average scaling factor ranges from 0.294 to
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Figure 5.14 (a) Number of detected coherent structure data points versus the scaling factor (b)
Number of detected discrete events versus the phase-space threshold, the red dot represents
the maximum number of events. Time series analysis for flow condition 4 at depth-wise
position y/d=0.62

0.308 for all flow conditions and the standard deviation is within 0.016. This small variation
suggests a fixed value of the scaling factor (k = 0.3) may be appropriate for this particular
flow system, but it is expected that different flow systems and application areas will exhibit
different optimised scaling factors.

Figure 5.15 shows the streamwise velocity, acceleration and jerk time series for a random
8s segment of data. The red markers show where the U-level method detects an event and
blue markers show where the phase-space method detects an event. U-level detected events of
any time duration are considered, which is consistent with phase-space method as mentioned
in step 8 in subsection 5.2.1. Both methods can detect extreme velocity fluctuations (with
U-level being more sensitive) while only phase-space can detect the extreme acceleration and
jerk. At some time intervals, such as 5.83 - 5.93 s and 8.16 - 8.29 s, U-level does not detect
an event because the velocity is not particularly extreme, but the phase-space method detects
a high acceleration and/or jerk and identifies this as an event. Conversely, at some time
intervals, such as 5 - 5.57 s and 10.27 - 10.37 s, U-level detects an event because the velocity
magnitude is moderately high, but phase-space determines that the combined conditions of
velocity, acceleration and jerk are not sufficiently unusual to be deemed a coherent structure
event. In general, these two methods detect many of the same periods of events (for example
6 - 7 s, 7.5 - 9.8 s and 10.5 - 12.2 s) while the individual event durations differ. This is
also observed by Krogstad and Kaspersen (1992), Boppe and Neu (1995) when comparing
different detection techniques. Similar plots are obtained for the other flow conditions,
measurement positions and time sections. This occurs because U-level is more sensitive in
order to produce event statistics similar to manual visualisation, while phase-space can be
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more refined, reflecting the physical reality that a coherent structure does not embody just
extreme velocities.

Figure 5.15 Time series of (a) velocity fluctuations (b) acceleration fluctuations (c) jerk
fluctuations for flow condition 5 at depth-wise position y/d=0.71 (black lines represent
velocity, acceleration and jerk time series, respectively, blue markers are data points detected
by U-level and red markers are data points detected by phase-space)

Figure 5.16 shows all the data points (ui,ai, ji) on the phase-space axes. The data points
not detected as part of coherent structure events are in black and the data points recognised as
events are highlighted in colour (blue for U-level and red for phase-space). It is evident that
the black points cluster in the centre of all data points for both methods. The points detected
by the U-level algorithm are clearly delineated from the black points at two planes along the
u axis, while the points detected by the phase-space algorithm are outside the centre ellipsoid.
Similar plots are obtained for the other flow conditions and measurement positions. The
abrupt threshold imposed by U-level appears rather aggressive and indiscriminate.

Figure 5.17 presents the phase-space projections of the data points detected by the U-level
and phase-space algorithms (the point cloud viewed from three orthogonal directions). Data
points highlighted in blue are points detected by U-level and points outside the ellipsoid
(whose largest dimension is indicated by the ellipse) are points detected by phase-space.
In the plot of number of coherent structure data points versus velocity u distribution plot
in Fig. 5.17a, the two algorithms align well in the extreme velocity region. However, no
event data points are detected by the U-level algorithm when the velocity fluctuation is
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Figure 5.16 Data cluster in phase-space axes, coherent structure data points are in red/blue
for flow condition 8 at depth-wise position y/d=0.74

small in magnitude. In the plot of number of coherent structure data points versus a and j
(Fig. 5.17d, e, f and h), the U-level algorithm shows a spike when the acceleration and jerk is
small. Phase-space gives a more uniform detection towards the middle of the ellipsoid in all
three directions, with detection appropriately reducing towards the edges. Similar plots are
obtained for the other flow conditions and measurement positions.

Figure 5.18 shows the histogram of the individual event duration △T and individual
event period Te from U-level and phase-space. Event duration is defined as the time between
the leading and trailing edges of any continuous event, and event period is defined as the
time interval of successive leading edges (Metzger et al., 2010, Tang et al., 2016). The two
algorithms result in comparable histograms for both quantities. Exponential decay curves
are fitted to the individual event duration plot as is shown in Fig. 5.18a since Bogardt and
Tiederman (1986) showed that a histogram of time between ejections from flow visualization
analysis fits an exponential distribution. The probability density function of exponential fit is

ye = f (△T |µ) = 1
µ

e
−△T

µ (5.10)

where µ is the fitting parameter for exponential distribution. Gamma distribution curves are
fitted to the individual event period plot as this more closely represents the histogram shape
as is shown in Fig. 5.18b. The probability density function of gamma distribution is

yg = f (Te|a,b) =
1

baΓ(a)
Te

a−1e
−Te

b (5.11)

where a and b are fitting parameters for the gamma distribution. The exponential and gamma
fit is calculated using the MATLAB function ‘fitdist’ with distribution name ‘Exponential’
and ‘Normal’, respectively. The average values of goodness of fit calculated by MATLAB
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Figure 5.17 Coherent structure data point distribution for flow condition 5 at depth-wise
position y/d=0.66
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function ‘goodnessOfFit’ with cost function ‘NMSE’ (Normalized mean squared error) for
all flow conditions and depth-wise positions are approximately 0.93 for individual event
duration and approximately 0.81 for individual event period, which means good fittings of
histograms. The percentage difference of best fit probability density function parameters
from U-level and phase-space is calculated by the value obtained from phase-space minus
the value obtained from U-level and then divided by the value obtained from U-level. The
best fit probability density function parameters µ , a and b from phase-space shows lower
values than U-level. The difference of these parameters from U-level and phase-space are
generally less than 20 %. The phase-space method histogram for individual event duration
△T shows a skewness towards smaller values of △T , which is also observed by Bogardt and
Tiederman (1986), Metzger et al. (2010), who found that the histogram of individual event
period Te follows a Poisson- like distribution at any fixed normal location in the boundary
layer, demonstrating similarities with the histogram presented here. Similar plots are obtained
for the other flow conditions and measurement positions.

Event duration and event period are significant in fluid dynamics analysis as event
duration is associated with the structure length and the event period is associated with the
frequency of turbulent structure occurrence. The agreement between the two methods shows
that phase-space is able to accurately detect the statistics of coherent events while being
physically more justifiable in the detection criteria. The percentage difference in the number
of events, event duration, mean individual event duration and mean individual event period
are calculated by the value obtained from phase-space minus the value obtained from U-level
and then divided by the value obtained from U-level. The number of events, i.e. the number
of periods of successive values of 1 in the binary time series, from phase-space are usually
more than from U-level by 39.66 % on average. The percentage of total event duration is
the ratio of the total number of 1 values in the binary time series to the length of the binary
time series. On average, the percentage difference in total event duration is less than 1.03
%. In terms of the time scale of events, both mean individual event duration and mean
individual event period are lower from phase-space and the differences are 20.50 % and
21.54 %, respectively. It corresponds to more structures being detected by the phase-space
method, which are smaller in size than those detected by U-level.

Figure 5.19 shows a quadrant plot (streamwise velocity fluctuation vs vertical velocity
fluctuation). As shown in Fig. 5.19, it is evident that there are no coherent structure data
points detected by U-level in the middle of the quadrant plot while phase-space detected
points are more uniformly distributed, representing the physical reality that a coherent
structure does not just depend on velocity in one direction. Similar plots are obtained for the
other flow conditions and measurement positions. The distribution of coherent structure data
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Figure 5.18 Normalised histogram of (a) individual event duration (b) individual event period
for flow condition 10 at depth-wise position y/d=0.64
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points detected by the two methods over vertical velocity direction show comparable results.
The percentage difference of the proportion of detected coherent structure data points in
each quadrant is calculated by the value obtained from phase-space minus the value obtained
from U-level and then divided by the value obtained from U-level. In general, phase-space
shows 8.50% and 11.56% higher percentage of points in quadrants 2 and 3 while U-level
shows 5.52% and 10.04% higher percentage of points in quadrants 1 and 4. That means more
ejection (Q2) and inward interaction (Q3) events are detected by phase-space while more
outward interaction (Q1) and sweep (Q4) events are detected by U-level.

Figure 5.19 Detected coherent structure data points quadrant distribution for flow condition
6 at depth-wise position y/d=0.339 (a) U-level detection, (b) phase-space detection and (c)
Number of detected data points over vertical velocity direction

Table5.1 shows the percentage of coherent structure data points being detected by each
method, by both methods, and by neither method. It also shows the agreement of the two
algorithms (proportion of points detected by both methods or neither) and the disagreement
of the two algorithms (proportion of points detected exclusively by each method only). The
percentages are averaged over all the depth-wise positions and the average and standard
deviation for all flow conditions are summarized in Table5.1. All standard deviation values
are less than 0.93 %, which means the performance of these two methods are consistent for
all flow conditions. There are 15.92 % and 16.49 % data points that are only detected by
U-level and phase-space, respectively. The points detected by one algorithm but not the other
are not surprising, since the proposed method uses an entirely different detection criterion to
the established U-level method. There are 40.85 % of coherent structure data points detected
by both algorithms and 26.74 % of data points are not detected as coherent structures by
either algorithm. That together means these two algorithms show 67.59 % agreement and
32.41 % disagreement. Again, this is not surprising, since the phase-space method employs a
more physically realistic definition of a coherent structure, where the U-level method only
detects based upon extremes in velocity.
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Table 5.1 Percentage of a coherent structure data points being detected for all flow conditions

Average (%) Standard deviation (%)
U-level only (%) 15.92 0.65

Phase-space only (%) 16.49 0.50
Both methods (%) 40.85 0.91

Neither methods (%) 26.74 0.93
Agreement (%) 67.59 0.57

Disagreement (%) 32.41 0.57

The proposed phase-space method in this study is a technique that can be applied to
analyse 1D velocity fluctuation data. While it has the advantage of being applicable to various
datasets, it is relatively more sensitive to noise. To assess its performance in the presence
of noise, artificial noise of varying levels was added to ADV velocity data measured at flow
condition 4 at depth-wise position y/d = 0.51. Figure 5.20 presents the results comparing the
performance of the U-level method and the phase-space method at different signal-to-noise
ratios (SNR). The SNR ranged from 0 to 100, indicating the ratio of the signal strength
to the noise level. The figure illustrates the number of detected events and the number of
detected coherent structure data points for each method at different SNR levels. It is observed
that the U-level method starts to converge at 20 dB SNR, while the phase-space method
requires a higher SNR of 50 dB to achieve convergence. The phase-space method involves
calculations of acceleration and jerk, as indicated in Eq.5.5, which are sensitive to noise in
the velocity data. Consequently, the computation of ellipsoid axes (Eq.5.6) and the detection
ellipsoid function (Eq.5.7) are also affected by the noise. Based on these findings, it is
recommended to use the phase-space detection method for data with an SNR greater than
50 dB to ensure reliable results. This graph is presented to determine the appropriateness
of using the phase-space method with a signal having a certain SNR, thus highlighting its
importance in assessing the method’s performance under varying noise conditions.

5.2.3 Coherent structure analysis

The proposed phase-space method is applied to the ADV data for all depth-wise positions
and flow conditions. The relation between properties of coherent structures measured via
the proposed method and the bulk flow conditions and measurement depth-wise positions
are presented in this section. Two turbulent event profiles are analysed: size of turbulent
structure verse depth-wise position (see Fig. 5.21) and number of turbulent structures per
meter (see Fig. 5.22). The size of turbulent structure is the product of mean event duration
and mean depth-wise streamwise velocity. The number of turbulent structures per meter is
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Figure 5.20 The performance of U-level and phase-space with different SNR (a) Number of
detected events (b) Number of detected coherent structure data points
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calculated from the reciprocal of the product of the mean event period and mean depth-wise
streamwise velocity. As shown in Fig. 5.21, both methods show larger turbulent structures
with the increase of flow, which agrees with observations of Nichols (2014). This also
accords with observations from Roy et al. (2004), which showed that the size of large-scale
turbulent flow structure scale with depth of flow. Figure 5.22 shows that with increasing
flow, fewer turbulent structures are apparent per meter, with a slight increase in number of
turbulent structures per meter near the bed for high flows. This is in agreement with Ng et al.
(2021) findings which observe more large scale motions and very large scale motions at the
bottom of the pipe compared to lower flow rate flows. Profiles by the two detection methods
show similar trends while phase-space shows generally smaller size of turbulent structures
and a larger number of structures per meter. This can be explained by the mean event
duration and event period measured by phase-space being lower than U-level, as discussed in
subsection 5.2.2.

Figure 5.21 Size of turbulent structure profile by (a) U-level, (b) phase-space
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Figure 5.22 Number of structures per meter by (a) U-level, (b) phase-space

5.3 Free surface behaviour of partially filled pipe turbulent
flows

5.3.1 Surface ST Matrix

A space time matrix is usually used in investigation, extraction of features and visualisation
of free surface fluctuations over space and time (Fujita et al., 2011, Nichols, 2014, Roy
et al., 2004, Smolentsev and Miraghaie, 2005). Figure 5.23 shows the space time matrices
of instantaneous water surface elevation at the lateral centre-line obtained by DIC system
for flow conditions 1, 6 and 14. The greyscale represents the instantaneous deviation from
zero. It allows a visual assessment of the behaviour of the dominant features. The dashed
lines correspond to the surface velocity measured by timing a floating tracer over a 3.83 m
distance downstream of the surface measurement area. The surface velocity is plotted for
every 2 s duration for better visualisation with the greyscale streaks. There are three types
of motion that can be seen from the space time matrices in Fig. 5.23: turbulence features
travelling at the speed of the mean surface flow velocity (corresponding to the red dashed
lines in Fig. 5.23), and travelling and receding waves (corresponding to the zig-zag patterns
in Fig. 5.23a and b). In the same spatial area, about 4 periods of oscillation can be observed
for flow condition 1 (Fig. 5.23a), about 2 periods for flow condition 6 (Fig. 5.23b) and an
oscillation is hard to observe in flow condition 14 (Fig. 5.23c). Similar space time matrix
patterns were observed by Nichols (2014), Tani and Fujita (2020), Fujita et al. (2011), Fujita
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(2017). Moreover, Guo and Shen (2010) have found the free surface deformations consist of
both turbulence-induced roughness and propagating waves. The trains of features fluctuating
over space and time can be explained by the oscillation theory proposed by Nichols et al.
(2016). The spatial frequency of the oscillation was shown to decrease with the increase of
flow depth and increase of surface roughness, agreeing with the results here.

(a) (b) (c)

Figure 5.23 Space time matrix for flow conditions (a) 1, (b) 6 and (c) 14 for a duration of
10s, red dashed lines correspond to surface velocity measured by floating tracers.

As different types of motion can be observed in the space-time matrix in Fig. 5.23, a
decomposition was performed to evaluate the role of these motions in surface fluctuations
Tani and Fujita (2020). The procedure of the decomposition is applying a 2D discrete Fourier
transform (DFT) to the space-time matrix first, then applying a binary mask to the DFT
transformed data. Finally, the inverse DFT is applied to the masked data (Tani and Fujita,
2020). The mask’s function threshold criteria is
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mt(kx,ω) =

{
1 if |ω −Uskx|<

√
(gkx +T kx/ρ) tanh(kxd)

0 otherwise
(5.12a)

mw(kx,ω) = |1−mt(kx,ω)| (5.12b)

where mt and mw are mask functions used to extract the turbulence component and wave
components, respectively. The decomposed space time matrices for flow conditions 1, 6 and
14 measured at the centerline are shown in Fig. 5.24. Both turbulence and wave components of
surface fluctuations (colorbar scale) increase with the flow rate. Comparing the magnitude of
surface fluctuations for three columns, it is evident that the surface fluctuations for turbulence
component is approximate 1/5 - 1/6 times of wave components. As shown in Fig. 5.24, the
oscillation frequency of the turbulence component is higher than that of the wave components
for all three examples. This is particularly evident in Fig. 5.24a and c. Tani and Fujita
(2020) have observed linear slope patterns with a slope equal to the surface velocity for the
turbulence component and steeper or gentler slope patterns for wave components. This is
only observed for flow condition 14 among all three examples here as shown in Fig. 5.24c. It
can be observed from the middle column of Fig. 5.24a that the gradient of the turbulence
component pattern is higher than the surface velocity gradient. For flow condition 6 as shown
in Fig. 5.24b middle column, some streaks are parallel to the surface velocity line and some
are steeper than it.

The preceding paragraph investigated the lateral center ST matrix, but the laterally offset
ST matrix is also worth investigation. The ST matrices at the lateral center, and at 30mm and
60 mm away from the lateral center for flow conditions 2 and 13 are illustrated in Fig. 5.25.
In general, the magnitude of surface fluctuation appears quite similar in the ST matrices. The
ST matrices at different lateral positions all show some gradient corresponding to the surface
velocity. From the flow condition 2 (Q = 4 Ls−1) example, it can be observed that some areas
of elevated flow surface that appears persistent over time, which corresponds to stationary
waves. These stationary patterns are more obvious in the lateral center and the strength
decays as the plane moves toward the pipe wall. As shown in the Q = 26 Ls−1 example,
there are some strikes with a gradient larger than the surface velocity, representing travelling
waves. These higher than surface velocity strikes are more evident in the lateral center and
weaker towards the pipe wall. This indicates that the gravity capillary waves are stronger at
the lateral center and become weaker towards the pipe wall. This is likely because the flow
nearer the wall is experiencing lower local depth and lower local velocity (comparable with
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(a)

(b)
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(c)

Figure 5.24 Decomposed Space time matrix for flow conditions (a) 1, (b) 6 and (c) 14 for a
duration of 10s, red dashed lines corresponds to surface velocity measured by floating tracers.
The left column results are all components ST matrix, middle column results are turbulence
component ST matrix and right column results are wave component ST matrix.
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rectangular channel theory (Nichols, 2014) where these conditions are shown to generate
weaker surface waves); though this has never been shown before in a pipe flow.



5.3 Free surface behaviour of partially filled pipe turbulent flows 161

Figure 5.25 Space time matrix at different lateral positions for flow conditions 2 and 13.
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5.3.2 Dispersion relationship

Figure 5.26 illustrates the relationship between frequency and the velocity at which turbulence-
generated flow structures propagate. The figure specifically shows this relationship for flow
conditions 1, 8, and 14. The x-axis represents the center frequency of the waveband, indi-
cating the range of frequencies that the surface fluctuation signal has been bandpass filtered
to. For instance, a frequency of 3.5 Hz implies that the surface fluctuation signal has been
filtered within the frequency range of 3 to 4 Hz. The analysis involves correlating the
bandpass-filtered surface fluctuation signals measured at two different positions. By deter-
mining the time lag at which the maximum correlation occurs, the phase velocity of the flow
structures can be obtained. The y-axis of the figure represents these phase velocities, which
are calculated by dividing the separation distance between the wave probes or DIC points
by the corresponding time lag at maximum correlation. In summary, Figure 5.26 provides
insights into the advection velocity of surface features across different frequency bands of
waves. It demonstrates the relationship between frequency and phase velocity, highlighting
how turbulence-generated flow structures propagate at varying speeds depending on the
frequency content of the surface fluctuations.

The left column results are obtained from 2 wave probes with 20 mm separation and the
right column results are obtained from 2 spatial points in the DIC data with 20 mm separation.
The solid line is bulk flow velocity calculated according to Eq. 2.10 and the dashed line is
surface velocity measured by timing a floating tracer over a 3.83 m. It can be noted that
results from wave probes and DIC are generally comparable. Nichols (2014) has found the
phase velocity (the velocity at which flow surface roughness patterns propagate) is relatively
independent of frequency and is approximately equal to the surface velocity. However, this is
not observed for all frequencies and flow conditions. This is likely because the equivalent
roughness ks is 11.8 - 40.3 mm in the study of Nichols (2014) and below 0.26 mm in this
study. Turbulence waves were dominant in the study of Nichols (2014), who used both
sphere and gravel beds, while gravity-capillary waves are comparable with turbulence waves
in this study with a smooth bed. As discussed in subsection 5.3.1, turbulent waves, travelling
waves and receding waves can be observed from the surface fluctuations. When correlating
two signals containing all these types of waves, the highest correlation may not represent the
turbulence wave for all cases. Smolentsev and Miraghaie (2005) have found the celerity of
turbulence structures is slightly above the mean flow velocity while the celerity of gravity
capillary waves is different from the mean velocity. Most markers show a phase velocity
slightly smaller than the bulk flow velocity for low flow condition as shown in Fig. 5.26a
and b. Some markers show phase velocity higher than surface velocity in the frequency
range 7 - 10 Hz, which means travelling waves dominate at this frequency range for low flow
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conditions. For medium flows (see Fig. 5.26c and d), some markers show phase velocity in
between bulk flow and surface velocities in the frequency range 7 - 10 Hz. Most markers
are higher than the surface velocity in frequency range 1 - 6 Hz and some are lower than the
bulk flow velocity in the frequency range 5 - 10 Hz. Therefore, travelling waves dominate
the 1 - 6 Hz components and all three components can be observed for higher frequencies for
medium flows. Only a few markers show phase velocity in between bulk flow and surface
velocities in the frequency range 8 - 10 Hz for high flows, and most markers show phase
velocity higher than surface velocity, which means travelling waves dominate for this flow
condition.

(a) (b)

(c) (d)

(e) (f)

Figure 5.26 Frequency dependence of the phase velocity for flow condition (a)(b) 1, (c)(d)
8 and (e)(f) 14. Left column results obtained from wave probes and right column results
obtained from DIC. Solid line represents bulk flow velocity and dashed line represents surface
velocity. 5 types of markers represent 5 repeated tests.
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It is likely that gravity waves have an impact on the correlation of surface fluctuation
between two spatial locations, and hence on the phase velocity extraction. To validate this
idea, the phase velocity is extracted from the decomposed turbulence component as shown
in Fig. 5.24 middle column. The frequency dependence of phase velocity calculated from
the decomposed DIC turbulence component surface fluctuations are shown in Fig. 5.27, and
are similar to what Nichols (2014) observed in open channel flows. The velocity at which
the surface pattern propagates is relatively independent of frequency, and is close to the flow
surface velocity. This relationship is in agreement with observations of Fujita et al. (2011),
Nichols (2014), who have found that the free surface roughness patterns travel with a speed
almost comparable to the surface velocity experimentally.

(a) (b)

(c)

Figure 5.27 Frequency dependence of the phase velocity for flow condition (a) 1, (b) 8 and
(c) 14 obtained from masked DIC data. Solid line represents bulk flow velocity and dashed
line represents surface velocity. 5 types of markers represent 5 repeated tests.

5.3.3 Correlation characteristics of surface roughness

Subsection 5.3.2 shows that the propagation speed for the surface features is close to the
surface velocity and bulk flow velocity. This suggests that the advection of surface pattern
is related to underlying turbulent structures. Horoshenkov et al. (2013) have examined the
free surface behaviour measured by several non-equally spaced wave probes, using a spatial
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correlation function, for rectangular open channel flows. The same analysis is also performed
in this study to find the correlation characteristics of surface roughness in a partially filled
pipe. The normalised temporal cross-correlation function for flow conditions 1, 4, 8 and
13 are shown in Fig. 5.28, which are calculated from different pairs of wave probes with
different spatial separation ρmn. Four different line types represent four different wave probe
pairs 11 (0 mm), 67 (20 mm), 12 (40 mm) and 56 (60 mm). 11 means wave probe 1 correlated
against wave probe 1, which also applies to 67, 12 and 56. The cross-correlation coefficient
is calculated from the data of two wave probes by the MATLAB ‘xcorr’ function. The
cross-correlation coefficient is then scaled between -1 to +1 with ‘normalized’ option. It
makes more physical sense and is easier to understand the meaning. The cross-correlation,
auto-correlation and normaised cross correlation are calculated according to Eq. 5.13.

cross-correlation(ηm,ηn)(τ) =
∫

∞

−∞

ηm(t)ηn(t + τ)dt, (5.13a)

auto-correlation(ηm)(τ) =
∫

∞

−∞

ηm(t)ηm(t + τ)dt, (5.13b)

normalised cross-correlation(ηm,ηn)(τ)=
cross-correlation(ηm,ηn)(τ)√

auto-correlation(ηm)(0) · auto-correlation(ηn)(0)
.

(5.13c)
In Eq. 5.13, ηm and ηn represent instantaneous surface fluctuations measured by wave probe
m and wave probe n, respectively. Correlation coefficient +1 means exactly the same, -1
means exactly opposite and 0 means no correlation. The spatial lag is the product of surface
velocity Us times the time lag τ . The extreme value in correlation coefficient represents
the instant when two signals recorded on the two wave probes separated in space are most
closely correlated. From Fig. 5.28, it can be seen that the auto-correlation extreme value
is equal to 1 for all flow conditions, which is expected. Horoshenkov et al. (2013) have
found the position of this extremum is close to the distance by which the two wave probes
are separated for some flow conditions and some wave probe lags and the position of this
extreme value was shifted for others. Most of the extreme values are not close to the distance
by which the two wave probes are separated in this study, except the 20 mm lag for flow
condition 4 as shown in Fig. 5.28b. Moreover, Horoshenkov et al. (2013) have found some
strong negative correlation coefficient cases, which represent the surface pattern is similar but
inverted. Both Romanova (2013) and this study do not observe correlation coefficient values
below -0.5, which suggests similar but inverted surface patterns are not strongly observed
in partially filled pipe flows. Negative extreme correlation value can only be observed for
flow conditions 1 - 5 (see Fig. 5.28a and b) while the remaining flow conditions exhibit
positive extreme correlation values. Comparing Fig. 5.28a and b, it can be observed that the
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correlation coefficient is higher for higher flows, which means over a certain distance the
surface pattern is more consistent for higher flows.

(a) (b)

(c) (d)

Figure 5.28 The temporal cross-correlation data for flow condition (a) 1, (b) 4, (c) 8 and (d)
13 derived from wave probe free surface measurement. Four line types represent different
wave probe spatial separations.
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Figure 5.28 shows the temporal cross-correlation functions for 4 wave probe separations,
with the time axis converted to spatial lag using the surface velocity. The temporal correlation
functions are obtained for all 22 wave probe pairs (listed in Table 3.1) and for all flow
conditions. In Fig. 5.29, each circle marker y value corresponds to the extreme y value for
each line in Fig. 5.28 and the x value corresponds to the wave probe separation indicated
in the legend. The x-axis is the time lag in Eq. 5.13 times the surface velocity measured by
floating tracers. It can be observed that measured spatial correlation results do not necessarily
follow the spatial correlation function (Eq. 2.30) proposed by Nichols (2014) for all flow
conditions, especially for high flow conditions (see Fig. 5.28d and e). The dashed line is
obtained by MATLAB ‘spline’ interpolation to better visualise the pattern of experimental
markers. For flow conditions 1 - 7 (see Fig. 5.29a, b and c), there is an oscillating component,
a decay in the amplitude of the oscillation, and an overall decay towards a constant value.
Previous study in rectangular channels (Horoshenkov et al., 2013) have found the constant
value to be zero but it appears non-zero in pipe flow or perhaps takes a longer distance to
reach zero. The oscillating component is only apparent for lower flows. For flow conditions
8 - 14 (see Fig. 5.29d and e), the oscillation pattern is hardly seen but only exponential decay
and the decay rate generally increases with the flow rate.

Comparing Fig. 5.29a, b and c, higher flow rate flows show larger oscillation period,
which agrees with Horoshenkov et al. (2013), Nichols et al. (2016). To estimate the oscillation
spatial period for flow conditions 1 - 7, the minima in the spatial correlation function is
determined using MATLAB ‘islocalmin’ function as indicated by blue star markers. The
oscillation spatial period is generally consistent for all periods as shown in Fig. 5.28b and
c while a bit ambiguous for flow condition 1 large separations as shown in Fig. 5.28a.
The characteristic spatial period L0 is calculated by the distance between first two minima
as shown in Fig. 5.29a, b and c first two blue star markers. Figure 5.30 shows that the
characteristic spatial period demonstrates a strong consistent nonlinear relationship with
bulk flow velocity and hydraulic radius. Nichols (2014) has found a nonlinear relationship
between normalised characteristic spatial period L0/ks and normalised velocity Ub/U∗. For
the smooth bed condition in this study, the equivalent roughness ks and shear velocity U∗ is
extremely small. Therefore, non-normalised characteristic spatial period is plotted against
bulk flow velocity as shown in Fig. 5.30a. The characteristic spatial period increases with
the bulk flow velocity. The relationship between the characteristic spatial period and the
hydraulic radius is shown in Fig. 5.30b. A quadratic function L0 = 27.61Rh +0.07 is fitted to
the experimental data as shown in Fig. 5.30b, with a best fit coefficient of determination R2 =
0.97. This equation quantifies length dependency and is valid for flows in the depth range
15.7 % < d/D < 43.0 %.
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(a)

(b)

(c)
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(d)

(e)

Figure 5.29 Spatial cross correltaion function for water surface roughness for flow conditions
(a) 1, (b) 3, (c) 7, (d) 10 and (e) 14.

(a) (b)

Figure 5.30 The dependence of the characteristic spatial period against (a) bulk flow velocity
Ub and (b) hydraulic radius Rh.
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With the estimated surface characteristic spatial period, the relationship between the
oscillation frequency and the standard deviation of water surface is further analysed. As
discussed in subsection 5.3.1, the surface pattern inverts periodically over time and advects
at a speed close to the surface flow velocity. The temporal frequency of oscillation of the
free surface pattern f0 is defined by

f0 =Us/L0, (5.14)

where L0 is defined from the spatial correlation function as mentioned in the previous para-
graph. Figure 5.31 shows the relationship between oscillation frequency f0 and the standard
deviation of surface fluctuations. The standard deviation surface fluctuation error bars rep-
resent variation across 7 wave probes and the oscillation frequency error bars represent
variation of 10 repeated surface velocity measurements. The simple harmonic motion model
proposed by Nichols et al. (2016) (according to Eq. 2.33) is plotted as a dashed line for
reference, with depth of influence factor N = 28. It can be noted that the measurement data
fit the Nichols et al. (2016) model well when the standard deviation surface fluctuation is
0.34 mm < σ < 0.60 mm and slightly smaller than the theory when σ < 0.33 mm. The value
of the depth of influence factor in the model is optimized using the MATLAB ‘fit’ function,
with an initial guess N = 28. The optimised depth of influence factor is found to be N ≈ 37,
as shown in Fig.5.31 as a dotted line. This suggests that the free surface oscillation motion
affects a body of water down to 37 average wave heights below the mean free surface level
when the pipe is less than 43 % filled. This can further explain the deviation in the close to
free surface region as shown in Fig. 5.3 in subsection 5.1.1. The experimental data shows
similar trend with the oscillation model. The disparity between the experimental data and the
model can be explained by uncertainties when estimating the characteristic spatial period.
The characteristic spatial period is only estimated by the first period rather than averaging
several periods. Besides, Nichols et al. (2016) model did not take into account the effect
of the surface tension, which is negligible in their study. As discussed in subsection 5.3.2,
surface tension plays more important role in smooth pipe flows than in rough bed channel
flows.

A discontinuity can be observed between the third and fourth experimental data point
in Fig. 5.31. The depth of influence factor N calculated directly for each flow condition
according to Eq. 2.33, with error bars defined according to the aforementioned uncertainties,
is shown in Fig. 5.32. Nichols et al. (2016) has found the value of N is relatively constant in
their study. In this study, the value of N is generally constant only when 0.34 mm < σ < 0.60
mm while gradually decreasing with increase of flows when σ < 0.33 mm.
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Figure 5.31 Surface oscillation frequency for flow condition 1 - 7 in this study and the study
of Nichols et al. (2016) gravel bed flow conditions.

Figure 5.32 Depth of influence factor, N, calculated for flow condition 1 - 7.
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The surface oscillation behaviour may relate to bursting and sweeping events (Nichols
et al., 2016, Shvidchenko and Pende, 2001). Besides, Liu et al. (2022) has found the linkage
between the occurrence of surface boils and bursting motions. Therefore, the oscillation
frequency f0 and the near-bed bursting frequency fB are plot against flow depth d for
comparison in Fig. 5.33. The oscillation frequency f0 is calculated according to Eq. 5.14.
The bursting frequency fB is obtained from (Nichols et al., 2016)

fB =Us/(DNB), (5.15)

where NB is a normalised mean bursting period defined by Nezu and Nakagawa (1993). The
value of NB is optimized to obtain the minimum of the function

F(NB) =
7

∑
j=1

| f0 j − fB j|. (5.16)

The NB is found to be NB = 1.6 in this study, which is within the region Nezu and Nakagawa
(1993) suggested (1.5 < NB < 2.5). This suggests that the free surface oscillation motion has
linkage to the near bed busting phenomenon, which agrees with Nichols et al. (2016), Nikora
and Goring (2000).

Figure 5.33 Surface oscillation frequency and bursting frequency (calculated according to
Nezu and Nakagawa (1993)) as a function of the flow depth for flow condition 1 - 7.

5.3.4 Surface roughness along lateral direction

Subsections 5.3.1, 5.3.2 and 5.3.3 focus on the surface dynamics in the streamwise direction.
This subsection investigates the surface dynamics more in the lateral direction. As shown in
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Fig. 4.14, some variations can be observed in the lateral direction in the surface fluctuation
standard deviation surface. To quantify the variation of the surface roughness along the
lateral direction, the surface roughness is averaged over 297 mm streamwise length and
plotted against lateral position as shown in Fig. 5.34. The surface roughness are generally
symmetrical about the lateral center for all flow conditions, which means the time averaged
free surface dynamics are symmetrical. A minima can be observed at the lateral center
for all flow conditions, which is more obvious in Fig. 5.34a and b. Two maxima peaks
can be observed in Fig. 5.34a, b and c, which can be explained by two secondary currents.
Comparing Fig. 5.34a and b, the strength of the secondary currents increases. In Fig. 5.34c,
these two peaks are less evident, which indicates two side secondary currents merge to the
center. Besides, an increase of standard deviation towards to the wall can be observed in
Fig. 5.34b, c and d. This can be explained by corner vortices in the corner region bounded by
the pipe wall and free surface. The standard deviation increase towards pipe wall is more
evident for higher depth flow, which means the corner vortices’ effect is more obvious for
higher depth flows. Liu et al. (2022) have found the maximum surface roughness occurs
very close to the pipe wall from LES model for d/D = 37.9, 56.3 75.1 % cases. However,
in this study, this is only valid for flows with relative depth d/D > 49.3 % (more than half
filled flows) as shown in Fig. 5.34c and d. Besides, the difference of surface roughness along
the lateral direction is generally within 0.03 mm in this study. This is the reason that the
magnitude of surface fluctuations does not show a distinguishable difference at different
lateral positions in the ST matrix as shown in Fig. 5.25.

5.3.5 Frequency wavenumber analysis

Subsections 5.3.2 and 5.3.3 have investigated the free surface dynamics along a relatively
large spatial streamwise rnange (500 mm). The free surface behaviour and the role played
by turbulence can be inferred from the frequency spectrum of surface fluctuation Dolcetti
(2016), Liu et al. (2022), Tani and Fujita (2020). The frequency wavenumber spectrum is
calculated by means of a three dimensional Fourier analysis to the DIC measured data with
an area of approximately 297 mm × 198 mm (2D in space and 1D in time). Examples of the
streamwise and lateral logarithm of the frequency wavenumber spectra are shown in Fig. 5.35
and 5.36, respectively. The magnitude of the spectra increases with the increase of depth of
flow for both streamwise and lateral directions, meaning higher surface fluctuations, which
is as expected. For streamwise spectra as shown in Fig. 5.35, three ridges can be observed
in the kx > 0 region, corresponding to three types of motion. The dotted line in Fig. 5.35
indicates the surface velocity measured by the floating tracer, with the relationship:



174 Results and Discussion

(a) (b)

(c) (d)

Figure 5.34 Mean Std surface fluctuation along lateral direction for flow conditions (a) 2, (b)
7, (c) 10 and (d) 12 from 2D DIC measurement.
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ω(kx) =Uskx. (5.17)

The straight line ridge overlaps well with the surface velocity, which indicates the turbulence
driven behaviour of free surface fluctuations traveling at a constant speed close to the
mean surface velocity. The two dashed lines next to the dotted line represent dispersion
relationships of gravity waves by the mean surface flow. The dispersion relationships are
described as:

ω(kx) = kxUs ± kx

√
(

g
kx

+
T kx

ρ
) tan(kxd) (5.18)

The plus and minus sign in Eq. 5.18 correspond to travelling and receding waves, respectively.
Comparing the magnitude of these three ridges, it can be observed that the contribution of
three types of motion are comparable. This further explains the multiple gradients observed
in the space time matrix as shown in Fig. 5.23 in subsection 5.3.1 and the different phase
velocities observed in the dispersion relationship as shown in Fig. 5.26. There are some
horizontal ridges for flow condition 4 - 14 in the frequency range 0 - 40 rads−1 (corresponds
to 0 - 6.4 Hz) as shown in Fig. 5.35b, c and d. The magnitude of these horizontal ridges is
higher for higher flow rates. The horizontal ridges in the streamwise spectra means waves
travelling at zero velocity, in another words stationary waves.

Two ridges symmetric about ky = 0 and a horizontal ridge can be observed in the lateral
frequency wavenumber spectra as shown in Fig. 5.36. The travelling and receding waves are
illustrated as dashed lines calculated by

ω(ky) =±ky

√
(

g
ky

+
T ky

ρ f
) tan(kyd). (5.19)

The symmetric ridges overlap well with the theoretical gravity waves. The magnitude of
the gravity waves power spectra increases with increased flow. A horizontal ridge can be
observed for all flow conditions in the lateral frequency wavenumber spectra. A constant
frequency is also plotted in Fig. 5.36 as a dash-dotted line, calculated by

ω(ky) = ky

√
(

g
k0

+
T k0

ρ f
) tan(k0d), (5.20a)

k0 =
2π

2Lw
. (5.20b)
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(a) (b)

(c) (d)

Figure 5.35 Streamwise frequency wavenumber spectra for flow conditions (a) 1, (b) 5, (c) 9
and (d) 14 from 2D DIC measurement.
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The horizontal ridge overlaps well with the constant velocity calculated according to Eq. 5.20
for all flow conditions, except flow condition 1. This indicates water sloshing from side to
side in the partially filled pipe, with a wavelength of 2 times of surface width Lw. This is a
feature of pipe flow since the inlet flow was carefully controlled to have no lateral component
and the flow was allowed to stabilise for a long time before measurements were taken.

(a) (b)

(c) (d)

Figure 5.36 Lateral frequency wavenumber spectra for flow conditions (a) 1, (b) 5, (c) 9 and
(d) 14 from 2D DIC measurement.
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5.4 The relationship between free surface and turbulent
flow

5.4.1 Water depth and flow rate

Figure 5.37 shows the relation between the water depth and flow rate for all 14 flow conditions
and smooth pipe results from Romanova (2013) as circle and square markers, respectively.
Apparently, both studies show water depth increases with the flow rate. Romanova (2013)
has found the relationship follows the equation

d = 47Q0.47, (5.21)

with a best fit coefficient of determination R2 = 0.99. The pipe slope in this study is two
times steeper than the study of Romanova (2013), thus with similar flow rate, the water depth
is lower in this study. For the pipe slope 1/1000 smooth pipe flow conditions, the relationship
is found to be

d = 28Q0.58, (5.22)

with a best fit coefficient of determination R2 = 0.996.

Figure 5.37 Water depth as a function of flow discharge for all smooth pipe flow conditions
with R2 = 0.996. Circle markers are from this study and square markers are from study of
Roy et al. (2004), which used a smooth pipe flow but with a different slope
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5.4.2 Bulk flow velocity and friction factor

Figure. 5.38 shows the bulk flow velocity as a function of friction factor for all 14 flow
conditions and smooth pipe results from Romanova (2013) as circle and square markers,
respectively. Romanova (2013) has found the bulk flow velocity always decreases with the
increase of friction factor. In this study, the bulk flow velocity always decreases with the
increase of friction factor only when the relative depth d/D is less than 35.6 %, beyond that
this trend is less obvious. Romanova (2013) has fitted an equation

Ub = 0.0089 f−1, (5.23)

with a best fit coefficient of determination R2 = 0.98 for smooth pipe conditions. In this study,
the relationship of bulk flow velocity and friction factor is found to be

Ub = 0.0001 f−2.2, (5.24)

with a best fit coefficient of determination R2 = 0.92.

Figure 5.38 Bulk flow velocity as a function of friction factor for all smooth pipe flow
conditions with R2 = 0.92.

5.4.3 Surface velocity

The relationship between surface velocity from the floating tracer and the mean bulk flow
velocity is shown in Fig. 5.39. Round markers represent the mean surface velocity and error
bars correspond to maximum and minimum values from 10 repeated tracer tests. The average
variance of surface velocity by 10 repeated tests for all flow conditions is 0.019 m/s2. The
variance likely arises from uncertainties in timing of the floating tracer and the floating tracer
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not flowing exactly along the lateral center of the pipe. A 1:1 line is plotted in Fig. 5.39
in blue for reference. It can be noted that surface velocity is always greater than bulk flow
velocity for all flow conditions examined. Surface velocity appears proportional to bulk flow
velocity up to a certain flow rate and the proportional ratio decreases after that. A best fit
line through the origin is fitted to the first 7 data points (when the relative depth is below
43%). As shown by the red dashed line in Fig. 5.39, surface velocity is approximately 1.14
times the bulk flow velocity when the flow depth is less than 43% of the pipe diameter. For
higher flow rate flows, the ratios of surface and bulk flow velocity become smaller than 1.14.
This can be explained by the streamwise velocity profile in Fig. 4.22b. For higher flow rate
(higher flow depth) conditions, the velocity profile does not follow a simple parabolic shape
and the maximum velocity no longer occurs at the free surface. This confirms the existence
of the dip phenomenon in the partially filled pipes (Guo et al., 2015, Wu et al., 2018).

Figure 5.39 Surface velocity versus bulk flow velocity.

5.4.4 Free surface and sub-surface quantitative analysis

The proposed phase-space 1D detection method is described in detail in section. 5.2. Profiles
of the size of turbulent structures and number of structures per meter, obtained from sub-
surface streamwise ADV data using both U-level and phase-space methods, are compared
in Fig. 5.21 and Fig. 5.22. Turbulent profiles obtained from the phase-space method show
similar results as from the U-level method while phase-space method takes account of the
physical reality that a coherent structure. With the turbulence properties quantified with
the sub-surface data, it is necessary to perform the same analysis on the free surface data.
The phase-space method is applied to the surface vertical velocity, which is obtained by
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taking the time derivative of the wave probe measured surface fluctuation data. Figure. 5.40
show profiles of size of turbulent structures and number of structures per meter for both
free surface and sub-surface data using the phase-space method. The sub-surface size of
turbulent structures is the product of the mean event duration from ADV vertical data and
local time-averaged streamwise velocity and the free surface size of turbulent structures is the
product of (a) the mean event duration from wave probe vertical velocity data and (b) mean
free surface velocity measured by floating tracer. The sub-surface number of structures per
meter is the reciprocal of the product of (a) the mean event period from ADV vertical data
and (b) local time-averaged streamwise velocity. The free surface number of structures per
meter is the reciprocal of the product of (a) the mean event period from wave probe vertical
velocity data and (b) mean free surface velocity measured by floating tracer. Comparing
Fig. 5.40a, Fig. 5.21a, Fig. 5.40b and Fig. 5.21b, it can be noted that the sub-surface profiles
(markers at z/d < 1) calculated from vertical and streamwise ADV data are similar. With the
increasing flow, the size of turbulent structures are larger and a fewer number of turbulent
structures are apparent per meter. The free surface markers (markers at z/d = 1) are all in the
trend of the sub-surface profiles, even though they are measured by two different pieces of
equipment out of synchronisation.

Figure 5.40 Free surface and sub-surface phase-space analysis (a) size of turbulent structure
profile and (b) number of structures per meter.
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Since the size of free surface features and number of structures per meter can be observed
changing with different flow conditions in Fig. 5.40, these two free surface feature properties
are plotted against flow depth for all flow conditions in Fig. 5.41 and 5.42, respectively. Circle
and square markers correspond to results obtained from wave probes and DIC, respectively.
Results from wave probes and DIC generally overlap, showing a similar pattern. As shown
in Fig. 5.41, the size of free surface turbulent structures generally increases with flow depth,
which agrees with the literature for rectangular channels Nichols (2014), Roy et al. (2004).
This finding further supports the observation of Smolentsev and Miraghaie (2005) that the
average size of the turbulent patch at the surface decreases as Froude number increases
(higher Froude number corresponds to low flow depth in this study as illustrated in Table 3.2).
Interestingly, instead of a single gradient linear trend, two linear trends can be observed in
Fig. 5.41 for flow conditions 1-4 and 5-14 as indicated by a dashed line and dash dotted line,
respectively. The scale is smaller for higher flow conditions than lower flow conditions. In
this study, the size of free surface features is approximately 0.74 times the flow depth when
the relative flow depth is less than 32 % and 0.45 times the flow depth when the relative flow
depth is more than 35 %. Two different turbulence intensity profiles can be observed as well
for flow conditions 1-4 and 5-14 as illustrated in Fig. 5.10. This suggests that flows with
similar sub-surface turbulence intensity profiles have similar free surface feature size scale.

Figure 5.41 The correlation between the size of the free surface features at the lateral center
and the depth of the flowing water was investigated using wave probes and DIC, and analysed
using a phase-space method.

Figure. 5.42 shows that the number of free surface features per meter decreases with the
flow depth.
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Figure 5.42 The correlation between number of free surface features per meter scale at the
lateral center and the depth of the flowing water was investigated using wave probes and DIC,
and analysed using a phase-space method.

The free surface lateral centerline analysis from wave probes and DIC show comparable
results. The phase-space analysis is then applied to all 7 wave probes and different lateral
positions in the DIC measured surface fluctuations. Figure. 5.43 and 5.44 show the size of
free surface turbulent features and number of free surface turbulent features per meter against
lateral position, respectively. All profiles are generally symmetrical about the lateral center.
Example of 6 flow conditions are shown in Fig. 5.43, with Fig. 5.43a and b representative for
flow conditions 1 - 5 and Fig. 5.43c - f representative for flow conditions 6 - 14. As shown
in Fig. 5.43a and b, the size of free surface turbulent features peak at the lateral center with
two additional small peaks offset from the lateral center. It can be seen from Fig. 5.43c - f
that these two small offset peaks still exist while showing a minimum in the lateral center.
These two peaks likely correspond to what Ng et al. (2018) observed in a partially filled
pipe, described as a pair of rolls reflected about the pipe vertical bisector, which is a line
dividing the pipe into two equal halves vertically. A concave in the lateral center can start to
be observed when flow depth is greater than d/D > 39.1 % as shown in Fig. 5.43c - f. An
’M’ shape can be evidently visible in Fig. 5.43c and d. For the fixed gradient and roughness
pipe condition in this study, higher depth flows correspond to higher Reynolds number flows
and thus stronger secondary currents. Two strong secondary currents at both lateral sides
appear to interact at the lateral center and reduce the size of free surface features when the
Reynolds number greater than 3.05 ×104.

Figure. 5.44 shows 6 examples of number of free surface turbulent features per meter
against lateral position. Shapes of these profiles are generally opposite to the profiles in
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(a) (b)

(c) (d)

(e) (f)

Figure 5.43 Size of free surface feature along lateral positionfor flow conditions (a) 1, (b) 4,
(c) 8, (d) 10, (e)12 and (f) 13 from 2D DIC measurement.
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Fig. 5.43. It makes sense as when the free surface feature size is larger, the number of features
would be fewer per meter.

(a) (b)

(c) (d)

(e) (f)

Figure 5.44 Number of free surface features per meter along lateral position for flow condi-
tions (a) 1, (b) 4, (c) 8, (d) 10, (e)12 and (f) 13 from 2D DIC measurement.
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5.5 Doppler radar sensing

Preceding sections 5.3 - 5.4 indicate that free surface features can be used to understand the
behaviour of flow, turbulence, and secondary currents below the surface. Therefore, radar
method may have value if it can allow the surface reconstruction non-intrusively. This section
investigates how the response of radar to the dynamics of water surface.

5.5.1 Radar non-linear demodulation and calibration

As mentioned in subsection 4.5.3, the compensation function obtained from the electric
circuit can reduce the I/Q signal distortion. However, the given function results in under or
over compensation of the signal as shown in Fig. 4.31. Therefore, there is a need to find
an optimal compensation function. The coefficient a1 in the compensation function HD1 is
optimised through ‘EVM optimisation’ Guo et al. (2015). Mechanical motion No. 44 with
motion amplitude 2.45 mm and frequency 3.2 Hz in Table. 4.3, a motion with frequency less
than the cutoff frequency of the high pass filter and total displacement more than three quarter
of the half radar wavelength, is chosen for the calibration and optimisation. The chosen 4.9
mm total displacement motion signal response can form a 78.9% ellipse arc perimeter, which
ensures the good ellipse fitting. The dominant frequency 3.2 Hz of the mechanical motion is
below the high pass filter cutoff frequency 4.1 Hz, which means existence of signal distortion
in the interest region.

The I/Q constellation from experiment measurement for mechanical motion No. 44 is
shown in Fig. 5.45a with value of EVM -7.64 dB calculated from Eq. 2.48. The experiment
measured I/Q signals are compensated with the modified compensation function HD1 ·HD1 ·
HHP as discussed in subsection 4.5.3, with coefficient a1 swept in a predefined range (0.94 -
0.98) around the electric circuit calculated value (0.974). The compensated I/Q constellation
is then normalised to a unit circle arc by algebraic ellipse fitting (Zakrzewski et al., 2014).
The compensated and normalised I/Q constellations by different values of coefficient a1 are
shown in Fig. 5.45b -f, with unit circle drawn in grey line. The EVM value is a measure of the
degree of distortion and the quality of the I/Q signals (Gu et al., 2016). Smaller EVM values
represent better fit of I/Q signals to the unit circle, thus less signal distortion. It can be noted
that the compensated signals (Fig. 5.45b - f) show smaller value of EVM compared with the
uncompensated signals (Fig. 5.45a). Among all the compensated signal I/Q constellations,
Fig. 5.45e shows the best fit to the unit circle, with the smallest EVM value -19.76 dB.

In order to accurately recover the free-surface displacement information in the I/Q
signals, the value of EVM needs to be minimised. The relationship between EVM and
the value of coefficient a1 is shown in Fig. 5.46 on the left y axis. The relative difference
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(a) (b)

(c) (d)

(e) (f)

Figure 5.45 (a) Distorted I/Q signals from experiment in the I/Q plane. Compensated I/Q
signals in the I/Q plane. The experiment result is compensated using different coefficient a1:
(b) a1 = 0.98, (c) a1 = 0.97, (d) a1 = 0.96, (e) a1 = 0.95 and (f) a1 = 0.94.
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between demodulated displacement from compensated DRS signals and displacement directly
measured by LDS is shown in Fig. 5.46 on the right y axis. It can be noted that both EVM
and relative difference decrease and then increase with a1. This is reasonable as when a1

is smaller than the optimum a1, the signal is over compensated and when a1 is larger than
the optimum a1, the signal is under compensated. The optimum a1 is found to be 0.95,
with which the EVM is -19.76 dB and relative difference of 0.6 % to LDS. Therefore the
compensation function in this study is HD ·HD ·HHP, with HD(z) = (1−0.95z−1)/(1− z−1).

Figure 5.46 EVM and measured displacement relative error in response of coefficient a1.

The amplitude imbalance Ae and phase imbalance φe are found to be 0.7601 and -0.1992,
respectively from the ellipse fitting of constellation in Fig. 5.45e when a1 is optimum.
The imbalances of compensated signals are then corrected with the Gramm-Schmidt (GS)
procedure (Zakrzewski et al., 2014). After the signal distortion compensation and the
imbalances correction, the I/Q constellation forms a circle arc or a full circle shape. The
DC offset (center of the arc or circle) is calibrated according to Zakrzewski et al. (2012)
to bring the arc or circle to the origin. The procedure of recovering motion information
from the amplified baseband signals is summarised in Fig. 5.47. The displacement is non-
linearly demodulated by extended DACM algorithm Wang et al. (2014) and compared with
displacement measured by LDS as mentioned in subsection 4.5.1.

Figure 5.47 The framework of signal post processing in non-contact motion detect system.
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The relative difference of measured sinusoidal motion amplitude by DRS and LDS is
calculated according to

relative error =
|AmDRS −AmLDS|

AmLDS
(5.25)

where AmDRS is the motion amplitude measured by DRS and AmLDS is the motion amplitude
measured by LDS. It can be seen from Fig. 5.48 that all 100 motions’ measured relative
difference being below 20 %. As shown in Fig. 5.48a, the relative difference is not affected
by the dominant frequency of the motion, except some outliers in fm = 4 Hz. In general, the
relative difference decreases with the amplitude of the motion as shown in Fig. 5.48b. The
accuracy is improved when the ratio of the amplitude and radar wavelength Am/λ is greater
than 0.2. Overall, 96 % ,78% and 36% of motions show relative difference within 10 % , 5%
and 1%, respectively. Figure 5.48c shows the relative error for different motion amplitudes
and motion frequencies. It can be seen that relative error reduced with the increase of motion
amplitude and not affected by motion frequencies.
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Figure 5.48 Relative error of measured motion amplitude between DRS and LDS vary with
(a) different motion frequencies fm, (b) different scaled motion amplitudes Am/λ and (c)
different motion frequencies fm and scaled motion amplitudes Am/λ .
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5.5.2 Radar linear demodulation simulation

The non-linear demodulation from both I/Q channel outputs was used in the preceeding
subsection 5.5.1 to recover the motion of the plate. When the detected motion displacement
is small enough (xm ≪ λ ) and the sensor is not placed at ‘null point’ (see subsection 2.5.2 for
more details), the small angle approximation is valid. The baseband output is proportional to
the motion displacement summed with the residual phase noise (Wang et al., 2014, Droitcour,
2006), resulting in the linear demodulation method, which will be used later in this subsection.
As mentioned in subsection 2.5.2, when the nominal distance d0 dependent on phase shift is
an odd multiple of π/2, the radar is at optimum point and when it is an even multiple of π/2,
the radar is at null point. As the I/Q channel has π/2 phase shift, when the channel I is at
optimum point, the channel Q is at null point. Therefore, there is always one channel that is
not in the null point.

In order to study the phenomenon of the null point and its effect on the linear demod-
ulation, the ideal I/Q channel response to a 3 mm amplitude of 3 Hz sinusoidal motion is
simulated in the following form:

I (t) = AI cos
(

4πx(t)
λ

+φI

)
+DCI (5.26a)

Q(t) = AQ sin
(

4πx(t)
λ

+φQ

)
+DCQ

= AQ cos
(

4πx(t)
λ

+φI +
π

2

)
+DCQ

(5.26b)

xm = 1.5cos(2π3t) (5.26c)

AI = AQ = 1, DCI = DCQ = 0 (5.26d)

The displacement time series of the sinusoidal motion is illustrated in Fig. 5.49. The response
of both channels with different phase shifts are shown in Fig. 5.50, with each upper subfigure
in the time domain and each lower subfigure in the frequency domain. When the channel I
is at optimum point, with phase shift being odd multiple times of π/2, channel Q is at null
point (Li and Lin, 2008). As is shown in Fig. 5.50b time series, Channel I shows a sinusoidal
pattern that is proportional to the motion illustrated in Fig. 5.49. Similarly, when channel
Q is at optimum point, channel I is at null point with phase shift equal to even multiples of
π/2 (see Fig. 5.50d). When the radar is at the null detection point, for example Channel Q
output in Fig. 5.50b and Channel I output in Fig. 5.50d, the channel shows a periodic signal
that has twice the frequency of the motion. This agrees with observations from Park et al.
(2007a) who measured human chest movements and found that the measured respiration
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rate is actually twice the real value when measured at the null point. As shown in Fig. 5.50d
time series, channel Q is at optimum point and signal response is proportional to the motion.
When the radar is at the position between optimum and null points, the time series response
is partly distorted. The power spectra in Fig. 5.50a and c shows that the dominant frequency
of the motion can be detected while some additional spikes still occur, corresponding to the
distortion in the signal.

Figure 5.49 Displacement time series of the xm = 1.5cos(2π3t) sinusoidal motion.

As illustrated in Fig. 5.50 time series, the response of I/Q channel to the same motion
but different phase shift (related to different nominal distance) are different. Therefore, the
standard deviation of both channel outputs should be different for different phase shifts. The
standard deviation of I/Q channel output for the motion of Eq. 5.26c is shown in Fig. 5.51.
The standard deviation of the channel output varies periodically with the phase shift, with
the period of 2×π/2. The variation for I channel has π/2 phase shift with Q channel.

The preceding paragraph described how the standard deviation of channel output varies
with the phase shift to a single amplitude and frequency sinusoidal motion. Figure 5.52
illustrates the standard deviation of channel output response to different amplitude motions.
The horizontal axis means the normalised motion displacement 2Am/λ , which is calculated
by 2 times of sinusoidal amplitude normalised by the radar wavelength. Different lines
represent the channel I response with different phase shift. It can be noted that when the
normalised motion displacement is smaller than a certain value, the standard deviation of
channel output can be assumed to be proportional to the motion displacement for all phase
shift conditions. Hence the standard deviation of channel output can give an estimate of
standard deviation of motion. The range for the small angle approximation to be valid is
different for different phase shifts. For example, when the phase shift φI = 1×π/8, the linear
approximation is valid when 2Am/λ > 0.35. The linear approximation is valid for shorter
range of motions when the phase shift is φI = 4×π/8.
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(a)

(b)
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(c)

(d)

Figure 5.50 I/Q channel response for a Am = 1.5 mm, fm = 3 Hz sinusoidal motion with
different phase shift, (a) φI = 0.5 × π/2, (b) φI = 1.0 × π/2, (c) φI = 1.5 × π/2 and (d) φI =
2.0 × π/2. The upper subfigures are in time domain and the lower subfigures are in frequency
domain.
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Figure 5.51 The relationship between the channel output variation with the phase shift to a 3
mm amplitude 3 Hz sinusoidal motion.

Figure 5.52 The relationship between the channel I fluctuation and the normalised motion
displacement with different phase shifts.
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5.5.3 Radar linear demodulation experiment

After the I/Q channel output simulation analysis, the radar sensor experiment results for the
metal plate motions as summarised in Table 4.3 are analysed. The distance between the
radar sensor and the metal plate is fixed as shown in Fig. 4.23, which means φI is the same
for all experiments. The relationship between the standard deviation of the output channel
I and the normalised motion displacement (2 times motion amplitude normalised by the
radar wavelength) from 100 metal plate calibration tests is shown in Fig. 5.53. Motions with
different dominant frequencies are represented by different markers. Fig. 5.53a shows the
standard deviation of the raw channel I output and Fig. 5.53b shows the signal distortion
compensated channel I output. It can be seen from Fig. 5.53a that the approximate linear
relationship exists for motions with the same frequency. The gradient of the approximate
linear relationship is smaller for smaller frequency motions. As can be seen from the
magnitude response of the 2 high pass filters in Fig.4.28 as a red line, frequency components
below 4 Hz are rolled off and lower frequency components have larger deduction. Therefore,
results for motions with dominant frequency in the range 4 - 8 Hz show a similar approximate
linear relationship while dominant frequencies in range 0 - 4 Hz show smaller gradient
in Fig. 5.53a. When the high pass filter effect is compensated, all frequencies’ motions
show a similar approximate linear relationship when xm = 2Am/λ < 0.3, which is similar to
simulation results as shown in Fig. 5.52. The dashed line in Fig. 5.53b is the simulated result
according to the following equation:

I (t) = AI cos
(

4πx(t)
λ

+φI

)
+DCI (5.27a)

φI =
4πd0

λ
, (5.27b)

xm = Am cos(2π fmt), (5.27c)

AI = 5, DCI = DCQ = 0, (5.27d)

λ = 12.43,d0 = 300. (5.27e)

The phase shift φI is obtained from the nominal distance d0, which is 300 mm for this
experiment setup, with Eq. 5.27b. Strong agreement with 2.54 % relative difference between
experiment results (markers) and simulation results (dashed line) can be found in Fig. 5.53b,
which means the proposed AC coupling signal distortion compensation adequately restores
the harmonic motion of the metal plate.
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Figure 5.53 The relationship between the channel I fluctuation and the motion fluctuation for
motions with different dominant frequencies. (a) raw channel I output and (b) compensated
channel I.
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5.5.4 Radar sensing large gravity waves

In this subsection response of the radar to the large gravity waves obtained in the wave tank
experiment (see subsection 4.5.2 for more details about the experiment) is analysed. The size
of the gravity waves is characterised by their wave amplitude Am which is much bigger than
the wavelength of the radar waves λ .

As small angle approximation is only valid when xm ≪ λ , non-linear demodulation is
implemented in this large gravity wave analysis. The post-processed I/Q signals followed by
the procedure explained in Fig. 5.47 are plotted in I/Q plane for four wave conditions (wave
condition 3, 7, 13 and 20 in Table. 4.4) as shown in Fig. 5.54. Comparing Fig. 4.27c and
Fig. 5.54b, the I/Q constellation for the same gravity wave is significantly improved by the
signal post-processing, with the post-processed I/Q constellation forming an approximately
circular pattern resembling a unit circle. Still some signal distortion can be observed,
especially in Fig. 5.54a. This is because the dominant frequency of this motion fm = 0.25, is
well below the cut-off frequency 4.1 Hz, which corresponds to the largest signal distortion.

The wave probe measured, DRS raw signal demodulated, DRS signal with distortion
compensation demodulated, distortion compensated DRS signal with imbalances corrected
demodulated and distortion compensated imbalances corrected DRS signal with DC cali-
brated demodulated surface fluctuation time series for two gravity wave conditions are shown
in Fig.5.55. From the 6 s segment time series in Fig.5.55a and c, all DRS demodulated
surface fluctuation shows the same dominant frequency as wave probe measured one. The
raw DRS signal demodulated surface fluctuation evidently show some discrepancy with wave
probe measurement. As shown from the zoomed time series in Fig.5.55b and d, the signal
distortion compensation evidently reduces the discrepancy between the DRS demodulated
result and wave probe result. The imbalance correction does not improve the demodulation
evidently in this experiment by comparing the blue and green lines in Fig.5.55. Besides,
the DC calibration has slightly improved the demodulation by comparing the red and blue
lines in Fig.5.55. Similar results were obtained for other wave conditions. To quantify the
effect of the post processing in this experiment, the displacement measured by wave probes
and DRS with different stages of post processing for all 20 wave conditions are compared.
On average, the relative error compared with wave probes measured displacements (black
line in Fig. 5.55) is 21.26 % for the raw signal demodulated displacements (magenta line in
Fig. 5.55), 8.58 % for with distortion compensation demodulated displacements (green line
in Fig. 5.55)), 8.59% for with imbalances corrected displacements (blue line in Fig. 5.55)
and 7.89 % for DC calibrated demodulated displacements (red line in Fig. 5.55).

The standard deviation of the surface fluctuations for 20 different gravity waves measured
with wave probes is plotted against DRS post-processed results in Fig. 5.56, with a 1:1 linear
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(a) (b)

(c) (d)

Figure 5.54 Corrected I/Q constellation for large gravity waves (a) wave condition 3 Am =
9.93 mm fm=0.25 Hz, (b) wave condition 7 Am = 9.43 mm fm = 0.50 Hz, (c) wave condition
13 Am = 3.54 mm fm = 1.50 Hz, (d) wave condition 20 Am = 4.92 mm fm = 2.00 Hz.
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Figure 5.55 Large gravity wave surface fluctuation measured by wave probe 1 and DRS for
(a)(b) wave condition 3 Am = 9.93 mm fm = 0.25 Hz and (c)(d) wave condition 15 Am = 6.59
mm fm = 1.50 Hz. (a)(c) shows a time period of 6 s and (b)(d) shows a zoomed time interval.
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line for reference. Error bars represent the variations in three wave probes. This figure
also shows the regression line σWP = 1.03σDRS-0.08 with the coefficient of determination
R2 = 0.96. This suggests that the radar method can be calibrated and used to deduce the
mean roughness height with relative error of 1.9 % for the wave conditions studied in this
experiment.

Figure 5.56 Standard deviation of surface fluctuation measured by wave probes and Doppler
radar in a rectangular channel.
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5.5.5 Radar sensing of small water waves

As is shown in Fig. 5.53, the standard deviation of I/Q channel output is generally proportional
to the motion amplitude when 2Am/λ < 0.3 for all phase shifts. The experiment as mentioned
in subsection 4.5.1 shown in Fig. 4.25 are analysed in this subsection using the linear
demodulation technique. The standard deviation of I/Q channel is affected by the amplitude
imbalance according to Eq. 2.45. Therefore, the I/Q channel outputs are calibrated first
with the use of GS method as shown in Eq. 2.58. The amplitude and phase imbalances are
obtained through the metal plate calibration tests as mentioned in subsection 5.5.1 with Ae =
0.7601 and φe = -0.1992. The standard deviation of both imbalances calibrated I/Q channels
are plotted against normalised wave amplitude as shown in Fig. 5.57. The wave amplitude is
obtained from the wave probes measured water surface fluctuations. A linear relationship
can be observed in Fig. 5.57, which confirms the small angle approximation is valid for both
sinusoidal motions and random motions.

Figure 5.57 The relationship between the channel I fluctuation and the motion fluctuation for
small waves.
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5.5.6 Radar sensing turbulent waves

As mentioned in subsection 5.5.2, the linear demodulation is valid when the motion displace-
ment is small compared with the radar wavelength at non null points. As the radar used in
this study has quadrature receivers (see subsection 2.5.2 for more details), there is always one
channel that is not at a null point. In addition, preliminary experiment results as discussed
in subsection 5.5.5 further proves that the standard deviation of I/Q channels has a linear
relationship with the water wave motion standard deviation for both small sinusoidal motions
and small random motions. The surface roughness is below 1.5 mm for this study as shown
in Fig. 4.11, which means the motion displacement (∼ 3 mm) is small compared with the
radar wavelength (λ = 12.43 mm). The imbalances in the measured I/Q channel signals are
adjusted first according to the GS method. The standard deviation of calibrated I/Q channels
are then compared with the standard deviation surface fluctuation measured by DIC as shown
in Fig. 5.58. The horizontal error bars represent maximum and minimum values from DIC 5
repeated 66 s measurements and the vertical error bars represent maximum and minimum
values from DRS 3 repeated 300 s measurements. A best fit linear regression was found for
experimental data using MATLAB ‘polyfit’ function as shown in Fig. 5.58 as dashed line.
The standard deviation of DRS channel outputs are generally linearly proportional to the
surface roughness.

Figure 5.58 The relationship between the channel I/Q fluctuation and the motion fluctuation
for pipe turbulent flows.

The preceding paragraph proves the linear relationship between the DRS channel outputs
fluctuations and the water surface fluctuations. As the water surface fluctuations are related to
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the turbulent properties (Nichols, 2014, Dolcetti, 2016), the DRS channel outputs fluctuations
are compared with water depth d, flow rate Q, bulk flow velocity Ub and Reynolds number
Re as shown in Figs. 5.59(a)-(d). The standard deviation of channel fluctuations increase as
all four flow parameters d, Q, Ub and Re. A best fit linear line is fit in Fig. 5.59b and best fit
quadratic lines are fit in Fig. 5.59a, c and d. It can be observed that the standard deviation
of DRS channel outputs is linearly proportional to flow rate and has quadratic relationship
with water depth, bulk flow velocity and Reynolds number. These DRS channel outputs
correlation with turbulent flow properties infer that the non-contact compact DRS sensor is
able to infer the information of the turbulent flow.
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Figure 5.59 The relationship between the channel I/Q fluctuation and pipe turbulent flows
properties (a) water depth d, (b) flow rate Q, (c) bulk flow velocity Ub and (d) Reynolds
number Re.





Chapter 6

Thesis conclusion

6.1 Key conclusions

In reviewing the literature, no data was found on the 2D surface fluctuations in partially filled
pipes. The aim of this thesis is to extend knowledge of the hydrodynamics in partially filled
pipes and relate the flow hydraulic properties with a Doppler radar sensor.

In this study, a unique experiment facility was built, which is able to measure the free
surface properties and sub-surface properties as shown in Fig. 3.2. The equipment and the
type of measured data are summarised in Table 3.3. A non-equidistantly spaced wave probe
array was set up, which consists of 7 wave probes. A guitar tuner system was implemented
to tension the wave probe wires instead of the bolt screw system used in previous literature
(Nichols, 2014, Romanova, 2013), which can more sensitively control the tension in the wires.
A novel application of the DIC system was proposed to measure 3D water surface dynamics,
in which stochastic speckle pattern is projected onto the tinted opaque water surface and
the surface is then imaged by two cameras above. The displacement of each small facet
can be evaluated and thus the fluctuations across the whole surface can be determined. This
technique is able to measure surface fluctuations in a 2D area with approximate size 297 ×
198 mm at high frequency (∼ 120 Hz). In the present study, a mass concentration of 0.06
% TiO2 was found adequate to make the water opaque enough for optical measurement via
DIC, while not significantly changing the turbulent surface dynamics in partially filled pipes.
It is demonstrated that spikes in data caused by both air bubbles and the gaps reflection of
light can be easily filtered out and interpolated. The consistency of the data collected with
the novel DIC system was validated against wave probe measured data in terms of the PDF,
standard deviation and power spectrum of the water surface fluctuations. A side-looking
and a downward-looking ADV were used for sub-surface 1D 3C velocity measurement.
The phase-space despiking technique proposed by Goring and Nikora (2002) was used to



208 Thesis conclusion

remove spikes in the raw ADV data, which efficiently removes the erroneous data points
while not alternating the turbulence information. The high quality ADV data are objectively
selected according to correlation value and PDF of ADV data. The accuracy of both ADV
are compared with each other and compared with the surface velocity and bulk flow velocity.
Due to the curvature of the pipe, the downward-looking ADV is more reliable than the
side-looking ADV, especially the vertical velocity measurement (see Table B.1 - B.3).

The streamwise velocity profile in a rectangular open channel can be well described
by the conventional log law (Nezu and Nakagawa, 1993). The mean velocity at a certain
depth-wise position is proportional to the logarithm of the distance from the wall of the
channel. The single point mean velocity increases with the depth-wise position of the point,
and the maximum velocity occurs at the surface of the flow. However, in circular cross
section flows, the maximum velocity does not occur at the free surface in every case. The
centerline streamwise mean velocity profile usually follows the log-law up to a certain
depth-wise position, and then deviates downward from the log-law as shown in Fig. 5.3 and
5.4. The streamwise mean velocity profile follows the modified pipe velocity distribution
model proposed by Guo et al. (2015). This is the velocity dip phenomenon, which was also
observed by Ead et al. (2000), Clark and Kehler (2011), Guo et al. (2015), Wu et al. (2018).
Guo and Meroney (2013), Yoon et al. (2012), Wu et al. (2018), Ng et al. (2021), Guo et al.
(2015) observed the velocity dip phenomenon for flows with filling ratio d/D greater than 87
%, 50 %, 50 %, 44 % and 34 %, respectively in partially filled pipes. In this study, the velocity
dip phenomenon occurs when the filling ratio is over 35 %. It confirms that the velocity dip
phenomenon can occur in turbulent pipe flows that are less than half filled. For flows over
35 % filled, the ratio of the velocity dip position from the bottom and the water depth δ/d
generally decreases with water depth, which means the position of the maximum velocity
point gradually moves downward from the free surface. The ratio of the velocity dip position
from the bottom and the pipe diameter δ/D is almost constant (∼ 0.28), which means the
maximum velocity point remains at a similar position in the pipe independent of the filling
ratio. The centerline streamwise velocity profiles were normalised by the maximum velocity
and bulk flow velocity in z/d, z/Dh and z/D coordinates. It can be noted that the normalised
velocity profiles generally overlap near the bottom of the pipe, and deviate towards to the
free surface, which indicates the impact of the free surface. Both bulk flow velocity and
maximum velocity increase with the filling ratio. However, the ratio of the bulk flow velocity
and maximum velocity remains almost constant when the dip phenomenon occurs.

The turbulence intensity in three directions show two different profiles when the filling
ratio is below and above ∼ 35 %. When the pipe is less than ∼ 35 % filled with water, the
turbulence intensity profiles more closely resemble results obtained by Nezu and Nakagawa
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(1993) for rectangular channels. However, when the velocity dip phenomenon occurs (d/D >

35%), the turbulence intensity profiles do not follow Nezu and Nakagawa (1993), especially
in the region near the water surface. Instead of continuously decreasing turbulence intensities
towards the water surface, the turbulence intensities start to increase at approximately
z/d = 0.5. This observation is also reported by Clark and Kehler (2011) in corrugated
circular pipes. A set of empirical turbulence intensity equations for smooth circular pipes
is proposed, which is modified from Clark and Kehler (2011) empirical equations. The
Reynolds normal shear stress in three directions and TKE (see Fig. 5.11 and 5.12) all show
a peak at approximately z/d = 0.5, which agrees with observations from Clark and Kehler
(2011), Ng et al. (2021). In the Reynolds shear stress profile, a change of sign can be observed
at z/d ≈ 0.5. The Reynolds shear stress is positive below z/d = 0.5 and becomes negative
when over z/d = 0.5, which is also observed by Ng et al. (2021) in a partially filled pipe and
is a phenomenon not observed in rectangular open channels (Nichols, 2014).

To understand the size, shape, timescale and dynamics of coherent structures, an objective
1D phase-space detection method, modified from Goring and Nikora (2002), is proposed in
this study. This method requires no calibration or subjective input, and identifies structures
based on extremes in velocity, acceleration and jerk. This method gives turbulence statistics
comparable with previous methods while recognising a broader and more realistic definition
of the physical properties of coherent structures by considering also the first and second
derivative of velocity. This algorithm was compared with the U-level algorithm and evaluated
in terms of the time series, phase-space axes, individual event duration, individual event
period, quadrant contribution, binary series statistical similarities and turbulent event profiles.
The phase-space detected binary series is statistically comparable with U-level detected
result. Turbulent event parameters can be obtained through the phase-space detected binary
series and are also comparable with U-level results. The relation between turbulent event
parameters and flow conditions can be observed by the proposed method. The phase-space
method accounts for the physical reality that a coherent structure consists of extremes in
velocity, acceleration and jerk, and that these properties should be considered together when
identifying extreme behaviour.

Two types of motion can be observed within the free surface dynamics: turbulence
waves, and gravity capillary waves travelling in all directions relative to the surface velocity.
Evidence of this observation are the surface space time matrix, dispersion relationship and
frequency wavenumber spectrum. In the streamwise direction gravity waves move both at a
speed faster than the turbulence wave (travelling) and at a speed slower than the turbulence
wave (receding). To accurately extract the travelling speed of the turbulence waves, the
mask function proposed by Tani and Fujita (2020) can be used to exclude gravity capillary
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waves. The magnitude of the turbulence waves are generally below 1 mm and the magnitude
of gravity capillary waves are much higher (1 - 5 mm) in this study. When correlating
the masked surface fluctuations at two spatial points, the phase velocity derived from the
maximum correlation lag is close to the surface velocity measured by floating tracer. From
the lateral frequency wavenumber spectrum, gravity capillary waves can be also observed
and are moving laterally across the flow. Besides, waves moving at constant velocity in
the lateral direction can be observed. It indicates that the water is sloshing from side to
side with wavelength equal to two times of surface width. This can explain the uneven
secondary currents and the meandering of the main secondary currents observed by Liu et al.
(2022). The size of the two main secondary currents change with the sloshing of the water.
Due to these two main secondary currents, two maxima can be observed from the standard
deviation of surface fluctuations along lateral direction. As the Reynolds number increases,
the secondary currents are stronger and merge at the center. Besides, the corner vortices are
stronger for more turbulent flows, causing the standard deviation of the surface fluctuations
to be higher towards the wall. The periodic oscillating pattern observed by Nichols et al.
(2013) can also be observed in the spatial correlation function for flows d/D ≤ 43% in this
study. The spatial correlation coefficient continuously decays over distance for flows in
partially filled pipes with filling ratios bigger than 43 %. The oscillation frequencies for
flows d/D ≤ 43% agree well with Nichols et al. (2016) simple harmonic motion model. The
depth of influence factor is N ≈ 37, which means the surface oscillons affect the bulk flow
to a depth of about 37 times the average wave height. This shows a strong interdependence
between turbulence and surface dynamics for these flows. The oscillation frequencies are
comparable with the bursting frequency as shown in Fig. 5.33, which proves that the surface
oscillation dynamics are related to the busting phenomenon from the bottom.

The empirical relationships between water depth and flow rate, bulk flow velocity and
friction factor, surface velocity and bulk flow velocity for flows tested in this study have been
found. The proposed phase-space detection method has been applied to the surface fluctuation
data from both DIC and wave probes. The change in size of free surface features and number
of free surface features per meter follow the same trend as the change in sub-surface size of
turbulent structures and number of sub-surface structures per meter, respectively. The size of
free surface features increases with flow depth until 1/3 filling ratio and then remains almost
constant. On the contrary, the number of free surface features decreases with flow depth up
to approximately 1/3 filling ratio and then remains almost constant. Similar to the standard
deviation of surface fluctuations along the lateral profile, two peaks are observed in the size
of free surface features along lateral direction, which corresponds to the effect of the two
main secondary currents.
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A novel 24 GHz FMCW Doppler radar sensor system has been built and applied for
water surface measurement in this study. The characteristics and performance of the radar
in measuring fluctuations have been investigated using an oscillating metal plate test. The
amplifier board in this study consists of two cascaded high pass filters, which could cause
signal distortion and potentially inaccurate signal demodulation. The inverse high pass filter
transfer function, or so called compensation function, can effectively recover the filtered low
frequency components. The optimum coefficient a1 is found to be 0.95 for the circuit in
this study. By applying the ellipse fitting to the I/Q constellation, the amplitude and phase
imbalances are found to be 0.7601 and -0.1992, respectively as discussed in subsection
5.5.1. With the known compensation transfer function and imbalance values, the non-linear
demodulation technique based on both channel outputs (I/Q channel outputs) can be used
to recover the actual motions. In the metal plate calibration tests, the relative difference
between the radar and the laser displacement sensor measured motions is no greater than 20
%. The relative difference decreases to 5 % when the amplitude of motion is greater than
0.15 times the radar wavelength. The linear demodulation technique with the small angle
approximation assumption is also investigated. This technique is not able to recover the
exact motion displacement but is able to give a linear approximation if the motion is small
enough. In the metal plate calibration tests, the standard deviation of the radar channel output
fluctuation is approximately proportional to the standard deviation of the motion when the
ratio of the total displacement of motion and the radar wavelength is below 0.3.

After the characterisation of the DRS from the metal plate calibration tests, preliminary
tests were carried out in a rectangular open channel as mentioned in subsection 4.5.2. For
large gravity waves (waves with amplitude greater than 2 mm), the DPoD signal compensation
technique together with the non-linear demodulation technique successfully recovers the
motion of the surface fluctuations as presented in subsection 5.5.4. The recovered gravity
wave displacement from DRS is within 1.9 % of the wave probe measurement. The linear
demodulation technique is used for measurement data of small water waves (waves with
standard deviation below 1 mm). A linear relationship can be observed between the standard
deviation of DRS channel output and the standard deviation of the wave motion.

For turbulent waves in a partially filled pipe, it was not possible to exactly recover the
surface shape because the highpass filter effect is not easy to compensate for broad spectrum
motions. However, the voltage fluctuation of the DRS is approximately linearly proportional
to the DIC measured surface fluctuation. This suggests that the DRS channel output links
well to the surface roughness in a partially filled pipe and provides capability for non-contact
sensing in sewer systems using the radar technique. As mentioned in preceding paragraphs,
the surface roughness has relationships with other flow information, such as water depth, flow
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rate, bulk flow velocity and Reynolds number. Empirical relationships between the listed
flow properties and standard deviation of radar channel outputs were found in this study.

6.2 Recommendations for further work

The recommendations for further work are mainly on three areas: (i) hydraulic experiment
design improvement, (ii) radar design improvement and (iii) extension to two phase flows
study.

Whilst the hydraulic measurement setup has been carefully designed based on previous re-
search studies (Nichols, 2014, Dolcetti, 2016, Romanova, 2013), this work has also identified
some aspects that could be improved. The distance between the third and fourth wave probes
is 160 mm as shown in Fig. 3.10, causing a large gap in the spatial correlation function and
streamwise frequency wavenumber spectrum. Comparing frequency wavenumber spectra in
this study (Fig. 5.35, 5.36) and in Dolcetti (2016) study, it can be observed that the spatial
resolution (i.e. x-axis resolution) of the frequency wavenumber spectrum from DIC in this
study is smaller than that of the wave probes in Dolcetti (2016) study. This is because the
DIC measured a total distance of 297 mm in the streamwise direction, while the wave probes
in Dolcetti (2016) have a total distance of 762.5 mm. Two extra cameras can be added to the
DIC system to increase the measuring area. Four cameras can be arranged as a 2 by 2 array,
which can improve the measurement area both in streamwise and vertical directions. Besides,
two extra cameras can potentially reduce the occurrence of gaps in the data caused by light
reflections. Furthermore, the DIC system used in this study requires opaque water, and thus
the simultaneous optical measurement of sub-surface properties such as the velocity field is
difficult. ADV was used in this study for the sub-surface 1D 3C velocity field measurement.
Only sub-surface lateral center velocities have been measured by ADV in this study. Besides,
near free surface and near bottom ADV data are usually noisy due to the reflection from
boundaries. It is of great interest to measure the whole 3D 3C velocity field below the
free surface by a PTV system, which would be able to confirm the sloshing of water from
side to side. The correlation between peaks in the size of turbulence surface features along
lateral direction profile (Fig. 5.43) and two main secondary current cells could also then be
investigated. In addition, the corner vortices near the free surface could be visualised and
correlated to the higher surface roughness near the pipe wall in Fig. 5.34.

For the radar design, one possible improvement is to adjust the value of the 3.9 kΩ

resistor in the amplifier circuit (Fig. 3.24). Doubling or tripling the resistor value would result
in a lower high-pass filter cutoff frequency, such as 2.04 Hz or 1.36 Hz, respectively. This
modification would preserve the turbulence frequency components of interest while reducing
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any potential impact on the desired signals. Additionally, advancements in integrated circuit
technologies have led to improved quadrature balance in mixers. Modern quadrature mixers,
such as the Skyworks73009 (Skyworks, 2019) used in the work of Gu et al. (2016), exhibit
minimal amplitude and phase imbalances of only 0.3 dB and 1°, respectively. To ensure the
robustness of the findings, the radar system employed in this study has undergone testing in
controlled environments, including experiments with a metal plate, a precisely controlled
rectangular channel, and a laboratory partially filled pipe. To further validate the relationships
depicted in Fig. 5.59, field studies using this radar system would be valuable. Conducting
experiments in real-world conditions would help verify if the observed relationships hold
true. Furthermore, the Doppler radar sensor shows potential for application in inferring
hydraulic parameters in sewer systems, offering non-contact monitoring capabilities. To
facilitate field studies, the same sliding frame used in this study (Fig. 3.25) can be directly
employed, assuming the pipe size remains the same. However, modifications should be made
to the data acquisition system and cables to ensure their waterproofing and field-study safety.
This would enable the deployment of the radar sensor in practical scenarios and expand its
application in hydraulic parameter inference.

All experiments in this study were carried out in a pipe with several openings at the top,
which is basically an open channel flume with circular shape cross section. In real world
sewer system, pipes are usually closed and involve two phase flows. Study on two phase
flows in a closed pipe conduit can be extended from this study on one phase flow in an
open pipe conduit. This is important because Hydrogen sulphide (H2S) can be generated in
sewer systems and transported by the air in the sewer headspace (Åse Dalseth Austigard and
Heldal, 2018). It is a toxic gas with odour and can cause infrastructure corrosion (Zhang
et al., 2008). Nowadays, sewer design mainly aims to meet hydraulic requirements. However,
less attention has been paid to the air phase transport in sewer pipes. Rita Ventura Matos and
Matos (2019) have investigated the effect of sewerage system ventilation in H2S dynamics.
They have highlighted the importance of accurately predicting gas movement within sewers
under different conditions. Air water flows in hydraulic structures have great potential for
aeration enhancement of flow. It would be interesting to find out if there is a correlation
between the in sewer gas movement and gas pollution concentrations. Furthermore, it is
recommended to look at how the free surface shape, dynamics and area affect the transfer
of gases across the interface. This could contribute to the sewer pipe design to meet both
hydraulic and chemical requirements in the future and hence minimise sewer corrosion and
reduce health risk.
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6.3 Conclusion summary

In conclusion, this study has led to several key findings, which are summarised in Table 6.1.

Table 6.1 Thesis conclusion summary

Objective Observed/Derived Novelties

Develop novel facility enable to measure
free surface and subsurface turbulence

Novel facility enable to measure free surface and subsurface turbulence
was developed
- ADV (1D 3C) used to measure subsurface velocity field
- DIC (2D) combined with WP (1D) to measure free surface

Collect novel water surface fluctuation data
over a 2D area Implemented DIC to collect a large novel dataset in partially filled pipes

Identify the linkage between flow conditions,
turbulence and free surface dynamics

The linkage between flow conditions, turbulence, and free surface
dynamics were identified
- Observed velocity and TKE dip in the subsurface
- Identified three waves on the free surface
- Established the relationship between surface oscillation
frequency and bursting frequency
- Explored the relationship between free surface feature size
and subsurface turbulent structure size

Find the linkage between radar signal response
to free surface and flow conditions

The linkage between radar signal response to free surface and flow
conditions were identified
- Radar signal links the surface fluctuation roughness
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In this conclusion summary, Table 6.1 presents a summary of the key objectives and the
observed or derived novelties for each objective. The first objective involved the development
of a novel facility for measuring free surface and subsurface turbulence, utilizing ADV and
DIC combined with WP. The second objective involved collecting a significant dataset of
water surface fluctuation using DIC in partially filled pipes. The third objective focused
on quantifying the linkage between flow conditions, turbulence, and free surface dynamics,
which resulted in the identification of various relationships and phenomena. Lastly, the third
objective aimed to establish the linkage between radar signal response to the free surface and
flow conditions, highlighting the sensitivity of the radar signal to surface fluctuation rough-
ness. This insight has important implications for the development of advanced monitoring
systems, potentially revolutionising drainage system monitoring and enhancing its effective-
ness. The outcomes of this study not only address critical knowledge gaps in the field of free
surface dynamics in partially filled pipes but also present opportunities for transformative
advancements in the monitoring and management of fluid systems. By bridging theoretical
understanding with practical applications, these findings lay a foundation for future research
and innovation in the field of pipe flow fluid dynamics.
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Appendix A

Illustration of the calibration in Istra4D

This appendix presents three calibration examples within the Istra4D software. In Fig.A.1a,
green circles indicate successful corner detection, indicating a good search. Fig.A.1b shows
red circles, which indicate that an insufficient number of corners were detected in the
image. This typically occurs when the calibration plate is titled excessively. It is important
to position the calibration plate at different angles, but the angle should not be too large
to ensure accurate corner detection. In Fig. A.1c, blue circles represent the inability to
locate the center marker. This can occur when there is overexposure in the image. If the
marker cannot be found due to lighting conditions, the brightness settings can be adjusted
for calibration purposes. It is crucial to ensure proper exposure levels to enable successful
marker detection during the calibration process. For more detailed information about the
calibration procedure, please refer to the manual provided by Dantec Dynamics, which can be
requested at https://www.dantecdynamics.com/solutions/stress-strain-espi-dic/digital-image-
correlation-dic/dic-standard-3d/.
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(a)
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(b)

(c)

Figure A.1 Illustration of the calibration in Istra4D , with the upstream camera view on the
left and the downstream camera view on the right, (a) good calibration with green markers,
(b) bad calibration with red markers and (c) bad calibration with blue markers.





Appendix B

ADV measurement depth-wise positions

Table B.1 ADV measurement streamwise velocity depth-wise positions

FC y/d

1
S 0.49 0.48 0.47 0.46 0.45 0.44 0.43 0.42 0.41
B

2
S 0.61 0.56 0.53 0.48 0.45 0.41 0.37 0.33 ���XXX0.30
B ���XXX0.14 0.12 0.11 0.09 0.08 0.06 0.05 0.03 0.01

3
S 0.68 0.64 0.61 0.58 0.55 0.51 0.49 0.45 0.42 0.38 0.36 0.32 0.29 0.27 0.24
B 0.29 0.27 ���XXX0.23 ���XXX0.18 0.16 ���XXX0.15 ���XXX0.09 0.06 0.03 0.01

4
S 0.73 0.67 0.62 0.56 0.51 0.45 0.40 0.34 0.29 0.23 0.18
B 0.40 0.34 0.29 ���XXX0.23 0.14 0.09 0.07 0.01

5
S 0.76 0.71 0.66 0.61 0.56 0.52 0.47 0.42 0.37 0.32 0.27 0.22 0.18 0.13
B 0.47 0.39 0.34 ���XXX0.32 0.22 0.13 0.05 0.03
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positions

6
S 0.78 0.74 0.69 0.65 0.60 0.56 0.52 0.47 0.43 0.34 0.25 0.21 0.16
B 0.52 0.50 ���XXX0.43 ���XXX0.32 0.29 0.21 ���XXX0.16 ���XXX0.12 0.07 ���XXX0.03 ���XXX0.01

7
S 0.80 0.76 0.72 0.68 0.64 0.60 0.56 0.52 0.48 0.40 0.32 0.24 0.20 ���XXX0.12
B 0.56 0.52 0.48 0.44 0.36 0.28 0.20 0.18 0.13 0.11 0.04 0.02

8
S 0.81 0.77 0.74 0.70 0.66 0.62 0.59 0.55 0.47 0.40 0.32 0.25 0.21 0.17
B 0.59 0.55 0.51 0.43 ���XXX0.36 0.28 0.21 0.17 ���XXX0.13 0.09 0.06 0.02

9
S 0.83 0.79 0.76 0.72 0.69 0.65 0.62 0.58 0.51 0.44 0.37 0.30 0.23 0.16
B 0.62 0.58 0.55 0.48 0.41 ���XXX0.34 0.27 0.20 ���XXX0.13 ���XXX0.09 0.06 0.02 0.02

10
S 0.84 0.81 0.77 0.74 0.71 0.67 0.64 0.57 0.51 0.44 0.37 0.31 0.24 0.21 0.17 0.14
B 0.64 0.61 0.57 0.54 ���XXX0.47 0.41 0.34 ���XXX0.27 0.21 0.14 ���XXX0.11 0.08 0.04 0.01

11
S 0.84 0.81 0.78 0.75 0.72 0.69 0.66 0.63 0.56 0.50 0.44 0.38 0.32 0.25 0.19 0.13
B 0.66 0.63 0.61 0.52 0.48 0.42 0.36 0.30 0.24 0.17 0.13 0.10 0.07 0.05 0.01

12
S 0.88 0.85 0.82 0.80 0.77 0.71 0.65 0.59 0.53 0.47 0.42 0.36 0.30 0.24 0.18 0.12
B ���XXX0.68 0.65 0.62 0.56 0.47 0.45 0.39 0.33 ���XXX0.24 ���XXX0.21 0.15 0.12 ���XXX0.08 ���XXX0.07 0.02 0.01

13
S 0.86 0.83 0.80 0.78 0.75 0.72 0.69 0.67 0.61 0.56 0.50 0.45 0.39 0.34 0.28 0.23 0.17 0.12
B ���XXX0.69 ���XXX0.67 0.64 0.61 0.56 0.50 0.45 0.39 ���XXX0.34 ���XXX0.26 0.23 0.17 ���XXX0.12 0.06 0.04

14
S 0.68 0.65 0.63 0.60 0.57 0.52 0.47 0.42 0.37 0.31 0.26 0.21 0.16 0.11 0.10
B ���XXX0.70 ���XXX0.65 0.59 0.52 0.49 0.44 0.39 0.33 0.28 ���XXX0.26 0.18 0.13 ���XXX0.07 0.02
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Table B.2 ADV measurement lateral velocity depth-wise positions

FC y/d

1
S 0.49 0.48 0.47 0.46 0.45 0.44 0.43 0.42 0.41
B

2
S 0.61 0.56 0.53 0.48 0.45 0.41 0.37 0.33 ���XXX0.30
B ���XXX0.14 ���XXX0.12 ���XXX0.11 ���XXX0.09 ���XXX0.08 ���XXX0.06 ���XXX0.05 ���XXX0.03 ���XXX0.01

3
S 0.68 0.64 0.61 0.58 0.55 0.51 0.49 0.45 0.42 0.38 0.36 0.32 0.29 0.27 0.24
B 0.29 ���XXX0.27 ���XXX0.23 ���XXX0.18 ���XXX0.16 ���XXX0.15 ���XXX0.09 ���XXX0.06 ���XXX0.03 0.01

4
S 0.73 0.67 0.62 0.56 0.51 0.45 0.40 0.34 0.29 0.23 0.18
B ���XXX0.40 0.34 0.29 ���XXX0.23 ���XXX0.14 ���XXX0.09 0.07 0.01

5
S 0.76 0.71 0.66 0.61 0.56 0.52 0.47 0.42 0.37 0.32 0.27 0.22 0.18 0.13
B ���XXX0.47 0.39 0.34 ���XXX0.32 ���XXX0.22 ���XXX0.13 0.05 0.03

6
S 0.78 0.74 0.69 0.65 0.60 0.56 0.52 0.47 0.43 0.34 0.25 0.21 0.16
B 0.52 0.50 ���XXX0.43 ���XXX0.32 0.29 0.21 ���XXX0.16 ���XXX0.12 ���XXX0.07 ���XXX0.03 ���XXX0.01

7
S 0.80 0.76 0.72 0.68 0.64 0.60 0.56 0.52 0.48 0.40 0.32 0.24 0.20 ���XXX0.12
B 0.56 0.52 0.48 0.44 ���XXX0.36 0.28 0.20 0.18 ���XXX0.13 ���XXX0.11 0.04 0.02

8
S 0.81 0.77 0.74 0.70 0.66 0.62 0.59 0.55 0.47 0.40 0.32 0.25 0.21 0.17
B 0.59 0.55 0.51 0.43 ���XXX0.36 0.28 0.21 0.17 ���XXX0.13 ���XXX0.09 0.06 0.02

9
S 0.83 0.79 0.76 0.72 0.69 0.65 0.62 0.58 0.51 0.44 0.37 0.30 0.23 0.16
B 0.62 ���XXX0.58 0.55 0.48 0.41 ���XXX0.34 0.27 0.20 ���XXX0.13 ���XXX0.09 ���XXX0.06 0.02 0.02

10
S 0.84 0.81 0.77 0.74 0.71 0.67 0.64 0.57 0.51 0.44 0.37 0.31 0.24 0.21 0.17 0.14
B 0.64 0.61 0.57 ���XXX0.54 0.47 0.41 0.34 ���XXX0.27 0.21 0.14 ���XXX0.11 ���XXX0.08 0.04 0.01

11
S 0.84 0.81 0.78 0.75 0.72 0.69 0.66 0.63 0.56 0.50 0.44 0.38 0.32 0.25 0.19 0.13
B 0.66 0.63 0.61 0.52 0.48 0.42 0.36 ���XXX0.30 ���XXX0.24 0.17 ���XXX0.13 ���XXX0.10 ���XXX0.07 0.05 0.01
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12
S 0.88 0.85 0.82 0.80 0.77 0.71 0.65 0.59 0.53 0.47 0.42 0.36 0.30 0.24 0.18 0.12
B ���XXX0.68 ���XXX0.65 0.62 0.56 0.47 0.45 0.39 0.33 ���XXX0.24 0.21 0.15 0.12 ���XXX0.08 ���XXX0.07 0.02 0.01

13
S 0.86 0.83 0.80 0.78 0.75 0.72 0.69 0.67 0.61 0.56 0.50 0.45 0.39 0.34 0.28 0.23 0.17 0.12
B ���XXX0.69 ���XXX0.67 0.64 ���XXX0.61 0.56 ���XXX0.50 0.45 0.39 ���XXX0.34 ���XXX0.26 0.23 0.17 ���XXX0.12 ���XXX0.06 0.04

14
S 0.68 0.65 0.63 0.60 0.57 0.52 0.47 0.42 0.37 0.31 0.26 0.21 0.16 0.11 0.10
B ���XXX0.70 ���XXX0.65 ���XXX0.59 0.52 0.49 ���XXX0.44 0.39 0.33 0.28 ���XXX0.26 ���XXX0.18 0.13 ���XXX0.07 0.02

Table B.3 ADV measurement vertical velocity depth-wise positions

FC y/d

1
S 0.49 0.48 0.47 0.46 0.45 0.44 0.43 0.42 0.41
B

2
S 0.61 0.56 0.53 0.48 0.45 0.41 0.37 0.33 ���XXX0.30
B ���XXX0.14 0.12 0.11 0.09 0.08 0.06 0.05 0.03 0.01

3
S 0.68 0.64 0.61 0.58 0.55 0.51 0.49 ���XXX0.45 0.42 0.38 0.36 0.32 0.29 0.27 0.24
B 0.29 0.27 ���XXX0.23 ���XXX0.18 0.16 ���XXX0.15 ���XXX0.09 0.06 0.03 0.01

4
S 0.73 0.67 0.62 0.56 0.51 0.45 0.40 0.34 0.29 0.23 0.18
B 0.40 0.34 0.29 ���XXX0.23 0.14 0.09 0.07 0.01

5
S 0.76 0.71 0.66 0.61 0.56 0.52 0.47 0.42 0.37 0.32 0.27 0.22 0.18 0.13
B 0.47 0.39 0.34 ���XXX0.32 0.22 0.13 0.05 0.03

6
S 0.78 0.74 0.69 0.65 0.60 0.56 0.52 0.47 0.43 0.34 0.25 0.21 0.16
B 0.52 0.50 ���XXX0.43 ���XXX0.32 0.29 0.21 ���XXX0.16 ���XXX0.12 0.07 ���XXX0.03 ���XXX0.01

7
S 0.80 0.76 0.72 0.68 0.64 0.60 0.56 0.52 0.48 0.40 0.32 0.24 0.20 ���XXX0.12
B 0.56 0.52 0.48 0.44 ���XXX0.36 0.28 0.20 0.18 ���XXX0.13 ���XXX0.11 0.04 0.02
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8
S 0.81 0.77 0.74 0.70 0.66 0.62 0.59 0.55 0.47 0.40 0.32 0.25 0.21 0.17
B 0.59 0.55 0.51 0.43 ���XXX0.36 0.28 0.21 0.17 ���XXX0.13 0.09 0.06 0.02

9
S 0.83 0.79 0.76 0.72 0.69 0.65 0.62 0.58 0.51 0.44 0.37 0.30 0.23 0.16
B 0.62 0.58 0.55 0.48 0.41 ���XXX0.34 0.27 0.20 ���XXX0.13 ���XXX0.09 0.06 0.02 0.02

10
S 0.84 0.81 0.77 0.74 0.71 0.67 0.64 0.57 0.51 0.44 0.37 0.31 0.24 0.21 0.17 0.14
B 0.64 0.61 0.57 0.54 0.47 0.41 0.34 ���XXX0.27 0.21 0.14 ���XXX0.11 0.08 0.04 0.01

11
S 0.84 0.81 0.78 0.75 0.72 0.69 0.66 0.63 0.56 0.50 0.44 0.38 0.32 0.25 0.19 0.13
B 0.66 0.63 0.61 0.52 0.48 0.42 0.36 ���XXX0.30 0.24 0.17 ���XXX0.13 ���XXX0.10 0.07 0.05 0.01

12
S 0.88 0.85 0.82 0.80 0.77 0.71 0.65 0.59 0.53 0.47 0.42 0.36 0.30 0.24 0.18 0.12
B ���XXX0.68 0.65 0.62 0.56 0.47 0.45 0.39 0.33 ���XXX0.24 0.21 0.15 0.12 ���XXX0.08 ���XXX0.07 0.02 0.01

13
S 0.86 0.83 0.80 0.78 0.75 0.72 0.69 0.67 0.61 0.56 0.50 0.45 0.39 0.34 0.28 0.23 0.17 0.12
B ���XXX0.69 0.67 0.64 0.61 0.56 0.50 0.45 0.39 ���XXX0.34 ���XXX0.26 0.23 0.17 ���XXX0.12 0.06 0.04

14
S 0.68 0.65 0.63 0.60 0.57 0.52 0.47 0.42 0.37 0.31 0.26 0.21 0.16 0.11 0.10
B 0.70 ���XXX0.65 0.59 0.52 0.49 0.44 0.39 0.33 0.28 ���XXX0.26 0.18 0.13 ���XXX0.07 0.02

FC represents flow condition
S represents side-looking ADV
B represents bottom-looking ADV
���XXX0.xx represents discarded measurement





Appendix C

Microwave sensor components

The photography of Doppler Radar sensor components and accessories are illustrated in this
appendix.

Figure C.1 The radar sensor: RF beam K-LC7 radar transceiver.

Figure C.2 The 10V power supply for two microwave sensors.
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Figure C.3 The photo of amplifier module.

Figure C.4 The National Instruments for two microwave sensors.
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