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Abstract

Possible contributions to the Hall effect, anomalous and topological, in [CoB|Ir|Pt]$_{n}$ multilayers are determined and the temperature and repeat layer, $n$, dependent behaviour characterised. Understanding the relationship between skyrmions and the behaviour of the Hall effect is essential to realise skyrmionic data storage.

Excess Hall resistivity remaining after the ordinary and anomalous Hall effects are subtracted from the Hall resistivity is measured in Pt/CoB/Ir multilayers and shown to depend on the temperature and $n$. The number, and variation in number, of peak and trough-like features in $\rho_{xy,\text{excess}}$ as the magnetic field is varied is inversely proportional to the temperature and $n$. Correlation between the temperature dependence of maximum $\rho_{xy,\text{excess}}$ signal and anomalous contribution, $\rho_A$, is observed possibly suggesting shared physical origins between $\rho_{xy,\text{excess}}$ and $\rho_A$. The observations reported suggest that $\rho_{xy,\text{excess}}$ is, at least partially, topological in nature. This is supported by the dependence of maximum $\rho_{xy,\text{excess}}$ on $n$ in agreement with previous reports of skyrmion presence in similar multilayer samples with $2 \leq n \leq 10$.

The temperature dependence of the anomalous Hall effect in [CoB|Ir|Pt]$_{n}$ is accounted for by the temperature dependence of the saturation magnetisation, $M_S(T)$. Extrinsic (skew scattering, $\alpha$, and side-jump, $\beta$) and intrinsic ($b$) contributions to the anomalous Hall effect are determined by scaling with longitudinal resistivity, $\rho_{xx}$, to be $\alpha = -0.02$, $\beta = 1710$ S/cm, and $b = 520$ S/cm. The AHE is described well in these samples by $\rho_A M_0 / M_S = (\alpha \rho_{xx0} + \beta \rho_{xx0}^2 + b \rho_{xx}^2)$, where $\rho_{xx0}$ is from impurity scattering, and $\rho_{xx}$ is from phonon-lattice interactions. $\alpha$, $\beta$, and $b$ are like those found in literature for single-layered ferromagnetic materials. Side-jump scattering is the largest contribution to the anomalous Hall resistivity in [CoB|Ir|Pt]$_{n}$ multilayers suggesting that the large side-jump coefficient observed could be contributing to the temperature dependence of $\rho_{xy,\text{excess}}$. 
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>AC</td>
<td>Alternating Current</td>
</tr>
<tr>
<td>AHE</td>
<td>Anomalous Hall Effect</td>
</tr>
<tr>
<td>DC</td>
<td>Direct Current</td>
</tr>
<tr>
<td>DMI</td>
<td>Dzyaloshinskii-Moriya Interaction</td>
</tr>
<tr>
<td>EBL</td>
<td>Electron Beam Lithography</td>
</tr>
<tr>
<td>FIB</td>
<td>Focused Ion Beam</td>
</tr>
<tr>
<td>FM</td>
<td>Ferromagnet(ic)</td>
</tr>
<tr>
<td>FWHM</td>
<td>Full Width Half Maximum</td>
</tr>
<tr>
<td>IP</td>
<td>In-Plane (parallel to sample surface)</td>
</tr>
<tr>
<td>JJ</td>
<td>Josephson Junction</td>
</tr>
<tr>
<td>LTEM</td>
<td>Lorentz Transmission Electron Microscopy</td>
</tr>
<tr>
<td>MFM</td>
<td>Magnetic Force Microscopy</td>
</tr>
<tr>
<td>MOKE</td>
<td>Magneto-Optical Kerr Effect</td>
</tr>
<tr>
<td>OHE</td>
<td>Ordinary Hall Effect</td>
</tr>
<tr>
<td>OOP</td>
<td>Out-of-Plane (perpendicular to sample surface)</td>
</tr>
<tr>
<td>OL</td>
<td>Optical Lithography/Photolithography</td>
</tr>
<tr>
<td>PMA</td>
<td>Perpendicular Magnetic Anisotropy</td>
</tr>
<tr>
<td>SEM</td>
<td>Scanning Electron Microscope/Microscopy</td>
</tr>
<tr>
<td>SkHE</td>
<td>Skyrmion Hall Effect</td>
</tr>
<tr>
<td>STXM</td>
<td>Scanning Transmission X-Ray Microscopy</td>
</tr>
<tr>
<td>SQUID</td>
<td>Superconducting Quantum Interference Device</td>
</tr>
<tr>
<td>TEM</td>
<td>Transmission Electron Microscopy</td>
</tr>
<tr>
<td>THE</td>
<td>Topological Hall Effect</td>
</tr>
<tr>
<td>UHV</td>
<td>Ultra High Vacuum</td>
</tr>
<tr>
<td>VSM</td>
<td>Vibrating Sample Magnetometry</td>
</tr>
<tr>
<td>VTI</td>
<td>Variable Temperature Insert</td>
</tr>
<tr>
<td>XMCD</td>
<td>X-ray Magnetic Circular Dichroism</td>
</tr>
<tr>
<td>XRR</td>
<td>X-Ray Reflectometry</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction
The effect of climate change is one of the most pressing issues of the modern day. One month before I began my PhD research in June 2018, Forbes magazine reported that every day we are generating 2.5 quintillion bytes of data [1]. The electricity required both to store and recall that data has become a significant proportion of the total used each year with the Independent reporting that in 2016 the electricity used globally for data storage was 1.5 times the total amount used by the UK [2].

Application of magnetic skyrmions in magnetic data storage has been proposed as an alternative, lower energy, method of data storage due to the potential ease of writing and deleting them compared to conventional magnetic domains. In particular, the ability to nucleate (‘write’) and manipulate skyrmions with small current densities is promising and their potential for use in logic gates has already been demonstrated [3].

The direct writing of room temperature skyrmion lattices was realised in 2018 by Zhang et al. in Pt/Co/Ta multilayers using Scanning Magnetic Force Microscopy [4]. Writing of individual skyrmions at room temperature using only electrical current has also been demonstrated recently [5]. Racetrack memory devices using conventional magnetic domains have been suggested for energy efficient data storage [6] and a strategy for such a device employing Néel skyrmions was suggested in 2014 [7].

In order to progress towards the realisation of such technologies, it is necessary to fully understand the material properties which have an effect on the electrical transport behaviour of skyrmions. The Hall effect is particularly important in this regard because the non-trivial topology of skyrmions has been shown to cause an additional contribution to the Hall effect that could be used to electronically detect the presence of skyrmions [8; 9]. A complete understanding of the topological and anomalous Hall effects within materials proposed for technical applications is necessary in order to read data stored using skyrmions by electrical Hall measurement rather than by use of magnetic tunnel junctions that require more extensive and delicate fabrication than the production of contacts in a Hall geometry configuration.

1.1 Thesis Outline

This thesis aims to determine the topological Hall effect due to magnetic skyrmions in [CoB|Ir|Pt]$_n$ multilayers, and any temperature or $n$ dependent behaviour exhibited, as well as investigating the extrinsic and intrinsic contributions to the anomalous Hall effect. Previous measurements and reports of the magnitude of the topological Hall effect in materials hosting skyrmions have been inconsistent, both with each other and with the magnitude predicted by existing Berry phase theory [8; 10]. Further motivation for this research topic, relevant background condensed matter theory, and pertinent existing literature are discussed in detail in chapter 2.

Understanding the relationship between the number of skyrmions present and their individual
contributions to the Hall effect is essential for any future application of skyrmions in magnetic data storage devices. To this end, hysteresis loops in Hall resistivity were measured in [CoB]Ir[Pt]×n samples, with n = 1, 4, 6, 10, 15, and 18; at temperatures ranging from ~ 290 K down to ~ 5 K. The experimental equipment and methods used to perform these measurements are presented in chapter 3.

The analysis methods used to apply field corrections and carefully remove the ordinary and anomalous Hall effects from the Hall measurements to determine the excess resistivity, $\rho_{xy,\text{excess}}$, are described in detail in chapter 5.

Chapter 6 examines the behaviour of $\rho_{xy,\text{excess}}$ in relation to the temperature, sample structure, and corresponding anomalous Hall contribution. The $\rho_{xy,\text{excess}}$ signal measured in Pt/CoB/Ir multilayers is shown to change shape depending on the temperature and number of repeats in multilayer. Lowering the temperature increases the number of peak or trough like features present in the signal and lowering the number of multilayer repeats increases the variation in the number of features present at different temperatures. A potential correlation between the temperature dependence of the maximum $\rho_{xy,\text{excess}}$ signal and $\rho_A$ is observed.

In chapter 7, the behaviour of the anomalous Hall resistivity in the same [CoB]Ir[Pt]×n multilayers, and at the same temperatures, is investigated. In particular, the different extrinsic (skew scattering, $\alpha$, and side-jump, $\beta$) and intrinsic ($b$) contributions to the anomalous Hall effect were determined from the scaling of the anomalous Hall resistivity, $\rho_A$, with the longitudinal resistivity, $\rho_{xx}$. The different contributions were found to be $\alpha = -0.02$, $\beta = 1710$ S/cm, and $b = 520$ S/cm. The AHE is shown to be described well, in samples with $n = 1, 4, 6, \text{and } 15$, by the expression $\rho_A M_0/M_S = (\alpha \rho_{xx0} + \beta \rho_{xx0}^2 + b \rho_{xx}^2)$, where $\rho_{xx0}$ is the residual longitudinal resistivity due to impurity scattering, $\rho_{xx}$ is the temperature dependent longitudinal resistivity.

A summary of all results presented in this thesis and several suggestions for areas of further work are laid out in chapter 8. Here, in addition to suggestions for further investigation into the origins of the AHE and THE in [CoB]Ir[Pt]×n multilayers, a summary of preliminary experimental work that was hindered by the COVID-19 pandemic and subsequent university building work is presented in section 8.2. In particular, an experimental set-up where Hall transport measurements and Kerr microscopy are combined provided solid preliminary results that indicate a potentially fruitful method for future work.
Chapter 2

Literature Review
LITERATURE REVIEW

2.1 Introduction

In this section a summary of the major advances in skyrmion research is given, as well as the beginnings of the essential theory describing magnetic skyrmions.

Section 2.2 introduces the interactions which govern the stability of skyrmions in different materials and allow us to tailor materials to produce environments where skyrmions are stable in the temperature and magnetic field ranges required for potential industrial application. The physical origin of the different types of anisotropies that occur in magnetism are discussed in Section 2.2.1 and a separate section, 2.3, is dedicated to the Dzyaloshinskii-Moriya interaction, without which magnetic skyrmions would not be present in the CoB\textsubscript{12}Ir\textsubscript{7}Pt multilayers used throughout this project.

Section 2.5 introduces the concept of a skyrmion, beginning with its conception as a solution in particle physics through to its significance in condensed matter physics - pertinent to the subject matter of this thesis. The mathematical and topological properties of magnetic skyrmions are defined in Sections 2.5.1 and 2.5.2. The types of skyrmions which exist and their fundamental differences and similarities are covered in Section 2.5.3, followed by a discussion of the types of materials in which these different types are found in Section 2.5.4. These materials are roughly divided between the bulk materials which produce skyrmion lattices, and thin films or multilayers which can host individual skyrmions.

Section 2.6 concludes the literature review with some of the most significant recent advances including methods for nucleation of skyrmions, the dynamics of skyrmions and the environments necessary for their motion, the Skyrmion Hall Effect, and the potential applications of skyrmions in technology (2.6.2). The contributions to the Hall effect are discussed in Section 2.6.3. The physical origin of the ordinary Hall effect is explained, the behaviour of the anomalous Hall effect and its relationship to the scattering mechanisms in materials is discussed, and the current theoretical description of the topological Hall effect is laid out.

2.2 Interactions in Magnetism

There are multiple interactions which are required to permit the formation and stabilisation of magnetic skyrmions. Two of the most important interactions discussed in this section are the basic magnetostatic considerations of magnetic dipole-dipole interactions and the Heisenberg exchange interaction (Section 2.2) which has its basis in quantum mechanics. The Dzyaloshinskii-Moriya (Section 2.3) interaction is central to the mechanism allowing skyrmions to exist in the materials used in this project and as such is discussed in its own section.
2.2 Interactions in Magnetism

**Dipole-Dipole Interaction**

The magnetic dipole-dipole interaction emerges from the potential energy of two magnetic dipoles $\mu_1$ and $\mu_2$, which may be macroscopic, separated by a distance $r$,

$$E_{\text{dipole}} = \frac{\mu_0}{4\pi r^3} \left[ \mu_1 \cdot \mu_2 - \frac{3}{r^2} (\mu_1 \cdot r)(\mu_2 \cdot r) \right], \quad (2.1)$$

where $\mu_0$ is the permeability of free space. The interaction energy between the two can also be defined as the potential energy that each experiences due to the magnetic field from the other magnetic dipole,

$$E_{\text{dipole}} = -\mu_1 \cdot B_2(r_1) = -\mu_2 \cdot B_1(r_2), \quad (2.2)$$

where $B_2(r_1)$ is the magnetic field at the point $r_1$ due to $\mu_2$, and vice versa [11]. The magnetic dipole-dipole interaction is described using classical electromagnetism and allows us to describe the potential energy of magnetic materials in the presence of the magnetic field due to other magnetic materials. Dipole-dipole interactions are usually small and vanish in bulk cubic crystals; even in thin films, it is not strong enough to cause magnetic ordering. However, it leads to stray fields in ferromagnetic materials which contributes to important demagnetising effects and magnetic domain formation.

**Heisenberg Exchange Interaction**

The Heisenberg exchange interaction is a quantum-mechanical phenomenon, which occurs between two identical particles - e.g. two electrons - and determines the form that the Coulomb interaction takes when including the effect of the Pauli exclusion principle. The quantum mechanical wave function of identical particles exhibits an exchange symmetry. When two particles are swapped, this symmetry means that the wavefunction either remains unchanged if it is symmetric under exchange or changes sign in the case of an antisymmetric wavefunction. Fermions and bosons both have wave functions which are subject to this symmetry. For bosons, particles with integer spin, the overall wavefunction is symmetric whereas fermions, like electrons with spin-$\frac{1}{2}$, have antisymmetric overall wavefunctions that results in the Pauli exclusion principle. In order for the overall wavefunction to be antisymmetric one or other of the spatial and spin states must be antisymmetric while the other is symmetric. This means that the form of the spin state determines the spatial state. The Coulomb interaction energy is described by the spatial states of the wavefunction; therefore, the form of the spin wavefunction also affects this energy via antisymmetric requirement on the overall wavefunction. The Hamiltonian that describes the energy associated with this extra term in the Coulomb interaction for indistinguishable particles is given by

$$\mathcal{H}_{\text{ex}} = -\sum_{i,j} J_{ij} s_i \cdot s_j \quad (2.4)$$
where $i$, $j$ denote atomic sites, $J_{ij}$ is the strength of the exchange interaction between sites $i$ and $j$, and $s_i = \mu_i/|\mu_i|$ is the classical spin vector associated with the magnetic moment $\mu_i$ at site $i$. The strength of exchange interactions at the atomic level ($J_{ij}$) influences the critical temperature of ferromagnets. Mean-field models predict that the Curie temperature of a simple ferromagnet with one nearest neighbour exchange interaction $J_0$ is

$$T_c = \frac{zJ_0}{k_B},$$

where $z$ is the number of nearest neighbours ($z = 6$ for simple cubic and face centered cubic), and $k_B$ is Boltzmann’s constant\[12\]. When considering real materials, there are many factors which affect the values of these idealised exchange interactions including: boundary conditions at the surface of a thin film which introduces frustration, strain and defects which change the electron wavefunctions\[13\], etc. These effects vary between samples, even when grown in similar conditions which can inhibit or enhance the ability to stabilise skyrmions\[14\]. Considering equation 2.4, one can see that the exchange energy will depend on the crystal structure of the material in question because different crystal structures have different numbers of nearest neighbours for which $J_{ij}$ is non-zero.

### 2.2.1 Anisotropies in Magnetism

Anisotropies are asymmetries which cause states where the magnetisation points in certain directions to be more energetically favourable than others and must be taken into account in order to understand how non-collinear magnetic structures, for example skyrmions, can be supported in a material. Anisotropy is the general name given to the preference of a ferromagnetic material to maintain its magnetisation in a particular direction or plane relative to the sample as a whole. This occurs due to an energy cost associated with the rotation of the magnetisation into certain axes. The energy cost is related to multiple sources including: shape anisotropy which arises due to the shape of the magnet and the effects of dipole-dipole interactions including stray fields and demagnetising effects; magnetocrystalline anisotropy which is due to the spin-orbit interaction between the electrons in the lattice and the crystal lattice as a whole \[15\]; and surface anisotropy which occurs at surfaces and interfaces due to the loss of symmetry at the boundaries of a material. Understanding the interplay between anisotropies and the interactions discussed in Section 2.2 allows the materials used for device fabrication to be tailored in order to achieve the best environment in which to create and measure skyrmions.

### Shape Anisotropy & Demagnetising Effects

Shape anisotropy occurs due to the long-range magnetostatic interactions–dipole-dipole interactions–this means that the magnetic energy depends on the macroscopic orientation of the magnetisation.
with respect to the shape of the magnet. The total magnetostatic energy is given by the sum of discrete dipole-dipole interactions in the ferromagnet:

\[
E_{\text{ms}} = \frac{\mu_0}{4\pi} \sum_{i,j} \frac{1}{2|\mathbf{r}_{ij}|^3} \left[ \mathbf{\mu}_i \cdot \mathbf{\mu}_j - \frac{3}{|\mathbf{r}_{ij}|^2} (\mathbf{\mu}_i \cdot \mathbf{r}_{ij})(\mathbf{\mu}_j \cdot \mathbf{r}_{ij}) \right],
\]

(2.6)

where the summation is over all spins \( i, j \), the factor \( 1/2 \) accounts for double counting of interactions, \( \mathbf{r}_{ij} = \mathbf{r}_j - \mathbf{r}_i \) is the displacement vector between sites \( i \) and \( j \). In practice, this can be approximated as an integral over a continuous magnetisation field,

\[
E_{\text{ms}} = -\frac{\mu_0}{2} \int_V \mathbf{M}(\mathbf{r}) \cdot \mathbf{H}_D(\mathbf{r}) d\mathbf{r}^3,
\]

(2.7)

where \( E_{\text{ms}} \) is the magnetostatic energy, the integral is over the volume \( V \) of the sample, \( \mathbf{M}(\mathbf{r}) \) is the magnetisation field at the point \( \mathbf{r} \), \( \mathbf{H}_D \) is the demagnetising (self-interaction) field. In most cases there isn’t a simple expression for \( E_{\text{ms}} \). But, assuming the ferromagnet is homogeneously magnetised, the magnetostatic energy becomes

\[
E_{\text{ms}} = \frac{\mu_0}{2} M_S^2 (D_x m_x^2 + D_y m_y^2 + D_z m_z^2)V,
\]

(2.8)

where \( x, y, \) and \( z \) refer to the Cartesian axes of the sample, \( M_S \) is the saturation magnetisation, \( D_{x,y,z} \) are the demagnetising factors in each direction, \( m_{x,y,z} \) are the components of the magnetisation unit vector, and \( V \) is the volume of the sample \([12]\). In this special case the demagnetising field is proportional to the magnetisation of the sample,

\[
\mathbf{H}_{D,i} = -D_i \mathbf{M}_i,
\]

(2.9)

where \( i = x, y, z \) and denote the principle axes of the sample, \( D_i \) are the demagnetising factors, and \( M_i \) is the component of saturation magnetisation \([12]\). From this we can see that the magnetostatic energy will be higher when the magnetisation is oriented in the sample to increase the demagnetising factor. The aim of minimising this energy promotes either single domain ferromagnets or domain orientations which minimise the overall energy due to the demagnetising, or stray, field of a magnet. By considering a plate, where \( D_x = D_y \), and \( |\mathbf{D}| = 1 \), it is possible to write the magnetostatic contribution as an effective easy plane anisotropy with anisotropy energy density, \( K_{\text{ms}} \), which is given by

\[
K_{\text{ms}} = \frac{\mu_0}{4} (1 - 3D_z) M_S^2,
\]

(2.10)

where \( D_z \) is the demagnetising factor in the out-of-plane direction, \( M_S \) is the saturation magnetisation, and \( \mu_0 \) is the permeability of free space \([12]\). For thin films \( D_z \approx 1 \),

\[
K_{\text{ms,thin–film}} = -\frac{\mu_0}{2} M_S^2,
\]

(2.11)

where \( M_S \) is the saturation magnetisation and \( \mu_0 \) is the permeability of free space. This means that thin films will magnetise in-plane and other anisotropies must come into play in order to produce an out-of-plane remanence.
LITERATURE REVIEW 2.2 Interactions in Magnetism

Magnetocrystalline Anisotropy

Magnetocrystalline anisotropy is an intrinsic property of ferromagnetic materials. To first order it occurs due to spin-orbit interaction between each individual orbital electron’s spin and the potential of the crystalline lattice. Spin-orbit coupling couples the spin of an electron with the magnetic field produced by its motion, and it can be described by the Hamiltonian of an effective spin-orbit field which acts on the individual orbital moments,

$$\mathcal{H}_{\text{SO}} = -\mathbf{m}_l \cdot \mathbf{H}_{\text{eff \ SO}},$$

(2.12)

where $\mathbf{m}_l$ is the orbital moment and $\mathbf{H}_{\text{eff \ SO}}$ is the effective spin-orbit field given by

$$\mathbf{H}_{\text{eff \ SO}} = -\frac{e\hbar^2 S}{4m_e^2 c^2 r \mu_B}.$$  

(2.13)

In equation 2.13, $S$ is the spin unit vector, $\hbar$ is the reduced Planck constant, $e$ is the magnitude of the charge of the electron, $m_e$ is the mass of the electron, $c$ is the speed of light, $r$ is the orbital radius of the electron with the spin vector $\mathbf{S}$, and $\mu_B$ is the Bohr magneton. The main point to take away from this is that due to spin-orbit interaction between individual orbital moments and the overall crystalline lattice there will be energetically preferred crystalline axes. These are referred to as ‘easy’ axes, the opposite of these, which are energetically undesirable, are called ‘hard’ axes.

The easy axis anisotropy field, $H_{za}^e$, has the same magnitude as the field required to saturate the magnetisation of a crystal along its hard axis \cite{16}, and for a first order uniaxial anisotropy, this is given by

$$H_{za}^e = \frac{2K_1}{\mu_0 M_S},$$

(2.14)

where $K_1$ is the first order uniaxial anisotropy constant.

Surface and Interface Anisotropy

Surface anisotropy is a special case of magnetocrystalline anisotropy and comes about due to symmetry breaking at the surface of crystals and at interfaces between different types of magnetic materials. This anisotropy was first described phenomenologically by Néel in 1954 \cite{17}, by considering the anisotropy energy per pair of magnetic atoms due to the angle between the bond axis and the magnetisation.

$$\mathcal{H}_i = -\frac{1}{2} \sum_{j \neq i} z_i \mathcal{K}_{N,i} (\mathbf{S}_i \cdot \mathbf{r}_{ij})^2,$$

(2.15)

where $\mathcal{K}_{N,i}$ is the Néel anisotropy constant (units of energy) which is non-zero for surface and interface atoms, $z_i$ is the number of nearest neighbours for site $i$, $\mathbf{S}_i$ is the spin vector of the magnetic moment at site $i$, $\mathbf{r}_{ij}$ is the displacement unit vector between site $i$ and site $j$, and the factor of two is included to prevent double counting. Although Néel’s model adequately describes the symmetry of magnetic anisotropies, including surface effects, it is important to note that it does
not provide a physical understanding of magnetic anisotropy. Surface anisotropy is determined by crystal-field interaction and spin-orbit coupling just like magnetocrystalline anisotropy [12]. The loss of symmetry at surfaces and interfaces introduces additional microscopic sources of uniaxial anisotropy which are proportional to $m_z^2$. This means we can write an effective total uniaxial anisotropy energy by adding these different sources. Over the last thirty years first principles surface and interface calculations have been performed for a number of systems including those most relevant to this thesis, that is multilayers [18], interfaces [19], nanowires [20; 21], and nanoparticles [22]. Surface anisotropy is the effect that causes the out of plane magnetisation in the samples used in this project.

**Perpendicular Magnetic Anisotropy**

Perpendicular magnetic anisotropy (PMA) is the term used to describe a magnetic material which has an overall anisotropy which causes the magnetisation of the material to point perpendicular to the plane of the material. This effect is due to the combination of the anisotropies described above. Néel was the first to suggest that the rotation of easy axis from IP to OOP originates in symmetry reduction from interfaces [17]. Shape, magnetocrystalline and interface anisotropies play a role in determining the easy axis of thin films. Considering surface, magnetocrystalline and magnetostatic sources of uniaxial anisotropy one can determine the necessary thickness of a thin film in order for it to have PMA. The total uniaxial anisotropy energy is

$$E_u = -\left(k_s A + K_1 V + \frac{\mu_0 M_S^2}{2} V \right) m_z^2,$$

(2.16)

where $k_s$ is the surface anisotropy energy density (in units of energy per area), $A$ is the area of the thin film surface, $K_1$ is the bulk magnetocrystalline uniaxial anisotropy energy density (units of energy per volume), $V$ is the sample volume. The effective uniaxial anisotropy energy density $K_{\text{eff}}$ is then

$$K_{\text{eff}} = \frac{k_s}{t} + K_1 + \frac{\mu_0 M_S^2}{2},$$

(2.17)

where $t = A/V$ is the sample thickness. The surface and magnetocrystalline anisotropy densities have opposite sign with the surface anisotropy being an easy axis. So, as the sample thickness is decreased, the effect of the surface anisotropy is increased. The maximum thickness that a sample can be out-of-plane magnetised is

$$t_{\text{PMA}} = -\frac{k_s}{K_1 + \frac{\mu_0 M_S^2}{2}/2}.$$  

(2.18)

Ferromagnetic samples grown with thicknesses less than $t_{\text{PMA}}$ are expected to be perpendicularly magnetised.
2.3 Dzyaloshinskii-Moriya Interaction (DMI)

The Dzyaloshinskii-Moriya interaction is responsible for the stabilisation of skyrmions in the materials used throughout this project and as such it will be addressed in significant detail here. Anisotropic exchange interactions occur in materials with a crystal structure that lacks inversion symmetry. The Dzyaloshinskii-Moriya Interaction is an example of such an interaction, named for Dzyaloshinskii who proposed the interaction in 1957 [23] and Moriya who calculated the interaction for material systems including $\alpha$-Fe$_2$O$_3$, MnCO$_3$, and CrFe$_3$ in 1960 [24]. An important aspect of the DMI is that it occurs when inversion symmetry is broken and as such it was suggested that DMI might be observable at the surface of a magnetic material [25]. This was confirmed analytically in 1998 by Crepieux and Lacroix [26] who used mechanisms suggested by Moriya [24], a microscopic model for localised magnetic systems, and Fert & Levy [27], a three-site mechanism like the one shown in Figure 2.1, to calculate the DMI vector, $D_{ij}$. The direction of $D_{ij}$ was found for nearest neighbour sites at the surface and in the bulk for structures with simple cubic, BCC, and FCC lattices with different crystal planes as the surfaces in question [26]. Nearly ten years later the effect of interfacial DMI on the chirality of magnetic structures was observed experimentally in a Mn monolayer on W(110), which used spin-polarised scanning tunneling microscopy to resolve the chirality of magnetic order within the Mn layer [28]. The DMI has been shown to fix the chirality of domain walls and other structures, including skyrmions, throughout the material in which it acts [29; 30].

![Figure 2.1: The interfacial DMI between a ferromagnetic layer and a layer of a material with a large spin orbit coupling.](image)

Figure 2.1 illustrates the mechanism of the DMI suggested by Fert & Levy, and is described by the Hamiltonian,

$$\hat{H}_{\text{DMI}} = D_{12} \cdot s_1 \times s_2,$$

(2.19)

where $D_{12}$ is the DMI vector, and $s_1$ and $s_2$ are the spin vectors of the two ferromagnetic ions. The DMI vector is This mechanism is particularly applicable to the samples used throughout this project which are thin multilayers and have an interfacial DMI. This type of DMI acts between ions in a ferromagnetic layer of material and is mediated through spin orbit coupling with atoms in an
adjacent layer. The mediation role of the adjacent layer can be seen more easily in the expression for the DMI vector, $D_{ij}$, 

$$D_{ij} = D_{ij} \sum_n \hat{r}_{in} \cdot \hat{r}_{jn} (\hat{r}_{in} \times \hat{r}_{jn}),$$  

where $D_{ij}$ is the DMI strength, $n$ indexes the non-magnetic mediating atoms, $\hat{r}_{in}$ is the unit displacement vector between the $i$-th ferromagnetic atom and the $n$-th non-magnetic mediating atom, and $\hat{r}_{jn}$ is the unit displacement vector between the $j$-th ferromagnetic atom and the $n$-th non-magnetic mediating atom. The DMI strength, $D_{ij}$, and displacement unit vectors, $\hat{r}_{in}$ and $\hat{r}_{jn}$, are material dependent. This means that the size and direction of the DMI is highly dependent on the atomic species at an interface. This is because the type of atomic species affects the DMI strength (where a larger spin-orbit coupling in the non-magnetic mediating atoms increases the strength) and because different atomic species have different crystal structures which affects the direction of the DMI vector. Furthermore, as the direction of the DMI vector is dependent on the unit displacement vectors between the ferromagnetic interface atoms and non-magnetic mediating atoms, the direction of the DMI vector due to an interface with a ferromagnet on top of the non-magnetic layer (e.g. as shown in Figure 2.1) will be opposite to the direction of a DMI vector due to an interface with the same non-magnetic layer grown on top of that same ferromagnetic layer - assuming that the order of growth does not affect the crystallinity of the layers, and perfectly smooth interfaces. Additionally, the roughness of interfaces is expected to affect the DMI strength in multilayers because roughness introduces localised disorder into the interface which changes the directions of the unit displacement vectors in equation 2.20; thus, as the roughness of an interface increases the more disordered the local DMI vectors become. As DMI vectors become disordered the total DMI due to an interface decreases because some local vectors cancel with each other. The layer adjacent to the ferromagnetic layer has the essential property of a large spin orbit coupling, allowing atoms near the interface to mediate the DMI. This interaction acts to try to align the two spin vectors in a plane perpendicular to the DMI vector. In most cases the Heisenberg Hamiltonian is much larger than the DMI and as such the effect of the DMI is to slightly rotate the spins involved away from the collinear ordering that is favoured by the exchange interaction. This form leads to cycloidal magnetisation structures.

Due to its importance in stabilising skyrmions DMI strength in materials hosting skyrmions is an important parameter to characterise. A large number of methods to measure the DMI have been developed and employed over the last decade. The techniques fall into three broad categories: those that employ spin sensitive microscopy techniques to image the period of domain walls; those that exploit non-reciprocal spin wave propagation within materials with DMI; and those that rely on observations of domain wall motion due to currents or external magnetic fields.

The first group of methods, which employ the use of spin-sensitive microscopy techniques, includes: spin-polarised scanning tunnelling microscopy (SP-STM) [31]; spin-polarised low energy electron microscopy (SPLEEM) [32]; and X-ray magnetic circular dichroism photoemission electron micro-
SP-STM uses a tip magnetised in a known direction and a combination of differential conductance measurements and constant tunnelling current imaging to measure DMI. The differential conductance measurements provide magnetic sensitivity while constant tunnelling current imaging provides a measure of the physical topology of the sample by requiring the tip to move up and down whilst scanning over the surface of the sample in order to keep the tunnelling current constant.

SP-LEEM uses spin-polarised illumination electrons with an initial energy range of around 15-20 keV that are emitted from an electron gun. These electrons are focused using condenser optics and deflected towards the sample using a magnetic beam deflector. The sample is held at an electric potential near to that of the electron gun meaning that the electrons decelerate to low energies between 1-100 eV near the surface of the sample and are ‘surface-sensitive’. The incident electrons are elastically scattered from a small area on the surface of the sample and the resultant diffraction pattern is dependent on the periodicity of the sample surface. The spin-polarisation of the incident electrons allows imaging of the magnetic surface structure due to spin-spin coupling which occurs between the incident electrons and those at the surface of the sample.

In XMCD-PEEM X-ray radiation is incident on the sample where the photoelectric effect means that the photons are absorbed by surface electrons and are emitted from the sample if the photon energy is more than the work function of the sample material. Local variations in electron emission, due to materials with different work functions or varying sample topography, are used to produce contrast in the images. Using synchrotron radiation allows the energy of the incident light to be tuned to specific element edges, in particular the L absorption edges of the 3d transition metals are used when XMCD contrast is desired. The difference in absorption of oppositely circularly polarised X-rays in a magnetic material allows the magnetisation of the sample to be imaged using the emitted electrons. The main drawback of these methods is the fact that all three can be expensive to perform as well as highly time consuming.

Brillouin light scattering (BLS) experiments make up the second type of technique and uses non-reciprocal spin wave propagation to measure the DMI. BLS experiments involve the use of a laser to irradiate the sample where the photons scatter inelastically with either thermally generated acoustic vibrations (phonons) or spin-waves which disrupt the magnetic ordering of the sample (magnons). Considering conservation of energy and momentum makes it clear that a magnon created by incident LASER light would create a back-scattered photon with less energy (and longer wavelength) than the incident photon (Stokes scattering), and that a magnon moving toward the applied laser light may be annihilated and a back-scattered photon with more energy (and shorter wavelength) would be created (anti-Stokes scattering). In the case of a symmetric spin-wave dispersion relation the back-scattered photon intensity peaks for Stokes and anti-Stokes scattering occur at the same frequency shift magnitude. The effect of the DMI on magnons is an anti-symmetric spin-wave dispersion relation, which manifests as a frequency shift for the
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Stokes and anti-Stokes peaks. This is because the spatial chirality is fixed by the sign of the DMI. The DMI strength can then be calculated from the resultant shift in frequency,

\[ \Delta f_{\text{DMI}} = \left| \frac{g_{IP}\mu_B}{h} \right| \text{sgn}(M_z) \frac{2D_{\text{DMI}}}{M_S} k_x, \]

where \( D_{\text{DMI}} \) is the DMI constant that determines the sign and magnitude of the DMI vector, \( g_{IP} \) is the in-plane spectroscopic splitting factor, \( \mu_B \) is the Bohr magneton, \( h \) is Planck’s constant, \( M_S \) is the saturation magnetisation, \( k_x \) is the in-plane component of the spin waves wavevector \( k \), and \( M_z \) is the out-of-plane component of the magnetisation.

The final group of methods relies on the simplification of the DMI to an intrinsic IP-field that enhances or diminishes the domain wall energy, and hence also the motion when driven by an applied current or magnetic field that occurs in the presence of an external IP-field. The interactions governing current-driven domain wall motion in multilayers with PMA have been theoretically [37] and experimentally [38–40] investigated by a number of research groups. This research illuminated some of the difficulties in using current-driven domain wall motion as a method for DMI measurement, most importantly that the use of current to drive the motion complicates the physics involved as the DMI is only one of several effects that are present. Both the Rashba effect and spin Hall effect (SHE) are also involved in producing the resultant motion and in order to untangle the three effects it is necessary to determine the exact strength of the different torques on the domain wall.

To know this precisely it is also important to know how the current flows through the material, in particular the current flow through adjacent heavy metal layers in the multilayers needs to be calculated.

Methods that use domain wall observation due to applied magnetic fields have also been developed including asymmetric bubble domain expansion. The use of an in-plane (IP) or out of plane (OOP) magnetic field to drive the domain wall motion allows the DMI to be investigated without having to account for spin Hall and Rashba effects. It is important to distinguish between methods which use domain wall motion in different speed regimes, the flow regime (high DW velocity, high applied fields) and the creep regime (low DW velocity, low applied fields). This is because the DW motion follows very different models in each regime and the internal structure of the DW can be deformed by the use of very large IP fields in the flow regime [41].

Asymmetric bubble expansions in the creep regime also rely on the DMI enhancing or diminishing the effect of an applied IP field on DW motion. Bubble expansions have been used by several groups to study the DMI of magnetic multilayers with perpendicular magnetic anisotropy [42; 43], like those used in the devices in this project. Bubble expansions can be a particularly attractive method as the samples do not require any special preparation and the method can be successfully performed using relatively common and inexpensive Kerr microscopes compared to the methods discussed previously which require synchrotron radiation. Many bubble expansions are performed and the difference in the velocity of domain wall motion of the bubble in the directions parallel
2.4 Magnetisation Processes in Ferromagnets

Hysteresis loops, or M-H loops, are the result of measuring the magnetisation of a sample as the function of an applied magnetic field. This type of measurement can provide information about the processes of magnetisation switching in magnetic materials which normally include domain formation and movement. By using the Stoner-Wohlfarth model one can begin to understand magnet switching processes. This model considers a single-domain particle in a magnetic field, \( H \), where \( H \) is applied at an angle \( \theta \) to the easy axis of the uniaxial anisotropy of the particle. Figure 2.2 shows the resulting M-H loops for a particle with an easy axis in the \( z \) direction, so that in (a) \( \theta = 0 \) and the magnetic field applied is also in the \( z \) direction, and in (b) \( \theta = 90^\circ \) and the applied magnetic field is along the hard axis in the \( x, y \) plane perpendicular to the easy axis. In the first case, (a), where the magnetic field is applied along the easy axis, at point 1 in the loop the single domain particle has its magnetisation pointing in the same direction as the applied magnetic field. As this field is reduced, the magnetisation stays pointing in the same direction due to the uniaxial anisotropy which means that there is an energy barrier between the energy minima which are promoted by the anisotropy. The minima occur for the magnetisation pointing parallel or antiparallel to the easy axis. As the applied magnetic field begins to point in the opposite direction and anti-parallel to the applied IP field corresponds to the addition or subtraction of the IP-field due to the DMI in the material. This third group all use an IP-field to enhance/oppose the DMI, by finding the balancing point (energy minima) in a material one knows the strength of the DMI field and therefore can calculate the DMI strength.
along the easy axis, the energy barrier is initially too large for the direction of the magnetisation to flip directions. Eventually, at point 2 in the M-H loop, the energy provided by the applied magnetic field is large enough to overcome the barrier and the magnetisation immediately switches to point in the opposite direction along the easy axis in point 3. The same switching behaviour occurs when the magnetic field is changed from negative to positive - this is shown as a dashed line in Figure 2.2 (a). The field at which the magnetisation flips direction along the easy axis is called the coercive field. This field is related to the energy required to overcome the effective uniaxial anisotropy.

By contrast in 2.2 (b), when a magnetic field is applied along the hard axis of the single domain particle the magnetisation continuously rotates from pointing along the hard axis in region 1, to pointing the opposite direction along the hard axis in region 3. Region 2 is the region where the magnetisation is continuously varying and has an easy axis component and a hard axis component. When there is no applied field the magnetisation is along the easy axis due to the anisotropy of the magnetic particle.

In an idealised ferromagnetic, with very strong exchange coupling, and no local variations in anisotropy magnetisation would be expected to behave very similarly to a single-domain particle where all the magnetic moments in the material switched together. However real materials normally have defects. In real samples, such as the multilayered ferromagnetic thin films used in this project, such physical defects may include grain boundary dislocations or atomic vacancies, mixing of atomic species at interfaces between layers. Defects in real samples produce local variations in the effective anisotropy. This means that, in some areas of a sample, the field required to overcome the local anisotropy may be smaller than the coercive field of the whole sample.

Figure 2.3 (a) shows the expected shape of an M-H loop for a thin ferromagnetic multilayer where the field is applied along the easy axis (out-of-plane of the film). Starting from region 1 where the magnetisation is saturated in the same direction as the applied field, the applied magnetic field is reduced but the effective uniaxial anisotropy keeps the sample magnetisation directed along the easy axis. Then, as the direction of the applied field is reversed, at point 2 domains start to form in the material. This is because the applied field is large enough to switch a small volume of the sample which has a lower local uniaxial anisotropy than the rest of the film. Now at least one domain exists in the sample and it is aligned with the applied magnetic field. As the size of the applied field in the same direction as the domain is increased, this domain is favoured energetically and so it grows by slow domain wall motion in region 3. Additionally, further magnetic domains may also be nucleating around point 3. As the applied field is further increased the speed of domain wall motion increases and the energetically favoured domains expand through the steepest part of the loop which is labelled 4. Finally, these domains merge and a single domain saturated state is reached at point 5 in Figure 2.3 (a). Magnetic skyrmions are special types of magnetic domains that have additional topological characteristics and so one would expect them to be present in the multi-domain regions of a hysteresis loop (between 2 and 4).
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Figure 2.3: Exemplary M-H hysteresis loops for (a) a ferromagnetic multilayered thin film with strong PMA, switching by domain formation; (b) a ferromagnetic multilayered thin film with decoupled ferromagnetic layers where the decoupled layers switch magnetisation by single domain formation; and (c) a ferromagnetic multilayered thin film with a larger number of multilayer repeats which switches via maze domain states.

Figure 2.3 (b) illustrates a stepped hysteresis loop that can occur in magnetic multilayers when there are non-magnetic spacers layers between ferromagnetic layers. If the non-magnetic layers are too thick, and the effective anisotropy of the individual layers is different leading to different coercivities, then the ferromagnetic layers can become decoupled and switch independently. For simplicity, we can imagine a multilayer with two ferromagnetic layers and a non-magnetic spacer layer in between. In this case, the hysteresis loop switching dynamics as like those discussed for M-H loop (a) but instead of steps 2-4 (a) occurring for domains that are stabilised through all of the multilayer at once (in both ferromagnetic layers), steps 2-4 (a) occur twice with domains being nucleated in the layers independently at points 2(b) and 4(b) when the coercive fields of each layer are reached. Point 3 is the state where one layer is still saturated parallel to the easy axis and the other layer is saturated anti-parallel to the easy axis. At point 3 the sample may have a finite magnetisation along the easy axis if the ferromagnetic layers do not have the same magnetisation per layer, for example if the two layers are made of different ferromagnets (e.g. Co and Ni [44]) and/or the layers different thicknesses.

Figure 2.3 (c) shows the expected shape of an M-H loop for a ferromagnetic multilayer with a large number of layers. As the number of layers in a magnetic multilayer increases so does the total thickness of the multilayer. As the total thickness of the ferromagnet increases it becomes more energetically favourable for the sample to break up into magnetic domains to minimise stray fields and the magnetostatic energy cost of the whole sample remaining one domain. At point 1 in the third hysteresis loop the sample is fully saturated, with the applied magnetic field making it energetically favourable for all the moments to be aligned in the direction of the applied field. At
point 2 in the hysteresis loop the applied magnetic field is no longer strong enough to stabilise a single domain state due to the high stray fields produced meaning that a multi-domain state has lower energy. This means that the sample begins to break up into maze-like domains before the applied magnetic field reaches zero. The applied magnetic field favours the domains which point in the same direction as the applied field. At point 3, there is no applied magnetic field and the sample exhibits maze-domains. There is a small remanent magnetisation but the maze domains in the sample nearly cancel each other out as the stray fields are minimised. At point 4 the applied magnetic field points in the opposite direction and favours domains of the opposite magnetisation. This means that the maze-domains favoured expand and the domains with opposite magnetisation contract accordingly. This occurs by domain wall motion, but at the highest magnetic fields coherent rotation of the domains to a direction that is aligned with the applied magnetic field occurs so that the sample is fully saturated at point 5. Again, skyrmion formation would be expected to occur in the multidomain regions 2-4 for samples with this kind of magnetisation loop.

Domain wall motion during hysteresis loops can also be affected by domain wall pinning due to defects in samples. Sometimes very small steps can be seen in magnetisation loops where the magnetisation of a ferromagnet is changing via the Barkhausen effect [11]. In this case the magnetisation changes by discontinuous domain boundary changes that balance the energy costs of being misaligned with the applied field and the magnetostatic energy from stray fields.

2.5 Magnetic Skyrmions

The word skyrmion generally refers to topologically protected defects in continuous non-linear fields which were first considered by Tony Skyrme in 1962 [45]. He considered that these defects, or multidimensional solitons, might behave as particles and that he might be able to thus create a field theory describing mesons and baryons. Despite the origin of skyrmions in particle physics the theory has now been applied to a wide variety of other areas of physics where field theories are essential to explaining phenomena. Most notable is the area of condensed matter physics where skyrmion theory has been applied to various quantum hall and superconductivity theories [46], as well as liquid crystals [47] and Bose-Einstein condensates [48; 49].

Magnetic skyrmions are nano-sized magnetic structures which occur in a variety of different magnetic materials [50]. Their existence in thin films and magnetic multilayers was first predicted in 2001 by Bogdanov and Roßler [51] and subsequently observed in 2011 by Heinze et. al. [52] in a one-atom layer of iron (Fe) on iridium (Ir(111)). The skyrmions present in this material were found to be the magnetic ground state of the monolayer of Fe on Ir, arranged spontaneously in a two-dimensional square lattice. Materials capable of hosting a skyrmion lattice are briefly discussed in section 2.5.4. Individual skyrmions have also been observed in thin multilayers which exhibit an interfacial Dzyaloshinskii-Moriya interaction (DMI) [23; 24] due to interfacial symmetry breaking.
at heavy metal/ferromagnet/insulator layers and, importantly, have been shown to form using a driving current which introduces spin transfer torque (STT) \([53]\). The type of skyrmion present in different materials is highly dependent upon the form and origin of the DMI, this will be discussed in detail in sections 2.5.3 and 2.3.

### 2.5.1 Skyrmion Definition

Despite the fact that skyrmions are well defined mathematically, by the topology of the magnetisation texture (discussed in Section 2.5.2), their definition and telling them apart in experimental circumstances is slightly more complicated. The complications arise mainly due to ambiguity in experimental methods that are used to observe skyrmions. For example magnetic force microscopy (MFM) is widely used, however it is unknown how much the MFM tip affects the magnetisation texture. X-ray Magnetic Circular Dichroism-Scanning Transmission X-ray Microscopy (XMCD-STXM) allows the out-of-plane magnetisation of a sample to be imaged, however as the effect imaged is the overall magnetisation of the whole sample at each point it can be unclear if the skyrmion observed is present throughout all layers in a magnetic multilayer or only in some of them.

In a similar way whether or not the observed textures are ‘true’ skyrmions rather than topologically non-trivial bubble domains seems to be debated in the community and decided by rather arbitrary means such as the size and/or temperature at which they are observed, or by which mechanisms the textures are stabilised. Here a topologically non-trivial bubble domain is considered to be a bubble domain with non-zero twists in its magnetisation texture, as defined by the skyrmion winding number, which is given in equation 2.22 in section 2.5.2. These are considered to be distinct from skyrmions due to their much larger size.

Over the last twenty years magnetic skyrmions have been shown to be stable magnetisation structures \([54]\) (as skyrmion crystals \([55]\), skyrmion lattices \([56–59]\), and individually \([5; 8; 56; 60]\)), in a variety of materials (including bulk materials \([56–59; 61; 62]\), thin films \([63]\), and heterogeneous multilayers \([5; 8; 60; 64; 65]\)), and can occur at a range of temperatures from 4.2 K in a PdFe bilayer on an Ir(111) substrate \([66]\), up to room temperature in nanostructures of Pt|Co|MgO \([33]\), Ir|Fe|Co|Pt \([67]\) and Pt|Co|Ir magnetic multilayers \([8]\), and in the \(\beta\)-Mn-type chiral magnet Co\(_9\)Zn\(_9\)Mn\(_2\) \([61]\).

Recent work to extend magnetic skyrmion theory to include the structure and energetics of as many as possible of the types of skyrmions observed has been done by F. Büttner et al. \([68]\). They concluded that the stabilisation method of different skyrmions could be determined from the radii of the skyrmions at their point of collapse, for room temperature skyrmions DMI stabilised were found to collapse at diameters \(\ll 10\) nm whereas skyrmions stabilised by stray fields collapse at diameters \(\gg 10\) nm. Büttner et al. also hold the opinion that all the skyrmions observed in the citations in this paragraph are true skyrmions however they may be defined by a combination of
size and the origin of the minima in their energy landscapes into one of three categories: DMI skyrmions, bi-stabilised skyrmions, and stray-field skyrmions.

2.5.2 Topological Considerations

Skyrmions are defined by the mapping of their magnetisation directions onto a sphere. One pole of the sphere represents the outside of the skyrmion and the other its centre, resulting in a sphere with arrows pointing outwards radially at all points in the case of a Néel skyrmion, as shown in Figure 2.4 [69]. The mapping of the Bloch skyrmion magnetisation onto the surface of a sphere is also possible. This topology is defined by the skyrmion winding number, \( W_{sk} \), which indicates the integer number of ‘twists’ in magnetisation texture of a skyrmion, written as

\[
W_{sk} = \frac{1}{4\pi} \int \mathbf{M} \cdot \left( \frac{\partial \mathbf{M}}{\partial x} \times \frac{\partial \mathbf{M}}{\partial y} \right) \, dx \, dy. \tag{2.22}
\]

The fact that the skyrmion winding number cannot be changed by a continuous variation of the local magnetisation of the skyrmion is the cause of its enhanced stability relative to topologically trivial domain walls.

![Figure 2.4: The local magnetisation of a Néel skyrmion mapped onto the surface of a sphere in spin space.][69]

The enhanced stability and countability of skyrmions lends itself to applications in high density data storage, which is discussed in detail later in section 2.6.2. Despite their interesting topology and potential for novel spintronics skyrmions are essentially just special magnetic domains and therefore they are subject to all the physics which describes magnetism in general therefore it is essential to understand the interactions responsible for the origins of ferromagnetism as well as the special combinations of anisotropies and interactions that allow skyrmions to be stabilised in certain magnetic materials.

2.5.3 Types of Skyrmions

*Bloch Skyrmions* are defined by a circular domain wall in which the magnetisation direction rotates from one direction at the perimeter to the opposite in the centre, whilst in plane magnetisation
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Figure 2.5: Types of Skyrmion: (a) A Bloch type skyrmion; (b) A Néel type skyrmion. Both types of skyrmion have magnetisation pointing upwards along the $z$ axis around their perimeter and downwards along the $z$ axis in their centres. In between the edge of the skyrmion and the centre there exists a finite, circular domain wall which is either (a) Bloch or (b) Néel.

always points tangentially to the domain wall, as shown in figure 2.5 (a). These types of skyrmions are most commonly found as lattices in materials with the bulk DMI including MnSi and other B20 materials which have chiral crystal structure [55; 70].

*Néel Skyrmions* are defined similarly to Bloch skyrmions however, they differ in that the magnetisation rotates from up to down whilst the in plane component of the magnetisation always points in a direction parallel or antiparallel to the skyrmion radius, as shown in figure 2.5 (b). Néel type skyrmions are most commonly observed in materials formed of magnetic multilayers where there is a large perpendicular magnetic anisotropy (PMA). The PMA draws the magnetisation of the material up out of the plane of the layers and this along with an additive in plane DMI leads to magnetisation that points radially through the skyrmion.

2.5.4 Materials Hosting Skyrmions

Understanding the types of materials which can host different types of skyrmions is very important for any eventual application to industry. It is also an important consideration for this project which involves the design and fabrication of devices which will enable the investigation of electrical transport properties of skyrmions. In particular emphasis on the difference between materials in which 2D skyrmion lattices occur, spontaneously or in the presence of magnetic field, versus materials in which individual skyrmions are both present and stabilised is important. The main difference between these two groups is that skyrmion lattices typically occur in bulk materials and individual skyrmions are observed in various types of multilayer however both types require a DMI to stabilise them. In bulk materials that occur as cubic B20 crystals lacking inversion symmetry, such as MnSi, it was shown that the DMI was responsible for these observed helical magnetic
structures [55; 70; 71].

2.5.5 Magnetic Multilayer Design Strategies

The magnetic interactions discussed in sections 2.2 and 2.3 each play a fundamental role in stabilising magnetic skyrmions in different materials and they need to be balanced correctly in order for skyrmions to appear in the ferromagnetic multilayers used in this project. The exchange interaction and overall anisotropy of thin films promote the formation of domains with out-of-plane magnetisations. The DMI acts to cant the magnetic moments away from the easy axis of the samples (normal to the plane of the sample). Intrinsic material properties have an effect on the DMI strength produced and the DMI can be tailored by modifying the ferromagnet-heavy metal interfaces in a sample. For example, an additive DMI can be produced by putting layers of Pt and Ir on opposite sides of a ferromagnetic layer. This is possible because Pt and Ir have opposite spin-Hall angles which means their DMI vectors point in opposite directions when they exhibit the same relative displacement from ferromagnetic atoms. Thus, careful choice of the materials in magnetic multilayers can change the DMI in a material and make it easier, or harder, to stabilise skyrmions. The DMI discussed here is an interfacial effect and therefore one can increase or decrease the DMI in a multilayer by changing the number of layers (and therefore changing the number of interfaces contributing to the DMI).

The exchange interaction and overall anisotropy are responsible for determining the direction of the magnetisation in the centre of skyrmions and the background magnetisation of the sample. If the sample is grown too thickly then it can exhibit an easy-plane anisotropy rather than perpendicular magnetic anisotropy. This means that there is a limit to how much one can increase the DMI by increasing the number of interfaces in a sample before the exchange and anisotropy overwhelm the DMI making the sample in-plane. Even before the sample exhibits an in-plane anisotropy too many layers can lead to demagnetising and stray field effects that make maze-domains more energetically favourable than skyrmions.

Using heavy-metal layers that are too thick in between ferromagnetic layers can lead to uncoupled ferromagnetic layers that switch magnetisations individually. This could also lead to skyrmions that are only present in some parts of a magnetic multilayer, and domains that are not continuous through all the layers of a sample.

Previous experiments undertaken by members of the University of Leeds Condensed Matter group and collaborators at the Paul Scherrer Institut had successfully combined X-Ray Magnetic Circular Dichroism-Scanning Transmission X-ray Microscopy (XMCD-STXM) with electrical transport measurements so that Hall resistivity measurements could be directly connected to the magnetisation textures responsible [60]. This set-up yielded promising measurements of the Hall resistivity due to individual skyrmions in Ta(3.5 nm)|Pt(3.8 nm)|[Co(0.5 nm)]|Ir(0.5 nm)|Pt(1.0 nm)|Pt(3.2 nm) multilayers [8]. The use of Co/Ir/Pt multilayers of this structure was partially in-
formed by academic works published in 2014 and 2015 which demonstrated that introducing an Ir layer above the Co layer in Pt/Co/Pt trilayers was capable of inducing a much stronger DMI than in Pt/Co/Pt trilayers [42], and that Co/Pt interfaces and Co/Ir interfaces produced interfacial Dzyaloshinskii-Moriya interactions with opposite signs [72]. As previously discussed in section 2.3, the direction of the DMI vector is dependent on the relative displacement of the ferromagnetic atoms and the non-magnetic mediating atoms. This means that symmetrical multilayers like Pt/Co/Pt are expected to have zero DMI if the interfaces between layers are perfect. In reality, such symmetrical multilayers often have small non-zero DMIs due to interface roughness and defects.

In 2016, Moreau-Luchaire et al. exploited the ‘additive’ interfacial DMI created by positioning Pt and Ir on opposite sides of the Co layer such that the opposite DMIs produced by Co/Pt and Co/Ir interfaces instead pointed in the same direction in asymmetric [Ir/Co/Pt]_{10} multilayers [73]. One would expect to see the same additive effect (pointing in the opposite direction) in Pt/Co/Ir multilayers. Moreau-Luchaire et al. also showed that the additive DMI in such multilayers was capable of stabilising individual skyrmions at room temperature.

Extrinsic factors can also affect skyrmion formation. For example, one would expect it to be harder to stabilise skyrmions at higher temperature because thermal fluctuations are more prevalent and so atomic moments are more disordered. All of the interactions discussed are expected to be reduced at higher temperatures because random thermal motion becomes dominant over magnetic ordering.

Finally, defects in real samples can make it easier or harder to nucleate and stabilise skyrmions. This is because defects can change the local energy landscape in a sample, either increasing or decreasing the local anisotropy. Similarly, intermixing and roughness at interfaces can cause local changes in the direction of the DMI such that the overall DMI is reduced due to some cancellation from disordered DMI vectors. If a ferromagnetic-heavy metal interface was extremely rough one would expect the DMI vectors to point randomly and produce a negligible overall DMI. This means that the quality of the interfaces in the ferromagnetic multilayers grown in this project is particularly important if skyrmions are to be stabilised successfully.

2.6 Advances in Skyrmion Research

Initially skyrmions were first observed as lattices in bulk and thin film materials, as discussed in Section 2.5. Individual skyrmions were then observed soon afterwards in a PdFe bilayer by Romming et al. [63]. Despite also showing that they could be manipulated in a controlled manner using spin-polarised tunnel currents this was only possible under quite specific conditions, at very low temperatures (≈4 K) and in the presence of an applied magnetic field (≈1 T) perpendicular to the surface of the material [63]. Romming et al. also showed that the size and shape of individual magnetic skyrmions was dependent on the magnetic field applied. By combining an
analytical expression describing skyrmions with experimental data they were able to show that careful experimental characterisation of the materials used can provide parameters, like DMI, which are responsible for the stability of individual skyrmions [74]. More recently individual skyrmions have been predicted [73] and observed at room temperature [33; 75], two conditions that are essential if skyrmions are ever to have widespread use in industry.

2.6.1 Skyrmion Dynamics

The effect of pinning and hysteresis on the ability to nucleate skyrmions and move them using currents has been shown by Zeissler et al. [65] where they found that disordering in materials which create pinning sites are, in fact, important in order to nucleate skyrmions. The disorder demonstrated that it is harder to predict the DMI in real materials and the authors attributed the higher than expected currents needed to drive skyrmions to pinning in samples. Skyrmion size also had a large impact on its ability to move, where skyrmions much larger or much smaller than the pinning sites had higher velocities. This was due to larger skyrmions being able to ‘stretch’ around the pinning site and smaller skyrmions being more able to move around them [65].

The Skyrmion Hall Effect (SkHE) is an important effect that has recently been predicted and observed. It sees the deflection of skyrmions during motion due to applied current pulses [32; 76]. The SkHE has been likened to a Magnus effect caused by the topological charge of skyrmions and analogous to the Hall effect that occurs with electrical charges in a magnetic field [69]. The SkHE causes magnetic skyrmions experiencing an applied electrical current to travel in trajectories at an angle to the direction of driving current. A modified Thiele equation, derived from the Landau-Lifshitz-Gilbert equation that describes the time evolution of magnetization, describes the forces acting on moving skyrmions in the presence of an electrical current as

\[
D(\tilde{\beta}v_s - \tilde{\alpha}v_d) + \mathbf{G} \times (v_s - v_d) + \mathbf{F}_{\text{pin}} = 0, \tag{2.23}
\]

wherein \(D\) is the dissipation strength; \(\tilde{\beta}\) and \(\tilde{\alpha}\) are effective damping parameters; \(v_s \approx \dot{\theta}/|\mathbf{M}|\) is the effective spin velocity; \(v_d\) is the drift velocity of the magnetic texture; \(\mathbf{G}\) is the gyrocoupling vector which is given directly by the topological winding number, \(S\), in equation 2.22; and \(\mathbf{F}_{\text{pin}}\) is the phenomenological pinning force [69]. The effective damping parameters are defined by

\[
\tilde{\alpha} = \alpha + \alpha' D' \quad \text{and} \quad \tilde{\beta} = \beta + \beta' D', \tag{2.24}
\]

where \(\alpha\) is the Gilbert damping parameter, \(\alpha'\) is a non-linear damping parameter with the same units as Gilbert damping (\(\alpha\)), \(\beta\) is the damping parameter for spin transfer torques, \(\beta'\) is a spin transfer torque damping parameter, \(D\) is normal dissipation, and \(D'\) is the extra dissipation due to the effective field from skyrmion magnetisation. The effective damping parameters in equation 2.23 are dependent on the properties of the material hosting the skyrmion. For a stationary skyrmion with no applied current equation 2.23 has \(v_s = 0\), and as skyrmion does not drift, \(v_d = 0\),
due to pinning by impurities in the material. When a current is first applied the pinning force, $F_{\text{pin}}$, compensates for the current induced forces and the skyrmion stays pinned. Once the current density is large enough the first two terms in 2.23 are larger than the pinning force, $F_{\text{pin}}$, and the skyrmion starts to move. The first term in 2.23 is a dissipative force that moves the skyrmion in the direction of the spin current, and the second term describes a Magnus force acting on the skyrmion. For a skyrmion lattice Jiang et al. [32] used a current-induced spin Hall spin torque to drive skyrmions from the creep-motion regime to the flow-motion regime, observing a resultant skyrmion accumulation at the edge of their device, made of annealed Ta(50 Å)|Co$_{20}$Fe$_{60}$B$_{20}$(11 Å)|TaO$_x$(30 Å) trilayers grown on 300 nm thermally oxidised silicon. The angle of deflection, the Skyrmion Hall angle ($\theta_{sk}$), is expected to plateau at a constant value when the skyrmions are moving at a large enough velocity. Pinning and disorder within the sample leads the Skyrmion Hall angle to be current-dependent [77].

### 2.6.2 Potential Applications

The effect of climate change is one of the most pressing issues of the modern day. One month before I began my PhD research in June 2018, Forbes magazine reported that every day we are generating 2.5 quintillion bytes of data [1]. The electricity required to store and recall that data has become a significant proportion of the total used each year with the Independent reporting that in 2016 the electricity used globally for data storage was 1.5 times the total amount used by the UK annually [2]. Application of magnetic skyrmions to magnetic data storage has been proposed as an alternative, lower energy, method of data storage due the potential ease of writing and deleting them compared to conventional magnetic domains. In particular, the ability to nucleate (‘write’) and manipulate skyrmions with small current densities is promising and their potential for use in logic gates has already been demonstrated [3]. The direct writing of room temperature skyrmion lattices was realised in 2018 by Zhang et al. in Pt/Co/Ta multilayers using Scanning Magnetic Force Microscopy [4]. Racetrack memory devices have been suggested as energy efficient data storage replacements for DRAM and Flash, and a strategy for such a device employing Néel skyrmions was suggested in 2014 [7].

Fully realised racetrack memories have been predicted to outperform MRAM and phase-change RAM in terms of storage density. However, because racetrack memory relies upon bits (domains) that are stored in different places along a track, accessing data would take different times to be accessed by read/write sensors by moving the bits along the racetrack using a current. This time is limited by domain wall motion within the racetrack. Additionally, the density of data storage is limited by the maximum density of traditional domains. Skyrmions were suggested are improved magnetisation textures for use as bits in racetrack memories due to several advantageous features that they have over traditional domains. The most important of these is the topological protection afforded to them due to their integer twists in magnetisation. Their topology means that skyrmions
are generally harder to annihilate than domain walls. This means that they are considered to be more robust against accidental annihilation than conventional domains without topological protection. Furthermore, skyrmions can exist in much higher densities than conventional domain walls and be moved at higher speeds using lower current densities than normal domains [78]. The velocity of traditional domain wall motion is also limited by an effect called Walker breakdown [79]. Domain wall velocity increases proportional to the applied current up to a certain point - the Walker breakdown - after which there is a decrease in the net domain wall velocity before it begins to increase again with increased current. The domain wall motion prior to Walker breakdown is smooth whereas after the Walker breakdown the domain wall begins to oscillate, moving with a net velocity in the direction of the applied current but more slowly. By contrast, skyrmions have been predicted to have a universal current-velocity relationship that is less sensitive to Gilbert damping, nonadiabatic effects, and impurity pinning than conventional domain walls [78].

In order to progress towards the realisation of such technologies it is necessary to fully understand the material properties which have an effect on the electrical transport behaviour of skyrmions. The Hall effect is particularly important in this regard because the non-trivial topology of skyrmions has been shown to cause an additional contribution to the Hall effect that could be used to electronically detect the presence of skyrmions. A complete understanding of this topological Hall effect is necessary in order to electrically read any data stored using skyrmions.

### 2.6.3 The Hall Effect

Despite the original discovery of the Hall effect in 1879 by Edward Hall, first for normal metals [80], and then in 1881 the larger effect which is seen in ferromagnetic materials [81], it has taken well over one hundred years to establish a firm theoretical understanding and description of the latter. Hall observed that when a magnetic field is applied perpendicular to a current flowing within a conducting material, then a voltage is produced across that conductor, transverse to the direction of current flow [80]. It is instructive to consider this effect in terms of the so called Hall resistivity ($\rho_{xy}$), or Hall conductivity ($\sigma_{xy}$), which expresses the ratio between the Hall voltage ($V_H$) and the current. This has allowed the overall phenomena seen in various types of materials to be broken down into the constituent Hall resistivities:

$$\rho_{xy} = \rho_{xy}^O + \rho_{xy}^A + \rho_{xy}^T,$$

(2.25)

where each resistivity term is attributed to separate physical phenomena. The overall Hall resistivity measured during experiments, $\rho_{xy}$, is given by the sum of the ordinary ($\rho_{xy}^O$), anomalous ($\rho_{xy}^A$), and topological ($\rho_{xy}^T$) Hall effects as shown in equation 2.25.
Figure 2.6: Schematic of an experimental arrangement to measure the ordinary Hall effect. The electrons follow a curved path to one side of the metal due to the Lorentz force from the external magnetic field, $B$. Note the electrons move with a velocity opposite to the direction of the conventional current.

**Ordinary Hall Effect (OHE)**

The ordinary Hall effect was the first effect to be observed, in ordinary (non-magnetic) metals. By considering an experimental setup like the one shown in Figure 2.6 the effect can be explained simply by a qualitative understanding of the Lorentz force acting on the current flowing in the metal. Electrical current is the motion of charge carriers within a material, for a simple metal with electrons acting as charge carriers, the force experienced when moving in a magnetic field is given by the second term in

$$ F = F_E + F_B = q(E + v \times B), \quad (2.26) $$

where $E$ is the electric field experienced by the charge carrier, $q$ is the charge of that carrier, $v$ is the drift velocity of the charge carriers, and $B$ is the magnetic field experienced by the charge carriers. By virtue of the cross-product in equation 2.26 it is possible to predict the direction of the Lorentz force using a right-hand rule where the thumb ($v$ - velocity of electrons), first finger ($B$ - applied magnetic field), and second finger ($F_B$) take on the role of the three perpendicular vectors involved in the second term of the Lorentz force. Given this one should now expect the electrons to follow a path which curves towards one side of the material, according to the direction which the Lorentz force acts in, as shown in Figure 2.6. It was shown experimentally that the Hall resistivity for the OHE is proportional to the externally applied field,

$$ \rho_{xy}^O = R_O B_z, \quad (2.27) $$

where $R_O$ is the ordinary Hall coefficient. The ordinary Hall coefficient is defined as

$$ R_O = \frac{E_y}{j_x B_z} = \frac{V_{Hd}}{I_x B_z}, \quad (2.28) $$
where $E_y$ is the induced electric field, $j_x = \frac{I_x}{d}$ is the current density, and $B$ is the external field. $V_H$ is the Hall voltage which can be found by solving equation 2.26 at equilibrium ($\mathbf{F} = 0$) to yield,

$$V_H = \frac{I_x B_z}{nte}, \quad (2.29)$$

where $n$ is the charge carrier density, $t$ is the sample thickness, and $e$ is the magnitude of the charge of the electron.

**Anomalous Hall Effect (AHE)**

Ferromagnetic materials were observed to have a much larger Hall signal than normal metals shortly after the discovery of the OHE in 1881[81]. This came to be known as the anomalous Hall effect (AHE) and early on it was shown experimentally that the extra Hall resistivity seen in ferromagnetic materials could be described by

$$\rho_{xy}^A = R_s M_z, \quad (2.30)$$

where $R_s$ is the anomalous Hall coefficient, and $M_z$ is the out-of-plane magnetisation of the sample [82].

Unlike the ordinary Hall coefficient, $R_O$, which is well explained by existing theory (equation 2.28), the anomalous Hall coefficient is not easily defined. Until recently the physical mechanisms responsible for the AHE have remained unexplained and the subject of much debate. Today the contributions to the AHE are divided based on whether their physical origin is intrinsic (arising from the band structure of the material) or extrinsic (arising from the scattering of charge carriers). In 1954 Karplus and Luttinger showed that it was possible to understand the AHE as the effect of spin-orbit interaction of polarised electrons with an applied electric field [83]. This theory introduced an extra component to electron group velocity called the ‘anomalous velocity’ that is perpendicular to the electric field. In ferromagnets the sum of the anomalous velocity over the occupied band state may be non-zero and therefore contribute to the Hall conductivity [84]. Since then the anomalous velocity has been identified as dependent on the Berry phase curvature of the material. Ye et al. showed that the intrinsic AHE in manganites was due to Berry phase effects from carrier hopping in a non-trivial spin background [85]. This intrinsic effect can be described by the equation

$$\frac{d\langle \vec{r} \rangle}{dt} = \frac{\partial E}{\hbar \partial k} + \frac{e}{\hbar} \mathcal{E} \times b_n, \quad (2.31)$$

where $E$ is the energy of a carrier with the wavevector $k$, $\mathcal{E}$ is the electric field, $\langle \vec{r} \rangle$ is the expectation value of the electron velocity, the first term on the right hand side is the group velocity of the electrons, and the second term is the anomalous velocity identified by Karplus and Luttinger expressed in terms of $b_n$, the Berry curvature [84]. The extrinsic components are commonly divided based on the scattering mechanism responsible for the effect: ‘side-jump’ which occurs when an
2.6 Advances in Skyrmion Research

The Topological Hall Effect (THE) is the contribution to the overall Hall effect due to topologically non-trivial magnetic textures, like magnetic skyrmions [88], in addition to the ordinary Hall effect and the anomalous Hall effect. Current theory predicts that the topological Hall resistivity follows the following equation,

$$\rho_{xy}^T = R_O P B_{\text{eff}}^z,$$  \hspace{1cm} (2.32)

where $P$ is the spin polarisation in the $z$ direction of the conduction electrons in the material, $R_O$ is the ordinary Hall coefficient, and $B_{\text{eff}}^z$ is the effective field which the electrons experience due to the Berry phase they gain whilst traversing the skyrmions [89]. The effective magnetic field is given by the expression,

$$B_{\text{eff}}^z = W_{sk} \cdot \Phi_0,$$  \hspace{1cm} (2.33)
where $W_{sk}$ is the total topological charge (normally proportional to the number of skyrmions or skyrmion density) and $\Phi_0 = h/e$ is the magnetic flux quantum, where $h$ is Planck’s constant, and $-e$ is the charge on the electron. Considering equation 2.32 one would expect the to be able to detect contributions from individual skyrmions in Hall transport measurements. The topological Hall effect was first distinguished by name from the AHE around fifteen years ago when it was shown by Bruno et al. that the topological Hall effect does not require any spin-orbit coupling contribution and can be explained purely by Berry phase theory of an electron moving through a smoothly varying magnetisation within an adiabatic system [9]. The THE was subsequently described in MnSi as due to the topologically non-trivial magnetisation of itinerant helimagnets in the B20 group [90]. Recent work by Zeissler et. al. has observed a Hall signal with a characteristic dependence on the skyrmion winding number. That is a discrete contribution to the Hall resistivity due to Néel skyrmions present in a Hall disk, however the magnitude of the effect observed is much larger than that predicted by the existing Berry Phase theories for the THE [8].

The topological Hall effect due to magnetic skyrmions has been measured experimentally by multiple research groups and in various types of materials. These include materials hosting individual skyrmions like Ir/Fe/Co/Pt heterostructures [10; 67; 91], Pt/Co/Ir multilayers [8], Pt/Co/Ta multilayers [92], SrRuO$_3$-SrIrO$_3$ bilayers [93], BTO/SRO/SrTiO$_3$ heterostructures [94], and Ca$_{1-x}$Ce$_x$MnO$_3$ thin films, as well as materials hosting skyrmions lattices like FeGe epitaxial films [95; 96], and Fe$_{1-y}$Co$_y$Ge epitaxial films [97]. The common finding in all of these experiments is that the measured topological Hall contribution per skyrmion is orders of magnitude larger than that found by applying the theory in equation 2.32 to magnetic imaging performed during or after the transport measurements.

### 2.6.4 Hall Transport Measurements

Considering equations 2.27, 2.30, 2.32 and the exemplary M-H loop for ferromagnetic multilayered thin films with perpendicular magnetic anisotropy shown in Figure 2.3 (a) it is easy to understand what a Hall transport measurements in a ferromagnet without skyrmions would look like. Figure 2.7 (c) shows that one expects to obtain the expected shape of a hysteresis loop for a ferromagnet with a linear contribution that is proportional to the applied magnetic field, from the ordinary Hall effect. In ferromagnetic multilayers capable of hosting skyrmions, one also expects to find a quantised contribution to the Hall resistivity in the region where the magnetisation is switching - i.e. the multidomain state - as described by equation 2.32. However, is unlikely that this extra contribution would be clearly visible in the resistivity hysteresis loop as measured because the contribution due to individual skyrmions is proportional to the number of skyrmions multiplied by the magnetic flux quantum where the magnetic flux quantum is very small. This means that in order to investigate the topological component the other components must first be removed from measure resistivity hysteresis loops.
Figure 2.7: (a) The ordinary Hall resistivity measured in a metallic sample in an applied field $B$ where $B_z$ is the component perpendicular to the applied current and measured transverse voltage, like in Figure 2.6. (b) Shows the expected anomalous Hall resistivity in a ferromagnet according to equation 2.30. (c) The expected Hall resistivity measured in a ferromagnetic sample with only topologically trivial magnetisation textures.

2.7 Conclusion

In order to realise the electrical detection of skyrmions, investigation of the mechanisms of the topological Hall effect is essential and is a large component of the research undertaken in this PhD project. In particular, this project aims to improve the understanding of the topological Hall effect by carrying out Hall transport measurements in CoB/Ir/Pt multilayers with differing numbers of repeats, over a wide range of temperatures during magnetisation switching, when one would expect the presence of magnetic skyrmions. The THE has also been suggested as a possible method for skyrmion detection if they are to be used in industry for memory storage [98].

Similarly, the behaviour of the anomalous Hall effect is investigated and the skew-scattering, side-jump, and intrinsic contributions to the anomalous Hall resistivity are determined. The AHE in CoB/Ir/Pt multilayers will also be shown to be well described by the expression $\rho_A M_0/M_S = (\alpha \rho_{xx0} + \beta \rho_{xx0}^2 + b \rho_{xx}^2)$, where $\rho_{xx0}$ is the residual longitudinal resistivity due to impurity scattering, $\rho_{xx}$ is the temperature dependent longitudinal resistivity in accordance with [99].

In order to apply electrical Hall effect measurements to detect the presence of skyrmions in a magnetic data storage device it is necessary to have a complete understanding of not only the THE due to individual skyrmions but also the AHE in the same materials. To this end, the behaviour of the AHE and THE of CoB/Ir/Pt multilayers of various structures have been characterised over a range of temperatures from around 5 K up to room temperature.
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3.1 Introduction

The flow of experimental work completed for this thesis can be broken down into three main phases: material growth, sample characterisation, and electrical measurement. The magnetic multilayers were grown using DC magnetron sputtering with shadow-mask lithography, as described in section 3.1.1. The magnetic and structural characterisation of the samples was carried out employing a combination of X-ray reflectometry (3.2.1), LASER magneto-optical Kerr effect magnetometry (3.2.3), and superconducting quantum interference device-vibrating sample magnetometry (3.2.4). The methods used to carry out electrical Hall measurements to characterise the behaviour of the anomalous Hall effect and the excess Hall resistivity in CoB/Ir/Pt magnetic multilayers are outlined in section 3.3.

3.1.1 DC Magnetron Sputtering

DC magnetron sputtering is one of many methods of physical vapour deposition (PVD) which involve the material to be deposited changing from a solid (bulk condensed) state, to a vapour phase and then condensing on the substrate back to a solid (thin film condensed) phase. The bulk solids used for deposition are known as targets and in the sputtering system used they are disc shaped. PVD covers various methods of vaporising the target material for deposition, the basic principle of sputtering involves using the ions in a plasma of an inert element, in our case Argon (Ar\textsuperscript{+}), to knock atoms off of a target [100], this process is shown in Figure 3.1. Figure 3.2(a) shows the positioning of each sputter gun when looking from the top down in the vacuum chamber. Figure 3.2(b) is an example of a material target for sputtering where the direction of the magnetic field is shown with dotted arrows and the lighter racetrack indicates the area eroded by argon ions over time. The atoms which are removed from the target are then free to move through the vacuum system and condense onto the substrate surface (and the rest of the vacuum chamber) forming a thin film of the target material. The sputtering process is conducted in a vacuum system to allow the formation of a low pressure glow discharge plasma environment. A glow discharge plasma is generated by the application of a voltage across a gas at low pressure (in the mTorr region) by two electrodes. A magnet array underneath the material targets is used to confine the argon ions to a circular, doughnut-shaped path. This causes the targets to be worn away in a circular racetrack pattern, shown in Figure 3.2(b). In order to grow the magnetic multilayers required for the devices in this project tantalum (Ta), platinum (Pt), cobalt-boron (CoB), and iridium (Ir) targets are loaded into different magnetron sputter guns in the vacuum chamber. The sample, shadow mask, and shutter wheel, shown in Figure 3.1, are rotated around the chamber by a motor while the relevant guns are lit. By pausing for a finite known time with the sample above each gun layers of material can be grown on the sample. The sputter guns are arranged in a circle within the chamber under the sample and shutter wheels so that the wheels can be rotated between sources.
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Figure 3.1: A full sectional side view of the arrangement of a material target, magnetron gun, shutter wheel, and sample substrate in the apparatus used for sputtering. The sputtering process, Ar\(^+\) ions knock atoms free from a target by secondary emission. The constituents in this view are not shown to scale.

Figure 3.2: **DC Magnetron Sputtering:** (a) A top down view of the arrangement of the sputter guns within the vacuum chamber. (b) An enlarged illustration of a material target for the sputtering system showing the racetrack pattern of erosion which occurs over time. The direction of the magnetic field which confines the Ar\(^+\) ions to the circular racetrack path above the target is indicated by the dotted arrows.
EXPERIMENTAL METHODS

3.1 Introduction
easily during the multilayer growth. The layout of the guns is shown in Figure 3.2(a). Software to drive the motors which rotate the samples and shutter is used to define the order in which the multilayers are grown, and allows automation of the growth such that the reproducibility of samples on different sample plates, but within the same growth, is very high. By controlling the Ar flow, current to the guns, and the time which each sample stops over the guns it is possible to grow consistent samples over multiple growth runs. The shadow mask secured over the top of the sample substrate restricts growth of the multilayer to the shape of the hole in the mask. In this way it is possible to create multilayer films in a desired shape without extensive and complicated lithography processes that require cleanroom access. Typical base pressures for the chamber, Ar pressures during growth, and sputter gun currents and powers are shown in Table 3.1. The flow of Argon used is particularly important for reliable striking of the Co\textsubscript{68}B\textsubscript{32} target, which can be unreliable at lower Ar pressures than those given in Table 3.1.

<table>
<thead>
<tr>
<th>Background Gas</th>
<th>Flow</th>
<th>Pressure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Argon</td>
<td>35-40 sccm</td>
<td>3.5-4 mTorr</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Target material</th>
<th>Current</th>
<th>Power</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gun 2: Co\textsubscript{68}B\textsubscript{32}</td>
<td>50 mA</td>
<td>18 W</td>
</tr>
<tr>
<td>Gun 4: Pt</td>
<td>25 mA</td>
<td>9 W</td>
</tr>
<tr>
<td>Gun 6: Ir</td>
<td>25 mA</td>
<td>9 W</td>
</tr>
<tr>
<td>Gun 8: Ta</td>
<td>50 mA</td>
<td>15 W</td>
</tr>
</tbody>
</table>

Table 3.1: Standard DC magnetron sputtering conditions used for the growth of Ta|Pt|[CoB]Ir|Pt]\times n|Pt multilayers.

The samples grown for the Hall transport experiments used a recipe which produces [CoB]Ir|Pt] multilayers on a Ta|Pt seed layer, with a Pt capping layer, as illustrated in Figure 3.3. The exact compositions of samples used are detailed in the relevant results sections.

Figure 3.3: A schematic showing an example of a typical [CoB]Ir|Pt] multilayer.
3.2 Characterisation

A wide variety of material and magnetisation characterisation techniques have been used throughout this project. This section deals with the necessary theory behind the characterisation techniques used, as well as the experimental set up used for each technique. X-Ray Reflectometry (XRR) has been used in order to verify material composition, thicknesses, and roughness of the multilayer samples grown (section 3.2.1). Several methods of magnetometry were employed including: Superconducting Quantum Interference Device Vibrating Sample Magnetometry to determine the saturation magnetisation of the samples (SQUID-VSM, section 3.2.4), and LASER Magneto-optical Kerr Effect Magnetometry (LASER MOKE, section 3.2.3) to find the coercive field of the samples.

![Figure 3.4: A schematic showing the arrangement of the essential components for a working X-ray reflectometry system. The large arrows indicate the x-rays incident on and reflected from the sample. The dotted lines are shown to define the incident angle, $\omega$, and the difference between the incident angle and the reflected angle, $2\theta$. The double ended arrows indicate general movement of the x-ray source and detector relative to the sample during a scan. In specular XRR measurements $\omega$ is kept equal to $\theta$ as the scan takes place for a variety of values of $2\theta$.](image)

3.2.1 X-Ray Reflectometry (XRR)

X-ray diffractometry (XRD) and reflectometry (XRR) exploit the similarity in lengthscale of the wavelength bordering hard and soft x-rays and interatomic spacings ($10^{-10}$ m) in order to gain information about the structure of materials. The x-rays used are normally generated using an x-ray tube which accelerates electrons from a rotating anode through a vacuum towards the cathode. When the accelerated electrons hit the cathode they scatter from core shell electrons (i.e. the 1s or K orbital), ejecting these electrons from the atomic orbital, leaving a vacancy in their place. An outer shell (2s/2p or L orbital) electron then falls into the vacancy left behind, emitting peak radiation at the wavelength of the cathode K$\alpha$ wavelength. In some materials a 3s/3p/3d or M
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orbital electron may fall into the vacated 1s/1K orbital to emit a characteristic peak. In this case the x-ray emitted is referred to as a Kβ x-ray. The electrons also lose energy via the Bremsstrahlung mechanism as they decelerate within the material of the cathode emitting a thermal spectrum of x-rays. The cathode in x-ray tubes is often made of copper due to the convenient copper Kα emission, which has a wavelength of $\lambda = 1.54$ Å, and copper’s low price. The resultant x-rays are then collimated and used in this project to probe thin film samples using low angle scans (LAS).

Low angle scans using x-rays, XRR, can provide multiple different types of information about a given sample, however here only the one most relevant for the fabrication of samples in this project, film thickness, is discussed.
Kiessig Fringes as a measure of film thickness

Accurate measurement of the total thickness of a thin film is essential in order to calibrate the growth rate of the materials used during DC magnetron sputtering and can be found from the angular dependence of Kiessig fringes. Kiessig fringes occur due to the interference of x-rays from changes in the refractive index in the sample. The thickness can be estimated from the fringing using

\[ t = \frac{(i - j)\lambda}{2(\sin \omega_i - \sin \omega_j)} \]  

(3.1)

where \( t \) is the thickness, \( i \) and \( j \) are the fringe orders and \( \omega' \) is half the scattering angle\[101\]. Equation 3.1 can be derived from Bragg’s Law\[102\] and was used by Kiessig \[103\] in 1931 to determine sample thickness. Figures 3.5 (a) - (d) are examples of XRR scans in which Kiessig peaks are easily identified. The thicknesses of calibration samples were obtained from the separation between Kiessig peaks in the XRR scans using the relationship described by equation 3.1. When using only adjacent fringes, the relationship required is

\[ \frac{\lambda^2(2n + 1)}{4} = t^2(\theta_{n+1}^2 - \theta_n^2), \]  

(3.2)

where \( n \) is the order of the first of two adjacent fringes, \( \theta \) is the fringe position, \( \lambda \) is the wavelength of x-rays, and \( t \) is the thickness of the film. By producing plots where \( \frac{\lambda^2(2n + 1)}{4} \) is plotted vs \( (\theta_{n+1}^2 - \theta_n^2) \) the data should produce a straight line with a gradient equal to the square of the film thickness, \( t^2 \), as shown in 3.6. From the obtained thickness for each film the sputtering growth rate of different materials can be found by dividing the thickness by the time taken to grow the measured film.

### 3.2.2 GenX XRR Fitting & Interface Roughness

Fitting of XRR scans of growth calibrations and the magnetic multilayers was performed using GenX 3 software by M. Björck \[104\]. GenX have become a standard program used in the field for fitting XRR and PNR (polarised neutron reflectometry) data since its release in 2007 \[105\]. Reference \[104\] describes how GenX 3 (the version used herein) works in detail. In brief, GenX employs a model of the sample in question, broken down into layers, to build a scattering length density (SLD) profile of the sample. The SLD of each layer depends on the elements making up the layer (e.g. CoB vs Pt), the thickness of the layer, and the roughness of the layer. These parameters are varied to find a depth-dependent SLD for the measured sample that fits the experimental XRR (or PNR) data provided. The GenX model is able to handle magnetic multilayers with relative ease, including the ability to model repeating groups of layers rather than fitting each trilayer individually. The GenX simulated XRR results for the growth calibration samples and Ta/Pt/[CoB/Ir/Pt]\_n/Pt multilayers with \( n =1, 4, 6, \) and 8, are shown in Figures 3.7 (a)-(d) and...
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Figure 3.6: $\frac{\lambda^2(2n+1)}{4}$ vs $(\theta_{n+1}^2 - \theta_n^2)$ for samples grown to calibrate the rate of growth of materials used during sputtering samples. (a)-(d) show the relationship between $\frac{\lambda^2(2n+1)}{4}$ vs $(\theta_{n+1}^2 - \theta_n^2)$ for Kiessig peaks in XRR measurements of samples of CoB, Ir, Pt, and Ta respectively. The gradient of each of the linear data sets is equal to the thickness of the thin film sample squared.
Figure 3.7: $2\theta/\omega$ XRR scans of calibration samples with GenX simulations shown as lines on top of the experimental data. (a)-(d) show the X-ray intensity vs $2\theta$ for samples of CoB, Ir, Pt, and Ta respectively.
Figure 3.8: 2θ/ω XRR scans of magnetic multilayer samples with GenX simulations shown as lines on top of the experimental data. (a)-(d) show the X-ray intensity vs 2θ for Ta/Pt/[CoB/Ir/Pt]_n/Pt samples where n = 1, 4, 6, and 8 respectively. The simulated scattering length density (SLD) model is shown in the insets in the top right corner of each subfigure.
3.8 (a)-(d) respectively. The thicknesses of the calibration samples found from the GenX fit, and growth rates calculated from these, are also shown in subfigures 3.7 (a)-(d). The thicknesses and growth rates are consistent with the values obtained using Keissig peak analysis as discussed in the previous section and shown in Figures 3.6 (a)-(d). The thickness and growth rates obtained by both methods are provided for the calibrations samples in Table 3.2 for easy comparison. The nominal multilayer structure of the samples measured for this thesis can be found from the growth rates in Table 3.2 and the times for which the sample was kept over the sputter guns during the growth:

$$Ta(19\ s)|Pt(18\ s)||CoB(15\ s)|Ir(5\ s)|Pt(9\ s)]_{\times n}|Pt(20\ s).$$  \hspace{1cm} (3.3)

This gives a nominal multilayer structure of

$$Ta(2.47\ \text{nm})|Pt(2.16\ \text{nm})||CoB(0.77\ \text{nm})|Ir(0.40\ \text{nm})|Pt(1.08\ \text{nm})]_{\times n}|Pt(2.4\ \text{nm}).$$  \hspace{1cm} (3.4)

### Interface Roughness in CoB/Ir/Pt Multilayers

The roughness of the Pt/CoB and CoB/Ir interfaces was also obtained from GenX fits of the XRR scans for multilayers with the nominal structure given by 3.4 for $n = 1, 4, 6,$ and $8$. Figure 3.9 shows the interface roughness for for Pt/CoB (black squares) and CoB/Ir (blue circles) interfaces in these magnetic multilayers. There does not appear to be a clear trend in either interface roughness with the number of repeats in the magnetic multilayer. Additionally, the interface roughness values generated from the GenX simulations are very low. For reference, the rough diameter of an atom of Co - around 3Å - is shown as a dashed line in Figure 3.9. The estimated roughness of the interfaces responsible for production of the DMI in magnetic multilayers is shown to be between 2 Å and 4 Å, indicating high quality interfaces and smooth magnetic multilayer growth. GenX is not able to distinguish between intermixing at an atomic scale at an interface and roughness on the same order due to nanometre scale crystal grain structures. Either way, the interface roughness is shown to be very low and that there is little variation in the roughness with the number of repeats in the multilayer. There may be a slight increase in the roughness in the CoB/Ir interfaces with the

<table>
<thead>
<tr>
<th>Calibration</th>
<th>K: Thickness/Å</th>
<th>K: Growth Rate/Å/s</th>
<th>G: Thickness/Å</th>
<th>G: Growth Rate/Å/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>CoB</td>
<td>179 ± 6</td>
<td>0.51 ± 0.02</td>
<td>173 ± 2</td>
<td>0.494 ± 0.006</td>
</tr>
<tr>
<td>Ir</td>
<td>198 ± 5</td>
<td>0.79 ± 0.02</td>
<td>199.2 ± 0.9</td>
<td>0.797 ± 0.004</td>
</tr>
<tr>
<td>Pt</td>
<td>309 ± 2</td>
<td>1.20 ± 0.008</td>
<td>311 ± 3</td>
<td>1.24 ± 0.01</td>
</tr>
<tr>
<td>Ta</td>
<td>384 ± 5</td>
<td>1.3 ± 0.02</td>
<td>383 ± 2</td>
<td>1.277 ± 0.007</td>
</tr>
</tbody>
</table>

Table 3.2: Calibration film thicknesses, and sputtering growth rates, found using Keissig peak analysis and GenX fitting.
number of repeats in the samples but I do not think that the trend is significant given the small number of samples for which it was possible to carry out GenX fitting. The impact of interface roughness on DMI was discussed briefly in section 2.3 of chapter 2. Given that the DMI is essential for stabilising skyrmions in Pt/CoB/Ir multilayers it is possible that varying interface roughness in multilayers with different numbers of repeats could produce trends in excess Hall resistivity. It is unlikely that the roughness plays a significant role in these samples given that the variation is on the order of the diameter of Co atoms and that neither the Pt/CoB nor CoB/Ir interfaces appear to exhibit a clear dependence on the number of repeats in the multilayers.

Figure 3.9: Interface roughness for Pt/CoB and CoB/Ir interfaces in Ta/Pt/[CoB/Ir/Pt] × n/Pt multilayers from GenX simulation of XRR scans shown in Figures 3.8 (a)-(d).

3.2.3 LASER MOKE Magnetometry

Laser MOKE magnetometry is used during this project in order to check if the samples made have a magnetisation perpendicular to the plane of the sample and obtain hysteresis loops from which the coercive field, $H_C$, of the sample can be calculated. The essential experimental apparatus of which the laser MOKE comprises a laser, a large electromagnet, a polariser, and an analyser. These components are arranged in a configuration similar to the one shown in Figure 3.10, such that the sample can be placed between the pole pieces of the electromagnet and the laser light is reflected off the surface of the sample, passes through the analyser, and then enters the photodetector. The polariser ensures that all the light incident on the magnetic sample is of one known polarisation. The
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The analyser allows only the components of light with a polarisation different to the original direction to reach the photodetector. In this way, the magnitude of the photocurrent detected is proportional to the amount by which the light’s polarisation has been rotated by the magnetisation of the sample. The photocurrent detected is then recorded as the magnetic field is varied across a range, starting at one saturation magnetisation and moving in steps towards the opposite saturation field and back again. The normalised photocurrent can be used as a proxy for the magnetisation of the sample when the field is varied. This produces a hysteresis loop which can be used to calculate the coercive field, $H_C$, of the sample from the points where the loop crosses the magnetic field axis. Due to the use of normalised photocurrent, the magnitude of the saturation magnetisation, $M_S$, cannot be found from a laser MOKE hysteresis loop. This method for measuring hysteresis loops is highly surface sensitive as it relies on the interaction of laser light reflecting from the surface of the sample. The light only penetrates the skin depth of the sample (dependent on the wavelength of the laser used and the sample material) and the rotation of polarisation only occurs due to the magnetisation in the area where the beam is incident. Due to the locality of this method it cannot be used to find the bulk magnetic moment and the coercive field value may vary with the position of the incident light in large or non-uniform samples. In this project, knowledge of the expected coercive and saturated fields makes more precise or time consuming measurement methods easier and more efficient to perform, like SQUID magnetometry (3.2.4), and Hall transport cryostat measurements (3.3.1).

3.2.4 Superconducting Quantum Interference Device (SQUID) Magnetometry

The ability to precisely and accurately characterise the magnetic properties of samples used in experiments is very important and various magnetometry methods have been developed for this purpose. Faraday’s law of induction states that temporal variations in magnetic flux through a circuit will induce a voltage, and therefore a current in an adjacent pick-up coil. This is described by equation 3.5,

$$V_{\text{ind}} = -N \frac{d\Phi}{dt}$$

(3.5)

where $V_{\text{ind}}$ is the induced voltage, $N$ is the number of turns in the pick-up coil, and $\Phi$ is the magnetic flux. This law is the fundamental basis of many magnetometry methods. The most basic type of magnetometer detects a change in magnetic flux from the changing proximity of a magnetic material relative to the inductive coil by the induced voltage across the circuit. This principle is the basis for the vibrating coil magnetometer, suggested by D. O. Smith in 1956 [106], which lead to vibrating sample magnetometry (VSM), developed by S. Foner in 1959 [107], where a magnetic sample is vibrated inside an inductive pick-up coil. A current is induced by the voltage due to the magnetic dipole field of the oscillating sample and is measured in an experimental set-up similar to that shown in Figure 3.11 (a) and (b). The voltage in the circuit can then be measured by a lock-in.
amplifier which uses the sample oscillation frequency as a reference signal. By situating the pick-up coils between the pole pieces of an electromagnet it is possible to measure the induced voltage, and therefore changing magnetic flux due to the sample, over a range of constant externally applied magnetic fields. The induced voltage measured is converted to a magnetic moment via the relation in equation 3.5 and the specific calibration of the instrument which is completed using materials with known magnetic moment. Due to the fact that the induced voltage is only proportional to the rate of change of magnetic flux experienced by the pick-up coils, not simply the presence of an external field, the constant external field has no bearing on the validity of calculating the magnetic moment responsible. In this way hysteresis loops of the sample, such as those shown in Section 3.2.4, can be obtained. Following the prediction of supercurrents, which flow indefinitely in the absence of an applied voltage, by Josephson in 1962 [108] and the subsequent experimental observation by Anderson and Rowell in 1963 [109], the so-called Josephson effect has been used in many different applications including but not limited to the pursuit of high precision magnetometers. Superconducting quantum interference devices take advantage of the quantum interference effect between two Josephson junctions (JJ) connected in parallel which was first observed in 1954 [110]. Figure 3.2.4 shows the effect of Meissner screening which acts to expel flux in the centre of the superconducting loop formed by the parallel JJs. The flux is expelled by the formation of a screening current. By applying a known current through the SQUID, when any screening current is produced
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Figure 3.11: Schematic showing the most essential components for a working SQUID VSM system, used to measure very small magnetic moments. (a) An externally applied magnetic field, kept constant during each measurement of the moment of the sample; (b) the VSM, which oscillates the sample within pick-up coils which are inductively coupled via (c), the inductive circuit, to (d) the SQUID.

this will produce a voltage, $V_{\text{SQUID}}$, which oscillates with a period $\Phi_0$. Essentially the SQUID acts as a highly sensitive flux to voltage converter. By combining the existing VSM methods with a SQUID it is possible to measure fields with a noise level of only $10^{-6}\Phi_0 \text{ Hz}^{1/2}$ [111].

In this project SQUID-VSM measurements are used to characterise the magnetic properties of the different materials used. Accurate measurement of the magnetic moment, $m$, vs applied field, $H$, is used to find the saturation magnetisation, $M_S$; coercive field, $H_C = H(m = 0)$; and the saturation field, $H_S = H$. These properties can be found for OOP and IP hysteresis loops, where these orientations are the easy and hard axes for CoB/Ir/Pt multilayers respectively.

In particular, careful measurement of the OOP magnetisation in the sample, $M_z(B)$, is essential in order to be able to predict the magnitude of the expected anomalous Hall effect. $M_z(B, T)$ was measured for each sample and this was then used to estimate the anomalous Hall component of the sample resistivity and determine any excess Hall signal measured using the cryostat electrical transport set up discussed in Section 3.3.1. To obtain $M_z(B)$ the samples used in cryostat transport measurements were mounted inside plastic straws such that the field inside the SQUID-VSM is aligned OOP to the sample as shown in Figure 3.11. It is possible to write a script of instructions for the SQUID-VSM used during this project such that hysteresis loops with the same field sweep are performed at multiple temperatures. Automation of this process allows the measurements to be made in a repeatable manner, where the same script is used for each sample and the temperatures the measurements are performed at are changed. An example of the raw moment vs OOP field...
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Figure 3.12: A schematic of the SQUID showing the current flowing through the parallel Josephson junctions and how the magnetic flux through the loop relates to $V_{\text{SQUID}}$ [112].

measurement of a multilayer with six repeats is shown in Figure 3.13 where (a) shows the whole range of magnetic fields applied and (b) shows a zoomed in view. The measurement was performed at a variety of temperatures for each sample, in Figure 3.13 $T = 250$ K. During SQUID-VSM measurements a superconducting magnet is used to apply the external magnetic field and as such it is necessary to correct for trapped flux within the magnet. The physical origins of this necessary correction are discussed in detail in Chapter 5, the methods used to calibrate the correction to the superconducting magnet are also described. Chapter 5, section 5.2.3 illustrates all the steps taken to find the true field experienced by the sample during SQUID-VSM measurements. Similarly, a linear diamagnetic background can be seen easily in Figure 3.13 (a). This background is most likely due to the silicon substrate on which the samples are grown. This linear background is corrected for during the analysis processes in Chapter 5.

3.2.5 Instrument Precision, Systematic Errors, and Random Errors

The most important source of systematic error in the SQUID-VSM measurements arises due to the trapped flux in the superconducting magnet which is used to apply the magnetic field. As previously mentioned this is discussed in detail in Chapter 5. The SQUID-VSM system used to carry out moment vs OOP magnetic field hysteresis loop measurements is a Quantum Design MPMS3 which is capable of measuring magnetic moments with a sensitivity of 0.08 µemu with an applied magnetic field of more than 250 mT, or 0.01 µemu with an applied magnetic field of less than 250 mT [113].

Another source of systematic error in SQUID magnetometry measurements arises from the geometry of the sample being measured. SQUID gradiometers measure the flux lines penetrating the plane of
Figure 3.13: A raw moment vs field SQUID-VSM measurement (in $[\text{CoBIrPt}_n]$, at 250 K) shown over the full field range in (a) and a zoomed perspective in (b). This moment data has not been corrected to show the true field experienced by the sample or to remove the linear background present.

the pick-up coils (see Figure 3.11). In small samples the flux lines can close within the pick-up coils and not be measured by the SQUID. On the other hand, a larger sample which nearly completely fills the detection coils would have all of its moment detected. This means that two samples with the same moment may be reported as having different moments due only to differences in their size. Additionally, the magnetic filed gradients detected by the pick up coils are predominantly present at the ends of samples. This means that samples that are too large (vertically within the pick-up coils shown in Figure 3.11) may have their moments under-reported because the amplitude of the oscillation during measurement is not large enough to bring the ends between the pick-up coils. The MPMS3 SQUID is calibrated using a cylindrical palladium reference sample. The samples measured do not have the same geometry as the Pd reference sample and therefore this can affect the reported moments. The systematic errors which occur due to sample geometry discussed here can be corrected for by something know as the fill factor \cite{114}. The fill factor is a multiplicative factor which depends on the geometry of the sample compared to the geometry of the calibration sample (in this case the cylinder of Pd). This correction is important if the measurements performed are for the purpose of quantitatively accurate moment measurement and magnetisation calculation. Due to the fact that the magnetisation measurements performed in this project are to determine the shape of the out-of-plane hysteresis loops and are normalised and then scaled to produce an estimate of the AHE as a function of applied magnetic field it was not necessary to apply the multiplicative fill factor to the measurements.

Other sources of random error include misalignment of the sample in the applied magnetic field.
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This project aims to investigate the topological contribution to the Hall resistance in materials where skyrmions are expected to be present. Therefore it was essential that reliable and accurate electrical transport measurements were carried out in order to investigate the effect of the number
Section 3.3.1 discusses the method used for transport measurements carried out in cryostats at the University of Leeds. This setup was used to control the temperature of the sample (290 K - 2 K) and the Hall resistance was measured during a major hysteresis loop. Multilayers with repeats ranging from one to fifteen were investigated. All measurements were intended to be combined with imaging methods either during or after the electrical measurements in order to be able to definitively link effects seen in the transport measurements with magnetic textures present in the samples.

### 3.3.1 Cryostat Hall Resistance Measurements

In order to investigate any topological Hall signal from skyrmions that may occur during a major hysteresis loop, a cryostat with electrical transport capabilities was used to measure the total Hall resistance, $R_{xy}$, of multilayers with different numbers of repeats, over a range of temperatures from 290 K to 1.5 K. A specific combination of experimental apparatus is required to be able to perform Hall resistance measurements at the same time as applying a magnetic field and keeping the sample at a stable temperature. Therefore, the experimental setup used in this project consisted of three main parts, the cryostat and magnet setup (Figure 3.14), the sample mounting head (Figure 3.16), and the transport measurement rack and breakout box (Figure 3.18). A hollow metal stick, henceforth referred to as a measurement probe, electrically connects the sample head to the instruments in the transport measurement rack and holds the sample in the correct place inside of the cryostat. The cryostat and magnet arrangement allows cooling and thermal regulation of the sample, while the magnet was used to sweep the magnetic field over a range larger than the saturation fields of the major hysteresis loop for each sample.
Figure 3.14 shows a full section diagram of the cryostat and superconducting magnet configuration and includes the measurement probe and sample located in the position used during measurement. The temperature in the variable temperature insert (VTI) is controlled by varying the degree to which the needle valve is opened and throttling the vacuum pump to create a steady flow of cold He gas around the sample. The VTI heater controls the temperature by varying the power used based on temperature measurement from a Cernox temperature probe in the VTI and a Cernox on the sample head. The sample can be cooled faster by opening the needle valve more or by turning off the VTI heater, this can be done automatically by setting a target temperature for the VTI and/or sample and a limit on the rate of change of temperature in different ranges. By limiting the speed of warming and cooling at the lowest temperatures it is possible to access temperatures around or below the boiling point of helium safely. In particular, it is important not to heat the VTI too fast if the system has been measuring at very low temperatures for a long time, in case there is a buildup of liquid helium at the bottom of the VTI. Heating too fast can cause the helium to boil very quickly causing an extremely sharp rise in pressure within the cryostat. This is avoided by including limits on the rate of change of temperature in the software that is used to control the VTI heater and read temperature information from the two Cernox temperature probes.

A pair of superconducting split coils submerged in the helium reservoir are used to produce a uniform magnetic field through the VTI in the area where the sample is located. It is ensured that the sample is placed in the correct position within the VTI by measuring the distance between the sample head and the bottom of an adjustable ring clamp near the top of the measurement probe. The adjustable collar clamp rests on top of a sliding flange that is clamped to the neck of the cryostat using another collar clamp, as shown in Figure 3.15. The distance from the neck of the cryostat to the centre of the superconducting magnets is known and therefore the position of the adjustable collar clamp can be changed to ensure that the sample is aligned correctly in the vertical direction.

The sample is also aligned to ensure that the magnetic field from the superconducting magnet is perpendicular to the sample by aligning the measurement probe with markers on the neck of the cryostat indicating the direction of the magnetic field. It is possible to fine tune the rotational alignment of the sample by measuring the Hall resistance in a saturated field while rotating the sample to find the orientation with maximum Hall resistance which occurs when the magnetic field perpendicular to the sample is largest (i.e. sample is totally perpendicular and the field has no in-plane field contribution).

The sample is connected electrically to the measurement apparatus via a sample head and measurement probe. The sample is shown in place on the sample head attached to the measurement probe in Figure 3.14, and wirebonded to the sample head in Figure 3.16. The wirebonding pads on the sample head correspond to the wiring within the measurement probe and the corresponding
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Figure 3.16: Schematic showing the sample mounted to the measurement head that attaches to the end of the cryostat measurement probe.

contact pins that are connected to a breakout box using a circular 12 or 24 pin cable. The breakout box is used to contact the different pins (and therefore wirebonding pads) to specific instruments used for the transport measurements. The breakout box is shown in Figure 3.18.

The parameters for the measurements, including temperature, magnetic field range, field step size, and applied current, were decided by the author and executed using the measurement apparatus shown in Figure 3.18. The measurement apparatus is controlled by a NI LabVIEW™ code developed in-house by Dr G Burnell. The author benefited from the guidance and support of Dr G Burnell during the initial set-up of the apparatus and Dr N Satchell while performing out-of-hours measurements.

Once the sample is wirebonded to the head, as shown in Figure 3.16, it is connected to the measurement probe and the contact resistance of the wirebonds is measured with the sample outside of the cryostat (at room temperature). Four point measurements (in the absence of magnetic field) are performed to check that the values of $R_{xx}$ and $R_{xy}$ are of the order of magnitude that is expected and therefore that the contacts are good. Generally for $R_{xy}$ this is $\mathcal{O}(10 - 100 \, m\Omega)$, whilst for $R_{xx}$ this is $\mathcal{O}(10 - 100 \, \Omega)$. These measurements are carried out using the same configuration of applied current and relative voltage measurements as used for all the measurements inside the cryostat with field applied, for example a current applied from contact 3A to 4A and a longitudinal voltage measurement across contacts 3E and 4E is used to measure $R_{xx}$, whereas the same current
contacts and a transverse voltage measurement across contacts 4B and 3B, or equivalently 4D and 3D, can be used to measure $R_{xy}$. All contacts are tested in this manner so that initially extraneous wirebonds can be used as backups if a wirebond becomes disconnected while the sample is in the cryostat due to helium flow or constriction due to cooling of the sample.

The sample and measurement probe are then loaded into the cryostat, which is kept at 300K during this process. First, the dependence of $R_{xx}$ and $R_{xy}$ on temperature, in the absence of a magnetic field, is measured. After making sure that the needle valve is open, to allow He to enter the VTI, the temperature controller is used to change the temperature set point to the desired value (e.g. 10 K), this turns off the heater that is used to warm the cryostat VTI and the sample begins to cool. At this point a measurement controlled by NI LabVIEW™ code developed in-house by Dr G Burnell, is started and used to measure both voltages and calculate the resistances every ten seconds. This produces plots like the one shown in Figure 3.17. Once the sample has reached the lowest temperature that it will be measured at (around 4 K) the resistance versus temperature measurement is stopped.

In order to perform resistance versus field measurements at multiple temperatures a measurement, controlled by NI LabVIEW™ code developed in-house by Dr G Burnell, is reconfigured to perform multi-parameter measurements. This allows the measurement of $R_{xx}$ and $R_{xy}$ versus applied out-of-plane magnetic field, producing hysteresis loops in resistance, at a variety of different temperatures. A list of temperatures is specified by the user, as well as the range of the magnetic field for the hysteresis loops, and then the measurements can be started. The software changes both parameters, temperature and field, such that the sample is cooled or warmed to the desired temperature using the heater (see Figure 3.18) in zone mode, the software then waits until the specified temperature stability condition is met, and then the magnetic field is swept and $R_{xx}$
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and $R_{xy}$ measurements are taken every 1-2 mT using one Keithley 6221 current source to apply a longitudinal current in the sample and communicate with a Keithley 2182 nanovoltmeter triggering a transverse voltage measurement. A second 6221 is connected to the first using a triggerlink cable and used to communicate with a second 2182 nanovoltmeter to trigger a longitudinal voltage measurement or Hall probe transverse voltage measurement concurrent with the transverse voltage measurement of the sample. The same preset longitudinal current is used for every measurement meaning that the transverse and longitudinal resistance of the sample can be calculated easily, and in fact is output in addition to the raw voltage data by the NI LabVIEW™ code developed in-house by Dr G Burnell. Following completion of the major hysteresis loop the sample is then cooled or warmed to the next chosen temperature, the software again waits until the temperature has stabilised, and then measurements are repeated as described previously. These measurements produce loops in Hall resistivity. The methods for evaluating and finding the ‘true’ field experienced by the sample in the cryostat during the transport measurements are discussed in Chapter 5.
3.3.2 Instrument Precision, Systematic Errors, and Random Errors

As mentioned above the electrical transport measurements were carried out using two Keithley 2182 nanovoltmeters trigger-linked to a Keithley 6221 DC and AC current source. Keithley 2182 nanovoltmeters have a maximum analog output of ±1.2V, an accuracy of ±(0.1% of output + 1mV), an output resistance of 1 kΩ ±5%, and a gain which is adjustable from $10^{-9}$ to $10^6$ (with gain set to 1, a full range input produces a 1V output) [115]. The full specification for Keithley 6221 DC and AC current sources can be found in the manual [116]. For the measurements in this project, the current source was set up to perform a DC sweep with a 1 mA range level for the 6221 current source and the 2182 nanovoltmeters measured when triggered off the current source with a 10 nV range and fixed 10 V compliance. Keithley 2182 nanovoltmeters and 6221 DC/AC current sources require 2.5 hours and 1 hour to warm up to rated accuracy respectively. Therefore, they are left on when not in use (except for extended periods when the university labs are closed). This increases efficiency for lab users and ensures that the transport measurement equipment is always warm and capable of high accuracy measurements.

Systematic errors in the transport measurements include zero errors in the $V_{xy}$ and $V_{xx}$ measurements due to misalignment of the wirebonds which introduces crosstalk between the transverse and longitudinal measurements proportional to the misalignment of the wirebonds on the samples. This zero error was removed for each transverse measurement by centring the hysteresis loops such that the saturated values are of equal magnitude (but opposite sign) - this step is discussed in detail in chapter 5, section 5.3.1. Errors between sample measurements may also have occurred due to varying wirebond misalignment in cases where the wirebonds broke during measurement or sample loading and had to be redone. However, these should be minimal as the systematic error in each hysteresis loop is corrected individually using the method given in section 5.3.1.

Other systematic errors in transport measurements can occur due to imperfections in the measuring instruments or cables and connectors used in the testing arrangement. Sources of these include signal leaks, reflections in the measurement system, and the frequency response of receivers in the measurement systems used. Errors due to signal leaks can be minimised by using well isolated and shielded cables in all parts of the measurement set-up so that cross-talk is minimised. The cabling used was in good condition and the electronics in the cryostat stick have been isolated as well as possible. Errors due to reflections can be minimised by impedance matching the samples and cables used for the measurements. In this project, it was not really possible to impedance match the samples to the equipment used because the only method available for electrically contacting the samples was to wirebond them to the cryostat head for measurement. Similarly, thermal EMFs can occur at interfaces between different metals; these can be reduced by using clean, single metal connections but this is not always possible. It is possible to minimise offsets due to thermal EMFs by using the ‘Relative’ feature on 2182 nanovoltmeters or by using the DC current-reversal technique.
which was employed here. Voltage measurements were performed on the positive and negative alternations of the 6221 current source and then the 2182 nanovoltmeters can remove the thermal EMF components by taking the averaged difference of the positive and negative current polarity measurements.

An important possible source of error during transport measurements arises due to magnetic fields. This is particularly the case in this project where magnetic field are being applied to the sample which is being measured, but it is also possible for very small magnetic fields like that of the Earth to cause a noticeable effect. Errors in transport measurements due to magnetic fields occur because currents are generated in the test cables when a conductor loop (the cable) cuts through magnetic field lines. It is clearly not possible to completely eliminate such errors as transport measurements necessarily require cables with finite lengths which therefore cut through at least the Earth’s magnetic field. In this project, there is also the magnetic field applied to the sample in the cryostat to be concerned with. To minimise effects due to magnetic fields the shortest connecting cables possible were used and the instruments and cables were kept as far as practical from the cryostat magnet. Additionally the instruments and cables are kept in a rack as far above the height of the magnet in the cryostat as possible.
Chapter 4

Preliminary Work
4.1 Introduction

The main aim of this project is to better understand the topological Hall effect that can occur in the presence of skyrmions. Previous experiments undertaken by members the University of Leeds Condensed Matter group and collaborators at the Paul Scherrer Institut had successfully combined X-Ray Magnetic Circular Dichroism-Scanning Transmission X-ray Microscopy (XMCD-STXM) with electrical transport measurements so that Hall resistivity measurements could be directly connected to the magnetisation textures responsible [60]. This set-up yielded promising measurements of the Hall resistivity due to individual skyrmions in Ta(3.5 nm) | Pt(3.8 nm) | [Co(0.5 nm)] | Ir(0.5 nm) | Pt(1.0 nm)]$_{10}$ | Pt(3.2 nm) multilayers [8]; however, as discussed in previous chapters, the topological Hall effect due to individual skyrmions found in this work, 22±2 nΩcm, was orders of magnitude larger than that predicted by Berry phase THE theory, 0.01 nΩcm. Additionally, a successful beamtime investigating skyrmion motion was performed in 2018 using samples fabricated by Zeissler [117]. I was involved in the XMCD-STXM imaging for this experiment. For the devices in that experiment a multilayer structure of Ta(3.2 nm) | Pt(2.7 nm) | [CoB(0.8 nm)] | Ir(0.4 nm) | Pt(0.6 nm)]$_{5}$ | Pt(2.2 nm) was used. The Co used in [8] was swapped for CoB in [117] because the amorphous nature of CoB results in less pinning of skyrmions in the samples which was important for investigation of skyrmion motion and the skyrmion Hall angle in the latter.

One of the original aims of this project was to be able to nucleate skyrmions on demand, and then to measure the THE due to individual skyrmions while carrying out magnetic imaging such that it would be possible to better measure and understand the individual contribution of skyrmions to the Hall effect. Combination of transport measurements and XMCD-STXM imaging, as used in reference [8], was planned. In order to do this, nano-scale Hall discs were fabricated on x-ray transparent silicon nitride membranes. During fabrication (section 4.2) a variety of thin film growth and lithography techniques were used to construct nano-scale devices in which skyrmions could be observed and measured. Magnetic multilayers were grown onto silicon wafers scribed into 5 mm ×5 mm squares with 0.5 mm ×0.5 mm square holes in the middle. These ‘holes’ have 200 nm thick Si$_3$N$_4$ membranes across the top of them. The fabricated devices are positioned on the membranes over the holes in the silicon wafer so that XMCD-STXM imaging can be performed. Similarly, the devices are made to be nanoscale so that all of the magnetic multilayer, where skyrmions may be found, can be imaged efficiently using XMCD-STXM. In order to employ the same analysis techniques as Zeissler et al. in [8], the XMCD-STXM images of the Hall devices need to provide the out-of-plane magnetisation of the whole device so that the anomalous Hall effect can be accounted for using the percentage of the magnetic device that is saturated in each image.
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The combination of techniques discussed here was chosen such that the resultant devices are optimised for the XMCD-STXM transport experiments in which the devices were used. In order to explore the topological Hall effect a combination of Hall transport measurements and scanning transmission x-ray microscopy measurements are used. There are several standard Hall transport geometries including Hall bars, and Hall discs which are used in this project (see Figure 4.1). These geometries allow Hall transport measurements to be performed without requiring complicated post-measurement analysis like that required by Van der Pauw measurements. In order to combine transport measurements with x-ray microscopy the devices used are fabricated on 200 nm thick silicon nitride (SiNx) membranes which have a $0.5 \times 0.5$ mm window where x-rays can penetrate the sample and are transmitted all the way through to a detector on the other side of the sample from the x-ray source. The fragility of the membranes, final size of the devices, and properties of the magnetic stack chosen to host the skyrmions dictate the final lithography recipe used, both in terms of methods and regarding their order.

4.2.1 Lithography Process Summary

In order to create magnetic multilayer devices of the required size (disks with diameters of 400 nm, 800 nm, and 1000 nm) on top of the silicon nitride membranes multiple lithography steps are necessary, there are three lithography steps in total, shown in Figure 4.2, each of which is a separate lithography ‘layer’.

The first layer, Figure 4.2(a), is necessary to prevent the silicon nitride membrane breaking the sputtering or buckling due to strain after sputtering. Two layers of positive photoresists, MMA and PMMA, are spun onto the substrate and baked at 180$^\circ$C after each spin. The sample is then exposed to an electron beam in a pattern which, after developing in a solution of IPA and water (7:3), creates small holes in the photoresist through which the multilayer is sputtered, as explained in section 3.1.1. The extra multilayer is then removed by a lift off process where the photoresists
Figure 4.2: Lithography Blueprint: (a) Lithography layer one steps; (b) Lithography layer two steps; (c) Lithography layer three steps.
are dissolved in 1165 developer at 70°C. After 10 minutes, when the resists have dissolved, the multilayer can be carefully removed using a flow of developer from a pipette to lift it off the substrate. This leaves only the multilayer which sits directly on the membrane surface. The second lithography layer, Figure 4.2(b), is necessary in order to create nanoscale devices of the desired size and shape from the magnetic multilayer squares deposited during the first step. This layer starts with the spinning of a positive photoresist ZEP layer. Following this the sample is once again exposed to an electron beam. After development, small areas on top of the multilayer stacks are no longer covered by the photoresist. This allows the deposition of a Ti hard mask by electron beam evaporation, as explained in section 4.2.4. Following the Ti deposition the ZEP is removed using 1165 at 70°C to lift off the extra Ti film with the same method described in the previous paragraph. With a hard mask in place, it is possible to use an ion miller to carve the stacks into the shape of the devices to be fabricated. Ideally, no Ti remains on top of the multilayer stacks after ion milling. The third lithography layer, Figure 4.2(c), is used to create contacts on the nanoscale devices that can be wirebonded to a holder which can then be electrically connected to the experimental equipment for measurement. First MMA, PMMA layers are spun and baked onto the samples, using the same method as in the first lithography layer. Following this the samples are once again exposed to an electron beam, this time in the shape of the electrical contacts which are wanted. The photoresists are then developed in IPA:water, 7:3, and then Ti/Au* is deposited onto the samples using electron beam evaporation. Finally, the resists are dissolved to lift off the extra Ti/Au* leaving contacts of the correct shape.

### 4.2.2 Optical Lithography (OL) and Electron Beam Lithography (EBL)

Lithography methods are used extensively in the electronics manufacturing industry to produce integrated circuits (IC). There are three groups of processes that take place to make an IC in industry: film deposition; patterning; and semi-conductor doping. The first two of these were also essential for the fabrication of Hall measurement devices in this project and they were designed and fabricated by hand in the University of Leeds cleanroom and physics laboratories. These devices are designed specifically to measure the topological Hall effect due to magnetic skyrmions. The term lithography is used for the patterning process which involves the formation of a three dimensional relief image over the top of the material that the image is to be transferred to. There are two main types of lithography, optical lithography and electron beam lithography, that are separated by the method of image exposure and the scale of the images that can be produced due by each of the methods. In both types of lithography patterns are written into resists that are developed to expose the material under the resist in the desired shape. Once there is a defined pattern, material is either added to (additive patterning) or removed from (subtractive patterning) the exposed layer, the left over resist is finally removed to leave material in the shapes required for the devices. Resists are energy-sensitive polymers which become more or less soluble after exposure to energy from a
suitable source, which may be optical light or a beam of electrons with a well defined energy. The minimum size of the features which can be defined by optical lithography is limited by diffraction to the scales on the same order as the wavelength of light that is used. Given this limitation smaller wavelengths tend to be favoured and sources such as UV mercury lamps ($\lambda = 365$ nm) or ArF lasers ($\lambda = 193$ nm) can be used to produce line widths of around 250 nm and 150 nm respectively. In order to make devices which are smaller than these scales shorter wavelength beams are needed. To achieve this ion beams like electron beams with appropriate energies are used. An electron beam with 10 keV has electrons with a wavelength of $\lambda \approx 0.1$ Å. In principle this allows definition of linewidths which are < 100 nm, but the final linewidth is determined by the interaction with the resist layer which depends on the type and thickness of the resist used. In photolithography the final linewidth also depends on the dose and defocus of the laser beam during exposure. The dose controls the energy delivered to the resist and the defocus controls the height at which the light is focused. The combination of dose and defocus which will create a sharp design of the desired scale is different for each combination of design and resist, this means that for each new design there needs to be a dose and defocus test performed.

**Device Fabrication - Lithography**

For the devices used in this project a combination of optical and electron lithography steps were used as discussed in Section 4.2.1. In the first electron beam step, to define the nanodiscs, a 1:1 ZEP:Anisole 4 resist is spun onto the samples at 4 krpm for 40s. This is then baked and the design is then exposed to an electron beam using a Jeol JBX 6300FS electron beam lithography system. The devices are then developed to remove the resist in the area which will become the nanodiscs. This process is illustrated in Figure 4.2. A second electron beam step, to define the inner contacts of the devices, uses an MMA/PMMA bilayer. These layers are spun and baked individually. The design for the inner contacts is the written by the Jeol. The design is then developed removing the resist where the inner contacts will be deposited. This process was shown in Figure 4.2. The Jeol JBX 6300FS electron beam lithography system used in this project is capable of writing areas of 150 mm × 150 mm, with a minimum feature size of around 8 nm, and an overlay accuracy of around 25 nm. Using electron beam lithography for this step was particularly important for defining the current injectors in later devices. The outer contacts and alignment markers for the devices are defined using optical lithography, as it is quicker and cheaper than EBL, and the features are large enough to use this method. A LOR7B-S1805 bilayer resist is used for all OL steps in this project. The two resist layers are spun and baked individually, LOR7B: spun at 6 krpm for 40s, and baked at 180°C for 5-10 minutes, S1805: spun at 4 krpm for 40s, and baked at 115°C for 2 minutes. A maskless aligner (MLA) is used to expose the resists, where the features are written by a 375 nm laser at up to 1µm precision. Following the exposure the samples are developed in a solution of 4:1 MF351:IPA for around 50s, or until the layers of resist have cleared in the design, and a visible
undercut in the LOR7B is observed. The undercut in LOR7B allows an easier and cleaner lift off of extraneous material after electron beam evaporation. The lift offs are performed in 40°C SVC-14 photoresist stripper, or warmed acetone. Both chemicals can have a corrosive effect on the thin, Ti/Cu inner contacts used in the devices, and this is one possible reason for the contact resistance issues faced in the more complicated and smaller featured injector devices. The MLA used for the OL is capable of writing areas up to 150 mm × 150 mm per hour on substrates between 5 mm × 5 mm and 150 mm × 150 mm in area. To use the MLA safely on membranes it is necessary to place an additional wafer coated in PDMS, a silicon-based organic polymer, underneath the membrane to be patterned between it and the MLA stage. This protects the membrane from the vacuum used to hold the sample to the stage during laser writing, while the PDMS coating provides enough friction with the small, light membrane on top that the sample remains stationary relative to the PDMS coated wafer and the MLA stage during writing.

4.2.3 Ion Mill Etching

Ion mill etching is a dry physical etching process which is used to remove unwanted magnetic material during nanofabrication of Hall devices used in this project. In terms of the physical process which occurs ion mill etching is equivalent to reverse sputtering, where the sample could be considered to be like the magnetron targets from which material is removed by incident Ar ions striking the target in a ring shape. In ion mill etching material is removed from the sample using the same process, but without a magnetic field present the ions strike the sample isotropically. A Ti hard mask is deposited over the areas of magnetic multilayer which are to be protected. The thickness of the hard mask deposited is decided based on the ion etch time to remove the extraneous magnetic multilayer and the corresponding etch time of the materials used in the hard mask.

The thickness of Ti chosen to be deposited during electron beam evaporation is calculated from the expected time to mill through the multilayer stacks and the known mill rate of Ti; however, the exact thickness deposited during electron beam evaporation is not known to a high level of accuracy and so calibration samples are also made, on silicon oxide wafer, during the same deposition. The thickness of these calibration samples can be measured using XRR to find an estimated milling time which is then checked by milling them to check. The calibrations are milled starting from the estimated time to clear the Ti mask, and then in 10 second increments either side of this time. Clearance of the Ti mask is verified using a two-point contact resistance measurement after each milling increment to check when the film is no longer conductive. Once an optimum mill time has been established, a sister sample from the sputtering growth is milled to check that the magnetic multilayer stack also clears within the optimum mill time. Ideally, no Ti mask is left on top of the multilayer stack. If continuous Ti remained on top of the multilayer stack then it would be possible for the current used during Hall measurements to go through the Ti rather than the multilayer stack which is undesirable.
For the later injector devices, the hard mask was chosen to be Ti/Pt/Ti because Ti has a very slow etch rate compared to the metals which need to be etched, this means that one can be confident that the multilayer stack will etch away faster than the chosen thickness of Ti. The thickness of the Pt layer in the hard mask is chosen so that the point when all of the extra multilayer is removed occurs before or just after the etch reaches the Pt layer in the mask. This allows one to stop the etch confidently that all the extra multilayer is removed and that the remaining multilayer is not damaged due to the ion beam. A very thin Ti layer is at the bottom of the hard mask in contact with the magnetic multilayer to help with adhesion of the Pt and as back up protection in the case that the Pt is etched through too quickly.

Inclusion of the platinum layer in the hard mask also made it possible to keep the ion beam further from the multilayer at the end of the etch process, and therefore cooler. Heating the samples for a prolonged period has the potential to begin an annealing process, which mixes the elements at the layer boundaries. Given the thinness of the layers in the multilayer used any mixing could easily make very thin layers into an amorphous mix at each boundary which is not desirable for producing a high interfacial DMI in the samples to promote skyrmion formation and stabilisation. The platinum layer included as a buffer could be detected by the secondary ion mass spectrometer (SIMS) in the miller. The SIMS produces a real time graph of the ions that are removed from the sample allowing the progress of the etch to be tracked. This means that it is possible to tell when the magnetic multilayer has been totally removed (a dip in the Co signal from the multilayer, and a rise in the Si signal from the substrate), and when the platinum layer in the hard mask is reached (a rise in the platinum signal).

The samples are also capped with a thick layer of Pt such that if the previously discussed failsafes did not succeed there is still time to stop the etch before it reaches the important part of the magnetic multilayer stack (the CoB/Ir/Pt repeats). A piece of silicon with only the Ti hard mask is also milled at the same time as each sample, to provide a larger Si signal when the etch has removed all of the hard mask. This is needed so that it is easier to detect the Si rise in the SIMS graph, and thermally oxidised silicon creates a stronger signal than silicon nitride membranes. Crucially, it is not possible to track the Ti being milled using SIMS because components of the ion miller are made out of Ti due to its extremely low mill rate so there is always a high background of Ti ions.

Throughout this project a Scia Mill 150 was used to perform the ion mill etch. This miller has a 218mm, 2kW, circular microwave electron resonance (ECR) plasma source. The miller has the capacity for Ar etching, as well as Cl₂ and BCl₃ chemically assisted etching, however Ar etching is the only process used during this project. In addition to water cooling the Scia Mill 150 has helium backside cooling for the substrate/sample holder, to keep the sample cool during the ion mill, this is particularly important for the magnetic multilayers used in this project as we require them to stay as deposited - in thin, clearly defined layers. During the etch process argon ions are directed onto the sample in an isotropic beam. The sample plate is tilted such that it is at a 45° angle to...
the incoming ion beam. The samples are rotated at between three and five revolutions per minute throughout the process so that the etch occurs in the most uniform way possible.

### 4.2.4 Electron Beam Evaporation

The electron beam evaporator was also used as a method of material deposition. The process is somewhat similar to the sputtering process, both techniques use physical vapour deposition however the energies of the atoms in evaporation techniques are thermal whereas in sputtering the energies are much higher. In electron beam evaporation a beam of electrons is incident on the material to be deposited, which is held in a crucible at the bottom of the vacuum chamber. During deposition the vacuum chamber is kept at a pressure less than $2 \times 10^{-6}$ mbar allowing the material evaporated from the crucible by the incident electrons to disperse through the chamber and condense onto the sample surface. Electron beam evaporation was used to deposit the Ti/Pt/Ti hard mask in lithography layer 2, Figure 4.2(b) and the Ti/Cu electrical contacts for the devices in lithography layer 3, Figure 4.2(c). Electron beam evaporation was used to deposit the Ti/Pt/Ti hard mask for the ion milling step and the Ti/Cu inner electrical contacts because the features in the patterns are too small to be able to sputter into directly. In addition, electron beam evaporation produces better step coverage than sputtering, and can be done at a much higher rate, both of these features are important for the deposition of the electrical contacts. Similarly, both the hard mask and contacts are made of fewer layers than the magnetic multilayers which are sputtered, and the deposition is the same for each sample whereas different numbers of repeats of the multilayers are grown by sputtering.

### 4.2.5 Device Fabrication Challenges

Fabrication of functional nanodevices has proved to be challenging for a number of reasons. The main difficulties have arisen from an attempt to incorporate current injectors in the design in order to nucleate skyrmions whenever it is desired. Similarly, adjustments to the materials used for the measurement contacts, in order that they may be X-ray transparent, may have also contributed to contact resistance problems that have prevented measurement of many devices. In the next section motivation for the design changes is provided along with some of the systematic tests which were performed to troubleshoot and eliminate the causes of problems.

#### Changes to Fabrication Process

After the measurement of a first set of devices with Ti/Au* contacts it was decided that future devices should be made with Ti/Cu contacts to allow for magnetic imaging of the areas of the disc which are underneath the contacts. In the initial measurements of devices with Ti/Au, the contacts hide a significant portion of the disc meaning that later analysis may not be accurate as there may
be skyrmions present in the obscured areas and the percentage of the device that is magnetised OOP cannot be estimated accurately. In 2019 our collaborator at PSI, Simone Finizio, successfully created current injectors that can nucleate skyrmions on demand using multilayers that had been grown using DC sputtering in Leeds [5]. Growth of these multilayers included a run of samples with varying Co thicknesses and one with varying platinum thicknesses. The test multilayers were imaged at the beamline at PSI to determine the samples that provided the best environment in which to nucleate skyrmions. The results of the imaging was reported to us by our collaborator and these thicknesses determined the structure of the multilayers grown for all of the samples used in this project. The subsequent design changes were made to try to incorporate the current injector design used in Finizio’s experiment into the Hall discs so that skyrmions could be nucleated in the discs on demand using current pulses. Incorporating injectors required scaling the design down by an order of magnitude - Finizio’s devices were micron scale not nano-scale - and keeping separate Hall measurement contacts that would be able to withstand the measurement currents required. This is also the point at which Co was switched for CoB in the Hall devices made for this project. The hope was that following successful skyrmion nucleation it would be possible to use current pulses to move the skyrmion into the centre of the device away from the injectors, contacts, and disc edge. Additionally, multiple skyrmions could be added in this manner.

4.2.6 Testing the Effects of Lithography Techniques on Contact Resistance

One of the first methods used to try to overcome the contact resistance issues was an oxygen plasma ashing step that was introduced before final contact deposition to clear any CuO or resist residue that could exist between the inner and outer contacts. This did not produce any noticeable improvements. A different order of contact placement was used for some nanodisc fabrications
in order to limit contact erosion due to these chemicals. For these devices the outer contacts (Ti/Au and corrosion resistant) were deposited before the inner Ti/Cu contacts. This also had no noticeable effect on the contact resistance and the devices remained either poorly electrically contacted or extremely sensitive and liable to ‘blow up’ from static discharge before it was possible to measure the devices, or early in measurement. This resulted in many devices with damage like that shown in Figure 4.5 and very little useable data.

This is the point in my PhD project when the COVID-19 pandemic started and the university labs and cleanroom closed down. When the labs were opened again six months later the first thing that I did was fabricate wires and devices on which to measure the contact resistance. The aim was to try to see if particular steps in the fabrication process were affecting the contact resistance to the nano-scale devices. Examples of overlapping wires and a multilayer disc with contacts
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Figure 4.6: A scanning electron microscope (SEM) image of devices used for contact resistance tests.

Figure 4.6. These images were taken in order to measure the area of the contact-multilayer overlap. The results of resistance measurements on these, and other devices with different overlap areas are shown in Figures 4.7(a) and 4.7(b). Figure 4.7(a) is an exemplary non-linear I-V curve from one such contact resistance test device. This type of I-V relationship could be indicative of resist residue left between the magnetic multilayer and the contacting metals. The resistance-area products calculated, and plotted in figure 4.7(b) show a high variation in R.A even for samples with the same contact area. Additionally, the RAs are on the order of mΩµm² which suggests pretty low contact resistances. Unfortunately, due to reduced cleanroom access (from social distancing precautions) followed by the cleanroom closure for university building work I was unable to carry out further tests to try to troubleshoot the problems with the nano-Hall devices. As such the samples measured to produce the results that are presented in Chapters 6 and 7 were grown without access to lithography techniques.

4.2.7 X-Ray Magnetic Circular Dichroism - Scanning Transmission X-Ray Microscopy (XMCD-STXM)

Scanning transmission x-ray microscopy (STXM) is a technique which is based on the varying levels of absorption of x-rays by different elements. By fabricating the devices used in this project on thin (200 nm) silicon nitride membranes, which transmit high levels of x-rays it is possible to image the hall disks by scanning across the area of the disk and measuring the intensity of the transmitted x-rays. X-ray magnetic circular dichroism relies on similar theory to that of the magneto-optical Kerr effect which was discussed in section 3.2.3 where the main differences are: the wavelength of light incident on the sample; that the x-rays are transmitted through the sample in XMCD versus reflected from the surface in MOKE; and that MOKE uses polarised optical wavelength laser light
whereas XMCD uses circularly polarised x-rays. In this project both polar laser MOKE and XMCD imaging are used due to their sensitivity to the out of plane magnetisation of the sample, $M_z$. In order to produce an XMCD picture of the Hall disk a STXM picture is taken with each x-ray helicity, as shown in Figures 4.8(a) and 4.8(b).

The two helicities are oppositely affected by the $M_z$ experienced as they are transmitted through the sample, therefore by taking the normalised difference of the intensity of the two images,

$$\frac{I_+ - I_-}{I_+ + I_-},$$

where $I$ is the intensity of the array of pixels making up the image and +/- denote the helicity of the x-ray polarisation used in the image, it is possible to resolve the differences between the two clearly, which is the perpendicular component of a magnetic structure in the Hall disk, as shown in Figure 4.8(c).

### 4.3 XMCD-STXM Room Temperature Transport Measurements

In-situ Hall transport measurements which occur at the same time as XMCD-STXM imaging have been made possible at the PolLux endstation at the Swiss Light Source (SLS) at the Paul Scherrer Institut (PSI)[60]. A simple schematic of the wiring used to perform the Hall transport measurements is given in figure 4.9, and the sample is placed in a vacuum chamber, on a piezoelectric stage which is moved in the x-y plane such that the stationary x-ray beam, which is pointing along the z-axis, scans across the sample in order to image the disk. The transport measurement uses a nanovoltmeter measure the Hall voltage in the y direction due to the alternating current (AC) which is applied in the x direction using a Keithley 6221 current source. A lock-in amplifier, locked
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Figure 4.8: Example of an XMCD-STXM image (c) generated from two opposite helicity STXM images (a) and (b).

Figure 4.9: The wiring of the 800nm nanodevice in order to carry out in-situ Hall transport measurements.
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Figure 4.10: Transport measurement schematic, the first lock-in amplifier channel is used to measure the current passed through the device (using a reference resistor, $R_I$), and the second channel is used to measure the Hall voltage generated across the sample. [60]

to the frequency of the AC from the current source, is used to trigger the voltage measurement. This setup and method for transport measurements has been successfully implemented by Finizio et al. in combination with XMCD-STXM described in the previous section[60]. This makes the analysis and interpretation of the transport data much easier, as each data point taken will have an image of the associated out of plane magnetisation in the sample.

Preliminary XMCD-STXM and transport results

Presented here are the limited preliminary results that were obtained during XMCD-STXM beam-times in the first year and a half of my PhD from Hall discs with a nominal multilayer structure of Ta(2.9 nm) | Pt(3.0 nm) | [Co(0.6 nm) | Ir(0.4 nm) | Pt(0.8 nm)]$_x$ | Pt(2.2 nm) and four Ti/Au contacts for transport measurements, as shown in the right of Figure 4.1. Figure 4.11 shows XMCD-STXM images of a nano-Hall device and a major hysteresis loop measured in Hall resistivities. The labelled points on the hysteresis loop relate to the images with the same letter. It is easy to see the effect of the anomalous Hall resistivity (which is proportional to the OOP magnetisation of the Hall discs) in both the hysteresis loop and then images. In the images, black and white indicate magnetisation point into or out of the images and grey indicates diminished or zero OOP component of magnetisation. In particular, images (a), (b), (h), and (i) relate to a positively saturated OOP magnetisation at the top of the hysteresis loop, (d)-(f) relate to a negatively saturated OOP magnetisation at the bottom of the hysteresis loop, and (c) and(g) relate to the sides of the hysteresis loop where the disc is switching from positive to negative OOP magnetisation and vice versa, as shown by the intermediate grey of the disc in those images. Figure 4.12 shows the results of transport measurements during a minor hysteresis loop, starting from a magnetisation texture with three skyrmions present and ending with annihilation and a saturated magnetisation. Some of the images corresponding to the transport measurements are shown in Figure 4.13. The transport data
Figure 4.11: A hysteresis loop in Hall resistivity measured during XMCD-STXM imaging where the XMCD-STXM images relate to the labelled points on the hysteresis loop.
Figure 4.12: Normalised OOP magnetisation in a Hall disc vs normalised Hall resistivity for a minor hysteresis loop with a Hall disc with magnetisation texture with S=3 (three skyrmions) until annihilation. The dotted line included indicates the line upon which all the points are expected to fall when there are no topological textures present.

The data in the top left of figure 4.12 does not clearly correspond to the imaged magnetisation textures and it is likely that the data here contains drift related to varying background x-ray intensity in the XMCD-STXM images which were used to find $\frac{M_z}{M_{z,\text{sat}}}$. In any future work this could be corrected by normalising the XMCD-STXM images using the x-ray intensity from part of the image without a device on it. Most importantly, the images presented in Figure 4.13 and the work done on skyrmion motion by Zeissler et al. presented in reference [117] provides good evidence for skyrmion presence at room temperature in samples with structures similar to Ta(2.9 nm) | Pt(3.0 nm) | Co(0.6 nm) | Ir(0.4 nm) | Pt(0.8 nm)$_x$6 | Pt(2.2 nm) and Ta(3.2 nm) | Pt(2.7 nm) | CoB(0.8 nm) | Ir(0.4 nm) | Pt(0.6 nm)$_x$5 | Pt(2.2 nm) respectively which justifies the choice of sample structure used in the rest of this project.
Figure 4.13: XMCD-STXM images relating to the transport data presented in Figure 4.12 where the arrows show the order that the transport data was collected and correspond to images 1-25.
CHAPTER 5

Field Corrections and Data Analysis
5.1 Introduction

In section 2.6.3 three known contributions to the Hall effect were identified, the ordinary (Eq. 2.27), anomalous (Eq. 2.30), and topological (Eq. 2.32) resistivities. In order to investigate the topological contribution to the Hall resistivity electrical transport measurements of the overall Hall resistance ($R_{xy}$) were performed in a cryostat as described in section 3.3.1, and magnetometry measurements were conducted using a SQUID-VSM as described in section 3.2.4, to allow the anomalous Hall contribution ($\propto M_z$) to be estimated. Equation 2.25 expresses the overall Hall resistivity as the sum of each component. In this thesis the excess Hall resistivity, often identified in published works as the topological Hall resistivity, is calculated by subtracting the ordinary and anomalous resistivity components from the overall Hall resistivity that was measured. This required coordinated evaluation of hysteresis loops measured in Hall resistance and magnetisation. By necessity these data sets were collected using equipment with different superconducting magnets. In this chapter the methods used for magnet calibration (5.2), field corrections (5.2.3), and data analysis (5.3) are explained in detail. Potential pit-falls, limitations, and assumptions in experimental (5.2.1, 5.2.2) and analytical (5.3.4, 5.4) procedures are identified.

5.2 Calibration of Superconducting Magnets

Superconducting magnets are electrical coils (often a single solenoid or pair of coils) made of superconducting materials. The zero-resistance state of superconductors that occurs below the critical temperature of the superconductor is exploited to create large magnetic fields, overcoming the limitations of high currents in resistive materials (over-heating and the need for extremely high voltages). Unfortunately, in addition to properties that make superconducting magnets highly efficient and capable of very strong magnetic field production there is also an effect that makes it difficult to know the field at the position of the sample - trapped flux. When zero current is applied to the superconducting magnet (i.e. attempting to apply zero field) flux vortices persist within the superconducting material due to pinning in the material. These vortices each contribute a very small persistent current that produces a non-zero magnetic field known as the ‘trapped flux’. In order to reach zero current in a superconducting magnet a small current that produces a field equal and opposite to the trapped flux from the pinned vortices must be applied. This means that all measurements where a superconducting magnet is used have a non-zero offset in the magnetic field. The offset correction to be applied differs depending on: the geometry of the coils in the magnet, the direction the magnetic field is being swept in, and the history of the superconducting magnet. The dependence of trapped flux on the geometry of the coils and the relative location of the sample to the magnet both contribute to the sign and magnitude of the field correction required. The dependence on direction of field sweep means that hysteresis loops must be corrected in two parts,
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Figure 5.1: A raw moment vs field hysteresis loop, measured at 290 K, in a $[\text{CoB}|\text{Ir}|\text{Pt}]_{n=1}$ sample. The raw data suggests that the sample changes magnetisation before the external magnetic field has changed direction.

Figure 5.2: The raw moment vs field hysteresis loop, measured at 275 K, in a $[\text{CoB}|\text{Ir}|\text{Pt}]_{n=10}$ sample. The two branches of the hysteresis loop cross in the centre near $H = 0$.

by adding or subtracting the field correction depending on the direction of field sweep. The history dependence of the magnet means that the amount of trapped flux may change if the measurements are performed over a different field range, or if a different field sweep rate or settle time is used.

When samples have a high enough coercive field (are magnetically ‘hard’ enough) the size of the zero-error in field can be negligible compared to the coercive field. It can be easy to overlook these issues when working with very ‘soft’ materials with perpendicular magnetic anisotropy where the hysteresis loops can be extremely square. This is because, at first glance, it can be difficult to tell which half of the hysteresis loop is collected during the positive to negative field sweep versus the negative to positive field sweep. An example of this kind of hysteresis loop is shown in figure 5.1, measured in the single repeat $[\text{CoB}|\text{Ir}|\text{Pt}]$ sample used in this thesis. By contrast, in multilayer samples with larger numbers of repeats the shape of the hysteresis loop becomes wasp-waisted while maintaining a very low coercivity. The change in shape from square to wasp-waisted highlights the crossing points of the hysteresis loop and the unphysicality of data if presented without applying field corrections. Figure 5.2 was measured in a $[\text{CoB}|\text{Ir}|\text{Pt}]_{x_n}$ sample with $n = 10$ repeats in the multilayer and is illustrative of a typical wasp-waisted hysteresis loop prior to applying a field correction.

As demonstrated in figures 5.1 and 5.2 the $[\text{CoB}|\text{Ir}|\text{Pt}]$ samples used in this work clearly have coercive fields that are of a similar order of magnitude to the field offset caused by trapped flux. Similarly, the excess resistivity due to skyrmions is expected to occur when the samples are switching magnetisation within the field range close to the coercive of the samples. Due to this it is important to calibrate the trapped flux for the specific measurement sequences used.
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5.2.1 SQUID-VSM Magnet

The superconducting magnet in the SQUID-VSM (Quantum Design MPMS 3) was calibrated by measuring a Pd reference sample. Pd is paramagnetic so its magnetic moment aligns with the applied magnetic field producing a line with a positive gradient as shown in Figure 5.3. The magnetic field axis intercepts indicate the trapped flux in the magnet due to the measurement sequence used. The trapped flux points in opposite directions for each side of the hysteresis loop measured. One can understand the direction of the correction by considering the geometry of the superconducting solenoid employed in the QD MPMS 3, shown in figure 5.4. When applying a magnetic field, the current through the superconducting solenoid induces a magnetic field through the centre of the coils, in figure 5.4 (i) this is shown in the upwards direction. Applying a large enough field (> 1000 Oe) creates trapped flux within the solenoid coils that points in the same direction. This trapped flux may be thought of as a ring of small bar magnets with their poles pointing upwards (figure 5.4 (ii)). This means that the resultant field, in the centre of the solenoid coils where the sample is located, is the sum of the field generated by the current in the solenoid, and the field pointing in the opposite direction due to the trapped flux. This causes the field felt by the sample to reach zero before the current through the solenoid is zero. Therefore, when no current is applied the sample is in fact already experiencing a field pointing downwards (for the example discussed and shown in figure 5.4 (ii)). In this situation the correction for trapped flux is constant near zero field and negligible at large fields. For the measurements in this thesis it is
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Figure 5.5: Moment vs corrected field hysteresis loop, measured at 290 K, in a [CoB]Ir[Pt]$_{n=1}$ sample.

Figure 5.6: Moment vs corrected field hysteresis loop, measured at 275 K, in a [CoB]Ir[Pt]$_{n=10}$ sample.

Sufficient to use a constant correction for the trapped flux by adding or subtracting the magnitude of the trapped flux from the applied field, depending on if the field is sweeping positive to negative or vice versa. This adjusts the loops so that the data reflect that zero field occurs when the sample experiences zero field rather than when the instrument is not applying a current to the magnet. Confirmation of the validity of this method of field correction can be seen in figures 5.5 and 5.6 which show the moment vs field measurements from figures 5.1 and 5.2 (in red) with the same data when the correction for the trapped flux is applied (in blue). It is clear in figures 5.5 and 5.6 that the field correction produces hysteresis loops with sensible behaviours and no crossings.

5.2.2 Cryostat Transport Magnet

In order to calibrate the magnetic field applied by the superconducting magnet used during transport measurements a sample holder with a Hall bar was used. The Hall resistance of the semiconductor Hall sensor was measured at the same time as the magnetic multilayers allowing the trapped flux of the magnet to be defined. In figure 5.7 the data from the calibration sweep of the measurement regime used is presented. This measurement sequence used a sweep rate of 500 mT/min and had no waits or settle time for the magnet included. It is clear from the size of the trapped flux that this is an important effect that must be taken into consideration during the data analysis stage, particularly in my samples which have very low coercive fields at room temperature ($< 10$ mT) and still low coercive fields at low temperatures ($< 10$ K $\rightarrow$ $50 - 80$ mT) where a trapped flux on the order of 10 mT is a significant percentage of the coercive field. The calibration measurement was performed over the whole range of temperatures that the samples were measured over in order to evaluate the repeatability of the measurements and establish if the trapped flux has...
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Figure 5.7: Hall resistance vs applied magnetic field in the cryostat transport measurement setup using a Hall sensor with linear magnetic field dependence. The magnetic field intercepts indicate the points when the magnetic field at the sample position is zero.

Figure 5.8: Trapped flux correction for the cryostat superconducting magnet vs temperature. The correction is independent of temperature and is a repeatable 4 mT. The error in stray field is taken to be half the step size of the magnetic field (i.e. the precision with which the magnetic field was varied) in Figure 5.7.

any temperature dependence. An example of the calibration data collected at 290K is presented in figure 5.7. The direction of field sweep is indicated by blue arrows. The trapped flux is defined as the average of the absolute values of magnetic field when the Hall resistance is zero (magnetic field axis intercepts). This is possible because the Hall resistance from field sweeps in opposite directions are parallel to each other: they have the same gradient. Taking the average of the absolute values of the field intercepts allows the trapped flux correction to be found, despite the small non-zero Hall sensor resistance when no magnetic field applied. Looking at figure (5.7) one can see that the direction of the field correction to be applied is opposite to that needed for the SQUID data. This is because the superconducting magnet in the cryostat has split coils that the sample sits between rather than being in the centre of a superconducting solenoid. Figure 5.8 shows the field correction was found to be 4 mT and independent of temperature.

5.2.3 Additive Effect of the Field Corrections

The trapped flux in each superconducting magnet has now been determined, and it is possible to apply a constant offset correction to the magnetic field, dependent on the direction of field sweep. As shown in figures 5.3 and 5.7 the field corrections to be applied to the magnetometry and transport measurements have opposite effects on the measured hysteresis loops. The cumulative effect on the zero-error in field is best illustrated in figure 5.9 where the Hall resistivity (red circles)
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Figure 5.9: Magnetic moment and Hall resistivity vs recorded field, measured in $[\text{CoB}|\text{Ir}|\text{Pt}]_n$ at 250 K. The additive effect of trapped flux produces a discrepancy of 7 mT between the two hysteresis loops measured.

Figure 5.10: Magnetic moment and Hall resistivity vs true field, in $[\text{CoB}|\text{Ir}|\text{Pt}]_n$ at 250 K. The hysteresis loops lie nearly on top of each other after the calibrated corrections are applied.

Figure 5.11: Magnetic moment vs field in $[\text{CoB}|\text{Ir}|\text{Pt}]_n$ at 250 K for recorded field (red) and true field (blue) showing the widening effect of the field correction for the SQUID-VSM measurements.

Figure 5.12: Hall resistivity vs field in $[\text{CoB}|\text{Ir}|\text{Pt}]_n$ at 250 K for recorded field (red) and true field (blue) showing the narrowing effect of the field correction for the cryostat transport measurements.
and the out of plane moment (green triangles) of the \([\text{CoB}|\text{Ir}|\text{Pt}]_{n=6}\) sample are plotted on the same field axis. The additive effect of the trapped flux in the different superconducting magnets causes a 7 mT difference between the two hysteresis loops. Applying the field correction to the moment vs field hysteresis loop has the effect of widening the loop in field, as shown in figure 5.11. Conversely, the resistivity data is narrowed by the field correction as shown in figure 5.12. Plotting the corrected data on the same field axis, as shown in figure 5.10, illustrates the effectiveness of the correction. Following the correction, the hysteresis loops are now very close to being aligned in field, they exhibit the same coercivity and general shape.

However, there are several more steps that must be taken before the hysteresis loops can be subtracted from each other to find any excess Hall resistivity. These are detailed in section 5.3.

### 5.3 Data Analysis

Before the loops are ready to be subtracted from each other there are a number of other steps that must be taken. This includes removing background effects such as the OHE in the transport data and para/diamagnetic signals from the sample substrate in the magnetometry data. The moment must also be normalised and converted into an estimate of the anomalous Hall resistivity. The analysis method used for each step is shown in this section with all figures showing data collected from measurement of \([\text{CoB}|\text{Ir}|\text{Pt}]_{n=6}\) at 270 K as an example presented in detail, but the same analysis is applied to all data presented in this thesis.

#### 5.3.1 Transport Measurements

The raw transport measurements collected for each sample are in the form of Hall resistance hysteresis loops which need to be converted to resistivities. The Hall voltage is given by

\[
V_H = V_y = \frac{I_x B_z}{n e t},
\]

(5.1)

where \(I_x\) is the current applied in-plane, \(V_y\) is the in-plane voltage perpendicular to the applied current, \(B_z\) is the magnetic field perpendicular to the sample, \(n\) is the carrier density, \(e\) is the charge on the electron, and \(t\) is the thickness of the multilayer. Resistivity is defined as

\[
\rho_{xy} = \frac{R_{xy} A}{l},
\]

(5.2)

where \(R_{xy}\) is the measured Hall resistance, \(A\) is the area of the ‘wire’, and \(l\) is the length of the wire. Due to the geometry of the samples (crosses, figure 6.1), in the case of the samples used here

\[
A = wt,
\]

(5.3)

where \(w\) is the width of the arm of the Hall cross and \(t\) is the thickness of the multilayer. The Hall resistance measured applies only to the square area in the centre of the cross, where the contacts of
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Removing Constant Offset & OHE gradient

Each sample was wirebonded to a sample head in order to be able to measure the transport properties while inserting the sample into a cryostat. Each wirebond was made manually using a wirebonder with Al wire. This means that the contacts to the sample are never perfectly aligned and there will always be some cross-talk between the longitudinal and transverse resistances measured. This means that the resistivity hysteresis loops will have an offset (due to imperfect cross geometry and misalignment of the wirebonds) that must be removed. Similarly the ordinary Hall effect contributes a small, but finite, transverse resistivity that is proportional to the applied magnetic field. In order to remove these two effects, the hysteresis loops were fitted using a standard linear fit of the form

$$\rho_{xy,fit} = m_i H_T + c_i,$$

where $H_T$ is the True Field applied to the sample, $c_i$ are the $\rho_{xy}$ axis intercepts, and $m_i$ is the gradient. The linear fit is performed in the saturated regions of the hysteresis loops (at high applied magnetic fields, i.e., $H_T \gg H_c$), and $i$ is an iterator starting from 1 which counts the saturated regions in the hysteresis loop. The average of the gradients of the fits

$$\bar{m} = \frac{\sum_{i=1}^{N} m_i}{N}$$

Figure 5.13: Removal of OHE and $\rho_{xx}$ cross-talk from resistivity hysteresis loops. Dashed lines show linear fits to the data in the saturated regions.
is the ordinary Hall coefficient, where \( N \) is the total number of fits - here \( N = 2 \) because there are two linear ranges in the hysteresis loops where the sample is saturated either in the positive or negative direction - and the average of the \( \rho_{xy} \) axis intercepts

\[
\bar{c} = \frac{\sum_{i=1}^{N} c_i}{N}
\]  

(5.6)

is the offset in resistivity. This allows linear correction of the data where each corrected data point is found using

\[
\rho_{xy,\text{corr}} = \rho_{xy,\text{raw}} - \bar{m}H_T - \bar{c}.
\]  

(5.7)

This correction is shown in figure 5.13 where the uncorrected data is in blue, the linear fits are shown as dashed lines, and the corrected data is shown in green. The corrected resistivity when the sample is saturated should now be entirely due to the anomalous Hall effect since the OHE has been removed and at saturation the sample should be uniformly magnetised meaning the THE is expected to be zero. Therefore, the resistivity at saturation provides a scaling factor to convert the normalised moments into an estimate of the anomalous Hall resistivity. The same method of applying a linear fit to the saturated regions of the loop and finding the \( \rho_{xy,\text{corr}} \) intercepts is used to determine the correct scaling factor for each sample and temperature.

### 5.3.2 SQUID Magnetometry

The out-of-plane moment dependence on applied magnetic field will be used to estimate the anomalous Hall resistivity. Before this is possible it is necessary to remove any background signal in the measurements. The data must then be normalised and then scaled by the anomalous Hall resistivity at saturation.

#### Removal of Para/Diamagnetic Backgrounds

Moment vs field hysteresis loops can contain linear paramagnetic and diamagnetic background signals. These signals can arise from the substrate of the sample (silicon) and the material with which the sample is mounted (e.g. inside a plastic straw). Fortunately diamagnetic and paramagnetic materials behave linearly with field, with paramagnetic contributions being proportional to the applied field and diamagnetic contributions being inversely proportional to the applied field. An example of a moment vs field measurement, in \([\text{CoB}|\text{Ir}|\text{Pt}]_{n=6}\) at 250 K, containing a diamagnetic background signal is shown in blue in figure 5.14. The gradient of the saturated region (fitted with a straight line) is used to subtract the background signal from the data producing the corrected hysteresis loop shown in green in figure 5.14. The intercept of the linear fit is used to normalise the moment vs field data in the next step.
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Normalisation & Scaling of Data

Dividing all the moment vs field data by the moment at saturation (the y-intercepts of the linear fits in figure 5.14) allows for normalisation of the data. Following this step the normalised data is multiplied by the anomalous Hall resistivity at saturation, as found from the corrected Hall resistivity data shown in figure 5.13 (green). This produces an estimate of the anomalous Hall resistivity loop, shown in purple in figure 5.15.

5.3.3 Subtraction of Hysteresis Loops

Now that the data has been corrected it is nearly ready to be subtracted to try to find any excess resistivity that cannot be explained by the anomalous Hall resistivity. The difference between the hysteresis loops must be found by subtracting the anomalous Hall resistivity from the Hall resistivity (minus the OHE) at each field. This is complicated somewhat due to the fact that the data is collected at different magnetic field intervals which means that first it is necessary to interpolate both hysteresis loops.

Linear Interpolation & Subtraction of Corrected Data

The corrected data for both the Hall resistivity (minus OHE), \( \rho_{xy} \), and the anomalous Hall resistivity, \( \rho_{xy}^A \), are interpolated using linear interpolation between ±500 mT, with a field step size of 1 mT. This step size was chosen as it is the same as the step in field used to collect the \( \rho_{xy} \) data in the cryostat, minimising the introduction of errors due to the interpolation process, shown in figure 5.16. The anomalous Hall resistivity and its linear interpolation are shown in figure 5.17. The interpolated data for both \( \rho_{xy} \) (black circles) and \( \rho_{xy}^A \) (red triangles) are shown in figure 5.18. The curves lie very close to each other however there is a noticeable difference between the two in the range of the magnetic field where the samples switch magnetisation. This difference is what we wish to investigate in more detail, and is found by subtracting \( \rho_{xy}^A \) from \( \rho_{xy} \) at each magnetic field. This produces an excess resistivity signal, \( \rho_{xy,\text{excess}} \), which is shown in figure 5.19.

5.3.4 Critical Analysis of Subtraction Result

It is very easy to introduce a difference between the \( \rho_{xy} \) and \( \rho_{xy}^A \) due to the necessary field corrections and linear interpolation steps. This means that it is important to critically analyse the resulting excess resistivity found. The results of the analysis procedure described previously for all temperatures in \([\text{CoB}][\text{Ir}][\text{Pt}]_{n=6}\) are shown in figure 5.20. The excess resistivity at low temperatures has features that span more than 50 mT as well as some odd, sharp features that occur when the sample is starting to change magnetisation for the first time. We can be confident that the smooth features containing many data points are real, however the features in the curves that have only two or three data points could be artefacts of the analysis process. This section will investigate
Figure 5.14: Moment vs field in [CoB|Ir|Pt]$_n$ at 250K for data with a diamagnetic background signal (blue) and after removal of the background signal (green). The diamagnetic background is identifiable because the regions of the hysteresis loop which are saturated exhibit a negative gradient, shown by the dashed lines.

Figure 5.15: Normalised moment vs field (turquoise) in [CoB|Ir|Pt]$_n$ at 250 K, and the scaled data (purple) as an estimate of the anomalous Hall resistivity, $\rho_{xy}^A$.

Figure 5.16: The negative to positive field sweep of $\rho_{xy}$ (green squares), and the linear interpolation of $\rho_{xy}$ (orange circles) for [CoB|Ir|Pt]$_n$ at 250 K.

Figure 5.17: The negative to positive field sweep of $\rho_{xy}^A$ (purple squares), and the linear interpolation of $\rho_{xy}^A$ (orange circles) for [CoB|Ir|Pt]$_n$ at 250 K.

the origin of potential artefacts in the data and justify an extra field correction step to align the interpolated data as well as possible.
Figure 5.18: The interpolated data for \( \rho_{xy} \) (black circles) and \( \rho_{xy}^{A} \) (red triangles). This is the negative to positive field sweep in \([\text{CoB} | \text{Ir} | \text{Pt}]_{n=6}\) at 250 K.

Figure 5.19: The excess Hall resistivity, \( \rho_{xy,\text{excess}} \), in \([\text{CoB} | \text{Ir} | \text{Pt}]_{n=6}\) at 250 K.

Figure 5.20: The excess Hall resistivity in \([\text{CoB} | \text{Ir} | \text{Pt}]_{n=6}\) when the magnetic field is swept from negative to positive. There are clear features that exist over a large field range as well as sharp features consisting of only a few data points.
Comparison of Interpolated Data

To understand the origin of the sharp features in the excess resistivity the interpolated data at 30 K, 100 K, and 250 K will be looked at in more detail with and without the measured field corrections that were found in section 5.2.3. By considering the differences before application of the measured field correction and afterwards it should be possible to determine if the sharp features are enhanced or reduced by the measured field correction. The $[\text{CoB}|\text{Ir}|\text{Pt}]_{n=6}$ data at 30 K, after the linear interpolation step, is shown without the field correction in figure 5.21 and with the corrections in figure 5.22. In each figure the first data point that changes significantly from the saturated resistivity is marked with a dashed line, coloured black or red for the $\rho_{xy}$ and $\rho_{xy}^A$ interpolated data respectively. It is clear to see that the measured field corrections for the two superconducting magnets are necessary and also quite accurate as the difference between the first non-saturated resistivity is reduced to only 1 mT after application of the field corrections (figure 5.22) compared to 8 mT when the corrections are omitted (figure 5.21). In order to confirm that the small misalignment in field may be the cause of the sharp artefacts the excess resistivity signal for $n = 6$ at 30 K, 100 K, and 250 K was found prior to and following field correction. Figures 5.23 (a), (b), and (c) show the excess resistivity at 30 K, 100 K, and 250 K respectively; the corrected results are shown as squares whereas the results prior to correction are shown by circles. In each subfigure one can see that the measured field correction has reduced the large negative features. This suggests that they may be attributed to uncorrected misalignment of the two loops in field. By taking another look at figure 5.22 it is possible to make an attempt to remove any
small remaining artefacts. This is done by shifting one of the loops by 1 mT such that the data points indicated by dashed lines are lined up. The excess resistivity following this shift in field is shown for $[\text{CoB}\text{Ir}\text{Pt}]_{n=6}$ at 30 K, 100 K, and 250 K in figure 5.23 (d). This custom correction is henceforth referred to as an ‘extra’ field correction and is determined manually for each temperature and sample combination by comparing the interpolated data. It is my belief that the need for small extra corrections is due to a combination of an error introduced by the linear interpolation step, unknown errors in the measured field corrections, and the limitations in measuring $\rho_{xy}$ accurately at higher temperatures when using a 1 mT step size. The third contribution is most likely the largest because the coercive field of all the samples studied is very small at higher temperatures. This means that for a small change in field the change in $\rho_{xy}$ is very large and the sample switches between saturated states over a very small field range, i.e. the field resolution is not good enough. The effect of small shifts in field on the magnitude of the excess resistivity can be readily observed in figure 5.23, and the same effect is seen for samples with different numbers of repeats as seen in figure 5.24. Wherever an extra field correction has been applied it will be shown in the legend of the results figures presented. In some cases the extra adjustment required is larger at lower temperatures. This may be attributed to the fact that at lower temperatures the field resolution during switching is comparatively better than at higher temperatures.
Figure 5.23: Excess $\rho_{xy}$ prior to (circles) and following (squares) field corrections are applied for $[\text{CoB}|\text{Ir}|\text{Pt}]_{n=6}$ at (a) 30 K, (b) 100 K, and (c) 250 K. The measured field correction clearly reduces the large negative features in excess $\rho_{xy}$. 

(a) 30 K

(b) 100 K

(c) 250 K

(d) Extra Field Corrections
5.4 Features or artefacts?

Following the analysis steps outlined above it is desirable to investigate trends in the excess $\rho_{xy}$ with temperature and number of magnetic multilayer repeats. In order to do this it is important to be able to distinguish between artefacts that occur when the field resolution is too poor, or perhaps due to residual misalignment in field. Figure 5.25 provides good examples of $\rho_{xy,\text{excess}}$ where it is difficult to distinguish between parts of the curves that are real features and sections that may be artefacts, for example at temperatures between 290 K and 100 K. These temperatures all have large spiky sections that occur at the onset of magnetisation switching. Some of these (100 K and 120 K) also have smaller features that occur at a higher field and over a larger range in field. In order to be able to decide which temperatures in each sample produce results that may be considered real it is desirable to define a method for measuring the width of the different features in the curves.

5.4.1 FWHM as a Measure of Feature Size

The full-width half-maximum (FWHM) of a peak is a well defined property that is most simply defined as the width of a curve at the y-value equal to half of the maximum of the peak. The $\rho_{xy,\text{excess}}$ curves contain multiple peaks that are not expected to follow any particular shape. Given this each curve was fitted individually, for multiple peaks where necessary, with various peak functions including gaussian, exponentially modulated gaussian, and bigaussian functions. There is no physical justification for the use of any of these functions over others, and each were chosen to produce the best fit to the individual $\rho_{xy,\text{excess}}$ curves. These functions are used purely as a
mathematical method of measurement of the FWHM of the peaks in the data. Several examples of fitted \( \rho_{xy,\text{excess}} \) curves in \([\text{CoB}|\text{Ir}|\text{Pt}]_{n=4}\) are presented in figure 5.26. The individual curves fitted to features within the overall \( \rho_{xy,\text{excess}} \) curves are shown, as well as the cumulative fits. For the most part the features can be fit well with a Gaussian function but in some circumstances such as at 8K (figure 5.26 (d)) an exponentially modulated Gaussian function produces a better cumulative fit. All the fitting performed during this stage was carried out using Origin(Pro) software [118].
5.4.2 Defining the Size of a ‘Real’ Feature

Following successful fitting of each curve the FWHM of the individual features can be used to compare the significance of the signal with the field resolution used to collect the data and the size of the extra field corrections that were needed to align the hysteresis loops. The FWHM of each peak in $\rho_{xy,\text{excess}}$ was then plotted vs temperature for each sample, shown in figure 5.27 (b) for $[\text{CoB}\mid\text{Ir}\mid\text{Pt}]_{n=4}$. The light red region of the plot indicates FWHM that are lower than the field step used to collect the data (1 mT). The light orange region of the graph indicates FWHM that are larger than the field step used but smaller than the largest extra field correction applied to data from the same sample (i.e. same number of repeats). Features with data points that fall into these highlighted regions may be considered more suspect as their size and shape would change drastically based on any errors in experimental measurement or the following analysis. By contrast the features that correspond to data points that are not within these regions are considered more robust signals that are likely to be reliable and real. Figure 5.27 presents the FWHM as a function of temperature for all the samples measured during this project. In each sample it is clear to see that the FWHM of the features decreases as the temperature is increased. This is unsurprising as the FWHM of the overall $\rho_{xy,\text{excess}}$ curve is dependent on the coercive field of the sample and the saturation field of the sample, i.e. a $\rho_{xy,\text{excess}}$ signal is only expected while the multilayers are in a multidomain state switching from one single domain saturated state to the other. As the number of multilayer repeats increases so does the coercive field explaining the increase in FWHM with increased $n$. The extra field correction required - discussed previously in section 5.3.4 - decreases as the coercivity, saturation field, and number of repeats in the samples increases. The extra field correction is illustrated by the orange shaded areas narrowing in Figures 5.27(a) to 5.27(d) with increasing multilayer repeats ($n$). The results shown in figure 5.27 are used in the following chapter to identify less reliable data points when the temperature and multilayer dependence of the maximum $\rho_{xy,\text{excess}}$ are investigated.
Figure 5.27: Full-width half-maximum of the peaks found within a $\rho_{xy,\text{excess}}$ curve vs temperature for each sample, where $n$ represents the number of repeats of [CoB|Ir|Pt]. The coloured areas on each plot represent the field resolution used to collect the data (1 mT), shown in red, and the maximum extra field correction used to align the hysteresis loops for each sample, shown in orange.
5.5 Error Estimation and Propagation

The anomalous Hall resistivity is found by using the following expression,

\[ \rho_A = \frac{\rho_{A,\text{sat,avg}} m_{\text{sat,avg}}}{m}, \]  

(5.8)

where \( \rho_A \) is the anomalous Hall resistivity at an applied OOP magnetic field \( B \), \( \rho_{xy,\text{sat,avg}} \) is the average Hall resistivity after the ordinary Hall resistivity, and any systematic offset, is removed, \( m_{\text{sat,avg}} \) is the average moment measured when the sample is saturated, after any background signal has been removed, and \( m \) is the OOP moment in the sample in the same applied magnetic field \( B \). To find the error in the anomalous Hall resistivity the percentage errors must be added in quadrature (because the variables in the previous equation are multiplied and/or divided together) to obtain an estimated fractional uncertainty in the anomalous Hall resistivity according to

\[ \frac{\Delta \rho_A}{\rho_A} = \sqrt{\left(\frac{\Delta \rho_{A,\text{sat,avg}}}{\rho_{A,\text{sat,avg}}}\right)^2 + \left(\frac{\Delta m_{\text{sat,avg}}}{m_{\text{sat,avg}}}\right)^2 + \left(\frac{\Delta m}{m}\right)^2}, \]

(5.9)

where \( \rho_{A,\text{sat,avg}}, m_{\text{sat,avg}}, \) and \( m \) are the same variables as in the previous equation and \( \Delta \) denotes the absolute error in a parameter. To obtain an estimated fractional uncertainty the largest fractional uncertainties for each parameter were used from the sample with \( n = 6 \) repeats. This yielded an estimated fractional uncertainty for \( \rho_A \) of 0.002, or 0.2\% of \( \rho_A \), with this value being dominated by the fractional errors in moment which are ten times larger than the largest fractional error in the transport measurements. The largest value of \( \rho_A \) occurs when the sample is saturated so the maximum possible error can be estimated to be 0.2\% of the anomalous Hall resistivity at sample saturation. To simplify analysis and plotting, the absolute error in anomalous Hall resistivity at all fields is taken to be the same and equal to the maximum possible absolute error which is calculated using the anomalous Hall resistivity at sample saturation for each sample.

The excess resistivity is found by subtracting the anomalous Hall resistivity from the corrected Hall resistivity (after removal of the ordinary Hall resistivity). This means that to find the error in the excess resistivity the absolute errors in the anomalous Hall resistivity and corrected Hall resistivity should be added in quadrature according to

\[ \Delta \rho_{\text{excess}} = \sqrt{\Delta \rho_A^2 + \Delta \rho_{xy,\text{corr-OHE}}^2}, \]

(5.10)

where \( \Delta \rho_{\text{excess}} \) is the absolute error in the excess Hall resistivity, \( \Delta \rho_A \) is the absolute error in the anomalous Hall resistivity, and \( \Delta \rho_{xy,\text{corr-OHE}} \) is the absolute error in the corrected Hall resistivity after removal of the ordinal Hall effect. The absolute error in the corrected Hall resistivity is taken to be the noise in the transport signal at saturation and is the same for all the measurements, \( \Delta \rho_{xy} \approx 1 \times 10^{-3} \text{ n}\Omega\text{m} \). Again, for ease, the absolute uncertainty for the excess Hall resistivity will be estimated using the maximum possible result from equation 5.10 by using the largest absolute uncertainty.
uncertainty in the anomalous Hall resistivity. This occurs in the sample with $n = 28$ repeats which has a maximum anomalous Hall resistivity of 5.24 nΩm at 10 K. This results in a maximum absolute error in anomalous Hall resistivity of 0.01 nΩm which renders the error contribution from the noise in the transport measurements negligible. As such, the maximum error in the excess Hall resistivity can be estimated to be the same as the maximum error in the anomalous Hall resistivity, that is $\pm 0.01$ nΩm to one significant figure. This error overestimates the error in the samples with $n < 28$ for all applied magnetic fields, and even for the $n = 28$ sample for magnetic fields where the sample is not fully saturated. Figure 5.28 shows the excess Hall resistivity signal at 200K for the $n = 6$ (orange circles) and $n = 28$ (green circles) samples, including y-error bars of $\pm 0.01$ nΩm. In this figure, only every third data point is plotted in order to increase visibility of the error bars which are the same size as the data points. Given that the maximum possible absolute uncertainty in excess resistivity is not able to be seen easily due to the size of the data points, the y-error is not included in the rest of the results figures in chapter 6, and elsewhere in this thesis. The y-errors for the AHE results in chapter 7 are also too small to be seen in the figures.

5.6 Conclusion

This chapter has served to explain the analysis steps performed on the raw transport and moment measurements made that yield the results presented in the following chapters. The importance of field calibration when using multiple superconducting magnets has been observed and the steps taken to mitigate trapped flux zero errors were detailed. It has been shown that finding a $\rho_{xy,\text{excess}}$ signal can be easy if any misalignment in field remains between the transport and moment hysteresis loops, and that ensuring the $\rho_{xy,\text{excess}}$ signal is real is a difficult task. By performing field calibration measurements in the magnets used, investigating the effect of the resulting field correction, and defining a threshold FWHM for features in $\rho_{xy,\text{excess}}$, I have ensured, to the best of my ability, that the results presented in the rest of this thesis are real.
Figure 5.28: The excess Hall resistivity in samples with $n = 6$ and $n = 28$ repeats, at 200K, including an extra field correction and with y error bars = ±0.01 nΩm, where this is the maximum absolute error in excess resistivity, due to known and quantifiable uncertainties, for all samples and temperatures as explained in section 5.5.
Chapter 6

Topological Hall Effect in CoB|Ir|Pt Multilayers
6.1 Introduction

In chapter 3 section 2.6.2 the potential use of magnetic skyrmions to store data in more energy efficient ways was discussed. In particular, in order to read data stored by skyrmions using electrical measurement rather than magnetic tunnel junctions it is essential that the relationship between the number of skyrmions present and their individual contribution to the Hall effect is understood. So far, attempts to measure the magnitude of the topological Hall effect due to magnetic skyrmions has yielded results that are inconsistent with each other [8; 10; 58; 70; 119] and with those predicted by Berry phase theory[9; 120]. Therefore, in this chapter, the results of experimental work investigating the behaviour of the excess Hall resistivity in CoB|Ir|Pt\textsubscript{n} multilayers, that exists after accounting for the ordinary and anomalous Hall, as a function of temperature and multilayer repeat number, \(n\), are presented.

An overview of the growth conditions of the samples is given in section 6.2.1. This is followed by the characterisation parameters including the multilayer structure and magnetic properties in section 6.2.2. The overall Hall resistivity measurements are presented in section 6.2.3, followed by the temperature dependence of the excess Hall resistivity in section 6.3, and repeat dependence in section 6.4. The \(\rho_{xy,\text{excess}}\) signal measured in CoB|Ir|Pt\textsubscript{n} multilayers is shown to change in shape depending on the temperature of measurement and with the number of repeats in multilayer, where lowering temperature appears to increase the number of peak or trough like features present in the signal and lowering the number of multilayer repeats appears to increase the variation in the number of features present at different temperatures.

6.2 Sample Growth and Characterisation

The samples measured to obtain the results in this chapter are magnetic multilayers with a nominal structure Ta(2.43 nm)|Pt(2.23 nm)\|[CoB(0.74 nm)]|Ir(0.40 nm)|Pt(1.12 nm)\|Pt(2.48 nm), where \(n\) is the number of repeats of the multilayer. The Hall transport properties of samples with \(n = 1, 4, 6, 10,\) and 15 were measured at room temperature in order to determine the effect of the number of repeat layers on \(R_{xy}\). Samples that have been shown to host Néel skyrmions in similar multilayers in the past [5; 8; 65; 117; 121] tend to have a number of repeats in the range of around \(3 \leq n \leq 8\). For the measurements as a function of temperature, the samples were chosen to span the number of repeat layers where skyrmions would be expected. The magnetic multilayer was deposited as a thin film, through a metal mask, using DC magnetron sputtering as described in section 3.1.1. This method created samples with cross-shaped geometry to make measurement of Hall transport properties easier. The area that is measured in these samples is a 2 \(\times\) 2 mm square in the centre of the cross, i.e. bulk multilayer film. An image of a typical sample from this batch is shown in Figure 6.1.
6.2 Sample Growth and Characterisation

Figure 6.1: A typical sample with cross-shaped geometry, wirebonded for measurement of the longitudinal and transverse resistance of the sample.

6.2.1 Growth Conditions

During the growth process the vacuum chamber was kept at a base pressure on the order of $10^{-7} - 10^{-8}$ mBar, and an argon flow of 35 sccm ≈ 3.2-3.7 mTorr was used during sputtering. Tantalum, platinum, cobalt-68 boron-32, and iridium were each sputtered using a recipe to produce the following magnetic multilayers:

$$\text{Ta(19 s)} | \text{Pt(18 s)} | [\text{CoB(15 s)} | \text{Ir(5 s)} | \text{Pt(9 s)}]_n | \text{Pt(20 s)}, \quad (6.1)$$

where the magnetron guns, supply current, and power used during growth are given in Table 6.1. The growth rate for each material shown in table 6.1 was found from bulk films grown during the same growth. XRR measurements were used to determine the thickness of the film, using the dependence of Kiessig peaks on reflection angle (eq. 3.1). The thickness found was then divided by the growth time in seconds for each material (typically chosen to be around 300s).

<table>
<thead>
<tr>
<th>Material</th>
<th>Source Current (mA)</th>
<th>Power (W)</th>
<th>Growth Rate (Å/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tantalum</td>
<td>50</td>
<td>15</td>
<td>1.4</td>
</tr>
<tr>
<td>Platinum</td>
<td>25</td>
<td>9</td>
<td>1.4</td>
</tr>
<tr>
<td>Cobalt-68 Boron-32</td>
<td>50</td>
<td>18</td>
<td>0.8</td>
</tr>
<tr>
<td>Iridium</td>
<td>25</td>
<td>9</td>
<td>0.9</td>
</tr>
</tbody>
</table>

Table 6.1: Growth conditions used to grow the multilayered samples used in this thesis. DC magnetron sputtering was used with the source current and power for each material shown in this table. The subsequent growth rate is found from XRR of the thickness of the calibration samples as explained in section 3.2.1.
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6.2.2 Characterisation Parameters

The structure of the whole multilayer and thickness of individual layers within the multilayer were determined by measuring the sister samples using X-ray Reflectometry (XRR), as discussed in section 3.2.1, and then fitting the resultant curves using GenX. The multilayers grown for the devices in this chapter were found to have a nominal structure of

$$Ta(2.47 \text{ nm})|Pt(2.16 \text{ nm})|[CoB(0.77 \text{ nm})|Ir(0.40 \text{ nm})|Pt(1.08 \text{ nm})]\times n|Pt(2.4 \text{ nm}).$$

(6.2)

The laser magneto-optical Kerr effect (LASER-MOKE) and Superconducting Quantum Interference Device-Vibrating Sample Magnetometry (SQUID-VSM) were also used to characterise the samples as described in sections 3.2.3 and 3.2.4 in chapter 3. The coercive field of the films at room temperature was measured using LASER-MOKE and was found to be $H_{C,RT} \approx 290 \text{ mT}$. The coercive field, found from Hall resistance loops when $T \leq \text{room temperature}$, of all the samples increases as the temperature is decreased and ranges from 20 mT in high repeat samples ($n = 28$) to nearly 100 mT in low repeat samples ($n = 1$). An average saturation magnetisation at $T = 0 \text{ K}$ of $M_{S,0} = 1460 \pm 70 \text{ kA/m}$ was found from SQUID-VSM measurements. This value was calculated using only the volume of Co in each sample and does not take into account any proximity magnetisation that occurs within the Pt layers that are adjacent to the CoB layers. The value found is consistent with the expected saturation magnetisation for Co of $1.7 \mu_B$ per atom $\approx 1400 \text{ kA/m}$ [122], however it is also likely that the $M_S$ was found to be above the magnetisation of pure Co due to Pt proximity magnetisation effects that have not been accounted for and that make the volume contributing to the total moment larger than used in the calculation of magnetisation here.

6.2.3 Excess Hall Resistivity

The experimental set-up used to perform the temperature dependent Hall transport measurements that are presented in this chapter consists of a cryostat capable of producing temperatures between 5 K and 300 K and electrical wiring between the sample and the external transport equipment (nanovoltmeter and current source). This is provided through a stick to which the sample is wirebonded. The stick also contains a Cernox chip for measuring the temperature inside the cryostat. Full details of the experimental set-up and measurement protocols can be found in section 3.3.1.

The data collection method, described in detail in section 3.3.1, was used to measure the Hall resistance for both the repeat layer, $n$, and temperature, $T$, dependence investigations. To collect the repeat layer dependence it was necessary to measure samples with the same geometry but grown with different numbers of repeat layers, the sample growth was discussed in section 3.1.1. Temperature dependent data was collected for each sample and some common temperature values were chosen to be measured for all samples to allow comparison of the effect of repeat
Figure 6.2: Hysteresis loops in the Hall resistivity signal, $\rho_{xy}$, for multilayer repeats $n = 1, 4, 6, 10, 15, \text{ and } 28$ shown in subfigures (a)-(f) respectively. The temperature of each measurement is indicated by the colour of the data, where purple is the coldest at $\sim 5 \text{ K}$ and red is the warmest at $\sim 290 \text{ K}$. Bumps in the loops are evident at temperatures below $\sim 50 \text{ K}$ in (b)-(d).
Figure 6.3: Out-of-plane magnetic moment vs applied magnetic field (easy axis hysteresis loops) for multilayer repeats \( n = 1, 4, 6, 10, 15, \) and \( 28 \) shown in subfigures (a)-(f) respectively. The temperature of each measurement is indicated by the colour of the data, where purple is the coldest at \( \sim 5 \) K and red is the warmest at \( \sim 290 \) K.
layer at multiple different temperatures. In a similar way, samples with numbers of repeats that are expected to span the range in which one might expect skyrmions to be present were selected to be measured over a wide range of temperatures, with more measurements being performed in temperature ranges \((T < 30 \text{ K})\) where unexpected features in the transport hysteresis loops were observed, figure 6.2.

Chapter 5 provided an in depth discussion of the methods used for calibration of the superconducting magnets used (section 5.2) and the analysis steps taken to extract the excess Hall resistivity from the raw Hall resistivity data that is shown in figure 6.2 by using SQUID magnetometry measurements (shown in Figure 6.3) to estimate the anomalous Hall effect (section 5.3). Figure 6.4 shows the \(\rho_{xy,\text{excess}}\) signal at 8K in the sample with \(n = 4\) for the whole hysteresis loop. No symmetrisation of the data has been performed, \(\rho_{xy,\text{excess}}\) is antisymmetric with magnetic field with all features in the signal occurring within 1 mT of their opposite field counterparts. This is highlighted in figure 6.4 (a) by dashed, coloured lines at each peak in the signal. In the rest of this thesis the \(\rho_{xy,\text{excess}}\) signal will be presented only for the negative to positive field sweep direction in order to improve visibility in figures. The negative to positive sweep was chosen for presentation to ensure that the cryostat VTI and the sample were in thermal equilibrium for the entirety of the magnetic field sweep. In some data files the sample temperature was still several degrees from the VTI chamber when the positive to negative field sweep was started. This occurs when the stability criterion for the temperature has been met (i.e. the change in temperature is small enough over a set period of time) but there is still a significant difference between the VTI and sample temperature. This introduces a small artifact at the beginning of the measurement until thermal equilibrium is reached. Data collected prior to thermal equilibrium are excluded and don’t occur within the region of interest in the hysteresis loop.

Some samples were measured multiple times with a large time period in between in order to check the robustness of the sample with time and if the features observed in \(\rho_{xy,\text{excess}}\) were repeatable. The \(\rho_{xy,\text{excess}}\) signal at 8 K in the sample with \(n = 4\) measured in the summer of 2021 (orange) and spring of 2022 (purple) is shown in figure 6.4 (b). While there is clearly some variation in \(\rho_{xy,\text{excess}}\) between the two measurements all the features within the signal are present in both measurements and the magnitude of the excess Hall resistivity is comparable. The small differences between the two signal are not surprising as the magnetic domains formed during hysteresis loops when materials switch magnetisation are never identical, there are imperfections in all materials that change the energy landscape affecting domain nucleation and the spread of domains during switching. In a similar way, any topological textures present during switching will be dependent on the specific defects and local properties of the multilayer, and as such are not necessarily produced at exactly the same applied field during each measurement. It is also possible that the temperature of the sample was slightly different in the two measurements changing the coercivity of the material, shifting the position of \(\rho_{xy,\text{excess}}\) in field and changing the magnitude of the signal. Now that the
(a) $\rho_{xy,\text{excess}}$ for both magnetic field sweep directions. Reference lines of different colours indicate the magnetic field at which feature in $\rho_{xy,\text{excess}}$ occur in each sweep. The signal is antisymmetrical in field, as one would expect, and only one of the features occurs at a different place during the magnetic field sweep in the opposite direction.

(b) Repeatability of measurements: The $\rho_{xy,\text{excess}}$ signal is extremely similar with only slight variations in magnitude and magnetic field position. This validates the use of longitudinal resistance measurements from 2021 combined with the $\rho_{xy,\text{excess}}$ signals measured in 2022 in chapter 7.

Figure 6.4: The $\rho_{xy,\text{excess}}$ signal vs magnetic field for the sample with $n = 4$ multilayer repeats. (a) $\rho_{xy,\text{excess}}$ while the magnetic field is swept in both directions. (b) $\rho_{xy,\text{excess}}$ in the same sample measured $\sim 10$ months apart.
robustness of the $\rho_{xy,excess}$ signal has been established the temperature dependence of $\rho_{xy,excess}$ will be discussed.

6.3 Temperature Dependence

The temperature dependence of the excess Hall resistivity, $\rho_{xy,excess}$, measured when sweeping from negative to positive field is presented in figure 6.5, with each subfigure (a) - (f) showing the data for different numbers of multilayer repeats, where $n$ increases from 1 in (a) to a maximum of 28 in (f). The temperature of each $\rho_{xy,excess}$ curve is shown by the colour of the data where the lowest temperatures are shown in purple and move through the colour spectrum to the highest temperatures that are shown in red. As discussed in sections 5.4.1 and 5.4.2 the FWHM of the features within $\rho_{xy,excess}$ was used to determine the reliability of the features (figure 5.27). The $\rho_{xy,excess}$ in samples with $n=1$ and $n=4$ were identified as having features that may be unreliable and as such the relevant $\rho_{xy,excess}$ curves in figures 6.5 (a) and 6.5 (b) are shown with dashed or dotted lines joining the data points rather than solid lines. The lines in all figures should be considered as guides to the eye unless explicitly stated otherwise. In existing literature $\rho_{xy,excess}$ is attributed to topological spin textures within the material, as discussed in section 2.6.3, and often referred to as $\rho_{xy}^{T}$ - a topological Hall effect. Despite numerous reports of skyrmion presence in samples grown with the same structure as those measured for this thesis [5; 8; 60; 65], I have chosen to label the resulting signal presented in results as $\rho_{xy,excess}$. This is partially due to lack of corroborating evidence (such as magnetic imaging e.g. MFM or XMCD-STXM) for skyrmion presence in the specific samples measured, as well as some unexpected results that serve to prove that the theory explaining the overall Hall effect is incomplete when describing magnetic materials with complicated multilayer structures and/or topologically non-trivial spin textures present.

Comparing figures 6.2, 6.3, and 6.5 it is clear to see that the $\rho_{xy,excess}$ signal is concurrent with the field range where each sample exhibits multidomain states while it switches between opposite OOP magnetisation directions, which is to be expected. The general shapes of the raw transport hysteresis loops in Figure 6.2 (a)-(f) and the raw moment hysteresis loops in Figure 6.3 are very similar. As mentioned in section 2.6.4 this is to be expected because the topological Hall contribution from skyrmions is very small and dependent on the number of skyrmions present as well as the size of the magnetic flux quantum. Similarly, $R_{0}$, the ordinary Hall coefficient is very small and so the dominant component in the transport hysteresis loops comes from the anomalous Hall contribution which is proportional to the out-of-plane magnetisation. The shape of the magnetisation loops is generally what is expected in ferromagnetic multilayers with perpendicular magnetic anisotropy, as was discussed in section 2.4. Generally, Figure 6.3 (a)-(f) suggests that the multilayers are switching via domain nucleation and domain wall motion where the domains are continuous through the whole multilayer stack because there are no obvious steps in the moment loops. It is
Figure 6.5: The $\rho_{xy,\text{excess}}$ signal vs magnetic field for all samples, where the multilayer repeats $n = 1, 4, 6, 10, 15, \text{ and } 28$ are shown in subfigures (a)-(f) respectively. The temperature of each measurement is indicated by the colour of the data, where purple is the coldest at $\sim 5$ K and red is the warmest at $\sim 290$ K.
possible that the bumps in the hysteresis loops for the samples with \( n = 6, 10 \) at low temperatures are due to some ferromagnetic layers switching independently but I think this is unlikely because the bumps are much less prominent in the magnetisation loops than in the transport loops. The change in magnetisation hysteresis loop shape from square to more wasp-shaped with increasing \( n \) can be easily understood by considering the fact that as the total thickness of the multilayer increases the samples are more inclined to form maz-domain patterns in order to decrease the stray fields associated with the domains. The field dependence of the \( \rho_{xy,\text{excess}} \) signal with temperature follows the temperature dependence of the coercive field in each sample, and as the temperature is increased the signal in \( \rho_{xy,\text{excess}} \) occurs at lower temperatures and vice versa as one would expect.

There are several other qualitative observations that can be made about the dependences of \( \rho_{xy,\text{excess}} \) from figures 6.5 (a)-(f). The amplitude and number of peaks within the \( \rho_{xy,\text{excess}} \) signal appear to vary with the temperature in each sample. In samples with \( n = 1, 4 \) and \( 6 \) the number of features within the \( \rho_{xy,\text{excess}} \) signal increases at lower temperatures, whereas in the samples with \( n = 10 \) and \( 15 \) the number of features does not appear to be dependent on temperature. Instead, in these samples, temperature variation produces changes in the shape and sign of the signal; lower temperatures produce peaks with only positive \( \rho_{xy,\text{excess}} \) and higher temperatures produce one positive feature and one negative feature. The topological contribution to the Hall effect is given by

\[
\rho_{xy}^T = R_O P B_{\text{eff}}^z,
\]

where \( R_O \) is the ordinary Hall coefficient, \( P \) is the spin polarization of the charge carriers, and \( B_{\text{eff}}^z \) is the effective field felt by charge carriers traversing a topologically non-trivial magnetisation texture. \( B_{\text{eff}}^z \) is proportional to the skyrmion winding number, \( S \) (eq 2.22), or number of skyrmions present. Given that \( R_O \) and \( P \) are not known to change with either applied magnetic field or temperature, interpreting \( \rho_{xy,\text{excess}} \) as topological implies a change in the sign of the sum of the skyrmion winding number in the sample and therefore the presence of skyrmions with opposite magnetisation. This is unexpected and counter-intuitive when one considers that applying an external magnetic field should favour the creation of skyrmions with the same magnetisation direction of the applied field.

It is tempting to suggest that the samples were perhaps not fully saturated before the direction of the magnetic field sweep was reversed. However, looking at figure 6.5 (d) and (e), one can see that this is an unsatisfactory explanation as in all \( \rho_{xy,\text{excess}} \) signals the positive features occur first (on the left) as the magnetic field is swept from negative to positive (left to right). If skyrmions that contribute a negative \( \rho_{xy,\text{excess}} \) were not destroyed by the maximum negative magnetic field applied then one would expect that the first feature apparent in \( \rho_{xy,\text{excess}} \) would be negative not positive. Similarly, a positive applied field is expected to promote positive \( \rho_{xy,\text{excess}} \) as seen in all the other samples. This logic is supported by the fact that a positive to negative field sweep produces a negative \( \rho_{xy,\text{excess}} \) signal as shown previously in figure 6.4 (a).

The observation of multiple features within the \( \rho_{xy,\text{excess}} \) signal is also somewhat unexpected as
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Figure 6.6: The number of features vs temperature. The different samples are differentiated by different symbols and colours as given in the legend. The variation in the number of features present, when comparing between samples, is largest at lower temperatures.

one would expect the number of skyrmions nucleated during switching to increase until a maximum density is reached at which point a higher magnetic field ceases to favour the production of more skyrmions and instead topologically trivial domains are favoured and spread until the sample is entirely saturated and $\rho_{xy,\text{excess}}$ is zero. Figure 6.6 shows the number of features in the $\rho_{xy,\text{excess}}$ signal vs temperature for all the samples measured. This figure supports the conclusion that the number of features within $\rho_{xy,\text{excess}}$ signals has a temperature dependence in some of the samples but not others. The most obvious temperature dependence is exhibited by the sample with 6 repeats which appears to have a critical dependence on temperature, exhibiting multiple features at 20 K and below but not above. The 4 repeat sample has a similar dependence where the signals at 8 K and 16 K show at least three peaks that increase in amplitude with field position but the signals at higher temperatures have fewer features that decrease in amplitude as the field position increases. The single repeat sample also has very small bumps in the signal at 8 K and 10 K, in addition to the main peak, although this is much harder to distinguish from the overall signal. The other three samples appear to have less dependence on temperature when considering the number of features within the $\rho_{xy,\text{excess}}$ signal with each keeping a relatively constant two features present, however it is only at the highest temperatures that one of these features changes sign in the 10 and 15 repeat samples. The existing theory for the topological Hall effect cannot explain the presence of multiple features within the $\rho_{xy,\text{excess}}$ signals presented here, nor the unexpected change in sign. Combined temperature and field dependent MFM (or other magnetic imaging method) is likely to be necessary in determining if the origin of these features is due to topological magnetic textures.

In order to try to understand the temperature dependence of the $\rho_{xy,\text{excess}}$ signals better the magnitude of each of the features (maxima or minima) has been plotted vs temperature, as shown
in figure 6.7. For each temperature the features in $\rho_{xy,excess}$ are identified by counting them from left to right such that 1 always refers to the feature that occurs at the lowest field (sweeping from negative to positive). In all subfigures the first feature is represented by black squares, the second by red circles, and the third by blue triangles. Although there does not appear to be a universal $\rho_{xy,excess}$ temperature dependence that applies to all the samples, it is clear to see that there is some variation in the size of the $\rho_{xy,excess}$ signal with temperature for most of the samples. The variations in temperature are most obvious in the sample with $n = 4$ multilayer repeats, which has large variations ($\sim 0.5 \ n\Omega m$) in $\rho_{xy,excess}$ in all features, and in the secondary features in the samples with $n = 10$ and 15 multilayer repeats. In both the $n = 10$ and 15 multilayer repeat samples there is a decrease in the magnitude of the first $\rho_{xy,excess}$ feature as the temperature increases from $\sim 5$ K to 50 K followed by a gradual increase and plateau $\sim 150$ K followed by a decrease in size as the temperature reaches $\sim 270$ K. These samples also both exhibit secondary features that decrease in amplitude as the temperature is increased, before changing sign completely. The negative $\rho_{xy,excess}$ signal increases slowly with temperature in the $n = 10$ sample whereas in the $n = 15$ sample the negative feature appears to reach a maximum amplitude that stays constant for temperatures above 150 K. The sample with $n = 4$ appears to have the most complicated temperature dependence because the feature with maximum $\rho_{xy,excess}$ at each temperature initially occurs at the highest magnetic field (for the lowest $T$) and then swaps such that the largest $\rho_{xy,excess}$ occurs first during the field sweep, shown previously in figure 6.5 (b). It appears that the size of the first and second peak (in field) increases at 30 K, the first peak then stays around the same magnitude up to 60 K before decreasing whereas the second peak decreases in size immediately. The clearest trend in $\rho_{xy,excess}$ with temperature is exhibited in the sample with $n = 28$ repeats where all the features decrease in magnitude as the temperature is increased. The second feature in these signals (peak) is initially $\sim 1.5$ times the size of the first feature (plateau-like) at the lowest temperatures measured but by $\sim 270$ K the features are the same size as each other. To make it easier to identify trends due to temperature, the maximum $\rho_{xy,excess}$ vs temperature for all samples is shown in figure 6.8. The unfilled circles indicate temperatures where the amplitude of a smaller feature has been used because the largest feature is not wide enough to be confident that it is not an artefact of field correction or analysis. As previously noted most of the samples have a non-linear temperature dependence that is not easily described. Between 5 K and 60 K all the samples (except $n = 4$) have $\rho_{xy,excess}$ that decreases as the temperature is increased, whereas $n = 4$ increases is proportional to temperature in this range. The shape of the maximum $\rho_{xy,excess}$ in the samples with $n = 10$ and 15 above 60 K appears to have a similar dependence on temperature to saturation magnetisation. As previously noted the AHE, $\rho^A_{xy}$, is proportional to the OOP magnetisation of the sample and therefore the maximum AHE in each sample will occur at saturation and be proportional to the saturation magnetisation at each temperature. The maximum $\rho^A_{xy}$ vs temperature for all the samples is shown in figure 6.9. Comparing figures 6.8 and
Figure 6.7: The amplitude of $\rho_{xy,excess}$ features vs temperature for multilayer repeats $n = 1, 4, 6, 10, 15,$ and 28 shown in subfigures (a)-(f) respectively.
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Figure 6.8: Maximum $\rho_{xy,\text{excess}}$ vs temperature for all samples. Here open symbols indicate features that are the largest when those that are too narrow are discounted - based on their FWHM as compared to the field and analysis resolution.

Figure 6.9: Maximum $\rho_{xy,A}$ vs temperature for all samples.

6.9 it is clear to see that the maximum AHE does not follow the same multilayer dependence as the maximum $\rho_{xy,\text{excess}}$. At all temperatures the AHE increases with the number of multilayer repeats, $n$, in the sample whereas in $\rho_{xy,\text{excess}}$ this is not the case. The temperature dependence of $\rho_{xy,\text{excess}}$ in the samples with $n = 6, 10, 15,$ and 28 repeats is very similar to the temperature dependence of the AHE, this can be seen even more clearly in figures 6.10 (a) - (f) where $\rho_{xy,\text{excess}}$ and AHE have been plotted with the same temperature axis for each sample. The vertical ranges of $\rho_{xy,\text{excess}}$ and $\rho_{xy}^A$ have been adjusted, such that the maxima and minima in $\rho_{xy,\text{excess}}$ and $\rho_{xy}^A$ occur at roughly the same height, so that the variation of each with temperature can be more clearly seen. Figures 6.10 (a) and (b) clearly have different $\rho_{xy,\text{excess}}$ temperature dependence than $\rho_{xy}^A$ (over the range in temperature for which data exists). Conversely, the $\rho_{xy,\text{excess}}$ and $\rho_{xy}^A$ signals in figures (c)-(f) have similar shapes, despite some having a $\rho_{xy,\text{excess}}$ signal that deviates somewhat from the shape of the maximum $\rho_{xy}^A$ temperature dependence. Given these observations: that the samples with $n = 1$ and 4 do not appear to follow the same trends as $\rho_{xy}^A$, that three out of four of the other samples have some deviation from the shape of the $\rho_{xy}^A$ temperature dependence, and that the maximum $\rho_{xy,\text{excess}}$ for each temperature occurs at different magnetic fields whereas all the maximum $\rho_{xy}^A$ always occur at saturation (i.e. $H \neq H(\rho_{xy,\text{excess}}$ for all measurements), it seems reasonable to conclude that the $\rho_{xy,\text{excess}}$ temperature dependence is probably not due to $\rho_{xy}^A$ remaining within the $\rho_{xy,\text{excess}}$ signal following analysis. Some different explanations may be that $\rho_{xy,\text{excess}}$ cannot be explained solely by equation 6.3 or that another contribution may exist that shares some or all of the physical mechanisms responsible for the AHE. The first of these is supported by multiple
Figure 6.10: The maximum $\rho_{xy,\text{excess}}$ signal and $\rho_A$ vs temperature for samples with $n = 1, 4, 6, 10, 15,$ and 28 shown in subfigures (a)-(f) respectively. The temperature dependence of the maximum $\rho_{xy,\text{excess}}$ signal appears to have some similarities to the temperature dependence of $\rho_A$ in (c)-(f) ($n = 6$ to 28). Conversely for (a) and (b) ($n = 1$ and 4) the temperature dependence of maximum $\rho_{xy,\text{excess}}$ and $\rho_A$ have no similarity.
reports of $\rho_T$ of unexpected magnitudes in the literature [8; 10]. It is worth noting that many of the maxima in $\rho_{xy,\text{excess}}$ have much larger values than those reported by Raju et al. of around 20 nΩcm (0.2 nΩm, shown by the horizontal dotted line in figure 6.8) in Fe/Co multilayers that they dubbed a ‘colossal’ effect [10]. The largest $\rho_{xy,\text{excess}}$ shown here is four times larger than the maximum $\rho_T$ reported in the Fe/Co multilayers. They found that the maxima in $\rho_T$ corresponded to conditions when their samples were in the transition region between individual skyrmions and a skyrmion lattice by combining the transport measurements with temperature and field dependent MFM imaging. Despite this, the largest excess resistivity reported here, which is on the order of 80 nΩcm ($n = 4$, $T \approx 50$K), is of the same order as the topological Hall signal per skyrmion reported by Zeissler et al., $22 \pm 2$ nΩcm, in reference [8], in multilayers with a very similar material composition measured at room temperature. Furthermore, a topological resistivity of around 100 nΩcm has been reported previously in Hall resistivity measurements of Pt/Co/Ta multilayers [92]. Even larger topological resistivity signals have been reported in other materials, including: $\sim 200$ nΩcm in SrRuO$_3$-SrIrO$_3$ bilayers [93]; $\sim 300$ nΩcm in BTO/SRO/SrTi$_3$ heterostructures [94]; $\sim 900$-$1000$ nΩcm in FeGe epitaxial films [95; 96]; and $\sim 1000$ nΩcm in FeCoGe epitaxial films. As such, the order of magnitude of the excess resistivity presented here seems to be consistent with magnitude of the signal reported by other experiments in the literature.

Future work in the Co/Ir/Pt multilayers measured here would benefit from using imaging techniques (MFM, Kerr microscopy, or XMCD-STXM) to investigate the magnetic textures responsible for the $\rho_{xy,\text{excess}}$ signal. Similarly, calculation of the stability parameter used by Raju et al., $\kappa \equiv \pi D/4\sqrt{A K_{\text{eff}}}$, for the samples measured here would allow more direct comparison to their results [10]. This would require more measurements of the samples including measurements of the DMI strength, $D$; the exchange coupling, $A$; and the magnetic anisotropy, $K_{\text{eff}}$; of the samples.

Figure 6.11: $\rho_{xy,\text{excess}}$ vs magnetic field for $n = 1, 4, 6, 10, 15, 28$ at (a) $T = 30$ K, and (b) $T = 100$ K.
6.4 Multilayer Repeat, \( n \), Dependence

The dependence of \( \rho_{xy,\text{excess}} \) on the number of multilayer repeats, \( n \), at constant temperature is shown in figures 6.11 (a), at \( T = 30 \) K, and (b), at \( T = 100 \) K. There are clear differences in both the shape and size of the \( \rho_{xy,\text{excess}} \) signal in the samples with different \( n \). The shape of the \( \rho_{xy,\text{excess}} \) signal broadens as the number of multilayer repeats increases. This is related to the increased range in field within which the sample exhibits multidomain states while switching magnetisation. Similarly, the onset of \( \rho_{xy,\text{excess}} \) occurs at lower fields as the number of repeats is increased due to the lowering coercivity as repeats are increased. However, it is hard to identify trends in the magnitude of \( \rho_{xy,\text{excess}} \) when the data is presented like this. Therefore, the maximum \( \rho_{xy,\text{excess}} \) signal vs multilayer repeat number is presented in figure 6.12 for a variety of temperatures. For this figure data points that correspond to \( \rho_{xy,\text{excess}} \) signals with any features narrower than the limits defined for each sample in section 5.4.2, figure 5.27 are not included. Figure 6.12 shows an initial increase in \( \rho_{xy,\text{excess}} \) for multilayer repeat numbers higher than one followed by a decrease, and possible plateau, in maximum \( \rho_{xy,\text{excess}} \) for \( n = 10 \) and 15. This is followed by another decrease for \( n = 28 \) which has similar maximum \( \rho_{xy,\text{excess}} \) signal as the sample with \( n = 1 \). This is consistent with the reports of skyrmion presence in similar Co/Ir/Pt and CoB/Ir/Pt multilayer samples with \( 2 \leq n \leq 10 \) used in previous research by the condensed matter group at the University of Leeds.
and collaborators where various magnetic imaging methods were used including XMCD-STXM and LTEM [8; 117; 121; 123; 124]. However, this is the first time that the relationship between $\rho_{xy,\text{excess}}$ and $n$ has been investigated in CoB/Ir/Pt multilayers using transport measurements at various temperatures. It appears that this behaviour is consistent for at individual temperatures despite the very different temperature dependences for the different numbers of repeats, shown previously in figures 6.5. Assuming that $\rho_{xy,\text{excess}}$ is at least partially topological in nature, figure 6.12 indicates that multilayers with $4 \leq n \leq 6$ are the most likely to host skyrmions. This would make sense considering the competing interactions that change as the number of multilayer repeats increases. The interfacial DMI interaction is known to contribute to the stabilisation of skyrmion magnetisation textures due to the canting effect that it has on the magnetic moments of interfacial ferromagnetic atoms, as discussed in section 2.3. Considering solely the DMI, one would expect that increasing the number of interfaces contributing to the DMI strength would result in a larger overall DMI in the sample, and thus easier skyrmion stabilisation. This is in agreement with the initial increase in excess resistivity seen from $n = 1$ to $n = 6$. In order to understand the subsequent decrease in excess resistivity, when interpreted as due to skyrmions, it is necessary to consider other interactions at play in the multilayers. In addition to increasing the interfaces, and therefore the DMI, increasing the number of multilayers also increases the total thickness of the sample. As previously mentioned in section 2.4, as the thickness of a sample increases so do the stray fields associated with the sample. This means that it becomes energetically more favourable to form maze-domains within samples with larger numbers of repeats. It is possible that these maze-domains have a lower energy than skyrmions or topologically non-trivial domains when the number of repeat layers is higher and so it may be more favourable to create maze-domains than skyrmions, even with increased DMI. Another factor that could affect this is if the interface roughness was increasing with the number of repeat layers because this would reduce the DMI in the samples with larger numbers of repeats vs lower numbers of repeats. However, it is not possible to conclude if this is the case in these samples as there was no observed increase in interface roughness in the samples with $n = 2, 4, 6, 8$ as shown in figure 3.9 in section 3.2.2. Samples with higher numbers of repeat layers would need to be scanned using XRR and fitted with GenX in order to determine if changing interface roughness is a reason for the decreasing excess resistivity seen here.

If $\rho_{xy,\text{excess}}$ is not taken to be topological in nature then this figure implies that samples with $4 \leq n \leq 6$ are the best candidates for further investigation into the origin of the $\rho_{xy,\text{excess}}$. Comparison of the ordinary Hall coefficient and charge carrier polarisation for samples with $n$ corresponding to high and low measurements of $\rho_{xy,\text{excess}}$ could determine if the large $\rho_{xy,\text{excess}}$ found is due to multilayer band structure changes with repeat number, topological charge density, or some as yet unknown contribution to the Hall effect.
6.5 Conclusion

The $\rho_{xy,\text{excess}}$ signal measured in Pt/CoB/Ir multilayers has been shown to change in shape depending on the temperature of measurement and with the number of repeats in multilayer, where lowering temperature appears to increase the number of peak or trough like features present in the signal and lowering the number of multilayer repeats appears to increase the variation in the number of features present at different temperatures. The different multilayers have been shown to have maximum $\rho_{xy,\text{excess}}$ with different temperatures dependences from one another and that in four out of six samples ($6 \leq n \leq 28$) there are some similarities between the temperature dependence of the maximum $\rho_{xy,\text{excess}}$ and the anomalous Hall resistivity. This could mean that there are commonalities in the physical origins of $\rho_{xy,\text{excess}}$ and $\rho_A$.

Completely different maximum $\rho_{xy,\text{excess}}$ and $\rho_A$ temperature dependences are seen in the samples with fewest multilayer repeats, $n = 1$ and 4, combined with the fact that the other four samples are not identical to the $\rho_A$ measured suggests that the $\rho_{xy,\text{excess}}$ signal is, at least partially, topological in nature. This is supported by the dependence of maximum $\rho_{xy,\text{excess}}$ on the number of multilayer repeats which is in agreement with reports of skyrmion presence in similar Co/Ir/Pt and CoB/Ir/Pt multilayer samples with $2 \leq n \leq 10$ [8; 117; 121; 123; 124], including samples imaged during preliminary work and images presented in chapter 4.

It has been shown that the $\rho_{xy,\text{excess}}$ signal initially increases as the multilayer repeat number increases between $n = 1$ and 4 and then decreases with increasing repeat number until, when $n = 28$, a magnitude comparable to the initial $\rho_{xy,\text{excess}}$, when $n = 1$, is seen. It is not possible to definitively say $\rho_{xy,\text{excess}}$ is topological in nature due to an inability to link $\rho_{xy,\text{excess}}$ measurements with the magnetic textures present during measurement, due to time and equipment limitations (no access to variable temperature and field MFM). Suggestions for further work in these multilayers include variable temperature and field MFM, and/or Kerr microscopy with in-situ transport measurements. A preliminary experimental set-up was constructed and proof of concept measurements were carried out for room temperature Kerr microscopy with in-situ resistivity measurements towards the end of the experimental work carried out for this thesis. The dependence of maximum $\rho_{xy,\text{excess}}$ on multilayer repeat could prove useful for future skyrmion research in these multilayers as it indicates multilayers with $4 \leq n \leq 15$ have high $\rho_{xy,\text{excess}}$ (most likely corresponding to a high probability of skyrmion presence) at all temperatures. In particular samples with $4 \leq n \leq 6$ have the highest $\rho_{xy,\text{excess}}$ out of those measured here and therefore have the most promise for use in further investigations into contributions to the Hall effect in these multilayers.
Chapter 7

Anomalous Hall Effect in $[\text{CoB}|\text{Ir}|\text{Pt}] \times n$

Multilayers
7.1 Introduction

While attempting to understand the origin of $\rho_{xy,\text{excess}}(T,n)$ by comparing it to $\rho_A(T,n)$ in the previous chapter a possible link between the physical origin of the temperature and multilayer repeat number dependencies of both resistivities was noted. In order to investigate this further, in this chapter the extrinsic and intrinsic contributions to $\rho_A$ are be found by exploitation of the manner in which different contributions scale with the longitudinal resistivity, $\rho_{xx}$. All of the contributions to the AHE arise from spin-orbit coupling phenomena, however the extrinsic contributions are due to two different types of scattering mechanisms, skew scattering and side-jump, whereas the intrinsic contribution arises only from the underlying band-structure of the material. Contributions to $\rho_A$ in the CoB/Ir/Pt multilayers measured here are found to be $\alpha = -0.02$, $\beta = 1720$ S/cm, and $b = 520$ S/cm, where $\alpha$, $\beta$, and $b$ are from skew scattering, side-jump, and the intrinsic contributions respectively. The observed correlation between $\rho_{xy,\text{excess}}(T,n)$ and $\rho_A(T,n)$ in the previous chapter may be due to the relatively large value of side-jump scattering, $\beta = 1720$ S/cm, when compared to the other contributions to the AHE and to the side-jump contributions reported in other ferromagnetic materials (table 7.1). The measurements that yielded the results presented in this chapter were performed by the author with guidance and support from Dr G Burnell and Dr N Satchell.

7.2 Temperature Dependence of the AHE

The AHE at saturation has long been known to follow the empirical relationship,

$$\rho_A = R_S M_S,$$

(7.1)

where $R_S$ is the anomalous Hall coefficient and $M_S$ is the OOP magnetisation of the sample at saturation. In the experimental results presented here $\rho_A$ is found from the Hall resistivity when the sample is saturated following the subtraction of the OHE,

$$\rho_A = \rho_{xy,S} - \rho_O,$$

(7.2)

where $\rho_{xy,S}$ is the Hall resistivity at saturation and $\rho_O$ is the ordinary Hall resistivity subtracted as a linear background from the experimental data. This is possible because when a sample is saturated it is expected to be in a single domain state, without topologically non-trivial textures like skyrmions present. As such $M = M_S$, the saturation magnetisation, in these samples. The temperature dependence of the AHE is presented in figure 7.1 where the number of multilayer repeats in each sample is $n = 1, 4, 6, 10, 15$, and 28 in subfigures (a)-(f) respectively. The temperature dependence of the saturation magnetisation in each sample is shown in figure 7.2.

The saturation magnetisation was calculated using only the volume of Co in each sample, assuming that the composition of CoB in each thin layer is the same as the target that was used
Figure 7.1: The anomalous Hall resistivity vs temperature in \( \text{[CoB}\mid\text{Ir}\mid\text{Pt}]_n \) multilayers where \( n = 1, 4, 6, 10, 15, \) and 28 in subfigures (a)-(f) respectively. By comparing the different samples it is clear to see that there is a gradual change in the variation of \( \rho_A(T) \) from a positive gradient to a negative gradient.
7.3 AHE and Longitudinal Resistivity

As discussed previously in section 2.6.3, the anomalous Hall resistivity is known to follow the empirical relationship given in equation 7.1, and to be made up of contributions from intrinsic and extrinsic effects. The anomalous Hall coefficient, $R_S$, was not understood well for a long time but has been found to depend on various material properties including the longitudinal resistivity, $\rho_{xx}$. $R_S$ is now normally broken down into two parts, one that is proportional to $\rho_{xx}$ from skew-scattering and one that is proportional to $\rho_{xx}^2$ from the combined effect of side-jump and the intrinsic energy band properties of the material. In light of this, it is possible to reform equation 7.1 as

$$\rho_A = [\alpha \rho_{xx} + \beta \rho_{xx}^2 + b \rho_{xx}^2] M_S, \quad (7.4)$$

where $\alpha$ is the skew scattering coefficient, $\beta$ is the side-jump coefficient, and $b$ is the intrinsic coefficient. It is possible to test if this provides an accurate description of the anomalous Hall effect in the [CoB|Ir|Pt]$_n$ multilayers measured here by using

$$\frac{\rho_A}{\mu_0 M_S \rho_{xx}} = \frac{\alpha}{\mu_0} + \frac{(\beta + b)}{\mu_0} \rho_{xx}, \quad (7.5)$$

Figure 7.2: $M_S(T)$ for the Co volume in [CoB|Ir|Pt]$_n$ multilayers, where $n = 1, 4, 6, 10, 15$, and $28$. Each set of $M_S(T)$ data is fit using Bloch’s law and the accepted value of $M_0$ for Co is indicated by a red dotted line.

to grow the samples: Co$_{68}$B$_{32}$. The accepted value of the saturation magnetisation in Co at 0 K is indicated on figure 7.2 by a red dotted line. The dashed lines indicate a Bloch law fit using

$$M_S = M_0 (1 - (T/T_c)^{3/2}), \quad (7.3)$$

Comparing the shape of $\rho_A(T)$ and $M_S(T)$ for each sample, at first glance it does not appear to be possible to attribute all of the temperature dependence in $\rho_A(T)$ to the temperature dependence from the changing saturation magnetisation.

7.3 AHE and Longitudinal Resistivity
Figure 7.3: Correlation of (a) anomalous Hall resistivity scaled by $\mu_0 M_S \rho_{xx}$ with $\rho_{xx}$, and (b) anomalous Hall resistivity scaled by $M_0/M_S$ with $\rho_{xx}^2$. In each subfigure the relationship is expected to be linear if the expressions in equations 7.4 and 7.6 are correct for (a) and (b) respectively.

and plotting $\rho_A/\mu_0 M_S \rho_{xx}$ vs $\rho_{xx}$ to check if the result is a straight line for each sample. The result of this process is shown in figure 7.3 (a), however the samples with $n \geq 6$ are still curved in this figure.

The longitudinal resistance was measured for each sample and converted to a resistivity using the same distance between the voltage contacts for each sample because the exact distance was unknown. The maximum possible distance between the wirebonds was used. It is clear in figure 7.3 (a) that the sample with $n = 10$ is an outlier. This is most likely due to the contacts being placed differently in this sample and so a second data set was included where the $\rho_{xx}$ was scaled to represent the minimum possible distance between the contacts for $n = 10$, this is shown by the unfilled green triangles. The adjusted data for $n = 10$ is included in all the following figures, however it was excluded from all fitting and was not used to calculate the values of $\alpha$, $\beta$, and $b$.

From equation 7.5 it is clear that $\alpha$ and $(\beta + b)$ could be found from the intercept of a linear fit with the ordinate axis and the gradient of said fit respectively. Figure 7.3 (a) therefore implies that $\alpha$ and $(\beta + b)$ are dependent on the number of repeats in the sample. This does not seem to be intuitively true and combined with the non-linear relationships of multiple samples appears to be evidence that another approach to understanding the scaling of $\rho_A$ with $\rho_{xx}$ should be tried.

A similar method separates the resistivity into contributions from elastic and inelastic scattering by applying Matthiessen’s rule. This is an empirical approximation that allows the combination of effects from impurities and lattice phonons to carrier mobility (or resistivity) by summation of independent terms from impurity scattering and lattice phonon scattering. In this case, it means using the residual longitudinal resistivity, $\rho_{xx0}$, for the extrinsic terms from scattering and the
temperature dependent resistivity $\rho_{xx}$ for the intrinsic contribution. This results in the following expression for the anomalous Hall resistivity:

$$\rho_A = [\alpha \rho_{xx0} + \beta \rho_{xx0}^2 + b \rho_{xx}^2] M_S. \quad (7.6)$$

Figure 7.3 (b) shows $\rho_A M_0 / M_S$ vs $\rho_{xx}^2$, where

$$\rho_A \frac{M_0}{M_S} = M_0 [(\alpha \rho_{xx0} + \beta \rho_{xx0}^2) + b \rho_{xx}^2], \quad (7.7)$$

and thus one would expect straight lines for each sample (because $\rho_{xx0}$ is a constant). The gradient of each data set then provides a value of the intrinsic anomalous Hall contribution multiplied by $M_0$. Comparing figures 7.3 (a) and (b) it appears that the data for all the samples except $n = 28$ is more linear in 7.3 (b) than 7.3 (a) and therefore equation 7.6 is seems to be a more appropriate description of the AHE in these multilayers. The fact that $n = 28$ has such a different gradient to the other samples in both figure 7.3 (a) and (b) suggests that at very large numbers of repeats neither equation 7.4 nor equation 7.6 are good descriptions of the contributions to the anomalous Hall resistivity. It is likely that interfacial scattering becomes increasingly important as the number of multilayer repeats increases. For this reason the data from $n = 28$ is not used when extracting $\alpha$, $\beta$, and $b$.

The intrinsic coefficient, $b$, can be found from the gradient of linear fits to the data presented in figure 7.3 (b). The value of $b$ found for each sample is plotted vs the number of multilayer repeats, $n$, in figure 7.4 (a). The weighted average of the values of $b$ for $n = 1, 4, 6, 15$ is indicated by a horizontal red line and $b_{avg}$ found to be 520 S/cm. $b$ is generally assumed to be independent
of sample thickness because it is supposed to be independent of scattering, however this is not immediately obvious looking at figure 7.4 (a).

In these samples, one should also consider the fact that increasing the number of magnetic multilayers is not analogous to increasing the thickness of a single layer thin film as is commonly done in the literature [99; 125]. Doubling the number of repeats increases the number of interfaces, and therefore may increase any interfacial scattering. Similarly the seed and capping layers in these samples stay the same thickness when the number of multilayer repeats in between is increased. The easiest way to check if samples with different $n$ have the same basic properties is to check if $\rho_{xx}$ is independent of $n$ at constant temperature. $\rho_{xx}$ vs $n$ is shown in figure 7.4 (b) for $T = 290$ K. This figure appears to indicate that the longitudinal resistivity may increase as the number of multilayer repeats is increased, although it is also possible to fit a horizontal line through all the error bars for $n = 1, 4, 6, \text{and } 15$, which will be used to calculate the different coefficients. It therefore appears plausible that the intrinsic properties of the samples do not change drastically with different numbers of repeats. It is also possible that the increased interfacial scattering in samples with larger $n$ is the cause of any variation in $\rho_{xx}$ with multilayer repeat number. If this is the case, one would expect that this would alter extrinsic coefficients that are scattering dependent rather than the intrinsic coefficient, $b$. In light of these points, and that it is necessary to assume constant $b$ in order to be able to extract $\alpha$ and $\beta$ from the data available, the average intrinsic coefficient shown in figure 7.4 (a) will be used going forward to find the extrinsic coefficients.

However, at this point I would like to highlight that there remains some uncertainty regarding whether or not $b$ is truly independent of $n$. If $b$ is in fact dependent on $n$ this would indicate some changes in the band structure of the multilayers as $n$ is varied. The intrinsic coefficient of the AHE is linked to the Berry curvature of the band structure and changes in this with $n$ could explain

Figure 7.5: $\rho_{xy0}/\rho_{xx0}$ vs $\rho_{xx0}$ for all samples. Using equation 7.8 allows the linear fit shown here to be used to identify the scattering parameters $\alpha, \beta$ and $b$. 
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<table>
<thead>
<tr>
<th>Material</th>
<th>$\alpha$, skew scattering</th>
<th>$\beta$, side-jump</th>
<th>$b$, intrinsic</th>
</tr>
</thead>
<tbody>
<tr>
<td>[CoB|Ir|Pt]$_n$</td>
<td>-0.02</td>
<td>1710 S/cm</td>
<td>520 S/cm</td>
</tr>
<tr>
<td>CoFeB (amorphous) [125]</td>
<td>-230</td>
<td>190 S/cm</td>
<td>-130 S/cm</td>
</tr>
<tr>
<td>Epitaxial Fe(001) [99]</td>
<td>-0.0037</td>
<td>700 S/cm</td>
<td>1100 S/cm</td>
</tr>
<tr>
<td>Epitaxial Fe(111) [126]</td>
<td>-0.013</td>
<td>305 S/cm</td>
<td>821 S/cm</td>
</tr>
<tr>
<td>Epitaxial FCC Co (001) [127]</td>
<td>0.0015</td>
<td>-311 S/cm</td>
<td>730 S/cm</td>
</tr>
</tbody>
</table>

Table 7.1: The AHE coefficients from skew scattering, side-jump, and intrinsic contributions found experimentally in [CoB\|Ir\|Pt]$_n$ multilayers, amorphous CoFeB [125], Fe (001) [99], Fe(111) [126], and FCC Co (001) [127].

the similarity between $\rho_{xy,\text{excess}}(T,n)$ and $\rho_A(T,n)$ observed in the previous chapter in figures 6.10 (a)-(f).

In order to find the extrinsic coefficients it is necessary to consider equation 7.6 at the lowest temperature when $\rho_{xx} = \rho_{xx0}$ by definition. Dividing through by $\rho_{xx0}$ results in the following relationship,

$$\frac{\rho_A^{xy0}}{\rho_{xx0}} = [\alpha + (\beta + b)\rho_{xx0}]M_0,$$

(7.8)

where $\rho_A^{xy0}$ is the anomalous Hall resistivity at the same temperature as $\rho_{xx0}$ in each sample (typically $T = 5 - 10$ K), $M_0$ is the saturation magnetisation at 0 K, and all other parameters are as defined previously. Plotting $\rho_A^{xy0}/\rho_{xx0}$ vs $\rho_{xx0}$, as shown in figure 7.5, and a linear fit of the data points from $n = 1, 4, 6, and 15 allows identification of $M_0\alpha$ from the ordinate intercept, and $M_0(\beta + b)$ from the gradient of the fit. $M_0\alpha$ is found to be -0.02, and $M_0(\beta + b)$ is 2230 S/cm. Given that $M_0b = 520$ S/cm, then $M_0\beta = 1710$ S/cm.

At this point, note that in existing literature when these coefficients are found the saturation magnetisation of the measured materials is normally more or less constant over the range of temperatures used and therefore $M_S$ is generally absorbed into the different coefficients whenever it is reported. Due to the significant temperature dependence in AHE, which becomes negligible in samples $n = 1, 4, 6, and 15 following appropriate scaling with $M_S(T)$, the magnetisation has been kept separate from the coefficients until this point. From this point $M_0$ will be absorbed into each coefficient such that the results found here have consistent units (none for $\alpha$, and S/cm for $\beta$ and $b$ as expected for the ordinate intercept and gradient from figure 7.5) with the results reported in existing literature. This also allows for more appropriate comparison as the coefficients are of the same order as those reported elsewhere, rather than one thousand times smaller. The values for the different AHE coefficients are displayed in table 7.1, along with the values that have been found using the same analysis method by different research groups for comparison.

Comparing the different values for $\alpha$, $\beta$, and $b$ found for several different ferromagnetic materials one can see that there is a wide range of reported values. The results for [CoB\|Ir\|Pt]$_n$ multilayers...
reported for the first time here have signs that are in agreement with three out of four of the literature values included in table 7.1. Similarly the magnitudes of $\alpha$ and $b$ are comparable to those reported in the other materials. In contrast to this the value of $\beta$ found is a lot larger than those reported in CoFeB, Fe(111), and Co (001). This indicates a larger contribution to the AHE from side-jump scattering in $[\text{CoB}\mid\text{Ir}\mid\text{Pt}]_n$ multilayers than in any other single-layered ferromagnetic thin films.

This could indicate that the interfacial scattering inherently present in multilayers may be contributing to the AHE by increasing the amount of side-jump scattering compared to in single layered films. The values of $\alpha$, $\beta$, and $b$ found here indicate that the origin of the largest contribution to the AHE in $[\text{CoB}\mid\text{Ir}\mid\text{Pt}]_n$ multilayers is from side-jump scattering. To confirm if this mechanism occurs more due to the interfaces present in the multilayers, new samples where the thicknesses of the individual CoB, Ir, and Pt layers are tuned would need to be measured. Sets of samples where all the layers are scaled to be thicker or thinner, such that the ratio of Co:B:Ir:Pt in each repeat stays constant, as well as sets where the thickness of CoB, Ir, or Pt are varied from 0 to a maximum while the other two are kept constant, would be useful to understand more about the effect of the multilayer structure on the different contributions to the AHE. Similarly, measurements in more samples with $n$ between 15 and 28 would be useful to determine if the behaviour of the AHE in the multilayers is dependent on $n$ or if the $n = 28$ dataset shown in figures 7.3 (a) and (b) is an anomaly.

### 7.4 Conclusion

The temperature dependence of the AHE in $[\text{CoB}\mid\text{Ir}\mid\text{Pt}]_n$ multilayers has been investigated, and it has been shown that this can be accounted for by the temperature dependence of $M_S(T)$. The AHE has been shown to be described well, in the samples with $n = 1, 4, 6,$ and $15$, by the expression $\rho_A M_0/M_S = (\alpha\rho_{xx0} + \beta\rho_{xx0}^2 + b\rho_{xx}^2)$, where $\rho_{xx0}$ is the residual longitudinal resistivity due to impurity scattering, $\rho_{xx}$ is the temperature dependent longitudinal resistivity from phonon-lattice interactions, $\alpha = -0.02$ is the skew scattering coefficient, $\beta = 1710 \text{ S/cm}$ is the side-jump coefficient, and $b = 520 \text{ S/cm}$ is the intrinsic coefficient from the band structure of the multilayers. These values of $\alpha$, $\beta$, and $b$ are of the same order as those found in the literature for single layered ferromagnetic materials, shown in table 7.1. In general there are still few examples of experimental measurements of the AHE where the extra time has been taken to disentangle all three contributions, despite Nagaosa et al. suggesting separation of the resistivity into elastic and inelastic contributions via Matthiessen’s rule in 2010 [84]. Further experimental measurements of the AHE in other materials where the same analysis method is applied would prove useful in mapping the behaviour of the different coefficients and understanding the material characteristics that promote skew scattering vs side-jump type scattering. Similarly, further measurements in multilayers would be useful to identify
if the relatively large side-jump contribution observed here is impacted by interfacial scattering in multilayers. Measurements and analysis of the AHE in \([\text{CoB}(t_{\text{CoB}})|\text{Ir}(t_{\text{Ir}})|\text{Pt}(t_{\text{Pt}})]_n\) multilayers, where the thicknesses of the individual layers, \(t_{\text{material}}\), are scaled such that \(t_{\text{CoB}} : t_{\text{Ir}} : t_{\text{Pt}}\) remains the same, could be used to investigate the intrinsic dependence of the AHE further by eliminating the potential for coefficient dependence on the number of multilayer repeats in figure 7.4 (a). Similarly tuning the multilayer by varying the individual layer thicknesses one at a time (keeping the others constant) and measuring samples with \(n\) between 15 and 28 could provide more insight into the dependence of the AHE, and individual contributions to the AHE, on the multilayer structure. In particular, further measurements in samples with larger \(n\) could indicate if \(n = 28\) is an anomaly or if the AHE has a real dependence on the number of multilayer repeats.
Conclusion
8.1 Conclusion

This thesis aimed to measure the topological Hall effect due to magnetic skyrmions in [CoB|Ir|Pt]$_n$ multilayers, and determine any temperature or $n$ dependent behaviour exhibited. The motivation for this research topic, relevant background condensed matter theory, and pertinent existing literature was discussed in detail in chapter 2.

As a reminder, the motivational context of this project is presented briefly here in three main points. Skyrmions have been suggested as topologically stable magnetic textures that could be applied to low-energy data storage in racetrack memory devices or similar. Their topological properties may provide better stability and reliability compared to typical magnetic domains, as well as causing an additional contribution to the Hall effect that is predicted to be proportional to the number of skyrmions present. Previous measurements and reports of the magnitude of the topological Hall effect in materials hosting skyrmions have been inconsistent, both with each other and with the magnitude predicted by existing Berry phase theory.

Understanding the relationship between the number of skyrmions present and their individual contribution to the Hall effect is essential to their application in magnetic data storage devices. To this end, hysteresis loops in Hall resistivity were measured in [CoB|Ir|Pt]$_n$ samples, with $n = 1, 4, 6, 10, 15,$ and $18$; at temperatures ranging from $\sim 290$ K down to $\sim 5$ K. The experimental equipment and methods used to perform these measurements were presented in chapter 3.

The analysis methods used to apply field corrections and remove the ordinary and anomalous Hall effects from the Hall measurements to determine the excess resistivity, $\rho_{xy,\text{excess}}$, were outlined in detail in chapter 5.

The results of this analysis were presented in chapter 6, and the behaviour of $\rho_{xy,\text{excess}}$ in relation to the temperature, sample structure, and corresponding anomalous Hall contribution are summarised in section 8.1.1 of this chapter.

The behaviour of the anomalous Hall resistivity in the same samples, and at the same temperatures, was also investigated. In particular, the different extrinsic (skew scattering and side-jump) and intrinsic contributions to the anomalous Hall effect were determined from the scaling of the anomalous Hall resistivity, $\rho_A$, with the longitudinal resistivity, $\rho_{xx}$, in chapter 7, and are summarised in section 8.1.2 of this chapter.

Following a summary of the results presented in this thesis, several suggestions for areas of further work are laid out in section 8.2. Suggestions for further investigation into the origins of the AHE in [CoB|Ir|Pt]$_n$ multilayers and short summary of some experimental work that was hindered by the COVID-19 pandemic and subsequent university building work is presented in section 8.2.
8.1 Conclusion

8.1.1 Excess Hall Resistivity

The $\rho_{xy,\text{excess}}$ signal measured in Pt/CoB/Ir multilayers was shown to change shape depending on the temperature and number of repeats in the multilayer. Lowering the temperature increased the number of peak or trough like features present in the signal and lowering the number of multilayer repeats increased the variation in the number of features present at different temperatures.

The maximum $\rho_{xy,\text{excess}}$ in different multilayers was shown to have different temperature dependencies from one another and in four out of six samples ($6 \leq n \leq 28$) some similarities between the temperature dependence of the maximum $\rho_{xy,\text{excess}}$ and the anomalous Hall resistivity were identified. This could be indicative of commonalities in the physical origins of $\rho_{xy,\text{excess}}$ and $\rho_A$, and was investigated in chapter 7. A summary of the results from the investigation into the different contributions to the AHE are presented in section 8.1.2 of this chapter.

It was shown that the $\rho_{xy,\text{excess}}$ signal initially increases as the multilayer repeat number increases between $n = 1$ and 4 and then decreases with increasing repeat number until it reached a magnitude comparable to the initial $\rho_{xy,\text{excess}}$, when $n = 1$.

It has not been possible to definitively say that $\rho_{xy,\text{excess}}$ is topological in nature due to the lack of magnetic imaging concurrent with the $\rho_{xy,\text{excess}}$ measurements performed in this project. The fact that completely different maximum $\rho_{xy,\text{excess}}$ and $\rho_A$ temperature dependencies were seen in the samples with fewest multilayer repeats, $n = 1$ and 4, combined with the $\rho_{xy,\text{excess}}$ of the other four samples having differences from the $\rho_A$ measured suggested that the $\rho_{xy,\text{excess}}$ signal is, at least partially, topological in nature. This is supported by the observed dependence of maximum $\rho_{xy,\text{excess}}$ on the number of multilayer repeats which is in agreement with reports of skyrmion presence in similar Co/Ir/Pt and CoB/Ir/Pt multilayer samples with $2 \leq n \leq 10$[8; 117; 121; 123; 124]. Similarly, XMCD-STXM images and Hall transport measurements would provide evidence that skyrmions may be easily found within samples with marginally different multilayer thicknesses and the same multilayer structure as those measured in this thesis.

Suggestions for further work to definitively determine the origin of the $\rho_{xy,\text{excess}}$ signal in [CoB][Ir][Pt]$_{x,n}$ multilayers are presented in section 8.2.

8.1.2 Anomalous Hall Effect

The temperature dependence of the AHE in [CoB][Ir][Pt]$_{x,n}$ multilayers was investigated, and it was shown that the temperature dependence can be accounted for by the temperature dependence of the saturation magnetisation of the samples, $M_S(T)$. The AHE in [CoB][Ir][Pt]$_{x,n}$ samples with $n = 1, 4, 6,$ and 15, was demonstrated to be well described by the expression $\rho_A M_0/M_S = (\alpha \rho_{xx0} + \beta \rho_{xx0}^2 + b \rho_{xx0}^2)$, where $\rho_{xx0}$ is the residual longitudinal resistivity due to impurity scattering, $\rho_{xx}$ is the temperature dependent longitudinal resistivity from phonon-lattice interactions. $\alpha = -0.02$ is the skew scattering coefficient, $\beta = 1710$ S/cm is the side-jump coefficient, and $b = 520$ S/cm is
the intrinsic coefficient from the band structure of the multilayers. These values of $\alpha$, $\beta$, and $b$ were shown to be of the same order as those found in the literature for single layered ferromagnetic materials.

The side-jump scattering coefficient was identified to be the largest contribution to the anomalous Hall resistivity in the multilayers measured. If the topological and anomalous Hall resistivities share a physical origin that explains the correlation between the temperature dependence of $\rho_{xy,\text{excess}}$ and $\rho_A$, it is possible that this could be attributed to the large side-jump coefficient relative to the other coefficients and the side-jump contribution reported in other ferromagnetic single thin films.

8.2 Further Work

Further research into the origin of the excess Hall resistivity, $\rho_{xy,\text{excess}}$, reported in this thesis is required to determine if it is caused by the presence of magnetic skyrmions. There is strong circumstantial evidence that there is some topological component to the effects observed but without combined transport measurements and magnetic imaging it is not possible to say this definitively. The dependence of maximum $\rho_{xy,\text{excess}}$ on multilayer repeat could prove useful for future skyrmion research in these multilayers as it indicates samples with $4 \leq n \leq 15$ have high $\rho_{xy,\text{excess}}$ (most likely corresponding to a high probability of skyrmion presence) at all temperatures. In particular, samples with $4 \leq n \leq 6$ have the highest $\rho_{xy,\text{excess}}$ out of those measured here and therefore have the most promise for use in further investigations into contributions to the Hall effect in these multilayers.

In light of this, suggestions for further work in these multilayers include variable temperature and field MFM (or other magnetic imaging techniques e.g. XMCD-STXM), and Kerr microscopy with in-situ transport measurements. Ideally one would be able to create individual skyrmions and measure the Hall contribution when the number of skyrmions present is known. XMCD-STXM is one of the best methods for magnetic imaging in this case as the X-rays incident on the sample do not affect the magnetic textures present whereas the use of a tip very close to the sample in MFM imaging has the potential to disturb the magnetic textures present. In other words, the textures imaged may not be the same as when transport measurements are performed. Significant effort was spent early in my PhD studentship on the design and fabrication of Hall devices on silicon nitride membranes for imaging using XMCD-STXM while carrying out Hall transport measurements. These devices, discussed briefly in chapter 4, attempted to incorporate contacts, for Hall transport measurements, and current injectors, for controllable nucleation of skyrmions within the devices, inspired by work with collaborators in 2019 [5]. The devices produced aimed to combine multilayers like those used in the rest of this project with injectors for on-demand skyrmion nucleation. The main steps that I would take in order to get devices like these working would be to increase the
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dimensions of the discs and contacts. It is likely that the fragility and contact resistance issues were mainly due to the extremely small dimensions that I was trying to achieve. Making the devices micron scale rather than nano scale is likely to increase the yield of samples for which transport measurements can be performed. If this was unsuccessful, I would also consider including an insulating layer over the top of the magnetic multilayer with gaps at points where skyrmions would be injected. The injector could then be deposited over the top of the insulating layer and into the gaps to make contact. This could stop current from entering the magnetic multilayers from the sides of the discs as the contacts or current injectors are in contact with the sidewalls of the magnetic discs when using the fabrication method of this project. Alternatively, previous members of the University of Leeds Condensed Matter Group have had success in fabricating bridges to inject currents down into magnetic materials. This type of lithography may also be advantageous for skyrmion nucleating current injectors.

Similarly, a preliminary experimental set-up was constructed and proof of concept measurements were carried out for room temperature Kerr microscopy with in-situ resistivity measurements in \([\text{CoB}\mid\text{Ir}\mid\text{Pt}]_n\) samples with focused ion beam (FIB) irradiation for skyrmion nucleation. This may provide a cheaper and more easily accessible method of combining magnetic imaging with transport measurements. This could be extremely valuable in providing proof of working devices prior to application for beamtime at facilities with XMCD-STXM capabilities.

Further experimental measurements of the AHE in thin film, multilayer, and magnetically interesting materials could prove useful in mapping the behaviour of the different coefficients and understanding the material characteristics that promote skew scattering vs side-jump type scattering. Similarly, measurements in multilayers with large numbers of repeats would be useful to identify if the relatively large side-jump contribution observed in chapter 7 is impacted by interfacial scattering in multilayers. Measurements and analysis of the AHE in \([\text{CoB}(t_{\text{CoB}})\mid\text{Ir}(t_{\text{Ir}})\mid\text{Pt}(t_{\text{Pt}})]_n\) multilayers, where the thicknesses of the individual layers, \(t_{\text{material}}\), are scaled such that \(t_{\text{CoB}} : t_{\text{Ir}} : t_{\text{Pt}}\) remains the same, could be used to investigate the intrinsic dependence of the AHE further by eliminating the potential for coefficient dependence on the number of multilayer repeats. Similarly tuning the multilayer by varying the individual layer thicknesses one at a time (keeping the others constant) and measuring samples with \(n\) between 15 and 28 could provide more insight into the dependence of the AHE, and individual contributions to the AHE, on the multilayer structure. In particular, further measurements in samples with larger \(n\) could indicate if \(n = 28\) is an anomaly or if the AHE has a real dependence on the number of multilayer repeats in \([\text{CoB}(t_{\text{CoB}})\mid\text{Ir}(t_{\text{Ir}})\mid\text{Pt}(t_{\text{Pt}})]_n\) multilayers.
REFERENCES


REFERENCES


REFERENCES


