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Abstract

This thesis brings together an overview of Text Readability (TR) about Text
Simplification (TS) with an application of both to Modern Standard Arabic
(MSA). It will present our findings on using automatic TR and TS tools to teach
MSA, along with challenges, limitations, and recommendations about enhancing
the TR and TS models.

Reading is one of the most vital tasks that provide language input for
communication and comprehension skills. It is proved that the use of long
sentences, connected sentences, embedded phrases, passive voices, non-
standard word orders, and infrequent words can increase the text difficulty for
people with low literacy levels, as well as second language learners. The thesis
compares the use of sentence embeddings of different types (fastText, mBERT,
XLM-R and Arabic-BERT), as well as traditional language features such as POS
tags, dependency trees, readability scores and frequency lists for language
learners. The accuracy of the 3-way CEFR (The Common European Framework
of Reference for Languages Proficiency Levels) classification is F-1 of 0.80 and
0.75 for Arabic-Bert and XLM-R classification, respectively and 0.71 Spearman
correlation for the regression task. At the same time, the binary difficulty
classifier reaches F-1 0.94 and F-1 0.98 for the sentence-pair semantic similarity
classifier.

TS is an NLP task aiming to reduce the linguistic complexity of the text while
maintaining its meaning and original information (Siddharthan, 2002; Camacho
Collados, 2013; Saggion, 2017). The simplification study experimented using two
approaches: (i) a classification approach and (ii) a generative approach. It then
evaluated the effectiveness of these methods using the BERTScore (Zhang et al.,
2020) evaluation metric. The simple sentences produced by the mT5 model
achieved P 0.72, R 0.68 and F-1 0.70 via BERTScore while combining Arabic-
BERT and fastText achieved P 0.97, R 0.97 and F-1 0.97.

To reiterate, this research demonstrated the effectiveness of the implementation
of a corpus-based method combined with extracting extensive linguistic features
via the latest NLP techniques. It provided insights which can be of use in various
Arabic corpus studies and NLP tasks such as translation for educational

purposes.
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Transliteration Scheme

The transliteration system used in this thesis is mainly the DIN31635 ( Intellibe
Intellaren)! the romanisation scheme for Arabic. It is presented in the following
table showing the Arabic letters, their equivalents in the DIN31635 system and
the nearest equivalents in the IPA system.

1. Consonants

Transliteration Arabic IPA Transliteration Arabic IPA
symbols symbols
? . ? d o= s
b - b t L tt
t @ t d L o°
t & 0 ) & q
dj/j z d3 /3 g ¢ ¥
h z h f s f
k ¢ X q S q
d 2 d k S k
d 3 0 1 Jd 1
r J r m B m
yA J Z n o n
S s S h o h
$ o J w 5 w
S o= s' y $ j
2. Vowels
Transliteration Arabic IPA Transliteration Arabic IPA
symbols long symbols short
vowels vowels
a J a:/a a - a/a
a J a - ®
1 < i i e i
e < e: e — e
u K u: u 2 u
0 K 0 0 = 0

L http://www.intellaren.com/intellibe
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Chapter one: Introduction

Reading is one of the most vital tasks that provides language input,
communication, and comprehension skills; it is essential for any human to
interact with others and the world. In addition, it directly influences speaking
and writing production skills (Al-Ajlan et al., 2008). In fact, these words maybe
unnecessary we process reading skills in everyday life for different purposes,
ranging from reading a train timetable to various types of articles and books (e.g.,
news articles and academic books). Text can often be complex and challenging
to read; each time, the reader faces several difficulties, as a person’s language
literacy level is variable. It has been proved that the use of long sentences,
connected sentences, embedded phrases, passive voice, non-standard word
orders, and infrequent words can positively affect sentence readability and
increase the text difficulty for people with low literacy levels, as well as second
language learners (Siddharthan, 2004; Beigman Klebanov et al., 2004; Devlin and
Unthank, 2006; Gasperin et al., 2009).

1977 - 2020 1977 - 2020

Figure 1.1 Literacy rate, adult total (% of people ages 15 and above)
- in Arab versus World

In 2020 as shown in Figure 1.1, the average literacy rate of adults aged 15
and above is 73% in Arab countries compared with a rate of 87% in the rest of
the world2. This indicates that the percentage of illiteracy is approximately

double the average in the rest of the world. However, there is not a defined

2 According to UNESCO: https://data.worldbank.org/indicator /SE.ADT.LITR.ZS?locations=1A
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percentage of people with low literacy as this is embedded in the literacy
percentage. Also, there is a correlation between the percentages of illiteracy and

low literacy levels.

In the last century, measuring the complexity, difficulty, and readability of
text has gained interest from various perspectives, including education,
psychology, and linguistics. Thus, several definitions of text readability outline
distinct perspective and disciplines (Cavalli-Sforza et al., 2018). Since the
definition of Text Readability (TR) varies among researchers, it is essential to
clarify how the term has varied over time. One of the earliest definitions (Dale &
Chall in (Collins-Thompson, 2014)) was “the sum of all elements in textual
material that affect a reader’s understanding, reading speed, and level of interest
in the material”. [t was suggested that several interlaced readability elements are
present in a text. They have been grouped into three main categories: the
linguistic properties of the text, text characteristics, and the reader’s aspects. The
linguistic properties of the text included sentence structure, sentence length, and
semantic features (e.g., the number of ideas and the fluency in explaining them).
The text characteristics involved text format, writing style, and graphical and
illustration adjuncts. The characteristics of a text can vary depending on the
intended audience. From a psychological standpoint, the reader characteristics
factor plays a critical role in understanding the text that relies on the reader’s
background knowledge, experiences, interests, age, and literacy level. All the
categories affect the interaction between the reader and a given text, which
consequently influences the overall comprehension of a text (Tamimi et al,,
2014; Collins-Thompson, 2014; Cavalli-Sforza et al., 2018). By measuring text
readability, writers can identify areas where they can simplify their writing to
make it more accessible to readers. This is particularly important when writing
for a diverse audience, including those with limited literacy skills, non-native

speakers of the language, or people with disabilities

Although differences of opinion still exist, there appears to be some
agreement that TR is the property of a given text to be readable and easy to
comprehend by its readers, investing reasonable time and reasonable effort
(Cavalli-Sforza et al., 2018). Measuring text readability is an essential step in

simplifying a text.
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Hence, Automatic Text Simplification (ATS) has attracted various Natural
Language Processing (NLP) researchers (Gasperin et al, 2009). Text
Simplification (TS) is an NLP task aiming to reduce the linguistic complexity of
the text while maintaining its meaning and original information (Siddharthan,
2002; Camacho Collados, 2013; Saggion, 2017). In other words, it reformulates
the text to make it more explicit, readable, and understandable for human users

and NLP tools.

Building on previous research (presented in Chapters 2 and 3), the present study
aims to shed light on both Modern Standard Arabic (MSA/Arabic3) sentence

simplification and readability classification methods.

Shardlow (2014) states that the TS task might include lexical and/or syntactic
simplification to produce a new equivalent text which conveys the same meaning
and message with simpler words and structure. As defined, TS involves text
transformation with new lexical items and/or rewriting sentences to ensure
both their readability and understandability for the target audience (Bott et al,,
2012). This definition also suggests that TS could be classified as a type of Text
Style Transfer (TST), where the target style of the generated text is “simple” (Jin
etal, 2021).

Some scholars believe that the automation of the TS task is challenging since the
concept of easy-to-read is not universal (Petersen and Ostendorf, 2007; Vickrey
and Koller, 2008). However, Camacho Collados (2013) approaches TS differently
by considering that a slightly simplified text for a specific target user is generally
more straightforward for other users. However, a profound simplification for
particular user may lead to a more complex text for another. However, most

research has been providing promising attempts to reach this goal.

Accordingly, the TS task varies depending on the final application or the target
audience. Hence, there are various types of simplification systems based on the
purpose and who is the end-user of the system. A reasonable approach to tackle
this issue could be to follow a general simplification strategy. There are three

critical aspects of the simple text:

3 "Arabic or MSA" is used in the rest of this thesis, referring to Modern standard Arabic language variety.
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(i) It is made up of common simple words, simple sentences, and direct

language.
(i)  Unnecessary information is omitted.

(iii) It can be shorter by the number of words but with a large number of

sentences (Bott et al,, 2012; Camacho Collados, 2013).

1.1 Motivations and significance of the study

The primary motivation for this research lies in the potential of Natural
Language Processing (NLP) techniques to enhance and aid speech pathology,
particularly for individuals with special needs. This realization, along with the
lack of inclusion methods for dyslexic children in Arabic schools, initiated a
journey towards exploring text simplification (TS) techniques utilized in other

languages, and identifying a noticeable gap in the Arabic language.

Evidence suggests the importance of TS involves: (i) its usage in designing and
simplifying the language curriculum for both second and first-language learners,
in making text easy to read for first-language early learners; in assisting first-
language users with cognitive impairments and low literacy language level; and
(ii) being a fundamental pre-process in NLP applications such as text retrieval,

extraction, summarisation, categorisation and translation (Saggion, 2017);

The actual simplification system is also language-dependent, given that rules are
usually defined based on linguistic features. Arabic is a highly morphologically
rich language with a flexible word order, making it difficult to identify the correct
word boundaries and tokenization. Additionally, Arabic has more than average
of multifunctional nouns, which can take on different grammatical roles
depending on their context. This ambiguity makes it challenging to identify the

correct syntactic structure of a sentence.

Furthermore, Arabic lacks vocalization diacritics in most text, which makes it
challenging to disambiguate homographs and identify the correct meaning of a
word. These factors make automatic Arabic text simplification a challenging task
that requires a deep understanding of the language's morphology, syntax, and

semantics.
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While there has been relatively less research on Arabic TS compared to English,
there have been some efforts to develop Arabic ATS. These systems often rely on
rule-based approaches, machine learning techniques, or a combination of both
to simplify the language. However, the current state-of-the-art systems for

Arabic text simplification still face significant challenges and limitations.

There is an unreleased prototype system by Al-Subaihin and Al-Khalifa (2011)
at King Saud University which is inaccessible, and another starting project by Al
Khalil et al. (2017) at New York University in Abu-Dhabi, both systems will be
discussed later in Chapter 3. In addition to these limitations, there is a general

shortage of Arabic resources, namely, datasets and Arabic NLP tools.

Therefore, developing the first published Arabic text simplification system
would be a significant achievement in the field, and it could pave the way for

further research and development in this area.

1.2 Aims and objectives

The primary aim of this study is to build an Automatic Arabic TS system using

robust NLP techniques. The other essential aims of the thesis are as follows:

e Provide a measuring algorithm to classify the linguistic complexity and
readability of the Arabic text

e Provide a set of Arabic NLP resources essential for TR and TS
e Provide a system for Arabic TS, which generates easy-to-read Arabic text.
The objectives of the thesis are as follows:

1- To investigate how text complexity/readability can be measured

2- To explore possible approaches to simplify the Arabic text on lexical and
syntactic levels

3- To investigate why some texts are more challenging to simplify than

others

In contrast to previous research in the field of TR and TS, which has often focused
on analysing the overall readability of a text, this research took a more focused

approach. Specifically, the research centred on analysing individual sentences
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1.3 Research questions

As mentioned earlier, there is a general lack of Arabic resources, including
datasets and Arabic NLP tools. So, this research would deliver the first published
Arabic TS system. Therefore, the research questions that need to be investigated

are:

1. How can text complexity/readability be measured?

2. What are the text components that lead to lexical and syntactic
complexity?

3. What are the principles of Arabic TS?

4. Why are some texts difficult to simplify?

5. What are the representations and methods for successful Arabic TS

models?

This PhD research project delivers a readability measuring tool and a text
simplification tool that a wide range of users can use; particularly, learners of
Arabic as a foreign language since this tool will assist them in understanding
complex Arabic texts leading them to master the Arabic language. It can also help
other groups of people, including children, the functionally illiterate, and people
with cognitive disabilities, and in such cases, the tool will make their lives easier,
helping them to simplify complex Arabic text and make it easily read and
understood. This tool would also be a precursor application to simplify Arabic

text before translating it.

1.4 Research approach

The research aims to improve the Arabic TS methodology by adopting a hybrid
approach that combines machine learning and rule-based techniques. This
approach will take advantage of the extensive Arabic corpora that are available
and freely accessible, including written Modern Standard Arabic (MSA) and
Arabic vocabulary lists, as shown in Table 1.1. By using machine learning
techniques, the proposed model will be able to learn from large amounts of data
and identify patterns and relationships that can be used to predict the readability

and complexity of Arabic texts. Rule-based techniques will also be incorporated
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to ensure that the model adheres to linguistic rules and guidelines that are

specific to Arabic language.

Overall, the proposed hybrid approach has the potential to significantly improve
the Arabic TS methodology by providing a more accurate and reliable way to
assess the readability and complexity of Arabic texts. This could have important
implications for a range of applications, from education and language learning to

content creation and information dissemination.

Table 1.1 Summary of the data structure that will be used in the research

Resource Number of Number of Number of
Tokens Files Sentences
Vocabulary lists

Buckwalter list (Buckwalter and 5000 1 excel sheet

Parkinson, 2014)

KELLY’s list (Kilgarriff et al, 2014a) 9000 1 excel sheet

Al-Kitaab fii TaAallum al-Arabiyya (Al- 4024 1 excel sheet

Kitaab)(Brustad et al., 2013)

Corpora

GLOSS* 274 files 7832

Arabic learner corpus (ALC) (Alfaifi 282,732 1585 Both text The average

and Atwell, 2013) and XML files  length of a
textis 178
words

A random snapshot of Arabic Internet 241,659 text Selected

Corpus (I-AR)(Sharoff, 2006) files 8627
sentences

Arabic parallel corpus (Al-Raisi etal., 3,991,928 1 text file 100,000

2018)

4 https://gloss.dliflc.edu/
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1.5 Thesis contributions

The following subsections provide a precise summary of the main dimensions in
which the current research aims to make original and innovative linguistic and

computational contributions.

One of the primary objectives is to develop a framework for Arabic TS using
hybrid techniques derived from various methodologies. It uses state-of-the-art
corpora along with the new simplification of Arabic resources. Prior to that, it

will provide a readability method to measure Arabic sentence complexity.

The study also aims to apply extensive evaluation methods to validate the
proposed readability and simplification approaches. These evaluation methods
will measure the efficiency and usefulness of the proposed techniques in real

language learning and NLP applications.

1.5.1 Language resources

In the course of this PhD research, I have developed three significant resources
that contribute to the field of Arabic Language studies. These resources were
developed to address gaps in current knowledge and offer accessible tools for

researchers, educators, and learners alike.

1. Arabic Vocabulary List: One of the major contributions of my research
is the development of an expansive Arabic vocabulary list. This list
encompasses 8,834 unique words, each classified according to the
Common European Framework of Reference for Languages (CEFR)
proficiency levels. This provides an accessible, open-source online
language resource that can be used to guide vocabulary acquisition and

proficiency assessment in Arabic as a second language.

2. Arabic Sentence Corpus: Building on the vocabulary list, [ have also
created an Arabic sentence corpus that aligns with the CEFR guidelines.
This corpus consists of 16,045 sentences, which have been automatically
classified for readability using a novel system proposed as part of this

research®. The creation of this resource advances the field's ability to

5 https://github.com/Nouran-Khallaf/Arabic-Readability-Corpus
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assess readability and difficulty in Arabic texts and offers a valuable tool

for language instruction and curriculum development.

3. Saqq Al-Bambu parallel Corpus: The final resource created as part of
this research is the Saqq Al-Bambu corpus, a unique compilation of 2,980
parallel complex/simple Arabic sentences. While this resource is subject
to copyright restrictions and will not be publicly available, it provides an
innovative approach to language study, offering parallel sentence

structures to facilitate comprehension and learning.

Together, these resources form a substantial contribution to Arabic language
research and teaching methodologies. They serve as a testament to the potential
of rigorous, focused academic research to create tangible resources that aid in
the understanding and acquisition of the Arabic language. Through the
continued use and development of these resources, I believe we can continue to

advance our understanding of Arabic language proficiency and teaching.

1.5.2 Arabic TR and TS models

This research provides two different models for the TS system, which is
the ultimate aim of this project. The simplification study experimented using two
approaches: (i) a classification approach leading to Lexical Simplification (LS)
pipelines which use Arabic-BERT (Safaya et al, 2020), a pre-trained
contextualised model, as well as a model of fastText word embeddings (Grave et
al, 2018); and (ii) a generative approach, a Seq2Seq technique by applying a
multilingual Text-to-Text Transfer Transformer mT5 (Xue et al., 2021) focus
more on syntactic simplification. The simple sentences produced by the mT5
model achieved P 0.72, R 0.68 and F-1 0.70 via BERTScore while combining
Arabic-BERT and fastText model achieved P 0.97, R 0.97 and F-1 0.97.

In addition, the research provides an Arabic sentence difficulty classification
system, which predicts the difficulty of sentences for language learners using
either the CEFR proficiency levels or the binary classification. The accuracy of
our 3-way CEFR classification is F-1 of 0.80 and 0.75 for Arabic-Bert and XLM-R
classification, respectively, and 0.71 Spearman correlation for regression. Our

binary difficulty classifier reaches F-1 0.94 and F-1 0.98 for the sentence-pair
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semantic similarity classifier. This classifier would be another resource that
could be used by researchers or Arabic second-language tutors to select the
appropriate text for their purposes. These applications will pave the way for the
extension and consistent improvement of the current research project and

future work.

1.6 Overview of this research project

After this current chapter, the introduction, this thesis consists of five more

chapters:
e Chapter Two: Literature review (Text Readability)

The second chapter will focus on the literature review related to Text Readability
(TR) and how it can be measured. It will begin by providing a general background
on TR and different approaches to measuring it. The chapter will then explore
the history of measuring TR, from traditional formulae to the automation of TR

assessment.

The focus of the chapter will then shift to Automatic Text Readability (Automatic
TR) applications, methods, and evaluations specifically related to the Arabic
language. It will review the available resources for Arabic ARA, such as wordlists
and corpora, and explore the challenges and opportunities associated with

developing Automatic TR applications for Arabic.

The chapter will also provide an overview of different Machine Learning (ML)
algorithms that have been used to develop Automatic TR models targeting either
first or second learners of the Arabic language. The strengths and weaknesses of
these different approaches will be discussed, and their potential applications will
be explored. Overall, the literature review presented in this chapter will provide
a comprehensive understanding of the current state of the art in Arabic
Automatic TR and the different approaches that have been used to develop
Automatic TR models targeting either first or second learners of the Arabic

language.

e Chapter Three: literature review (Text Simplification)

The chapter will begin by reviewing the state of the art in TS and exploring

different approaches to TS. The chapter will then present a comprehensive
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literature review of significant studies related to TS in various languages, with a
particular focus on Arabic. It will provide an overview of the techniques and
methods used in TS processes, including sentence splitting, lexical simplification,

and paraphrasing.

Additionally, the chapter will describe the manual and automatic evaluation
techniques used to evaluate the effectiveness of automated TS systems. It will
explore the different metrics used to evaluate the quality of simplified texts,

including grammaticality, fluency, and readability.

e Chapter Four: Arabic Sentence Readability

This chapter will present the process of understanding which methods improve
an Arabic Sentence Readability classification by describing the resources and

techniques used. So, this chapter is divided into two sections as follows:
o Section A: Datasets and tools

This section will describe the building of Arabic resources that are used in this
research in performing a series of experiments. First, it will provide a complete
description of a new Arabic vocabulary list classified against CEFR levels. Second,
it will provide a sentence-level complexity annotated corpus, built using a
combination of available Arabic readability classified corpora. Finally, it will
present an Arabic parallel simple/complex sentence corpus compiled from a

novel.
o Section B: Arabic sentence difficulty classifier

In this section, I present a new MSA Sentence difficulty classifier, which predicts
the difficulty of sentences using either the CEFR proficiency levels or the binary
classification as simple or complex. First, it will compare the use of sentence
embeddings of different kinds (fast- Text, mBERT, XLM-R and Arabic-BERT), as
well as traditional language features such as Paer of Speech (POS) tags,
dependency trees, readability scores and frequency lists for language learners.
Then, it will provide an error analysis that results in improving the sentence
complexity annotated corpus. Additionally, this chapter will evaluate these
different methods and select the best-performing classifier to be used later in the

following chapter.
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e Chapter Five: Using neural methods to detect and simplify difficult

sentences.

This chapter will present an attempt to investigate various methods to
understand how to reach a reliable MSA sentence-level simplification model. The
main objective of this chapter is to investigate different methods for developing
a reliable MSA sentence-level simplification model. The chapter is divided into

three sections.

First, it explains the framework of sentence simplification using two approaches,
namely a classification approach and a generative approach. The classification
approach involves LS (Lexical Simplification) pipelines that use Arabic-BERT, a
pre-trained contextualized model, as well as a model of fastText word
embeddings. The generative approach uses a Seq2Seq technique by applying a

multilingual Text-to-Text Transfer Transformer (mT5) and OpenNMT approach.

Second, the chapter describes the attempt to compile a simple/complex parallel
Arabic corpus, which can be used to train and evaluate the simplification model.
Finally, it discusses the evaluation results of the developed models, including
manual and automatic evaluations. The aim is to identify the best-performing

model that can be used in the next chapter for developing a TS system.

e Chapter Six: Summary and conclusion

This chapter reflects on the significant contributions made through this research.
This chapter aims to summarise the key findings and insights gained from this
thesis, which focused on the critical areas of text simplification and text
readability. The thesis has explored and analysed several existing methods and
techniques and proposed new models to enhance the readability and clarity of

complex texts.

Moving forward, [ have identified potential areas of future work, which will build
on the current research and further improve the performance of text
simplification and readability models. I plan to investigate the impact of
incorporating new linguistic features and domain-specific knowledge into the
models, along with exploring new approaches to address the challenges of multi-

level simplification.
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Despite the significant progress made, there are still limitations and challenges
that need to be addressed in future research. I have discussed these in detail in
this chapter, which include issues related to the quality of simplification outputs,
the lack of resources for evaluation and the need for more extensive testing and
analysis. I believe that addressing these challenges will be crucial for enhancing
the performance of text simplification and readability models. In conclusion, this
thesis has contributed significantly to the field of text simplification and
readability. The proposed models have demonstrated promising results, and
presented several areas of future work to further improve TS and TR
performance. [ hope that the findings and recommendations will inspire further
research and development in this critical area, ultimately leading to better

accessibility and understanding of Arabic complex texts for all.
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Chapter Two: Literature review (Text Readability)

“Research problem a human being pondering the nature of language is not
unlike a snowman attempting to comprehend the nature of snow, for the
snowman's instruments of cognition are no less snowy than the human beings
are wordy". Seamus Heaney, speaking at the 1982 IRA World Congress on
Reading, Dublin, Ireland(Dreyer, 1984).

[t was initiated from the previous quote trying to understand the natural
language, the nature of the text, and the contextual understandability of any
given text. This chapter will provide a general background to Text Readability
(TR). First, it will provide different definitions of TR across various perspectives.
Then provide an overview of measuring text readability presented in traditional
formulae and Machine Learning (ML) approaches for automatic text readability.
Then it explores the resources and applications for measuring text readability in
different languages. Then shed light on Arabic resources and tools, especially

word lists and corpora, that will be used in the proposed Arabic TR model.

2.1. Textreadability

Text Readability is the degree to which a text can be understood (Klare, 2000).
The readability studies focus on the relationship between a given text and the
cognitive burden of a reader. Many elements influence this intricate relationship,
including lexical and syntactic complexity, discourse cohesiveness, and previous
knowledge (Crossley et al., 2017). Thus, the primary purpose of readability
studies is to measure the level of the comprehensibility of a text in connection
with reader understandability (Zamanian and Heydari, 2012, p.45). In addition,
measuring text readability aims to grade the text's difficulty or ease. In the last
century, measuring text complexity/difficulty/readability gained interest from
various perspectives, including education, psychology, and linguistics. Thus,
several definitions of text readability depend on the perspective and discipline
(Cavalli-Sforza et al,, 2018).

One of the earliest and possibly the most comprehensive definitions is by Dale
and Chall (1948, p.5) "The total (including all the interactions) of all elements

within a given piece of printed material that affect the success a group of readers
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has with it. Success is the extent to which they understand it, read it at an optimal
speed, and find it interesting." The following is another definition that conveys a
similar meaning, was “the sum of all elements in textual material that affect a
reader’s understanding, reading speed, and level of interest in the material’
(Collins-Thompson, 2014). According to Richards et al. (1992, p.306), as Cited in
Zamanian and Heydari (2012, p.45), readability means: "how easily written
materials can be read and understood. TR depends on several factors, including the
average length of sentences, the number of new words contained, and the
grammatical complexity of the language used in a passage”. While Mc Laughlin
(1969), in compiling the SMOG "'Simple Measure of Gobbledygook” readability
formula, defined readability as, "the degree to which a given class of people find

certain reading matter compelling and comprehensible."

[tis suggested that there are several interlaced readability elements present in a
text. They have been grouped into three main categories: the linguistic
properties of the text, text characteristics, and the reader's characteristics. The
linguistic properties of the text included sentence structure, sentence length, and
semantic features (e.g., a comma is better than a full stop for identifying the
number of ideas and fluency in explaining these ideas). The text characteristics
involved format, writing style, and graphical and illustration adjuncts. Text
characteristics vary according to the targeted reader. From a psychological
standpoint, the reader characteristics factor plays a critical role in understanding
the text that relies on the reader's background knowledge, experiences,
interests, age, and literacy level. All the categories affect the interaction between
the reader and a given text, which consequently influences the overall
comprehension of a text (Tamimi et al., 2014; Collins-Thompson, 2014; Cavalli-
Sforza et al, 2018). Shardlow (2014) identified the difference between
readability and understandability, treating them independently using linguistic
factors that affect their measuring score. He noted that “Readability defines how
easy to read a text maybe” and “Understandability is the amount of information a
user may gain from a piece of text.” (Shardlow, 2014). Shardlow indicated that the
main factors for text readability are linguistic properties, including sentence
structure and the language used. In contrast, factors for text understandability

involve background knowledge, the ability and experience of the reader, and
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similar characteristics. This differentiation agrees broadly with the earliest text

readability definition.

More recently, the Longman Dictionary of Language Teaching and Applied
Linguistics defined Readability as "how easily written materials can be read and

understood, depending on many factors, including the average length of sentences

in a passage, the number of new words a passage contains, and the grammatical
complexity of the language used.”(Richards and Schmidt, 2002, p.453). Although
differences in TR views still exist, there is some agreement that TR is the
attribute of a given text to be readable and easily comprehended by its readers,

investing reasonable time and reasonable effort (Cavalli-Sforza et al., 2018).

In that sense, the TR score is a combination of its sentences' readability
measurements. However, in principle, not all sentences presented in a complex
text are complex or equal in complexity. Therefore, the best way to identify the
complex factors in any text is to investigate the complexity of its components
separately, which suggests measuring individual sentences' complexity rather
than the overall text complexity. In this way, it is easier to identify the complex

components and give an actual representation of text complexity.

The importance of TR lies in establishing well-defined standards for readability
measurements based on the diversity of readers’ intellectual abilities. In Arabic,
TR has been generally utilised in education (Al-Ajlan et al., 2008; Tamimi et al.,
2014; Collins-Thompson, 2014) to select the appropriate text for a student's
level from primary education until high-level training. The writers also use it to
ensure that their writing matches the reading proficiency of the target reader
(Tamimi et al., 2014). Moreover, TR was not restricted to the field of education
but was also considered in writing medical prescriptions and instructions,
mainly when they targeted a diverse population with different literacy levels to
ensure clear health awareness. In addition, it is applied in industry and business
when writing manuals, system documentation, and guides-targeting specific
consumers. Furthermore, governmental agencies, to assure clarity and
accessibility, apply text readability to their texts addressed to citizens with
different language proficiency levels (Collins-Thompson, 2014; Saddiki et al,,
2015).
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Schriver (1990) work provides a comprehensive exploration of the
theoretical research on readability, which aims to identify the key factors that
impact a reader's understanding of a text and assess its level of difficulty based
on cognitive levels. In particular, Schriver's focus is on the psychological aspect
of text readability. While defining eight primary cognitive levels, the brain would
follow to understand the text as a reader and a writer evaluate the text to refine
the errors affecting text coherence. Schriver (1990) also presented a refined
hypothesis of a reader comprehending a text in Figure 2.2, also explaining the
cognitive process of text evaluation (done by a writer in this case) to make the
text easier to comprehend, as shown in Figure 2.1. These hypotheses were
derived and modified from fundamental research by Thibadeau et al. (1982) and
Hayes et al.(1989). Reader comprehension and writer evaluation cognitive levels
are almost the same, while in the writer evaluation, another step is added to
consider the reader's needs. Reading to evaluate involves understanding and
criticising the text's effectiveness for the target audience. Following four steps to
judge a text: 1) Detecting the error; 2) Diagnosing or characterising or explaining
text problems; 3) electing strategies among various methods; 4) Fixing problems
by taking action to solve them. Therefore, when reading for evaluation, the
author consciously looks for problematic text features and seeks alternative
solutions. For any piece of writing, we must ensure the author's message is well
received by the target audience. Theoretically, the optimal readability measure
would consider the psychological factor that affects understandability. At the
same time, the desired text simplifier would be able to evaluate the text
according to these criteria to define the errors and find the appropriate solutions.
However, till now, the gap between the TR psychological facts and the
computational methods measuring text readability still exists. According to
Tamimi et al. (2014), "readability level is an important indication to determine the
possible audiences of a written text and to evaluate the desired impact on its
readers". Therefore, there is a need to determine the lexical and syntactic

features of the Arabic language that affect the readability of the Arabic text.

The rest of this chapter is an overview of research on text readability and
developing automatic computational models for readability assessment and

offering a comprehensive analysis of different formulae (Section 2.3), neural
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approaches to readability classification, reviewing readability research for
English (Section 2.4), and some European languages while focusing on Arabic
and identifying their performance, achievements, and limitations towards the
current state-of-the-art of readability assessment architecture. It is based on
three central comprehensive automatic readability assessment surveys Collins-
Thompson (2014) for English, Cavalli-Sforza et al. (2018) for Arabic, and a recent
survey by Vajjala (2021). It sketchily provides ways to improve the current state
of Arabic readability research. Finally, identifying some challenges for future

research.
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Cognitive processes in Reading to Comprehend Text

Read to Comprehend

Construct an integrated representation

Decode words

Apply grammar knowledge

Apply semantic knowledge

Make instantiations and
factual inferences

Use schema and world
knowledge

et

Apply genre conventions

Identify Gist

Infer the writer's
intentions and point of

Representation of Text Meaning

Figure 2.1 The process of reading to comprehension (Schriver, 1989)
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Cognitive processes in Reading to Evaluate Text
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Discovery
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New detection
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alternative
content

Read to Evaluate

Compare and criticise

Decode words

Apply grammar knowledge
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Make instantiations and factual
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Use schema and world
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Identify Gist
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Representation of Text Meaning and Reader’s responses

Possible
problem

detection

Spelling faults

Grammar faults

Ambiguity and
reference
problem

Faulty logics or
inconsistencies

Errors of fact, a
schema violation

Faulty Text and
structure

Incoherence

Disorganisation

Inappropriate tone

or complexity

Figure 2.2 The process of reading to evaluate the text quality(Schriver, 1989)
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2.2. Measuring text readability

Early attempts in measuring how difficult a text is focused on creating lists of
complex words followed by developing a "traditional formula" for readability
which is a simple weighted linear function of easy-to-calculate variables such as
number/length of syllables/words/sentences in a text, percentage of complex
words, etc. Thorndike (1921) presented one of the first English frequency lists
containing 10,000 words based on various resources and classified against
complexity levels to be used in teaching. Vogel and Washburne (1928) classified

the children's textbooks based on the children's different reading abilities.

They initiated measuring the difficulty of sentence structure, not only the
difficulty of words. The last two decades have seen many efforts to develop
readability formulae, especially for the English language. These formulae
attempt to decode the text’'s complexity elements to measure the readability and
allocate the text against a pre-defined readability scale. Since the early
beginnings across different disciplines considering the readability factor, the
linguistic indicators of word and sentence length have remained the main factors
of modern readability formulas. Psychologist Kitson (1921), in his
psycholinguistic study in The Mind of the Buyer, in which he demonstrated how
and why readers of various magazines and newspapers differed. He confirmed
that the number of syllables in a word and the average sentence length were

strong predictors of readability.

Historically, readability in texts has been assessed using statistical readability
formulae, which attempt to determine the correlation with the level of
readability. The readability formulae are defined by Kondru (2006), “A
readability formula is an equation that gives an estimate of the readability of a
text. The estimate is generally in terms of the number of years of education one
needs to have to comprehend that text” (Kondru, 2006, p.7). Many traditional
readability metrics are linear models with a few (often two or three) predictor
variables based on superficial properties of words, sentences, and documents.
These shallow features include the average number of syllables per word,
average sentence length (ASL), or binned word frequency, but they also include

other statistical parameters such as word complexity. As cited in Zamanian and
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Heydari (2012), the first attempt to develop a method for measuring vocabulary
in textbooks and other reading materials used for school was by Lively and
Pressey in 1923. They aimed to establish a mechanism for quantifying
vocabulary in textbooks and other school-related reading materials by relating
the difficulty of a word to its frequency. However, because they did not give a
scale to interpret the readability levels, their technique was not used for
assessing readability; instead, their study signalled the beginning of work on

readability formulae.

2.3. Readability formulae

The last two decades have seen several efforts to develop readability
formulae, especially for the English language. These formulae attempt to decode
the text’s complexity elements to measure the readability and allocate the text to
a specific readability scale (Cavalli-Sforza et al., 2018). English language
researchers have introduced more than 200 readability formulae (DuBay, 2004),
such as Flesch Reading Ease (Flesch, 1948), SMOG (Mc Laughlin, 1969), Dale-
Chall readability formula (Dale and Chall, 1948), etc. These formulae are

explained in detail as follows.

2.3.1.Universal readability formulae

The Flesch Reading Ease formula (Rudolf Flesch, 1948) is the most popular

readability formula that is still in use until the present time. It gives texts a score
from 0 to 100 or higher inversely related to understanding, as shown in Table 2.1,
with 0 being the most difficult to read while 100 representing the easiest. For
example, a text score of 40 means that it is difficult to read and corresponds to a
college-level text. The table shows the Flesch Reading Ease score and the Flesch-
Kincaid Grade Level FKGL, both used to measure English text's difficulty level.
The Flesh Reading Ease score (in equation (1)) is based on Average Sentence
Length (ASL) and Average of Syllables per Word (ASW), as expressed in the

equation:

Fleschreading ease

total words total syllables
= 206.835 — 1.015( ) —84.6 (—)

total sentences total words
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As the Flesch formula was initially developed based on schoolbooks, it has flaws
compared to assessing readability with authentic texts and readers. As with any
other formula, it ignores reader differences and the influence of content, layout,
and retrieval aids.
The constants in the equation devised based on a series of empirical tests
designed to correlate with human assessments of readability. Each constarians
refere to specific indicator as following:
e 206.835: This is the maximum possible score, indicating the simplest and
easiest text to read.
e 1.015: This constant is used to scale the average sentence length (total
words / total sentences) contribution to the final readability score.
e 84.6: This constant is used to scale the average number of syllables per
word (total syllables / total words) contribution to the final readability

score.

Table 2.1 Flesch Score interpertation (Flesch, 1979)

Score School-level Difficulty level

100.00-90.00 5th grade Very easy to read.

90.0-80.0 6th grade Easy to read.

80.0-70.0 7th grade Fairly easy to read.

70.0-60.0 8th & 9th grade Plain English/ standard English.
60.0-50.0 10th to 12th grade Fairly difficult to read.
50.0-30.0 College Difficult to read.

30.0-0.0 College graduate Very difficult to read.

Dale-Chall readability formula (Dale and Chall, 1948) (DCRF) is originally used
as an indicator of vocabulary complexity. Based on an obtained list of 3,000 easy
words from fourth-grade US children. Based on this formula, any word that exists
outside of this list is considered difficult. It was compiled to overcome the
shortcoming in the Flesch Reading Ease formula. Hence, adding a new variable,
the average of difficult words in the whole piece of writing. The following

formula is used in the calculation (equation (2)):
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dif ficult Words
U * 100)

DCRE = 0'1579< total Words

total Words
) @

+ 0.0496 (
total Sentence

This formula measures two main parameters, PDW=Percentage of Difficult
Words (words not on the Dale-Chall word list), and (2) ASL=Average Sentence
Length in Words. The calculated score, referred to as Raw Score, is converted to
school grade intervals using the conversion scheme shown in Table 2.2. In the
equation 0.1579 scales the percentage of words that are considered difficult (i.e.,
not on a specific list of 3,000 familiar words) in the text. The percentage of
difficult words is calculated as (difficult words / total words) * 100. Whereas
0.0496 scales the average sentence length in words, which is calculated as total

words / total sentences.

Table 2.2 Dale-Chall Raw Score to Grade Interval

Raw Score Grade Interval

4.9 and below 4th grade and below
5.0-5.9 5th -6th grade
6.0-6.9 7th - 8th grade
7.0-7.9 9th -10th grade
8.0-8.9 11th - 12th grade
9.0-9.9 Grade 13 through 15 (college)

10 and above Grade 16 and above (college graduate)

The Gunning Fog-Index (GFI)(equation (3)),in “The Technique of Clear Writing”

(Gunning, 1968), estimates two variables, average sentence length and the
number of words with more than two syllables for every 100 words. The Fog-
Index gained popularity because of its ease of usage. If the list of easy words is
unavailable, it is possible to use the GFI approach and consider all the words
consisting of two syllables or more as brutal. Gunning's Fog-Index, shown in
Table 2.3, consists of 12 levels speeded across the educational levels, where
higher index values indicate lower readability level. It is calculated with the

following expression:

total words

GFI = 0.4( +100 (Hard Words) ) (3)

total sentences

Hard Words—— words with more than two syllables

Table 2.3 Gunning's Fog-Index, as presented in (Zamanian and Heydari, 2012)
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Estimated Reading Grades Fog-Index
Easy reading range Sixth grade 6
Seventh grade 7
Eighth grade 8
High school freshman 9
High school sophomore 10
High school junior 11
High school senior 12
Danger line College freshman 13
College sophomore 14
College junior 15
College senior 16
College graduate 17

Automated Readability Index (ARI) Another readability formula that returns

scores related to the years of education required to understand the text is the
ARI (Senter and Smith, 1967). At this point, they used another shallow feature:
the average word length calculated from the number of characters per word as

in equation (4).

ARI = 4.71 total Characters total words
o ( total Words ) ( total Sentence)
—21.43 4)

DuBay(2004, p.25) remarked on those previous formulae as the foundation of
measuring text readability, and the creators of previous formulae shed light on
the demand for readability calculation. Moreover, they sparked additional
research not just on how to enhance the formulae but also on the other elements

influencing reading success:

Since the 1960s, there has been an acceleration in the readability studies to
investigate how these formulae work and to develop other ways for a more
profound representation of text's readability factors. Fry (1968) recreated a
readability test using a reading graph, one of the earliest studies of that era. He
proved its reliability in measuring text difficulty compared to other formulae.
The Fry Graph in Figure 2.3 shows how text difficulty is calculated based on
where the text's score is located in this graph. The estimation of text score is
derived from plotting the average sentence length on Y-axes and the average
number of syllables per word on the X-axes of a random sample of 100 words

selected from the text under investigation. The Fry grade is derived from
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averaging these scores to get the grade level associated with the entire text

allocated in the graph.

Syllables

TR ! —————
BZd et ’
EZafzanumh.

L

O

Sentences

! ~ | 1
| COLLEGE
[ 11

Figure 2.3 Fry Graph for estimating Reading Ages (in years), depending on
locating score of word length average and sentence length, it estimates the

school level grade. (Fry, 1968, p.577)

SMOG (Mc Laughlin, 1969) (Simple Measure of Gobbledygook grade) is a

readability formula originally used for checking health messages. The main
difference in this calculation from others is that the averaging sentences and
words are multiplied rather than added. The SMOG score is determined by
applying the following formula (equation (5)), which involves tallying the
number of words containing three or more syllables (referred to as

polysyllables) across 30 sentences:

30
total Sentences

SMOG = 1.0430\/number of polysyllables

+3.1291 (5)

number of Polysyllables —— number of words with three or more syllables
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The Flesch-Kincaid Formula (Kincaid et al., 1975) is a recalibration of the

original Flesch Formula to include a better understanding of the text
corresponding to the number of years of school education. This formula is also
used in Microsoft Office Word to calculate the difficulty of a written piece. Rather
than the Reading Ease Score, it rates text on a standard U.S. grade-school level.
As such, it assigns values corresponding to the grade level that can easily read
this text. For example, a document score of seven means that a 7th-grade student

can understand this document. The formula is defined as follows (equation (6)):

Flesch — Kincaid = 0.39 (—ororte ) 4 11,8 (©0280E) _ 1559 (6)

total sentences total words

To reach an accuratFlesch — Kincaid score, text must include more than 200
words before the Flesch Reading Ease and Flesch-Kincaid Grade Level can be

used properly (Graesser et al., 2004).

2.3.2. Arabic readability formulae

Readability as mentioned above measures was designed for specific use in
English texts. There are a few attempts to adapt these formulas to other
languages. However, in Arabic, there were quite a few researchers who
addressed the creation of new formulae inspired by the previous work for
English. According to Cavalli-Sforza et al.(2018), in 1977, the first Arabic
readability formula for the last three grades of elementary education, named
Dawood in equation (7), was designed to consider the former English formulae.
In addition to the average word length and sentence length, three new
parameters were introduced: the average word's highest frequency, the
percentage of nominal clauses, and the percentage of definite nouns (Daud et al,,

2013; Saddiki et al,, 2015). The Dawood formula is calculated as following
Dawood = —(0.0533 x W) — (0.2066 x S) + (5.5543 x P) — 1.0801 (7)

W = Average word length in characters
S = Average sentence length in words

P = Average word frequency

A second attempt was the Al-Heeti formula in equation (8). It includes only one

factor: the average word length. The simplicity of this formula gives it a high

Chapter Two: Literature review (Text Readability)



-28-

tendency to be used by researchers: it is easy to automate and apply to any
language (Tamimi et al.,, 2014; Fouad and Atyah, 2016). However, Fouad and
Atyah (2016) argued that this formula is too simple for a highly morphological
language like Arabic

Al — Heeti = (AWL x 4.414) — 13.468 (8)

AWL = Average word length in characters

Mat Daud et al. (2013) claimed that the average word length could not be
considered an influential factor for Arabic readability because, unlike English,
most Arabic words consist of three syllables and are easy or hard, depending on
frequency. They produced their formula (9) based on a KACSTAC® The Corpus of
Al-Thubaity (2015) indicates their simplicity by using the frequency of words in
the corpus to rank in reverse the more frequent words at the end of the list and
calculating the average word frequency ranking per sentence rather than the

average number of words.

Average of Word word frequency for sentence

total reversed ranking of each word

€)

number of words per sentence

Recently, a third formula was proposed by Al Tamimi et al. (2014) entitled AARI
Base, the Automatic Arabic Readability Index Base, as set out in equation (10).
They applied the factor analysis technique to a group of readability factors to
rank their impact. They then used principal component analysis to remove
redundant and weak factors to determine better classification factors. These
factors included word length (number of characters), word frequency and the
occurrence of difficult words, average sentence length, sentence complexity, the
clarity of the text's idea, the use of topology or metaphors, and grammatical

complexity. Finally, they applied this formula to the ten grades of the Jordanian

6 KASTACis a general corpus of Arabic of more than 700 million words, approximately 7.5 million unique
words, including texts from academic and non-academic sources covering several fields
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school curriculum. They reduced the clustering to only three grouping levels

rather than the original ten by the principal component analysisA

ARIBase = (3.28 x NOC) + (1.43 X ACW) + (1.24 x AWS) (10)

NOC = Number of Characters
ACW = Average Character per Word
AWS = Average Words per Sentence
Equation (10) was reformulated as a predictor for grade level:

Gradelevel = (AARI + 472.42)/1046.3

El-Haj and Rayson (2016) introduced a readability metric for Arabic OSMAN
given in equation (11) below. The metric depends on five parameters: average
sentence length, average syllables per word: average word length, the ratio of
long words, and the ratio of syllabically complex words. Their formula assumes
that the average Arabic word length is five characters and replace with a comma
the average syllable count is four syllables. They reformulate the Flesh-Kincaid
and Gunning Fog formulas through experiments on a sample from the parallel
Arabic-English corpus from the United Nations (UN) Corpus. To ensure the
accuracy of syllabification counts, they used a diacritisation tool Mishkal’. Their

metric is

OSMAN = 200791 — (1.015 x ) — 24181 (£ + 24 H 11
e < XB)'X<AAAA) an

A = total number of words

B= total number of sentences

C= number of hard words (words surface form > 5 characters)
D=number of syllables in the word

G= total number of characters

H= total number of complex words (word’s syllable >4)

It should be noted that Arabic readability formulae were mainly dedicated to

measuring readability for Arabic first language learners (L1)8.

7 https://sourceforge.net/projects/mishkal/

8 First Language learners L1 is used in this thesis, referring to native speakers
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2.3.3.Critiques and Shortcomings of Readability Formulae

The advantages of traditional methods such as statistical readability formulae
are straightforward to complied with and implement in software to determine
the readability level of written materials. They can provide a certain level of
accuracy in grading the text by a numerical score easily located on a school
grading scale. Even though readability formulae are widely used to measure text
complexity, they have yet to be proven to fail in measuring the actual text
readability level. Readability formulae are inaccurate as they need to provide a
sufficient foundation for determining reading difficulty. There were many

shortcomings raised across different studies:

- Readability formulae ignore many factors that affect text readability
beyond the frequency, word difficulty, and average sentence length
(Kirkwood and Wolfe, 1980; Bruce et al., 1981). Therefore, readability
formulae do not provide a sufficient foundation for determining reading

difficulty.

- Readability formulae cannot measure the context, difficulty of concept,
complexity of ideas, or text coherence. Therefore, they are not consistent
with the psycholinguistic theory of reading (Kirkwood and Wolfe, 1980).
Bailin and Grafstein (2001) highlighted that the readability formulae
developers treated the readability as if it is controlled by one main factor.

However, there is no single straightforward measure of readability.

- The ignorance of the readers' unique variables, such as prior knowledge

and interest level (Bruce et al.,, 1981).

- The absence of theoretical statistical grounds or evidence of their value

justification.

- Dreyer (1984, p.336) asserted in this regard: “Formulas do not measure
textual factors such as word frequency, concept density, level of abstraction,
nor whether there is an appropriate organisation, coherence, logical
presentation of ideas. Consequently, formulas cannot distinguish scrambled

text from well-ordered prose."
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- While studying the correlation between the linguistic formulae and the
linguistic factors, formulae ignore the whole-text aspects that consider
the arrangement and structure of sentences and paragraphs in texts and

how information flows through the text (Schriver, 1989).

- Another critique raised by Carrell (1987) is that the shallow-based
readability formulae were widely applied to first language learners (L1).
Although they proved their functionality to a certain level in measuring
text readability for the L1 readers, they failed to work for (L2) learners'

needs.

- There is one last additional issue with the formulae, which is the
inconsistencies between their scores. This discrepancy has been studied
and proved in Chen's (1986) study of "comparing seven computerised
readability formulae over the same textbooks", as cited in (Zamanian and
Heydari, 2012). Chen's (1986) findings revealed that (1) there was no
general agreement among the formulae on how to evaluate a textbook
difficulty, and (2) there were significant disparities across formulae,
resulting in the same textbook being scored at different grade levels. As a
result, the wide range of scores generated by various algorithms proves

that they are not ideal difficulty indicators.

In contrast to the previously mentioned criticisms regarding the applicability
and the proficiency of the readability formulae, McClure (1987, p.12), in his
interview with Dr ]J. Peter Kincaid (who developed the Kincaid Readability
Formula), stated that "a readability formula is an evaluation tool, not a reading or
writing tool". Hence, the readability formula is used to measure/evaluate written

material but cannot be considered guidance for writing/rewriting pieces of text.

2.4. Readability levels classifications

The readability graded levels are essential as the readers and documents are
always different for any given situation (Forsyth, 2014). Unfortunately, no
available readability levels are specified to annotate text readability. However,
the language proficiency levels such as (ILR, CEFR, and ACTFL) could be used as

a readability scale. Hence, text readability and complexity are one aspect of
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various aspects of proficiency in a language. These levels are explained in the

following sections.

2.4.1.The ILR proficiency levels

The Inter-Agency Language Roundtable (ILR) scale is a language proficiency
scale developed in the 1950s by U.S. government agencies. The ILR scale
provides a standardized way to measure language proficiency across different
languages and language curricula. The ILR scale assesses four language
proficiency skills: reading, writing, speaking, and listening, applicable to all
languages and unrelated to any particular language curriculum. For example, in
reading proficiency comprehension levels, there are six primary levels with two
sub-levels for each: "base levels", which indicate the ability to perform the level's
function, and other "plus levels", when the performance is higher than the former
level but cannot reach the different main base level. The latest ILR proficiency

levels are illustrated in Table 2.4.

Table 2.4 Interagency roundtable level of proficiency

Reading Grade Proficiency Level

0 No proficiency

0+ Memorised proficiency

1 Elementary proficiency

1+ Elementary proficiency Plus

2 Limited working proficiency

2+ Limited working proficiency Plus
3 General professional proficiency
3+ General professional proficiency Plus
4 Advanced professional proficiency
4+ Advanced professional proficiency
5 Functionally native proficiency

2.4.2.CEFR levels

The Common European Framework of Reference for Languages CEFR or CEFRL?
is a framework developed by the Council of Europe to describe language

proficiency levels in a consistent and transparent manner. The CEFR includes six

9 https://www.fluentin3months.com/cefr-levels/ It might be better to refer here to the Council of Europe
website instead.
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proficiency levels, from A1 for beginners to C2 for advanced learners (see Table

2.5). The CEFR also includes detailed descriptors for each proficiency level,

which can be used to assess an individual's language ability in different contexts

and for different skills, such as reading, writing, listening, and speaking. The

interpretation of these levels in the reading testing proficiency level is shown in

Table 2.6.

Table 2.5 CEFR language ability levels

Al Breakthrough Basic user

A2 Waystage

B1 Threshold Independent user
B2 Vantage

C1 Effective Operational Proficiency Proficient user
C2 Mastery

Table 2.6 Interpretation of the CEFR reading testing proficiency to the content
of the actual text

Basic
simple

Text

Al

Texts contain familiar everyday expressions and
fundamental phrases aimed at the satisfaction of the

needs of a concrete type, with clear short sentences.

A2

Texts with frequently used expressions related to areas of
most immediate relevance (e.g. very basic personal and
family information, shopping, local geography,

employment), the surrounding environment.

Moderate

Text

B1

Here text will contain familiar matters regularly
encountered in the wider environment, such as work,
school, leisure, etc., with a simple sentence structure

using the coordination and given reason clauses.

B2

Starting here with specialised texts with unfamiliar terms
and terminologies, detailed text on a wide range of
subjects, and explaining a viewpoint on a topical issue
giving the advantages and disadvantages of assorted

options.
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Complex C1 Longer texts with complex structures with organisational
Text patterns, connectors, cohesive devices, and implicit

meanings.

C2 More complex, more prolonged, specialised texts with

ambiguous structures

Overall, the CEFR is a widely recognized and useful framework for assessing
language proficiency levels, including reading proficiency. The CEFR descriptors
can provide learners, teachers, and organizations with a clear understanding of
what language skills and knowledge are expected at each proficiency level and
can help individuals set goals and track progress in their language learning

journey.

2.4.3.ACTFL levels
The American Council on the Teaching of Foreign Languages (ACTFL)

Proficiency Guidelines were first published in 1986 as an adaptation for the
academic community of the U.S. Government’s Interagency Language

Roundtable (ILR) Skill Level Descriptions (Tschirner et al., 2015).

ACTFL is a framework that assesses an individual's proficiency in a foreign
language. The framework includes five primary proficiency levels, which are
Novice, Intermediate, Advanced, Superior, and Distinguished. Each level is

further divided into sub-levels, such as Novice Low, Novice Mid, Novice High, etc.

To link the ACTFL proficiency levels with the CEFR levels, a linking and
validation study was conducted. The results of the study are shown in Table 2.7.
The table shows the one-directional alignment of ACTFL proficiency levels with

the CEFR levels.

Based on Table 2.7, Novice Low and Novice Mid align with CEFR level 0 and
CEFR level 0+, respectively. Novice High aligns with CEFR level Al.1, and
Intermediate Low aligns with CEFR level Al.2. Intermediate Mid aligns with
CEFRlevel A2, and Intermediate High aligns with CEFR level B1.1. Advanced Low
aligns with CEFR level B1.2, and Advanced Mid aligns with CEFR level B2.
Advanced High aligns with CEFR level C1.1, and Superior aligns with CEFR level
C1.2. Finally, distinguished aligns with CEFR level C2.
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Overall, the ACTFL proficiency levels and the CEFR levels are complementary
frameworks that can be used to assess an individual's language proficiency. The
linking and validation study has provided a way to compare language proficiency

across different frameworks.

Table 2.7 One direction alignment for ACTFL-CERF levels (Anon, 2019, p.4)

ACTFL CERF LRI
Novice Low 0 0
Novice Mid 0 0+
Novice High Al.1 1
Intermediate Low Al1.2 1+
Intermediate Mid A2 2
Intermediate high B1.1 2+
Advanced Low B1.2 3
Advanced Mid B2 3+
Advanced High C11 4
Superior C1.2 4+
Distinguished C2 5

2.5. Automatic Text Readability

Automatic TR presents the automatic method of assessing the target text
complexity to select the appropriate readers. It is a way to determine how
hard/easy a text is. It is the representation of the sum of all elements of the
textual material that affect the reader's comprehension. The Automatic TR
resolved to apply supervised machine learning approaches following the
pipeline outlined in Vajjala (2021). Automatic TR pipeline involves four main
steps, as shown in Figure 2.4 Automatic TR pipeline representation (Vajjala,

2021, p.3)

- Step one: constructing gold standard training corpus classified on

text/sentence level with readability levels/labels
- Step Two: defining a set of features to be computed from text
- Step Three: machine-learning model learns how to predict the gold

standard label from the extracted feature
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- Step four: optimised model is applied to the unseen subset of the corpus

(test set)

— RS

-
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Validation E v f Evaluation

Figure 2.4 Automatic TR pipeline representation (Vajjala, 2021, p.3)

Either creating the corpus from scratch using available web content by
crowdsourcing by machine-learning techniques or applying other resources
already graded on text or sentence level. Vajjala (2021) classified them into two

main categories: expert annotated and non-expert annotated.

The expert annotated corpus was mainly textbooks or graded texts used in
education, such as school-graded textbooks for L1. This kind of corpus was well
developed for several languages, such as English (Heilman et al.,, 2007), Japanese
(Sato et al., 2008), German (Berendes et al., 2018), Swedish (Pilan et al,, 2016),
French(Francois and Fairon, 2012) and Bangla (Islam et al., 2012). Another
method Xia et al. (2016), complying with a CEFR-level corpus, is extracting the
reading comprehension passages from language exams conducted at different
proficiency levels for L2 learners. The limitation of such a method is that most
school textbooks are not available in a machine-readable format or are not
accessible due to copyright permissions. To overcome these limitations,
researchers build an Automatic TR corpus using publicly available news articles
and encyclopaedia articles. They tend to modify and rewrite these articles to fit
different graded readers and/or use various unrelated documents at each
reading level. For example, in the English language, a widely used WeeBit (Vajjala
and Meurers, 2012), a recent Newsela corpus (Xu et al, 2015a), and
Onestopenglish (Vajjala and Luci¢, 2018). Newsela was compiled as a parallel

corpus that not only aligned on the document level but also aligned on the
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paragraph and sentence level. This aligning method allowed using this corpus in
automatic text simplification (Stajner and Nisioi, 2018). A similar corpus is
Complex/Simple Wikipedia 10 .Both researchers used automatic text
readability /simplification to build easy versus complex systems. Other
researchers follow this approach by using other websites to compile
Complex/Simple corpus for English (Vajjala and Meurers, 2013), German
(Hancke et al., 2012), Italian (Dell’Orletta et al., 2011), and Basque (Gonzalez-
Dios et al,, 2014). For example, Vajjala and Meurers (2014a) compiled a corpus
from BBC channels' program subtitles grouped into three age groups. This

method is commonly used to overcome the unavailability of a graded text corpus.

De Clercq et al.(2014) followed another approach using crowdsourcing from
web texts in Dutch and asking readers to compare the difficulty of the presented
texts' counterparts. In addition, ask an expert to annotate each text with
difficulty level. After that, they compared both judgments to provide a final

levelling of the texts.

A similar approach of using a non-expert to assign the document/sentence
with a levelled difficulty grade for the German language is by Vor der Briick et
al. (2008), using a 7-point Likert scale (Likert, 1932). In addition, Pitler and
Nenkova (2008) asked college students to assign news articles on a scale. This
approach is referred to as 'user studies', which rely on readers'/students'
judgment and/or expert approval. Such as Kate et al. (2010), where both readers
and experts classified the described dataset. In contrast, Shen et al. (2013) used
a dataset collected and classified by experts in four languages - Arabic, Dari,
English, and Pashto. In Nisioi et al. (2017) TS study, they collected user
judgments of sentence-level text complexity for original, manually, and
automatically simplified sentences. The limitations of the user studies

approaches include time and effort-consuming and producing small data sets.

2.5.1.Readability wordlists
Thorndike (1921) provided the first frequency list of English words based on
their use in general literature. He considered that the words that readers

encountered frequently were more accessible to comprehend than the ones that

10 https:/ /www.english-corpora.org/wiki/
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occurred infrequently. Naturally, familiarity breeds comprehension indicating
that vocabulary is a strong predictor of text difficulty (Zamanian and Heydari,
2012). Hence, the research on the creation of wordlists annotated with some
form of difficulty level (Gala et al., 2013; Francois et al., 2014; Francois et al,,
2016), which are then used as features for Automatic TR (e.g., percentage of

complex words in a text).

In Arabic, there are two established lists in ARA. These lists are Buckwalter
and Parkinson's list and the KELLY Project list, which will be explained in detail

in the following sections.

2.5.1.1. Buckwalter and Parkinson

Buckwalter and Parkinson's vocabulary list is a widely used Arabic frequency
dictionary developed for language learners. It is part of Routledge Frequency
Dictionary series, which includes dictionaries for 13 different languages such as
Spanish, French, Russian, and Mandarin Chinese. The Arabic frequency
dictionary contains the 5000 most frequent words in the Arabic language based
on a 30-million-word corpus of academic/non-academic and written/spoken
texts (Buckwalter and Parkinson, 2014). The corpus consists mostly of texts
published in the 2006-2007 period, with some academic and well-known fiction

resources from the 1990s and late 1950s.

The frequency dictionary is organized in a way that facilitates language
learners to understand and use the words in context. Word entries are
represented by their vowelized lemmas, which are base forms with several
derivations based on unigrams appearing in descending frequency order. The
main word list is arranged in alphabetical order based on the root system of the
Arabic language. Entries in this list include the headword, its POS tagging, word

derivational forms, English translation, and frequency in the last column.

In addition to the main word lists, the frequency dictionary also includes
three grouped lists. The first list provides word frequency accompanied by a
word lemma, POS tagging, and real context examples with linguistic information,
including different word pronunciations based on 21 dialects, including Modern

Standard Arabic (MSA). The second list consists of thematic lists or boxes in
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which words are grouped by their semantic classes into 30 semantic categories.
These lists display the words with frequency and English translation. The final
list is based on 12 classes of part of speech tagging. The statistical calculation of
the frequency of those words is based on the MSA corpus and the most spoken

dialect form, ensuring that the analysis is grounded in empirical data.

Overall, Buckwalter and Parkinson's Arabic frequency dictionary is a
valuable resource for language learners and researchers alike. It provides a
comprehensive list of the most frequent Arabic words in various contexts, and

the organization of the dictionary makes it easy to use and understand.

2.5.1.2. The KELLY project’s Arabic

The KELLY project is a comprehensive linguistic endeavor that has produced
aligned vocabulary lists across Arabic, Chinese, English, Russian, Italian,
Swedish, Norwegian, Greek, and Polish. Its core objective, akin to the Buckwalter
and Parkinson list, is to aid language learning. Each language list includes the

9,000 most frequent words and is freely available for download!l.

The Arabic list was developed based on an internet-based corpus of
approximately 100 million words built by wide crawling following the same
method as other Web corpora \citep{sharoff06ijcl}. It features lemmas
associated with their CEFR levels and part of speech tagging. The CEFR levels in
the KELLY project were established through both computational methods and
human evaluation. Initially, a frequency analysis was conducted on the corpus to
assign preliminary CEFR levels to the words based on their frequency of
occurrence. Then, it was aligned with the frequency levels in corpora for other
languages, such as Chinese, Greek, Italian or Russian (Kilgarriff et al., 2014a).
Subsequently, linguistic experts reviewed and adjusted these levels, considering
factors such as word difficulty, usefulness for learners, and relevance in various

contexts.

" http://corpus.leeds.ac.uk/serge/kelly/
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Thus, the KELLY project's Arabic list is not only a comprehensive tool for
language learners and researchers, but it also represents a significant stride in
aligning Arabic language learning with the CEFR standards. The balance between
computational methods and expert input ensures the list's reliability and

usability, making it a valuable resource for both learners and educators.

This list is produced from KELLY’s project in Leeds, which includes nine
languages bilingual vocabulary lists covering Arabic, Chinese, English, Russian,
[talian, Swedish, Norwegian, Greek, and Polish. Those vocabulary lists are
designed for the same purpose as the former list for language learning. Each list
is composed of the 9,000 most frequent words in each language and is freely
downloadable2 The Arabic list was obtained from an approximate 100-million-
word internet-based corpus and contained only one language variety, which is
MSA. It is a frequency word list represented in lemmas associated with their

CEFR levels and part of speech tagging.

2.5.2.Feature extraction
“Identifying text properties that are strongly correlated with text complexity is

itself complex.”(Feng et al., 2010)

The research on building readability models, like many NLP tasks, was
initially resolved based on traditional machine-learning approaches, which
required extensive feature extraction. These features originally come from the
easy-to-calculate features used previously in readability formulae, such as an
average number of words per sentence. Then these features extended to more
complex syntax. And semantics applying POS tagging and parsing for linguistic
feature extraction, following the trend of the latest NLP approaches, applying
deep learning approaches, word embeddings, and language transformers models
instead of using a massive list of features. Feng et al.(2010) provided a detailed
comparison between features extracted to be applied in ARA. These features
range from shallow features such as word/sentence length to more complex
features divided into five distinct groups’ traditional shallow features, language

modelling, part-of-speech-based grammatical features, parsed syntactic

12 http:/ /corpus.leeds.ac.uk/serge/kelly/ accessed on 20/1/2019
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features, and discourse features. Their findings state that some shallow features
(Average sentence length) were more effective than sophisticated syntactic

features. These features are categorised as follows:

Shallow features (Table 2.8 Shallow featuresTable 2.8), most of the
researchers compiled a readability tool using features expressed by traditional

readability metrics.

Table 2.8 Shallow features (Feng et al., 2010, p.280)

Average number of syllables per word

Percentage of poly-syll. words per doc.

Average number of poly-syll. words per sent.

Average number of characters per word

Chall-Dale difficult words rate per doc.

Average number of words per sentence

Flesch-Kincaid score

Total number of words per document

POS-based features (Table 2.9), adopting a morphological analyser to get
informative linguistic calculations as presented in Table 2.9. POS features were
proved to be effective in measuring text readability (Heilman et al., 2007; Leroy

etal,, 2008).

Table 2.9 POS-based features (Feng et al., 2010, p.280)

Percent of tokens per document

Percent of types per document

The ratio of Tokens/Types per total unique words in a document

The average number of adjectives/nouns/verbs/proper nouns per
sentence

The average number of unique adjectives/nouns/verbs/proper
nouns per sentence

Syntactic features (Table 2.10), using various syntactic analysis parse trees,

dependency parsing (Schwarm and Ostendorf, 2005)

Table 2.10 Syntactic-based features (Feng et al., 2010, p.279)

Total number of phrases per document

Average number of phrases per sentence
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Average phrase length measured by several words and characters,
respectively

Average tree height

an average number of non-terminal nodes per parse tree

An average number of non-terminal nodes per word (terminal node).

Language modelling features (LM) training three language models (unigram,
bigram, and trigram) on two paired complex/simplified corpora (Schwarm and

Ostendorf, 2005)

Entity grid features refers to text/discourse coherence. This feature was
intensively studied in research concerned with NLP tasks such as modelling text
ordering and text generation (Lapata, 2005; Soricut and Marcu, 2006; Barzilay
and Lapata, 2008) rather than readability. This feature was adopted by Barzilay
and Lapata( 2008), using a two-dimensional array grid model to represent the
entities in each sentence in relation to other sentences' entities. One dimension
corresponds to the text's most influential entities, while the other corresponds
to each sentence. Each grid cell indicates whether the indicated entity is a subject
(S), object (0), neither of the two (X) or absent from the phrase (-). Barzilay and
Lapata (2008), reported that it helps to recognise the original text from the

simplified version when compared.

Co-reference Inference (Table 2.11), implicit discourse relations, refers to the
referential relations devices in the text. Research tends to focus on the automatic
resolution of anaphoric devices in the text, e.g, pronominal references. Each
entity and pronoun reference found in the text and related to the same person or

object is extracted and linked to construct a semantic chain.

Table 2.11 Co-reference Chain Features (Feng et al., 2010, p.279)

Total number of co-reference chains per document

Avg. number of co-reference per chain

Avg. chain span

Num. of co-reference chains with span _ half doc.
length

Avg. inference distance per chain

Num. of active co-reference chains per word

Num. of active co-reference chains per entity
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Lexical Chain features, a more insightful text relation to represent text
coherence. These features represent the semantic relations among words, e.g.
synonym, hypernym, hyponym, etc. some researchers extracted these features
and represented them as linked lexical-semantic relations chains (Galley and
McKeown, 2003; Feng et al,, 2009; Feng et al,, 2010). For example, Feng et al.
(2010) implemented six features based on linked entity chains, as shown in

Table 2.12.

Table 2.12 Lexical Chain features (Feng et al., 2010, p.278)

Total number of lexical chains per document

Avg. lexical chain length

Avg. lexical chain span

Num. of lexical chains with span _ half doc.
length

Num. of active chains per word

Num. of active chains per entity

Entity-Density features (Table 2.13), based on Feng et al.(2009) study of
assessing the readability of a text for people with intellectual disabilities. They
studied cognitive abilities with the assumption that the number of general nouns
and named entities (proper nouns) and their relation affect the comprehension
flow of the text. These basic entities are essential entities in text comprehension

(Feng etal., 2009).

Table 2.13 Entity-Density features (Fengetal., 2010, p.278)

percentage of named entities per document

percentage of named entities per sentence

percentage of overlapping nouns removed

average number of remaining nouns per sentence

percentage of named entities in total entities

percentage of remaining nouns in total entities

Feng et al. (2010) performed comparisons between all these sets of
linguistic/non-linguistic features. They concluded that discourse features have
the least impact on text readability among all features. The entity density feature,
primarily based on nouns and proper nouns, measuring noun phrases, stands in
the second position in the prediction performance of classification algorithms.
Furthermore, POS features stand at the top of all features providing a better
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prediction of text complexity level. Generally, POS features correlate more with
text complexity than syntax and most discourse features. Emphasising
measuring text readability requires linguistic analysis, yet a basic analysis rather
than an intensive one. However, verbal phrases are highly correlated with text
readability more than any other phrase type. They also reported that sentence
length is dominant among all shallow features and has predictive power for text
complexity. LM feature shows higher discriminating power only when trained

on the testing corpus's relevant domain.

2.5.3.Readability models
Even though any text is composed of several sentences, which vary in their
difficulty, research to date has tended to focus on assigning readability levels to
the whole text rather than to individual sentences (Schumacher et al., 2016).
Automatic TR research over the last 20 years is intricately linked to other areas
of NLP. In short, traditional feature engineering-based methods dominate most
of the early work, and recent work tends towards the deep learning model
(Vajjala, 2021). Automatic TR is usually modelled as a supervised ML task,
namely classification, and uncommonly modelled as regression (Vajjala and
Meurers, 2014b) or ranking (Ma et al., 2012). However, Heilman et al. (2008)
demonstrated that ordinal regression is better suited for Automatic TR tasks by

comparing various methods.

In contrast, Xia et al. (2016) demonstrated that the ranking model may perform
better compared to classification. In contrast to these approaches, Jiang et al.
(2019) proposed a unique approach using graph propagation that can consider
the inter-relationships between documents while modelling readability.
Moreover, Martinc et al. (2021) compared different supervised and

unsupervised approaches to neural text readability.

Applying neural and deep neural network-based approaches has recently
dominated Automatic TR studies. For example, Mohammadi and Khasteh (2019)
proposed a multilingual readability assessment model using deep reinforcement
learning, and Meng et al.,(2020) proposed ReadNet, a hierarchical self-attention-
based transformer model for ARA. Most recently, BERT (Devlin et al.,, 2019)
dominated all NLP research and took over all ML architectures. Deutsch et al.

(2020) demonstrated how BERT could resolve the Automatic TR task better than
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using linguistic features, which dominated Automatic TR research to date.
Generally, most readability approaches have been resolved as a language-
specific task. However, Azpiazu and Pera (2019) and (2020) study the
development of multilingual and cross-lingual approaches to Automatic TR using

deep learning architectures.

2.5.4.Evaluation methods
Evaluation is the last step in any NLP model, which aims to test the performance

of the model architecture. Vajjala (2021) defined two methods for evaluation:

- The intrinsic approach refers to evaluating the Automatic TR model

individually.

- The extrinsic approach refers to evaluating the Automatic TR model

within a more extensive system.

Most Automatic TR models have been intrinsically evaluated on testing data
regarding classification accuracy, Pearson/Spearman correlation for
regression/ranking approaches, and root mean square error for regression
(Vajjala, 2021). However, most commonly, the evaluating supervised machine
learning approaches are held out on test data which is a part of the adopted
corpus or as a cross-validation approach. At the same time, Pera and Ng(2012)
and Kim et al. (2012) deployed a readability approach in a search engine and its
plication to personalised search and reported an extrinsic evaluation of their
experiments. In this case, they assess whether the easy-to-read (simple)
predicted text leads to a better understanding for the target audience. Although
this evaluation method appeared in TS research, it has yet to be performed on

the Automatic TR model.

Validation is an optional step of assessing the performance of NLP architecture
while compiling the method to tune the model accordingly. In this case, the
adopted corpus is divided into three parts training, validation/tuning, and
evaluation/testing. Yet, it is not common among Automatic TR systems to apply
a validation process. The validation process aims to check if the features used in
the model architecture can produce a reliable Automatic TR model that assigns
readability levels to correlate with the reader's comprehension levels. Most

studies focus on validating and assessing the Automatic TR results ignoring the
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reader comprehension factor. However, a few studies assessed the assigned
readability level concerning the reader's comprehension perspective as such
(Crossley et al,, 2014; Vajjala et al., 2016; Vajjala and Lucic, 2019). Vajjala and
Lucic (2019) found that the reading level annotations assigned to texts in a
paired graded corpus did not have a measurable effect on readers'
comprehension, indicating that factors other than these annotations may be
more influential in determining the text's level of difficulty. In another study,
Francgois (2014) performed a qualitative and quantitative analysis of the French
textbook corpus as a foreign language. He raised two issues: (i) there was no
consistent correlation between expert annotations of the exact text, and (ii) no
significant shared parameters among the texts assigned by the same level
regarding linguistic features. Berendes et al. (2018) obtained similar results
using a multidimensional corpus of graded German textbooks. Sheehan et al.
(2015) and Sheehan (2017) provided a text evaluation tool named TextEvaluator
for English teachers and test developers to select the appropriate text to the

readers’ levels.

2.6. Arabic (L2) automatic readability systems

Compared to English, Automatic TR focuses on assigning readability levels
for L1 learners, and research on Arabic readability systems focuses on levelling
the text targeting L2 learners. This assumption is initiated by the fact that
reading Arabic poses difficulties and challenges for people born and growing up
in Arabic-speaking countries as Arabic for them is a second language because
their mother tongue is the colloquial variety of Arabic in that country (Habash,
2010). Other studies were conducted to measure text readability by modelling
different ML algorithms targeting either L1 or L2 learners of the Arabic language.
Most of these studies applied their methods to the GLOSS corpus because it is a
rarely free Arabic L2 corpus. They aimed to construct a benchmark that future

studies could modify or evaluate.

The early first study, the 'Arability’ prototype system Al-Khalifa and Al-Ajlan
(2010), used 150 texts from the Saudi Arabian school curriculum to classify them
into three readability levels: easy, medium, and difficult. They used a bigram

language model of their corpus, achieving an accuracy of 77.77%. This research
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is followed by Forsyth's (2014) study in his master's research on Automatic
readability prediction/detection for MSA. He explored new readability factors
and readability assessments. Applying a supervised machine learning technique
on a selected 179 documents from the open-access curriculum corpus of the
Defense Language Institute (DLI)'3 Foreign language levels are classified to five
levels (1, 1+, 2, 2+, 3) of the Interagency Roundtable Levels (IRL) standard.
Adopting the 5000-Arabic word frequency dictionary developed by Buckwalter
and Parkinson 4. This list is generated using a 30-million-word corpus of
academic/non-academic and written/spoken texts. Words in the frequency
dictionary are represented by their lemmas as a base form with several
derivations of this form. Therefore, a morphological feature extraction has been
done using MADA to annotate the corpus with lemma, clitics, and POS tags, to
match the corpus with the dictionary entries. Developing a list of 165 features
from which he used 162 features that affect the readability level, he isolated the

nine main Features (See Table 2.14)

Table 2.14 Readability Feature set developed by Forsyth ( 2014, Table 4.2,
p-30)

p—

. POS-based Frequency Features

N

. Frequency-Based Discourse Connective
Features

. Discourse Connective Features

. Token Count Features

. Type-To-Token Ratio Features

. Homographic Features

. Type-To-Token Features

. Token & Type Frequency Features
. Word Length Features

ORI/ W

For the classifier's training, he used the TiMBL machine learning system using
TiMBL's overlap metric to calculate K-nearest neighbours to rank the similarities

and estimate the distance score between two feature vectors. Regarding the

13 https://gloss.dliflc.edu/
14 Available online: https://archive.org/details/AFrequencyDictionaryOfArabic/
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evaluation, he conducted a range of experiments on an 80-20 train-test split of
the corpus by training an instance-based classifier while varying 3-fold, 5-fold,
or 10-fold cross-validation and on a 3- class or 5-class classifiers. The final test
was on a 3-class dataset where adjacent levels were grouped with an F-score of

71.9% and 51.9% with a 5-class).

The following three studies represent continuous research, started by Cavalli-
Sforza et al. (2014) using 71 texts from 'Al-Kitaab' and comparing them against
the word lists introduced in the same book chapter labelling the words by
(target, known, unknown), adding some averaging word/sentence features

along with morphemes per word average.

They argued that the primary input in reading proficiency is vocabulary and the
actual use of these words in context attached to different word senses.
Accordingly, they classified the vocabulary list into three subcategories, Known,
which is already seen in previous lists; Target, which is introduced in the target
list; and Unknown, which is unseen and untagged in this module. For
tokenisation and corpus analysis, MADA (Morphological analysis and
disambiguation for Arabic) (Habash et al, 2009) and SAMA 3.1, the LDC
Standard Arabic Morphological Analyser, were used to analyse text and extract
those factors. They experimented with previous readability factors along with

newly introduced factors, as listed in Table 2.15.

Table 2.15 Newly introduced features by (Cavalli-Sforza et al.,, 2014, p.84)

Percentage of known, targeted, and unknown words in the text

Percentage of open-class words in the text

Percentage of closed-class words in the text

The Ratio of unique words over the total number of words in a text (lexical
diversity)

Number of the unnecessary word token in Text (Text length) text length

Average sentence length in tokens

Average word length in syllables

The average number of attached clitics per word measures’ word
complexity.

They found that closed-class features, lexical diversity, and average word length

do not affect the text readability level or the actual number of characters per
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word. However, the number of clitics/ morphemes attached to the word has a
high impact on text readability. They continued their research by applying a
machine learning classifier, the probabilistic decision tree (PDT), to the texts
using the most relevant factors adopted from the previous experiment. They
implement this module by using Python with a third-party Python library (sci-
kit-learn 0.14)15.

Regarding different word lists at the beginning of each module, they classify 25
different sets of known, unknown, and target words along with the other features
of each text to attach each text to the best chapter. Like many other techniques,
the ML model was exceptionally reliable in classifying the text in the slot of one
of the first five chapters of Al-Kitaab's Part Two, second edition, and cannot

predict if it is suitable for a specific stage in that span of chapters.

Their results were improved by grouping the levels into four classes using K-
means clustering with an accuracy of nearly 87%, as reported. Then an attempt
by Saddiki et al. (2015), known as the Ibtikarat team. The purpose of their
research was to analyze readability factors that could enhance the classification
of L2 texts according to IRL levels, using a sample of 251 documents from the
Gloss corpus. Their feature set consists of 35 set vectors performing the
morphological analysis using MADAMIRA (Pasha etal., 2014). Those features are
categorised into eight main factors, Sentence, Word, Morpheme, Character,
Vocabulary load, Ambiguity, Word class, and Content word POS. Using WEKA16
As a platform, Hall et al. (2009) studied various classification machine learning
algorithms (e.g. Decision Tree, K-nearest- neighbour Support Vector Machine
(SVM), and Random Forest). They adapted all features and training algorithms
to a 3-class and a 5-class classification scheme. Their results indicated that
features such as morpheme counts, type and token counts, measures of sentence
length, and part-of-speech carried the most information gain and provided an
economical and good baseline for building models. They were reaching a
maximum accuracy of 73.31 on a 3-a class set. They were followed by a recent

study by Saddiki et al. (2018), which highlights adding new syntactic features to

15 https:/ /scikit-learn.org/stable/

16 Waikato Environment for Knowledge Analysis (WEKA) provide a workbench that allows researchers
easy access to state-of-the-art techniques in machine learning. Available from:
https://www.cs.waikato.ac.nz/ml/weka/

Chapter Two: Literature review (Text Readability)



-50 -

their features. Using two different datasets for both first and second Arabic
language learning. This approach yielded an accuracy of 94.8% and 72.4% for L1

and L2, respectively.

The Oujda-NLP team (Nassiri et al., 2018b; Nassiri et al,, 2018a) has also
presented two linked types of research. The first was based on 170 features
calculated and applied to 230 texts from the Gloss corpus as well as using the
AraNLP library and MADAMIRA morphological analyser (Pasha et al., 2014).
They reported the results with 3-class categories with an accuracy of 90.43%.
The latter study used the same data set but analysed it with a different
morphological analyser called AlKhalil and reduced the features to 133 features.
They used the Buckwalter frequency list (Buckwalter and Parkinson, 2014) and

reported an accuracy of 100% with 3-classes.

On the other hand, regarding the available tools for readability annotation for
Arabic, Al-Twairesh et al. (2016) provided in their research a theoretical
framework to build an interactive web-based Arabic readability annotation tool
referred to as '"MADAD’. This web-based framework for semi-automatic Arabic
text annotation involves readability assessment. This framework supports a
broad range of annotation tasks for various semantic phenomena by allowing
users to create customised annotation schemes. The scale range for the text

difficulty ranges from 0 easy to 100 difficult.

2.7. Arabic feature extraction tools

2.7.1.MADAMIRA Arabic morphological analyser

MADAMIRA is a toolkit used for Arabic morphological disambiguation and
linguistic analysis (Pasha et al., 2014). The MADAMIRA"" system architecture is
depicted in Figure 2.5. The system consists of seven milestones of analysers and
models. The input text enters first the Pre-processor and then travels through
the system milestones, while each step adds analysis or information to be used
in the following step. Thus, the system can provide various outputs based on the

desired analysis output.

17 https://github.com/owo/madamira diac and demo is available:

https://camel.abudhabi.nyu.edu/madamira
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Preprocessing -— EI

Morphological analysis
(SAMA+CALIMA)

Feature modelling
(LM and SVM models)

Analysis Ranking
Tokenisation

Base phrase chunking
i 8 (SVM model)
I

Named entity recogniser
(SVM model)

MADAMIRA provides features for each word in a sentence based on various

pr

Figure 2.5: MADAMIRA architecture (Pasha et al,, 2014, pp.1095, 1099)

Lemmatisation: determining the lemma

Stemming: provides the morphological stem

Diacritisation: determining the fully diacritised form

Glossing: determining the English translation

Part-of-speech Tagging: determining the part-of-speech

Morphological Analysis: identifying every possible morphological
interpretation of input words.

Morphological disambiguation: determining a complete or partial set of
morphological features (either the most likely feature values for each word
given its context or a ranked list of all possible analyses for each word).
Tokenisation: segmentation of clitics with attendant spelling adjustments

according to form.

MADAMIRA toolkit provides a POS tagset comprising 15 main tags such as

gender, number, person, state, case, etc. This toolkit is considered state-of-the-

art in Arabic automatic linguistic analysis tasks.
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2.7.2.Farasa morphological analyser

Farasa '8 is an open-source project fast and accurate Arabic morphological
analyzer and part-of-speech tagger. It is developed by the Qatar Computing
Research Institute (QCRI). The tool is designed to provide several functionalities
essential for Arabic language processing, including segmentation, part-of-speech

tagging, and morphological analysis (Darwish and Mubarak, 2016).

Farasa primarily uses a machine-learning approach to morphological analysis,
which allows it to handle the high degree of inflectional and derivational
morphology found in Arabic. The system is trained on a large corpus of Arabic
text, which helps it recognize and analyze a wide range of morphological
patterns. It also segments words into their individual morphemes, which is
particularly useful for processing Arabic, a language that often combines
multiple morphemes into a single orthographic word. It includes a diacritization
feature which is an important tool for various NLP tasks. The diacritization
process in Farasa can add missing diacritics to the text, which helps in
disambiguating words that have similar forms but different meanings depending

on the diacritics.

Farasa stands out for its efficiency and accuracy in handling Arabic text. It has
been evaluated on standard benchmarks and has achieved state-of-the-art
performance, making it a valuable tool for researchers and developers working

on Arabic language processing.

2.7.3. Arabic syntactic parsers

Green and Manning (2010) argue that the challenge in parsing Arabic
sentences is the ambiguity at the discourse level. The Arabic sentence structure
may compose of many subordinate words and phrases with variant word orders
such as VSO, SVO, VOS, and VO (Green and Manning, 2010). Unlike English, the
Arabic sentence may continue to appear in more than four lines in the text, and
most Arabic text is written without punctuation. Therefore, counting the number

of sentences for each text according to punctuation marks suchas('/./,/;/7)

8 QCRI-organization http://qatsdemo.cloudapp.net/farasa/
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is not accurate for Arabic sentences. Hence, sentence chunking needs to be

performed to measure the number of phrases inside each sentence.

In order to choose the most appropriate dependency parser for extracting
features to perform the TS task. There are three main Arabic parsers, Stanford
parser(Green and Manning, 2010)'°® and UDpipe parser (Straka and Strakova,
2017)20 and CamelParser (Shahrour et al,, 2016) described in the following

section.

1. Stanford Arabic Parser (Green and Manning, 2010)

This parser is a part of the Stanford Core-NLP system, one of the most popular
toolkits used in NLP research (Green and Manning, 2010; Manning et al., 2014).
The Stanford toolkit provides several NLP tasks, such as text preparation,
normalisation, tokenisation, segmentation, part-of-speech tagging, sentence
splitting, constituency parsing, and semantic annotation. The Stanford toolkits
were developed initially for English NLP research, and later, the toolkit
developers provided partial support for other languages, including Chinese,
Germany, Arabic, Italian, Bulgarian, and Portuguese. The Stanford Arabic parser
provides Universal Dependencies (v1) and Stanford Dependencies output as
well as phrase structure trees (Nivre et al., 2016). The Arabic parser was based
on the first three parts of the Penn Arabic Treebank (PATB) (Maamouri and Bies,

2004). These corpora contain newswire text.

2. UDPipe Parser (Straka and Strakova, 2017)

UDPipe is a free software trainable pipeline for tokenisation, tagging,
lemmatisation and dependency parsing of CoNLL-U files. UDPipe is language-
agnostic and can be trained given annotated data in CoNLL-U format. Trained
models are provided for nearly all UD treebanks. UDPipe is a fast transition-
based neural dependency parser. The parser is based on a simple neural network
with just one hidden layer that makes use of FORM, UPOS, FEATS and DEPREL
embeddings. The form embeddings are precomputed with word2vec using the

training data, the other embeddings are initialised randomly, and all embeddings

19 http:/ /nlp.stanford.edu:8080/parser/index.jsp
20 https://lindat.mff.cuni.cz/services/udpipe/
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are updated during training. It generates only one root node and only uses the
root dependency relation for this node.

To demonstrate the performance of UDpipe and Stanford parser after parsing

a simple Arabic sentence, consider the following example:

Arabic “ a1 355 1aua3 OF Gl A6 J) Cund”
Transliteration dahabtu ’ila manzili alladi kana ba‘idan ba‘da alfajri
Translation ‘I went to my home which was far, after fajjr’

In parsing this sentence, the UDpipe morphological analyser miss-analyse the
first word '« ‘dahabtu, [ went’ as ‘- and ‘=, which are both non-sense Arabic
words and do not exist in the Arabic language which of course led to parsing
mistakes (see Figure 2.6). On the other hand, the Arabic Stanford statistical
parser performed well in the same sentence (Figure 2.6-B) by labelling the verb

‘wand ‘Twent'.
3. CamelParser (Shahrour et al., 2016)

CamelParser is a state-of-the-art system for Arabic syntactic dependency,
which is aligned with contextually disambiguated morphological features. It uses
a MADAMIRA morphological disambiguator and improves its results using
syntactically driven features. The parser trained an Arabic dependency parser
using MaltParser(Nivre et al., 2005) on the Columbia Arabic Treebank (CATiB)
version of the PATB (Habash and Roth, 2009). This parser provides several
output formats, including basic dependency with morphological features, two-

tree visualisation modes, and traditional Arabic grammatical analysis.
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sl e Ty S 3 e Jsl (A)UDpipe parsing.
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root
PROPN\
o < e
flat flat conj
PROPN PROPN PROPN\.
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PROPN PROPN
(B) Stanford
ROOT
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I
/VP\
VBD ///PP\\
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Figure 2.6 Shows two different parse trees for the sentence (A) represents
the UDpipe's parse tree, while (B)Shows Stanford's proper parse tree
for the sentence.
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2.8. Limitations and challenges

The limitations in Automatic TR studies are not limited to Arabic and extend to

many other languages, as presented in (Vajjala, 2021). These limitations are:

1- Availability of corpus resources: few corpora assigned with text/sentence

2-

readability levels have yet to be published. Although there are accessible
corpora, they may not be appropriate for the desired assessment task.
However, there was much work done on Automatic TR in many languages by
adopting and tuning available publicity corpora for other NLP tasks to
perform ARA. This lack of available and diverse corpora can limit the
development of Automatic TR models tailored to specific application
scenarios. For example, the correlation between the corpus and the target
users' comprehension may result in applying the same corpora for the
Automatic TR model to levelling text for the L1 readers and dyslexic readers
simultaneously. Because analysing problems and complexity via dyslexic

readers are exclusive to first-language readers and vice versa.

Availability of ready-to-use tools: although there is extensive research in ARA,

only some available implemented tools or access codes can be executed for
the researcher tools (Vajjala, 2021). For example, some researchers shared
code to reproduce their experiments (Ambati et al,, 2016; Howcroft and

Demberg, 2017).

Reader and Task considerations: From an educational and psychological

point of view, there are many factors associated with the text that affect text
comprehension, text properties, reader characteristics, and task complexity
(Goldman and Lee, 2014; Valencia et al.,, 2014). The Automatic TR research
was expected to consider all these parameters while assessing the text level.
However, they were mainly focused on the text's linguistic features while
ignoring all non-linguistic features and the reader/end-user chara