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Abstract

In the thesis, I develop and defend a novel account of mathematical scientific rep-

resentations, the Robustly Inferential Conception (RIC). According to RIC, math-

ematics places constraints on what a representation’s target system must be like

by specifying inferences that must preserve truth if the representation is accurate

in all respects. A mathematical scientific representation is treated as having three

ingredients:

(RIC1) A partial physical interpretation of the language in which the relevant

mathematics is expressed,

(RIC2) An initial description of the target system in this physically interpreted

mathematical language, and

(RIC3) A set of mathematical inference patterns licensed by the relevant math-

ematics.

The informational content of the representation, according to RIC, is given by the

closure of the statements in RIC2 under the inference patterns in RIC3, under the

interpretation RIC1.

I argue that RIC has three significant advantages over its most prominent

alternative, the mapping account. First, it can be applied in a wider range of cases.

Second, it is more successful as a meta-level representational device to be used by

philosophers of science to represent philosophically salient features of scientific

practices in which mathematics is applied. Third, it makes fewer assumptions

about the nature of mathematics.

I spend most of the thesis substantiating the second of these points, which

I take to be the strongest case for RIC. In particular, I show how RIC can be

used to shed light on philosophical issues concerning applications of inconsistent

and otherwise unrigorous mathematics and the role of mathematics in scientific

explanations and scientific understanding.
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Introduction
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1.1 The many problems of the applicability of mathematics

1.1 The many problems of the applicability of mathematics

Like many of the most interesting problems, the applicability of mathematics in science is at

once mundane and perplexing. On the one hand, mathematical representations of phenom-

ena of interest are the bread and butter of modern science. On the other, an air of mystery

surrounds the contributions of mathematics to the remarkable success of much of the science

built on these representations. Nobel Prize-winning physicist Eugene Wigner famously went

so far as to conclude that “The miracle of the appropriateness of the language of mathematics

for the formulation of the laws of physics is a wonderful gift which we neither understand

nor deserve” [Wigner, 1960, p. 14].

The miracle, according to Wigner, is that many of the most useful mathematical concepts

in physics have arisen through the pursuit of pure mathematics for its own sake. While many

basic concepts in mathematics—like those involved in arithmetic or Euclidean geometry—

might be understood as generalizing some feature of our experience, the concepts from higher

mathematics that played a crucial role in the enormous advances in physics in the twentieth

century were developed to solve seemingly unrelated problems in pure mathematics. And the

choice of problems and concepts in pure mathematics is driven by aims that are not prima

facie aligned with those of the other sciences. [cf. Steiner, 1998].

On the opposite end of the spectrum is a range of cases that are at least as mysterious as

those Wigner has in mind but that have received far less philosophical attention. These are

cases in which physicists have developed and used bespoke mathematical tools that fall well

short of the standards of rigor normally applied to pure mathematics, like the development of

the early, inconsistent infinitesimal calculus in part for Newtonian physics or the development

of wildly unrigorous path integral techniques for quantum field theory. As Urquhart [2008a, p.

410] puts it, “the methods that [physicists] use are frequently so far from normal mathematical

practice that it is sometimes not clear that the objects [they appeal to] themselves are even

mathematically well-defined.” Given that these methods look in all other ways like normal

2



1.1 The many problems of the applicability of mathematics

applications of mathematics, just with what seem to be much weaker epistemic credentials,

their critical role in some of the most successful historical and contemporary work in physics

also has an air of the miraculous.

Beyond these “miraculous” cases, understanding how mathematics contributes to the suc-

cess of science requires us to answer a number of more fine-grained questions concerning con-

tributions of mathematics to particular features of science, including not just representation,

but also confirmation, explanation, understanding, and unification, among others. Answering

these questions in turn supports a deeper understanding of the epistemology of science.

Such an understanding of the contributions of mathematics to the success of science also

has the potential to shed light on the nature of mathematics itself. Whatever our overarching

account of the nature of mathematics might be, a core feature of mathematics is that it can

be applied. A good philosophical account of mathematics therefore ought to support our best

understanding of how mathematics is applied. This is evident, for example, in the enormous

literature on indispensability arguments, which support platonism on the grounds that it falls

out of our best understanding of the application of mathematics in science.

To attempt to answer all of these questions in the thesis would be overly ambitious, partic-

ularly at the level of grain necessary to do justice to the complexity and diversity of relevant

scientific practice. (I suspect this would be a stretch even in a monograph!) Instead, in this

thesis I develop and argue for a framework for making sense of episodes in which math-

ematics is applied based on a novel, inferentialist account of mathematical representations in

science. I then show how this framework can be applied to shed light on some of the questions

considered so far, including the fruitfulness of inconsistent and otherwise unrigorous math-

ematical techniques, the role of mathematics in scientific explanations, and the contributions

of mathematics to scientific understanding.

3



1.2 Why focus on representation?

1.2 Why focus on representation?

I have chosen to build the thesis around an account of mathematical representation for three

reasons. First, mathematics generally appears in science in the context of a mathematically

specified scientific representation, either as part of the language specifying the representation,

as a device to make inferences using the representation, or as a way of relating different rep-

resentations to one another—for instance, deriving one from another. So our understanding

of how mathematics plays these roles in relation to mathematical scientific representations

naturally must be part of the answer we give to any of the questions considered so far.
1

An

account of mathematical scientific representation therefore has the potential to significantly

constrain—for better and for worse—what one can say in response to a wide range of questions

about the applicability of mathematics.

Second, given the centrality in science of representational practices in general and math-

ematical representational practices in particular, accounts of representation (and of math-

ematical scientific representations in particular) are well placed to serve as meta-level rep-

resentational devices to be used by philosophers to represent episodes from scientific prac-

tice in a way that brings out their philosophically salient features. For example, the partial

structures approach to scientific representation, which will be discussed at length in the next

chapter, represents the informational content of scientific representations in terms of partial

structures, model-theoretic structures in which not every item in the domain must be in the

extension or antiextension of every predicate. The content of a scientific representation is

what must be true of the world for an appropriate morphism to exist between some partial

structure or collection thereof and the structure of the phenomenon represented. One can

1
In fact, we can say a bit more than this. As Pincock [2012, p. 3] observes, on most philosophical accounts

of the aims of science, realist and anti-realist alike, the success of science has something to do with the accuracy

of scientific representations; these views typically differ instead in how they specify conditions for success in

terms of the features with respect to which representations must be accurate and the precise sense in which

the representation must be accurate with respect to those features. For each such view, the question of how

mathematics contributes to the success of science in some case or range of cases is at least partly to be answered

by determining how the use of mathematics contributes specifically to the accuracy—in the relevant sense and

with respect to the relevant features—of the relevant representation.
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1.2 Why focus on representation?

then explain various practices involving a particular representation in terms of features of

partial structures. Scientists’ inferences can be understood to be licensed by the posit that

the relevant morphism exists in the given case. Scientists’ uncertainty about some aspects of

the representation can be represented in terms of partial structures in which some domain

elements are in neither the extension nor the antiextension of some predicates. The tools of

model theory, adapted to partial structures, can then be used to reason further about these

practices. In this way, competing accounts of representation might have the same expressive

capabilities, in the sense that the range of truth-conditional content they can ascribe to sci-

entific representations is the same for both accounts. Such accounts might nonetheless differ

significantly in terms of their utility as meta-level devices for representing the philosophically

salient features of scientific practice.

Finally, I think the space of possible accounts of mathematical scientific representations

has been woefully underexplored. With very few exceptions, accounts appealed to in the lit-

erature are versions of what Pincock [2004] christened the mapping account. According to

the mapping account, mathematics can be used to represent phenomena in the world via the

positing of a structure-preserving mapping between the relevant mathematical structure and

the structure of the relevant phenomenon. The mapping account certainly is plausible, and it

does permit several kinds of variation: in the structures allowed, in the mappings allowed, in

whether anything further must be built in (as, e.g., in the inferential conception proposed by

Bueno & Colyvan [2011]), and so on. But given the centrality of mathematical representation

to other philosophical issues concerning the role of mathematics in science, and given the po-

tential of an account of mathematical scientific representation to serve as a useful meta-level

device for representing the philosophically salient features of episodes in which mathematics

has been applied, the payoff of exploring alternative accounts of mathematical representation

is potentially very high.

5



1.3 The plan

1.3 The plan

In chapter 2, I lay the groundwork for the novel account of mathematical scientific repres-

entation that forms the core of the thesis. I begin by discussing accounts of scientific repres-

entation in general. I pay special attention to the distinction between inferentialist accounts,

according to which scientific representations are defined by their ability to support surrogat-

ive inference about their target systems, and substantivist accounts, according to which there

is a more substantial property common to all scientific representations that explains, among

other things, how representations are able to support surrogative inference. This distinc-

tion plays an important role in the thesis because it is very closely related to the distinction

between the mapping account and my own inferentialist account of mathematical scientific

representations.

I move on to discuss mathematical scientific representations in particular, including how

they relate to accounts of scientific representation in general in both their structure and their

aims, why we need an account of mathematical scientific representation over and above our

account of scientific representation in general, and in what respects our account of one of

these two kinds constrains our account of the other. Building on this discussion, particularly

of the aims of accounts of mathematical scientific representations, I discuss how to adjudic-

ate between competing accounts of mathematical scientific representation, particularly when

such accounts agree on the informational content they assign to scientific representations but

differ in how they spell that content out—and so differ also in their role as meta-level devices

for representing philosophically salient features of scientific practice.

In the rest of the chapter, I shift my attention specifically to the mapping account. I present

and motivate several influential variations on this view, to which I refer back frequently in

the rest of the thesis. I conclude by considering some existing criticisms of mapping accounts.

Chapter 3 is the philosophical core of the thesis. In it, I articulate and defend a novel

account of mathematical scientific representation, the robustly inferential conception (RIC).

6



1.3 The plan

Unlike the mapping account, RIC represents the informational content of a mathematical sci-

entific representation in terms of the inferences about the target system of the representation

that must be truth-preserving if the representation as a whole is accurate in all respects. Ac-

cording to RIC, such a representation should be represented as having three ingredients:

(RIC1) A (possibly incomplete) physical interpretation of the mathematical language used in

the representation in terms of the target system. This might but need not be something

like a model-theoretic interpretation, as in the the mapping account. What matters

is just that such an interpretation suffices to provide at least some expressions in the

interpreted mathematical language with physical truth conditions.

(RIC2) An initial description of the target system in the interpreted mathematical language.

(RIC3) A class of privileged inference patterns which is a subset of those licensed by the mathem-

atical theory or theories from which the mathematical vocabulary in the representation

is drawn, under its mathematical interpretation.

The informational content of the representation is then given by those claims in the closure

of RIC2 under the patterns of inference in RIC3 that are assigned physical truth conditions by

the interpretation RIC1.

After spelling out the view in greater detail, I make an initial case for RIC over mapping

accounts on three grounds. First, RIC can accommodate a wider range of mathematical rep-

resentations. Second, RIC does better as a meta-level device to be used by philosophers of

science to represent philosophically salient features of scientific practice because it repres-

ents those features more perspicuously. Finally, RIC requires fewer assumptions about the

nature of mathematics. I take the second of these to make the strongest case for RIC, and the

rest of the thesis is largely dedicated to substantiating this point in relation to a range of case

studies.

Finally, I turn to the relationship between RIC and accounts of scientific representation in

general, arguing that there is good reason to adopt RIC regardless of one’s account of scientific

7



1.3 The plan

representation. First, I argue that RIC is the best way to extend deflationary inferentialism

about scientific representation to an account of mathematical scientific representations in

particular while preserving the motivations of the view. Then I discuss two ways in which

RIC can be reconciled with the motivations behind substantive accounts of representation.

First, one might adopt a pluralist account of scientific representation, which reconciles the

motivations of deflationary and substantivist views. Second, one can combine RIC directly

with a substantivist account of scientific representation by treating RIC as describing not the

target of the representation but rather its source.

In chapter 4, I discuss one sort of case that causes trouble for the mapping account but is

usefully represented in terms of RIC: applications of inconsistent mathematics in general and

of the early infinitesimal calculus in particular. The immediate problem inconsistent math-

ematics creates for mapping accounts is that no classical model-theoretic structure satisfies

an inconsistent theory. As a result, if a mapping account is to accommodate applications of

inconsistent mathematics, it must either incorporate a non-classical notion of structure or

specify a plausible way to relate inconsistent theories to classical structures that supports the

same explanatory work. I explore in detail how each of these strategies might be deployed

and conclude that each leaves something to be desired. I consider two ways in which the no-

tion of structure might be extended: to partial structures [e.g. da Costa & French, 2003] and to

inconsistent structures [Colyvan, 2009, p. 167]. I find that both accounts fail to differentiate

all of the possible ways in which scientists might have tried to make physical sense of the in-

consistent properties of naı̈ve infinitesimals and that the formal apparatus of each approach

obfuscates rather than clarifies the ways in which scientists, through a judicious choice of

inference strategy, managed to use the early calculus to make useful inferences without de-

riving undesirable results. In contrast, RIC naturally captures these features of their practice

and allows for a straightforward epistemic explanation of why those practices were reason-

able. On the other hand, I also consider an approach that might tempt a proponent of a more

conservative version of the mapping account, namely to explain representations using the

8



1.3 The plan

early inconsistent calculus in terms of structures picked out by the modern calculus. This

approach concedes a great deal to RIC. In effect, it means that the mapping account is limited

to providing retrospective explanations of such cases. It certainly can be useful to explain

the features or the success of a representational practice in terms of its relation to a theory

or practice that is better understood. And, indeed, one can use RIC to provide at least as

good an explanation of the success of the early calculus in terms of its agreement with the

modern calculus as we can using a mapping account. But cases of inconsistent mathemat-

ics raise a number of philosophical questions that cannot be addressed in this retrospective

way—particularly the questions of why it was reasonable at the time for scientists to appeal

to inconsistent mathematics, as well as how we should understand the methodologies they

used to manage the risks associated with using an inconsistent theory.

In chapter 5, I argue that the case considered so far is not an outlier, but an instance of a

broader range of phenomena that are not particularly uncommon in the history and current

practice of physics. Physicists have often developed and used mathematical techniques that

fall well short of the standards of rigor to which work in pure mathematics is generally held.

Such techniques have nonetheless proven to be enormously fruitful and often persist long

after more rigorous alternatives have been developed. Applying such techniques requires the

adoption of what Davey [2003] calls an “inferentially restrictive methodology,” one in which

some classically valid inferences are disallowed. While this might be understood in terms

of the adoption of a sub-classical logic, in almost all cases the relevant restrictions are more

local—though the degree to which this is so varies considerably from case to case. As a result,

mapping accounts face difficulties substantially similar to those they face in making sense of

applications of inconsistent mathematics. Structures, even partial structures, are often not the

right tool to represent the relevant inferential practices at the right level of grain. As a result,

mapping accounts are ultimately far clumsier than RIC as tools for reasoning about the many

epistemic questions raised by the success of these practices. I begin by introducing Davey’s

distinction between inferentially restrictive and permissive methodologies and illustrate its

9



1.3 The plan

utility by considering the differences between those at work in the application of the early

calculus and those Dirac used to apply another piece of inconsistent mathematics, the delta

function. I then turn to two much more detailed case studies.

The first concerns Heaviside’s use of his operational calculus to solve problems in elec-

trical engineering at the end of the 19th century. Heaviside’s operational calculus reduced

difficult problems expressed in terms of differential equations to much simpler algebraic ones

in a manner so unrigorous that the Royal Society took the unprecedented step of subjecting

his work to peer review, just a few years after naming him a Fellow. Nonetheless, Heaviside

appears never to have published an incorrect result derived using his operational calculus.

There are a number of striking features of the methodological approach Heaviside adopted

to make this work. More than in other cases in which unrigorous mathematics has been ap-

plied, Heaviside’s inferential restrictions were highly local and ad hoc, which makes it even

more difficult to use a mapping account to represent them at the most appropriate level of

grain. Beyond this, Heaviside used physical reasoning to inform and constrain both indi-

vidual mathematical inferences and the development of his mathematical tools. I argue that

this too resists treatment in terms of the mapping account. Finally, the relationship between

Heaviside’s operational calculus and its more rigorous successors is complex, and I argue that

RIC does better than mapping accounts even at providing a retrospective explanation of the

success of the operational calculus in terms of its successors.

The second concerns the use of path integral techniques in quantum physics. Unlike the

other techniques considered so far (but like the better part of quantum field theory!), path

integral techniques have not yet been put on a mathematically rigorous foundation except in a

very limited range of cases that are not very useful to physics. Again, I argue that because RIC

can better represent the philosophically salient features of the diverse inferentially restrictive

methodologies used to apply these techniques in various contexts, it is better placed to help

us answer the most pressing philosophical questions that the use of these techniques raise.

In chapter 6, I shift my focus to the contributions of mathematics to scientific explana-
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tions. In the past two decades, this topic has become central to what is perhaps the debate

about applied mathematics with the most extensive literature: the debate over indispensabil-

ity arguments for platonism. Early versions of the argument supported platonism on broadly

Quinean grounds; scientists indispensably make use of quantification over mathematical ob-

jects, and such quantification brings with it ontological commitment. As the Quinean version

of this argument fell out of favor, it was replaced by a version of the argument that appealed

instead to the indispensable role of mathematics in our best scientific explanations, most in-

fluentially in a paper by Baker [2005]. This topic has also become an important part of the

burgeoning literature on non-causal explanations, in many putative examples of which math-

ematics plays a critical role.

In the chapter, I consider a feature of such explanations that is important in both debates:

the extremely high degree of generality achieved by many explanations in which mathemat-

ics plays a prominent role. Building on the account of representation in the first part of the

thesis, I describe a further, metarepresentational role of mathematics. In this role, mathem-

atics allows us to represent and reason about properties of our mathematical representations

that remain stable as we vary the mathematics involved or its physical interpretation. I argue

that mathematics in this role makes it possible to represent highly abstract, but still physical

features of target systems. These features, I argue, are sufficiently general to serve as the ex-

planantia in the highly general explanations at the center of both debates considered above.

As a result, such explanations support neither explanatory indispensability arguments nor

the existence of mathematical explanations as a sui generis variety of scientific explanation.

In chapter 7, I address the related question of the contributions of mathematics to sci-

entific understanding. I show how RIC can be combined with a prominent inferential ac-

count of scientific understanding to shed light on the multifaceted relationship between the

degree of mathematical rigor observed in a representational practice and the understanding

it produces. Doing so makes it possible to distinguish several potentially conflicting ways in

which mathematical tools can contribute to scientific understanding. Actual conflict between

11
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these contributions then helps to explain an apparent tension concerning mathematical rigor

and understanding. Both unrigorous techniques and their more rigorous successors have

been supported—with what seems to be good reason in each case—on the grounds that those

techniques promote understanding in a way that alternative (more rigorous or less rigorous)

techniques cannot. Distinguishing these contributions makes it possible to understand each

side in these controversies as taking a reasonable stance in the given context, as well as why

unrigorous techniques have sometimes subsequently fallen out of favor as that context has

changed. I conclude by briefly arguing that this work has implications for two broader is-

sues concerning scientific understanding: first, the contributions of mathematics to scientific

understanding in general, and, second, the relationship between understanding and a wider

range of ways in which representations “get things wrong.”

Finally, in chapter 8, I draw some initial conclusions, and I explore directions for future

work. I consider the possibility of extending RIC’s treatment of applied mathematics to a

broader range of cases involving “computational inference procedures,” including general-

purpose machine-learning models at the heart of data-driven science, as well as computer

simulations more generally. I also consider the possible implications of this work for our

understanding of mathematics in general, sketching what I take to be a promising approach

based on the work in the thesis.
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Chapter 2

Scientific Representation and Mathematical

Scientific Representations
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2.1 Accounts of scientific representation

In this chapter, I discuss several preliminaries to the central arguments of the thesis. My

purpose here is not to exhaustively review the relevant literature, which is both diverse and

extensive, but rather to provide the context needed to frame the arguments that follow. I

first discuss the debate between substantivist and inferentialist accounts of scientific repres-

entation in general (§2.1). This will be useful in framing the disagreement between mapping

accounts and the inferentialist account of mathematical representation that I defend in the

next chapter. I then discuss the extent to which this debate at the level of scientific repres-

entations in general bears on the more specific question of how to understand mathematical

scientific representation (§2.2). I briefly argue that while the former can greatly inform the

latter (and vice versa), there is an important gap between these questions. In particular, there

is conceptual space—and, in light of my arguments in the rest of the thesis, good reason—for a

proponent of a substantivist (e.g., structuralist) account of scientific representation in general

to adopt an inferentialist account of mathematical representation of the kind that I propose

in chapter 3. I then discuss how to adjudicate between accounts of mathematical scientific

representation, particularly when they agree in the informational content they assign to in-

dividual representations (§2.3). Finally, I discuss existing versions of the mapping account

(§2.4), as well as arguments against them in the existing literature (§2.5).

2.1 Accounts of scientific representation

Accounts of mathematical scientific representations are closely tied to accounts of scientific

representation more generally, and the literature about the latter is significantly broader than

the literature about the former. Accounts of mathematical scientific representations concern

a particular kind of scientific representation, and so they must pick out some more specific

way in which the conditions picked out by a general account of scientific representation are

realized. It is therefore worth pausing to consider accounts of scientific representation in

general.
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2.1 Accounts of scientific representation

There are two broad aspects of scientific representation of which we might want to give

an account: informational and functional [Chakravartty, 2010]. The informational aspect of

representation concerns the objective relationships—such as the existence of morphisms or

other similarities—that must hold if a representational vehicle accurately represents its tar-

get. For a given representation, we call these objective relationships its informational content.

The functional aspect of representation concerns the cognitive activities in which representa-

tions are used in scientific practice, especially in the use of representational vehicles to make

surrogative inferences about their targets. More pithily, an account of the informational as-

pects of representation concern what a representation is, while an account of its functional

aspects concerns what scientists do with representations. Or, better: informational accounts

concern the semantics of scientific representations, while functional accounts concern their

pragmatics.

Chakravartty argues persuasively that accounts of these two aspects of scientific repres-

entation are complementary, not in direct conflict. To understand scientific representation,

we must understand both aspects. A functional account would seem to rely crucially on the

informational content of a representation to explain how it can play its functional role in sci-

entific practice; shorn of this, it is hard to see what philosophical work such an account could

accomplish. And the same is true of informational accounts; the very point of them would

seem to be to describe the features in virtue of which representations are able to play the

roles they play in scientific practice. Insensitivity to these features of practice would likewise

undermine the very purpose of such an account.

There are two broad kinds of view on the nature of scientific representation: deflationary

and substantive views.

Substantive views identify some substantive property or relation common to all scientific

representations in virtue of which they are scientific representations.
1

Common versions ap-

1
I take this to allow for a pluralist account of scientific representation, according to which the relevant sub-

stantive property is, say, a disjunction of several substantive properties, though I do not know of anyone who

explicitly defends such a view.
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peal to similarities [e.g., Giere, 2004, 2010] or structural mappings (morphisms) [e.g., da Costa

& French, 2003] between representational vehicle and target. In their contemporary forms,

these views don’t take the existence of such a similarity or morphism to be necessary or suffi-

cient for scientific representation. Instead, they typically take the existence of such similarities

or morphisms to be necessary for accurate representation, while representation simpliciter is

achieved when agents posit such similarities or morphisms in order to use a representational

vehicle to represent its target. In recent years, more sophisticated views have been developed

(e.g., Frigg and Nguyen’s [2016, 2017] DEKI view), which describe more intricate relations

between representing agents, representational vehicles, and representational targets.

In presenting a substantive property (like the existence of a morphism or similarity) as a

necessary condition for accurate representation, substantive views thereby give an account

of the informational content of scientific representations. But such views are typically also

concerned with the functional aspects of representation, explaining these functional aspects

in terms of their construal of the informational content of the representation. Indeed, some-

times particular accounts of the informational aspects of representation are chosen precisely

for the ways in which they can be used to shed light on functional aspects of representation.

For instance, the partial structures approach [da Costa & French, 2003] is a version of the

structuralist account of scientific representation that appeals to more liberal notions of struc-

ture and morphism. This is in no small part because, according to proponents of the approach,

partial structures can be used to represent scientists’ reasoning with inconsistency and un-

certainty, theory change over time, and various common heuristics, among other (functional)

things. But even the most standard structuralist approaches take scientists’ surrogative reas-

oning about a representational target in terms of its source, a functional aspect of representa-

tion par excellence, to be licensed by the positing of an appropriate morphism. And discussion

in structuralist terms of the heuristic value of surplus structure, another functional aspect of

representation, goes back as far as Redhead [1975].

In contrast to substantive views, deflationary views deny that there is a substantive prop-
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erty or relation common to all scientific representations in virtue of which they are scientific

representations. Instead, they take the concept to be exhausted by platitudes or surface level

features of scientific practice. Though earlier forms of the view exist (e.g. perhaps Hughes’

[1997] DDI account), Suárez’s [2004, 2015] deflationary inferentialist account is the most

prominent. It is based on two platitudes about scientific representations, roughly: (i) sci-

entific representations are about their targets and (ii) scientific representations can be used

to make inferences about their targets. And so, according to Suárez, the following necessary

conditions for scientific representation are the best we can do: “𝐴 represents 𝐵 only if (i) the

representational force of𝐴 points towards 𝐵, and (ii)𝐴 allows competent and informed agents

to draw specific inferences regarding 𝐵” [Suárez, 2004, p. 773]. Such views are motivated by

concerns that substantive views of scientific representation are overly restrictive and there-

fore fail to capture at least some instances of scientific representation. Faithfulness to the

particularities of scientific practice requires forgoing a substantive account.

At first glance, this seems to rule out a deflationary treatment of the informational aspects

of representation, leaving deflationists able only to describe (and not explain) the functional

aspects. As Bueno & French [2018, p. 65] put it:

to base one’s account of representation on surrogative reasoning or inferences

without accepting the underlying formal aspects is, as Chakravartty notes, to en-

gage in a confusion. Indeed, we would go further and insist that such a move

makes no sense: it is only within some account of the formal relationships in-

volved that we can understand how the relevant reasoning can be appropriately

surrogative.

For similar reasons, Contessa [2007, 2011] formulates a substantive version of Suárez’s in-

ferentialism. Contessa is motivated by the thought that a deflationary view fails to answer

the central questions we might expect an account of scientific representation to answer, like

how it is that scientific representations support successful surrogative inference, essentially
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because it fails to give an account of the informational aspects of representation.
2

Because

the deflationist insists that there is nothing to the concept of scientific representation beyond

bare platitudes about surrogative inference, they seem to explicitly rule out having anything

informative to say about the informational aspects of representation.

But I think this is a bit too hasty. The deflationist need not deny that representation has

informational aspects, but only that there is something substantial to be said about those

informational aspects in general—at the level of all scientific representations. A deflationary

inferentialist can say something about the informational content of scientific representations

in general—and quite a lot about the informational content of more specific families of such

representations.

At the level of all scientific representations, we can provide a basic deflationary semantics

for scientific representations with something like the schema:

(R) A representation 𝑅, as used by competent agent 𝑆 to represent𝑇 , is accurate if and only

if the surrogative inferences 𝑆 is willing to use 𝑅 to draw about 𝑇 are appropriate (or

preserve truth or accuracy or . . . ).

While this indeed says very little about the informational content of representations, it says

more than nothing. And it leaves room to say more at a lesser degree of generality. Com-

pare the above schema to the T-schema, frequently cited by deflationists about truth as an

exhaustive characterization of the concept of truth:

(T) ⌜𝑝⌝ is true if and only if 𝑝 .

While this certainly says less about truth than a substantive theory, like the correspondence

or coherence theories, it says enough, according to deflationists about truth, to explain how

truth plays the functional role it plays in discourse in general. It also leaves room to say more

about the objective relations in virtue of which ⌜𝑝⌝ is true for more specific values of 𝑝 . But

2
While I am sympathetic to Contessa’s point here, I do have my doubts about his proposed solution, which

I suspect collapses into an overly restrictive form of structuralism. Unfortunately, sustained discussion of Con-

tessa’s view would go well beyond the scope of this thesis.
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these objective features are most usefully discussed at a more particular level because they

crucially depend on the content of 𝑝 .
3

The deflationist about scientific representation should say something analogous. The

schema (R) is all we can say about the informational content of scientific representations

is general. But at lower degrees of generality, the relation it picks out is realized by more

concrete relations about which we can usefully say something substantial. This puts the view

in direct competition with substantive views like the structuralist, similarity, and DEKI ac-

counts. But it doesn’t thereby exclude informational aspects of representation from consider-

ation. Instead, the disagreement concerns the level of generality at which these informational

aspects can be usefully be characterized in terms of substantive properties. While Suárez, to

my knowledge, doesn’t directly address this, something like this does seem to be his own

view. For instance, he writes noncommittally: “In every specific context of inquiry, given a

putative target and source, some stronger condition will typically[!] be met” [Suárez, 2004, p.

776].
4

An intriguing consequence of this is that there is conceptual space for a spectrum of defla-

tionary inferentialist views differing in the level of generality at which something substantive

can be said about the informational content of a scientific representation. On one end of this

spectrum is an extreme particularism according to which the relevant representational re-

lationships must be characterized in a very fine-grained way in reference to highly specific

ranges of practices. The problem with this sort of view is that work done in accordance with

it runs the risk of turning into an endless line of case studies, with few resources to draw

broader philosophical lessons from those case studies. On the other end are views according

to which both high- and low-level characterizations of the informational content of repres-

3
For a useful summary of the enormous literature on deflationism about truth, see [Armour-Garb et al., 2022].

4
I suspect he writes “typically” because his view is deflationary in another sense: it purports to describe

necessary but not jointly sufficient conditions for scientific representation. While I am sympathetic to many

aspects of his view, I cannot follow him in this. Even if some stronger condition is met, as Suárez writes, this

needn’t mean that the more general conditions are not jointly sufficient but only that, when they are met, some

condition from a class of more specific conditions is also met. Indeed, I can’t imagine a case in which Suárez’s

two conditions are met that fails to be a scientific representation.
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entations may be called for depending on which functional aspects of practice we wish to

explain. Such views have the potential to do much the same philosophical work as substant-

ive accounts by appealing to the morphisms or other similarities that those accounts posit.

But they need not appeal to the resources of those accounts in more specific ranges of cases

in which those resources are less useful.

While I am sympathetic to the deflationary inferentialist approach, especially in its less

particularist forms, for the purposes of the thesis, it is enough to show that both kinds of ac-

count are viable options. Ultimately, I will argue that my account of mathematical scientific

representations is the best option for proponents of both views, even though it stands in a

similar relationship to the mapping account as deflationary inferentialism stands to substant-

ive accounts of scientific representation in general. In the next section, I turn to the more

specific question of mathematical scientific representation and what we can bring to it from

the substantivist-deflationist debate about representation in general.

2.2 From scientific representation to mathematical scientific rep-

resentation

Accounts of mathematical scientific representation are generally intended to perform two

tasks. The first is to provide an answer to what Nguyen & Frigg [2021] call “the general ap-

plication problem.” This is the problem of explaining how mathematics can represent target

systems in general, with emphasis on the question of how any piece of mathematics could

“hook on” to the worldly phenomenon it represents. Given that the most prominent accounts

of the nature of mathematics, both platonist and nominalist, take the subject matter of math-

ematics to be distinct from those of the domains in which it can be applied, the fact that

mathematics can be made to represent such domains itself demands an explanation.

The second task that accounts of mathematical scientific representation are generally in-

tended to perform is to serve as a meta-level device to be used by philosophers of science to
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represent the philosophically salient features of particular episodes from historical and con-

temporary scientific practice. For example, Bueno & French [2018] explicitly emphasize the

utility of their account—a combination of Bueno and Colyvan’s [2011] inferential conception

of applications of mathematics
5

and the partial structures approach to scientific representa-

tion [da Costa & French, 2003]—as such a device, spending much of the book applying that

account to episodes from scientific practice to illustrate philosophical problems that arise in

connection with applied mathematics. Similarly, Pincock [2012] starts by setting out a ver-

sion of the mapping account of applied mathematics, but he spends most of the book using

that account as a meta-level device to bring out philosophically salient features of cases in

which mathematics is applied in service of his conclusion that the central contribution of

mathematics to science is an epistemic one.

These two tasks map nicely onto the informational-functional distinction discussed pre-

viously. The first concerns how a mathematical representation could come to have physical

content, while the second largely concerns what scientists use such representations to do. In

this sense, the aims of an account of mathematical scientific representation parallel those of

an account of scientific representation in general.

The substantivist-deflationist distinction can also be naturally extended to the debate over

the nature of mathematical scientific representations. Indeed, by far the most prominent ap-

proach to mathematical scientific representation for the purpose of fulfilling both of the tasks

discussed above is some version of the mapping account, a very natural way of extending

structuralist accounts of scientific representation in general to the more particular case of

mathematical scientific representation. Such accounts explain the informational content of

mathematical scientific representations in terms of morphisms between relevant mathemat-

ical structures and the structures of their target systems. This explanation of the informational

content in turn helps to fulfill the second task, bringing out philosophically salient features of

particular episodes from scientific practice. Likewise, the account of mathematical scientific

5
As I will discuss in the next section, despite the name, this account is a version of the mapping account

rather than an instance of the sort of inferentialist account of mathematics I defend.

22



2.2 From scientific representation to mathematical scientific representation

representation I put forward in the next chapter can be understood as a very natural way of

extending deflationary inferentialism about scientific representation to the more particular

case of mathematical scientific representation, offering a basic inferential semantics for such

representations and using that inferential semantics to bring out philosophically significant

features of scientific practice.

Despite these natural alliances, the substantivist/deflationary inferentialist distinctions

in these two domains cut across one another. Perhaps least controversially, for reasons dis-

cussed in the previous section, a deflationary inferentialist about scientific representation in

general could accept a version of the mapping account (or conceivably some other substantive

account) about mathematical scientific representation in particular. This is because deflation-

ary inferentialism allows for a spectrum of views differing in the level of generality at which

something substantive can be said about the informational content of a scientific representa-

tion. While a highly particularist form of deflationism about scientific representation rules out

saying anything substantive about a range of representations as wide as that of mathematical

scientific representations, there is more than enough conceptual space for a more moderate

deflationism that accepts that a substantive account can be given of the informational content

of mathematical scientific representations, while denying that any such account can be given

for the full range of scientific representations. Such a view could then allow that, in the par-

ticular case of mathematical scientific representations, a mapping account correctly explains

the worldly relation that underwrites scientists’ surrogative reasoning.

More controversially, I believe a substantivist about scientific representation in general

could accept a version of the deflationary inferentialist account of mathematical scientific

representations that I propose in the next chapter. In such a case, one would accept that

scientific representations in general are underpinned by a substantial worldly relation, but

take it that, when present, mathematics serves to pick out such relations in a number of

diverse ways, which cannot themselves be captured by a single substantive relation. For ex-

ample, one might be a structuralist about representation in general, but hold that mathematics
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serves to pick out the source structures of those representations in a diverse range of ways;

sometimes there is a straightforward morphism between a mathematical structure and the

relevant source structure, while in other cases, the mathematics cannot be associated with

a well-defined mathematical structure and is associated with a representational source only

through the inferential affordances of the formalism used to express it. I discuss this possib-

ility in detail in §3.3.2.

Consequently, the question of whether to accept a substantive or deflationary inferen-

tialist account of mathematical scientific representation cannot be reduced to the more gen-

eral question of whether to be substantivist or deflationist about scientific representation in

general. While each debate can arguably greatly inform the other, as they share a common

structure, each is ultimately independent of the other and must be considered individually.

2.3 How to argue for an account of mathematical scientific repres-

entation

So how should this debate be adjudicated in the case of mathematical scientific represent-

ations? First, it is important to note that, as I will argue in the next chapter, RIC recovers

mapping accounts as special cases. Accordingly, adjudicating between the two views comes

down to the question of whether RIC’s generality has philosophical benefits that outweigh

its costs; if RIC had no such benefits, mapping accounts would be preferable on the basis of

their greater specificity. What might such benefits be?

The two tasks for an account of mathematical scientific representation are a good place

to start. The first of these tasks is explaining how mathematics can in principle be made to

represent non-mathematical target systems. The most essential part of this task, as I see it, is

to present an adequate approach to the semantics of mathematical scientific representation,

so that whatever representational relation one posits can capture the informational content

of the full range of mathematical scientific representations. While I will discuss a few reasons
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to think mapping accounts might have trouble with this task in a few corner cases, for most

of the thesis I assume for the sake of argument that the mapping account (and so also my

own account, which recovers mapping accounts as special cases) can adequately carry out

this task or naturally be extended to do so.

It is more difficult to judge the merits of competing accounts with respect to the second

task, serving as a meta-level representational device to bring out philosophically salient fea-

tures of scientific practices in which mathematics is applied. In particular, if the strengths

of two competing accounts lie in different areas, it might be that for each account there are

domains and purposes for which it is the best tool for bringing out the philosophically salient

features of certain scientific practices. In such a case, it is not clear that we would have reason

to favor either account over the other as a general account of mathematical scientific repres-

entations. In addition to this, there is the problem of specifying what makes one account a

better meta-level device than another even in a single particular case.

Concerning the first of these questions, a simplifying factor is that RIC recovers mapping

accounts as special cases. (I argue for this in §3.1.4.) As a result, any resources available to

the mapping account are also available to RIC, provided that they don’t require the mapping

account to hold of all applications of mathematics in science. This means in particular that in

the cases in which mapping accounts are best suited to serve as meta-level representational

devices for philosophers of science, the proponent of my account can coopt the representa-

tional tools that allow the mapping account to do so well in those cases. If I am right about

this, then the question of comparing the two views comes down to whether RIC has advant-

ages in other cases sufficient to warrant the move to a less substantive and therefore strictly

less informative account. Throughout the thesis, I will consider a number of cases from the

history of science in which I take RIC to have such advantages.

But what makes one account a better meta-level device than another in relation to a single

case study? This necessarily varies from case to case, as it depends essentially on the philo-

sophical aims of those using the account. However, what we can say in general is that an
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account performs better in this role to the extent that it more perspicuously represents the

features of scientific practice relevant to the philosophical purposes. Later in the thesis, I will

focus on one important way in which one’s account of mathematical scientific representations

can affect the perspicuity with which these features are represented—viz., the level of grain at

which scientific practice is represented. Some questions turn on features of scientific practice

that are highly specific to particular cases, while others require a greater degree of generality.

I will argue that a benefit of RIC is that it allows for representations of scientific practice with

a far broader range of levels of grain, from maximally fine-grained descriptions of individual

scientists’ inferential behavior, to much more coarse-grained accounts of broader inferential

patterns, including those most amenable to treatment in terms of the mapping account. I ar-

gue that these benefits of RIC outweigh the cost of being able to say less about mathematical

scientific representations in full generality.

2.4 Varieties of the mapping account

Finally, before moving on to my main argument for RIC, it is worth pausing to discuss the

existing varieties of the mapping account. These represent the bulk of existing work on the

nature of mathematical scientific representation, and I will refer back to them frequently in

the rest of the thesis. Again, my aim here is not to be exhaustive, and I will discuss details of

these views again as they become relevant to my arguments.

While often simply called “the mapping account”, mapping accounts are a diverse group

of positions. Their common core is the idea that mathematical representations represent in

virtue of positing a relation between the structure(s) picked out by the mathematics and the

structure of their target systems. Such representations represent their target systems as bear-

ing a structural similarity to the structure (or members of the class of structures) picked out

by the mathematics, with this similarity cashed out in terms of a structure-preserving map-

ping between (a substructure of) the structure of the target system and (a substructure of) the
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relevant mathematical structure. The posited mapping serves to determine the informational

content of the representation, which in turn helps to explain other features of scientific prac-

tice related to the representation, like the inferences it allows scientists to make, its role in

scientific explanations, and so on.

The mapping account is at least implicit in most philosophical work on applications of

mathematics from the past few decades, but often is not quite fully developed [see, e.g., Baker,

2003, Balaguer, 1998, Leng, 2002, Shapiro, 1997]. The best developed versions of the view are

the “inferential conception” put forward by Bueno & Colyvan [2011] and refined by Bueno

& French [2012, 2018] and Räz & Sauer [2015] and the more classic version of the mapping

account defended by Pincock [2012]. But, as the mapping account is the analogue for math-

ematical representations of the structuralist account of scientific representation in general
6
,

it can come in even more forms corresponding to the many versions of the former view. In

particular such views can differ in what they take the relevant mathematical source structures

to be, the nature of the relevant mappings, as well as in the inclusion of various pragmatic

features.

With respect to the relevant structures, these are classical set-theoretic structures by de-

fault [e.g., Pincock, 2012]. But proponents of the partial structures program have proposed

using partial structures instead (see, e.g., da Costa and French 1990, 2003; Bueno 1997; French

& Ladyman 1999; French 2003, 2014; Bueno & Colyvan 2011; Bueno and French 2011, 2012,

2018). These differ from ordinary structures in that they can leave relations and functions un-

defined for certain arguments in order to represent the uncertainty of scientists about what

these structures are like. The notion of a partial structure is a modest generalization of the

standard notion of a set-theoretic structure. A classical set-theoretic structure consists of a

domain 𝐷 and a family {𝑅𝑖}𝑖∈𝐼 of relations defined on that domain, where these relations are

6
Again, it is important to remember that, while it is the natural analogue of the structuralist account of

representation, the mapping account can be understood in terms of most (if not all) general accounts of scientific

representation. In the case of substantive views, the mapping explains how substantive properties like similarity

are realized in terms of the relevant sort of mapping. In the case of deflationary accounts, it provides an account

of how mathematical representations support surrogative reasoning.
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2.4 Varieties of the mapping account

understood in the traditional, extensional way, so that an 𝑛-ary relation 𝑅 is the set of 𝑛-tuples

of items in𝐷 that stand in that relation. In a partial structure, relations need not be defined for

every 𝑛-tuple of items in 𝐷 . Instead a relation 𝑅 in a partial structure is represented as a triple

⟨𝑅1, 𝑅2, 𝑅3⟩, where 𝑅1 is the set of 𝑛-tuples of which 𝑅 holds, 𝑅2 the set of 𝑛-tuples of which 𝑅

does not hold, and 𝑅3 the set of 𝑛-tuples for which 𝑅 is undefined. (And so 𝑅1 ∪𝑅2 ∪𝑅3 = 𝐷
𝑛
.)

Total consistent structures are special cases of partial structures, in which 𝑅3 is empty for

every relation in the structure. A total consistent structure S′ extends a partial structure S

if and only if they have the same domain and for every relation 𝑅 in S, there is a relation 𝑅′

of the same arity in S′ such that 𝑅1 ⊆ 𝑅′ and 𝑅2 ∩ 𝑅′ = ∅. A sentence 𝜙 is is then said to

be ‘partially true’ in a partial structure S if and only if there is a total consistent structure S′

extending S such that 𝜙 is true in S′. We might use a similar formal device to make sense

of “inconsistent structures” in the context of the mapping account, as suggested by Colyvan

[2008a,b, 2009].
7

Mapping accounts and structuralist accounts of representation alike can also differ with

respect to the sort of mapping they require. Some proposals require the posited mapping to

be as strong as an isomorphism or isomorphic embedding [van Fraassen, 1980, 2008], while

others weaken this requirement by allowing the structural similarity to be cashed out in terms

of homomorphism [Bartels, 2006, Lloyd, 1984, Mundy, 1986], a merely partial morphism (pro-

ponents of the partial structures program again)
8
, or something even more permissive, like

the “more intricate sorts of structural relations” described by Pincock [2012, p. 27].

Finally, such views can differ in how pragmatic features figure into the account. While

both Pincock’s [2012] version of the mapping account and Bueno and Colyvan’s [2011] infer-

ential conception make explicit provision for certain pragmatic features like scientific agents’

7
See chapter 4 and [McCullough-Benner, 2019] for more details.

8
A partial homomorphism between partial structures A = ⟨𝐷, {𝑅𝑖 }𝑖∈𝐼 ⟩ and B = ⟨𝐷′, {𝑅′𝑖 }𝑖∈𝐼 ⟩ is a par-

tial function 𝑓 : 𝐷 → 𝐷′
such that for every 𝑛-ary partial relation 𝑅 in A and every 𝑎1, . . . , 𝑎𝑛 ∈ 𝐷 ,

𝑅1𝑎1 . . . 𝑎𝑛 ⇒ 𝑅′
1
𝑓 (𝑎1) . . . 𝑓 (𝑎𝑛) and 𝑅2𝑎1 . . . 𝑎𝑛 ⇒ 𝑅′

2
𝑓 (𝑎1) . . . 𝑓 (𝑎𝑛). We can formulate partial versions of other

kinds of morphism by adding a clause for the 𝑅2 block to their usual definitions in the same way. In each case,

the defined partial morphism reduces to the original sort of morphism in the special case that it obtains between

two ordinary, set-theoretic structures.
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intentions, the inferential conception is so named because it combines a mapping account

of the informational content of mathematical scientific representation together with a more

elaborate account of how to understand the practices through which such structures support

scientists’ surrogative inferences. In particular, inspired by Hughes’ [1997] DDI model of sci-

entific representation, they posit that applications of mathematics can be broken into three

(conceptually, but not necessarily temporally) distinct phases: (1) immersion: the establish-

ment of a mapping from a posited structure in the world to some mathematical structure,

allowing problems to be framed mathematically; (2) the derivation of results about that math-

ematical structure; (3) interpretation: the establishment of a mapping from the mathematical

structure back to the target structure (not necessarily the inverse of the first mapping) so that

the results of step 2 can be physically interpreted.

2.5 Arguments against mapping accounts and the need for an al-

ternative

A number of objections have already been put forward against mapping accounts. In this

section, I briefly consider two types of arguments against the mapping account. First, I con-

sider several influential general arguments against mapping accounts, concluding that each

is ultimately unpersuasive. Second, I consider a more promising argument strategy, which

concerns shortcomings of mapping accounts in particular kinds of cases, rather than argu-

ments from first principles, and I briefly argue that such arguments are more persuasive when

framed in terms of an alternative to the mapping account.

2.5.1 General arguments

Frigg [2006] argues that what structure a target system instantiates depends essentially on

how it is described, though Nguyen & Frigg [2021] suggest supplementing mapping accounts

with an account of “structure-generating descriptions” as a remedy.
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Suárez [2003] presents five arguments against accounts of scientific representation based

on structural relations (and so presumably also mapping accounts). Two of these—the “lo-

gical” and “non-sufficiency” arguments—seem only to apply to accounts that do not incor-

porate pragmatic elements. Since most contemporary proponents of mapping accounts (and

structuralist accounts more generally) do not oppose the inclusion of pragmatic elements,

these can safely be ignored for present purposes.

The first of the remaining arguments, the “argument from variety,” alleges that structural

relations are not the means of representation in many cases of scientific representation. Most

importantly for present purposes, Suárez argues that even in paradigm cases of mathematical

scientific representation, in which the relevant structural relation is present, that structural

relation is not the means of the representation. For example, in a typical application of a dif-

ferential equation, scientists don’t explicitly reason about the structural relationship between

structures satisfying the equation and the phenomenon under investigation; instead, they

reason about the equation itself, looking for solutions given particular boundary conditions

and comparing its parameters to features of the phenomenon. While I very much agree with

Suárez’s emphasis on how little the proposed structural relation has to do with scientists’

actual activity in applying mathematics, I think this argument is ultimately unpersuasive. In

particular, as a proponent of a mapping account would rush to point out, their claim is not

that mathematical scientific representations all involve scientists’ explicitly reasoning about

morphisms. Rather, the mapping account is a rational reconstruction of scientific practice, and

the thought is that what licenses the type of surrogative reasoning that Suárez describes is

the tacit presupposition that certain structures satisfying the differential equation are appro-

priately morphic to the system under investigation. If scientists thought no such relationship

existed, then we would be at a loss to explain how their reasoning about the equation had

anything to do with the phenomenon under investigation.

In the second remaining argument, the “argument from misrepresentation,” Suárez claims

that a view based on isomorphism cannot account for misrepresentation. Suárez distinguishes
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2.5 Arguments against mapping accounts and the need for an alternative

two kinds of misrepresentation, mistargeting and inaccuracy. Concerning mistargeting, the

claim is that a representation may fail to represent a system that it is appropriately morphic

to. This again is only a problem for views that do not incorporate a pragmatic element. I

suspect Suárez would agree that the reason why something might fail to be a representation

of a system it is appropriately morphic to is simply that it is never used as such.

Concerning inaccuracy, the thought seems to be that an inaccurate representational source

necessarily fails to be isomorphic to its target. It is in this sense that an isomorphism-based

view “cannot account for inaccurate representation at all” [Suárez, 2003, p. 235]. Suárez ex-

tends this criticism to views based on partial structures, but not those based on homomorph-

ism [Lloyd, 1988] or Swoyer’s [1991] Δ/Ψ morphisms. While I have my doubts about Suárez’s

extension of this criticism to partial isomorphism
9
, note that this leaves mapping accounts

based on other kinds of morphism—including not just homomorphism and Δ/Ψ morphism,

but also partial homomorphism and partial Δ/Ψ morphism—entirely untouched.

The final remaining argument is Suárez’s “non-necessity argument,” according to which

the existence of an isomorphism is not necessary for scientific representation. But Suárez’s

reason for this is again that isomorphism views cannot accommodate inaccurate representa-

tion, and so this argument does not extend to views based on weaker kinds of morphism.

Ultimately, I suspect that the prospects aren’t good for an argument from first principles

against the mapping account. Such arguments can tell us something about the form a plausible

version of the mapping account should take, but existing arguments are unconvincing when

construed as arguments against mapping accounts in general.

2.5.2 Particular arguments and the need for an alternative to mapping accounts

A more promising strategy for arguing against mapping accounts is to point out their short-

comings in concrete cases. For instance, Batterman [2010] argues that mapping accounts fail

to capture instances of “asymptotic reasoning,” in which a move to a more faithful model

9
See e.g. Bueno and French’s response [2018, p. 69].
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2.5 Arguments against mapping accounts and the need for an alternative

would lead to a loss in explanatory power. And Rizza [2013] argues that certain applications

of mathematics are “qualitatively different” from those that are well understood in terms of the

mapping account. In particular, appealing to an example from social choice theory, he argues

that in some cases scientists are better understood as borrowing concepts and forms of reas-

oning from mathematics, rather than structures. These concepts and forms of reasoning can

then be directly applied to reason about the formal properties of an empirical target system,

rather than indirectly in terms of a mathematical structure.
10

Likewise, in chapters 4, 5, and

7, I present several further cases in which mapping accounts have significant shortcomings.

But it is not clear what we should conclude from such cases in the absence of a viable

alternative to the mapping account. Perhaps it is perfectly fine if, for example, we can treat

the representations Batterman is interested in in terms of the mapping account, but we must

look beyond the resources of the mapping account itself to make sense of asymptotic reason-

ing. Certainly this will be the right response in at least some cases. For instance, Suárez &

Cartwright [2008] criticize the partial structures account on the grounds that important fea-

tures of episodes of theory change—including scientists’ motivations, available techniques,

and background knowledge—cannot be represented in terms of partial structures. Bueno and

French respond:

But, of course, to try to represent model-theoretically the relevant scientists’ mo-

tivations would be an entirely misguided endeavor, akin to the attempt [. . . ] to

accommodate sociological factors in theory change by stipulating let 𝑆 be a set

of scientists! [Bueno & French, 2018, p. 232, emphasis in original]

We simply should not expect the formal apparatus of the mapping account—or any other ac-

count of mathematical scientific representation for that matter—to represent every philosoph-

ically salient feature of scientific practice involving mathematical scientific representations.

But which features should and shouldn’t we expect to the formal apparatus of a mapping

10
One way to understand the account I propose in the next chapter is as suggesting that we can think of all

applications of mathematics in something like this way, even in cases well treated in terms of mapping accounts.
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2.5 Arguments against mapping accounts and the need for an alternative

account to capture? Ultimately, I suspect that this is a question we can’t answer confidently

by considering mapping accounts in isolation. Instead, in determining what features of prac-

tice a good account should capture, we should be doing so in comparison to other accounts. In

the unlikely case that some account could capture all of the benefits of the partial structures

approach, while also providing a useful tool for representing and reasoning about scientists’

motivations, we would have good reason to adopt it instead of the partial structures approach.

In a more likely case, an account might make trade-offs in order to represent scientists’ mo-

tivations, and in that case we would have to holistically weigh the benefits and drawbacks of

that account against those of the partial structures account.

In the next chapter, I present what I believe to be the first viable and fully worked out al-

ternative to the mapping account in the literature on mathematical scientific representation,

the robustly inferential conception (RIC). Then I present an initial case for RIC over the map-

ping account. Because RIC recovers mapping accounts as special cases, this only requires me

to show that RIC has benefits over the mapping account that outweigh the cost of moving to

a more general account. The rest of the thesis is devoted to exploring some of these benefits

in connection to cases including applications of inconsistent (chapter 4) and otherwise unrig-

orous (chapter 5) mathematics and the role of mathematics in scientific explanations (chapter

6) and scientific understanding (chapter 7).
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Chapter 3

The Robustly Inferential Conception of

Mathematical Scientific Representations
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3.1 The robustly inferential conception

In this chapter I present and defend a novel account of mathematical scientific representation,

the robustly inferential conception (RIC). After presenting RIC in detail (§3.1), I present my

central arguments for the view (§3.2) and examine its relationship to accounts of scientific

representation more generally, arguing that there is good reason to adopt RIC regardless of

one’s views on scientific representation generally (§3.3).

3.1 The robustly inferential conception

Recall from chapter 2 that accounts of mathematical scientific representation are generally

intended to perform two tasks. The first is to explain how mathematics can represent target

systems in general, with a focus on how any piece of mathematics could “hook on” to a system

it is used to represent. The second is to serve as a meta-level representational device to be used

by philosophers of science to bring out philosophically salient aspects of scientific practices

in which mathematics is applied.

There we examined one broad set of ways to approach these two tasks: mapping accounts.

Mapping accounts address the first task by explaining mathematical representations in terms

of structural relations (usually morphisms); mathematics “hooks on” to the non-mathematical

world in virtue of the shared structure entailed by the existence of relevant relations between

mathematical structures and those of concrete target systems. These structural relations also

provide a framework for thinking about applications of mathematics in scientific practice (the

second task). Scientists’s mathematically mediated inferences are licensed by the existence of

such structural relations, and many heuristic moves can be understood in terms of interpreting

surplus structure via a more extensive mapping or relating the relevant structures to further

structures via further mappings.
1

In this chapter I present an alternative, the Robustly Inferential Conception of Mathemat-

ical Scientific Representations (RIC), which approaches these tasks by appealing not to shared

1
See, for example, Bueno & Colyvan [2011, pp. 364f] and Bueno & French [2018, pp. 141ff] on the reasoning

that led Dirac to posit the positron.
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3.1 The robustly inferential conception

structure but to shared patterns of inference. The central idea behind RIC is that all we can say

in full generality in response to the first task is that mathematics is relevant to physical target

systems because some of the patterns of inference appropriate for reasoning about the math-

ematics are also appropriate for reasoning about those target systems. Mathematics places

constraints on what the target system of a representation must be like by helping to specify

inferences about the target system that preserve truth according to the representation—that

is, inferences that would have to preserve truth if the representation were perfectly accurate

in all respects. The forms of these inferences are drawn from the patterns of inference that are

permissible in reasoning within the relevant mathematical theory. They become physically

relevant because, in the context of a mathematical scientific representation, the language in

which the mathematical theory is expressed is decoupled from its mathematical interpret-

ation and given a (partial) physical interpretation. Mathematical inferences expressible in

this language become purely physical inferences when the premises and conclusion are de-

coupled from their mathematical interpretation and provided with a physical interpretation

instead. The commitments of such a representation then are the physically interpreted state-

ments expressible in the language of the mathematical theory that can be derived from an

initial description of the target system through (perhaps repeated) application of the allowed

inference patterns.

In other words, such representations have three basic ingredients:

(RIC1) a physical interpretation of the language of the mathematical theory sufficient to provide

at least some sentences in this language with physical truth conditions,

(RIC2) an initial description of the target system in the language of the mathematical theory,

given this interpretation, and

(RIC3) a collection of privileged inference patterns from those licensed by the original math-

ematical theory.

The informational content of such a representation is the closure of the claims in RIC2 under
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3.1 The robustly inferential conception

the inference patterns in RIC3, under the interpretation given by RIC1.

These ingredients are not always (or even usually) cleanly separated in practice. For

instance, the inference patterns and physical interpretation chosen play a significant role

in determining what the initial description of the target system must look like. Even very

simple mathematical descriptions of a target system depend very much on which mathem-

atical moves are allowed. As a simple example, consider Newton’s second law of motion,

F = 𝑚a, including a standard interpretation according to which F represents the force on

some object, 𝑚 that object’s mass, and a that object’s acceleration (all in some set of units).

Understood in the usual way, the second law of motion commits us not just to claims about

force, mass, and acceleration, but, e.g., to claims about the positions and velocities of objects

at certain times. But it can do this only if certain inference patterns from calculus belong to

our collection of inference patterns. Otherwise, F = 𝑚a does not express the law that it is

usually meant to express, since the latter does have consequences for the positions and ve-

locities of objects and how these change over time. For instance, a cannot really represent

acceleration (or at any rate be a good representation of it) if, say, v represents velocity, and it

is possible for the magnitude of a to be non-zero, while v remains constant.
2

Despite the fact that these three ingredients are frequently intertwined in practice, they

are conceptually distinct, and understanding applications of mathematics in terms of them is

extremely fruitful. In the rest of this section, I more precisely specify what these ingredients

are.

3.1.1 RIC1: Physical interpretation

By physical interpretation, I mean a way of correlating some of the mathematical vocabulary

with parts or features of the representation’s target system in such a way that we can use it

to give a physical content to claims expressed in otherwise purely mathematical language.

2
That said, it is not strictly true that any representation with Newton’s second law of motion as part of the

initial specification of the target system must commit us to claims about positions and velocities. But the only

exceptions will be cases in which we fail to represent positions and velocities at all, in which case the second law

of motion would fail to do much work in the first place.
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The requirements placed on physical interpretations are fairly minimal, so that the relevant

physical property or object may be, for instance, very poorly understood, non-fundamental, or

even a mere placeholder. For instance, to physically interpret Newton’s second law, it suffices

to say that values of F represent the total force on a given object and direction of that force,

that values of 𝑚 represent its mass, and that values of a represent its acceleration and the

direction of that acceleration, all in an appropriate set of units. Such an interpretation might

be specified in terms of a mapping between a physical and a mathematical structure, but it

need not be. All that is required is that statements in the language of the mathematical theory

can be decoupled from their mathematical interpretation and given physical truth conditions.

Also important to note is that such an interpretation need not provide physical content

to every statement expressible in the language of the mathematical theory. (It is in this sense

that the robustly inferential conception only requires a partial physical interpretation of the

mathematical vocabulary.) This roughly corresponds to the notion of surplus structure at

work in the mapping account. In the mapping account framework, a mathematical structure

might be useful for representing some target system even though it contains structure not

taken to be present in the target system. This surplus structure is then simply not mapped

to any part of the physical structure (and vice versa). The surplus structure is then just an

idle part of that representation, though thinking about this extra structure might be a use-

ful heuristic for formulating a new representation that takes aspects of that structure to be

present in the target system. Likewise, in the framework of the robustly inferential concep-

tion, there are statements in the language of the mathematical theory that are taken to have

no appropriate physical analogue—for example, statements about what is the case when a

variable interpreted as representing mass takes a negative value.

3.1.2 RIC2: Initial description of the target system

The initial description of the target system is a (possibly empty) set of claims about the tar-

get system either in the relevant mathematical language under the physical interpretation
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RIC1 or readily translatable into that language. These claims represent the information we

have about a target system prior to the mathematically mediated inferences we make about

the target system using the relevant mathematic scientific representation. More precisely, it

represents the information about the target system that can enter into premises in mathemat-

ically mediated inferences about the target system licensed by the representation; this is why

it must be stateable in the relevant mathematical language under the physical interpretation

RIC1. RIC2 then serves as a base from which further commitments of the representation can

be derived by means of the inference patterns in RIC3.

RIC2 might be empty in non-trivial representations provided that RIC3 contains premise-

free inference patterns. Perhaps it could even be dispensed with altogether by replacing each

claim in RIC2 with a corresponding premise-free inference pattern in RIC3. Nonetheless, I

think RIC2 is useful for highlighting the distinction between information about the target

system that is presupposed by the representation (which appears in RIC2) and information

that can be inferred by means of the representation.

Something similar arguably must be introduced to supplement mapping accounts for what

are ultimately similar reasons. Nguyen & Frigg [2021] argue that mapping accounts on their

own fail to provide an adequate account of the structure of the target system. Mapping ac-

counts presuppose that there is such a structure, which can be mapped to mathematical struc-

tures, but there are a number of problems in determining just how we should understand the

structure of the target system. They argue that there is no such thing as “the” structure of the

target system; instead, for any particular (token) physical system, there are many structures

that that system instantiates, only some of which are relevant to any given mathematical

representation of that target system. So mapping accounts must be supplemented with an

account of how a particular structure (or range of structures) is picked out from this broader

set of structures instantiated by the target system.

Nguyen and Frigg propose that such structures are picked out by “structure-generating

descriptions” of the target system. Such descriptions identify which physical entities and
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properties should correspond to the objects and relations of such a structure, which in turn

makes it possible to specify a (range of) morphism(s) between this structure and a mathem-

atical structure, allowing the mapping account to get off the ground.

Like RIC2, Nguyen and Frigg’s structure-generating descriptions ultimately represent the

presuppositions about the target system that must be made for a given mathematical scientific

representation to license further, mathematically mediated inferences about that target sys-

tem. The difference is that the purposes of the two kinds of descriptions reflect the differences

in the accounts in which they play a role. In the context of a mapping account, these presup-

positions serve to pick out a structure, while in the context of RIC, they serve to pick out

information about the target system in a form that can figure into the premises of mathem-

atical inference patterns (RIC3).

3.1.3 RIC3: Inference patterns

To understand the collection of privileged inference patterns (RIC3), it is important to distin-

guish several related notions.

By inference, I mean a move from supporting evidence (premises) to some (possibly inter-

mediate) conclusion. As such, inferences include both simple logical inferences and complex

chains of reasoning from a set of premises to a conclusion. In the mathematical case, this

means that inferences include whole proofs, individual steps in proofs, and everything in

between. I take these to include inferences justified by features of the system under investig-

ation as well—mathematical or otherwise.

By inference pattern, I mean a pattern of reasoning displayed by an inference or collection

of inferences. Roughly, an inference pattern is to an inference what a derivation schema is

to a concrete derivation in proof theory.
3

In taking oneself to be entitled to an inference

pattern, one takes oneself to be permitted to make any inference exhibiting that pattern. As

the comparison with derivation schemata suggests, inference patterns not only make it more

3
This is also very close to the notion of schematic argument in Kitcher [1981].
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convenient to specify which inferences are permissible, but also are helpful in reasoning more

generally about whatever one is investigating. For instance, the practice in mathematics of

reasoning about an arbitrary member of some class in order to show that every member of

that class has some property can fruitfully be understood as specifying an inference pattern

whose instances are inferences allowing one to infer that a given member of that class has

that property and, taken together, show that each member of the class has that property. For

both of these reasons, it will be useful to think about applications of mathematics in terms of

mathematical inference patterns rather than individual inferences, with “inference pattern”

used in such a way that individual inferences count as a special case.

Importantly, the robustly inferential conception strips these inference patterns of their

mathematical interpretation in their role as part of RIC3. As a result, the robustly inferential

conception treats instances of these patterns as neither mathematical nor physical inferences

in their primary role in scientific representations. They are simply a means to generate more

uninterpreted statements in the language of the relevant mathematical theories from an ini-

tial collection of such statements. Once (at least some of) these claims are provided with

a physical interpretation, this serves to fix the accuracy conditions (or, in the language of

Chakravartty [2010], the informational content) of the representation. In this role, they are

not instances of premise-conclusion reasoning, and so in a sense it is misleading to call them

“inferences” or “inference patterns” at all. They are a constitutive part of the content of the

representation, while genuine inferences are justified by that content. In other words, the

uninterpreted inference patterns involved in the robustly inferential conception serve to spe-

cify the accuracy conditions of scientific representations, while genuine inferences about the

target system must be justified by those accuracy conditions.

In order to convey this, I will sometimes describe the relevant collection of inference

patterns, when they are stripped of their mathematical interpretation, as the algorithms for

generating additional statements from those in the initial description of the target system or

simply the algorithms at work in the representation. As such, talk of “algorithms” should
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not be taken very seriously, since I use it here only as a shorthand for “ways of generating

additional statements in the uninterpreted language of the mathematical theory from an initial

set of such statements.”

To see how mathematical inference patterns figure into RIC, consider how mapping ac-

counts and the robustly inferential conception explain a very simple representation. Consider

a system with one spatial dimension containing a single object of mass𝑚 = 1kg with a force

𝐹 = 1N consistently applied to it. We assume this system is governed by Newton’s second law

of motion (so that it too is included in our initial description of the target system). It follows

from this that the object’s acceleration is 1m/s
2
, as we can tell by plugging these values into

Newton’s second law of motion and solving for 𝑎.

A mapping account will explain this by pointing to a structure-preserving mapping between

the structure of the target system and a mathematical structure satisfying all of 𝐹 =𝑚𝑎,𝑚 = 1

and 𝐹 = 1—e.g., the reals with the usual arithmetical operations defined on them together with

an interpretation that interprets these arithmetical operations in the usual way and that as-

signs the denotation 1 to both 𝐹 and𝑚. Using purely mathematical reasoning about the latter

structure, we infer that 𝑎 = 1 is true in that structure. We then use this together with the

fact that this structure is isomorphic to the target system to infer that the acceleration of the

object in the target system is 1m/s
2
.

According to the robustly inferential conception, the purely mathematical inferences ap-

pealed to in the above explanation will be instances of the inference patterns in RIC3. Indeed,

all inference patterns appropriate to reasoning about the reals with the usual arithmetical

operations, stripped of their mathematical interpretation, should belong to RIC3. Our inter-

pretation of the vocabulary is simply that real values of 𝐹 represent the force on the object

in newtons, that those of𝑚 represent the mass of the object in kilograms, and that those of 𝑎

represent the instantaneous acceleration of the object in m/s
2
. Our initial specification of the

target system includes 𝐹 =𝑚𝑎, 𝐹 = 1, and𝑚 = 1, with these physically interpreted as above.

Now, among the inference patterns is one that corresponds to the mathematical reasoning
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from 𝐹 = 𝑚𝑎, 𝐹 = 1, and 𝑚 = 1 to 𝑎 = 1. Since every physically interpreted claim result-

ing from applying these inference patterns to our initial specification of the target system

is among the physical commitments of our representation, this means 𝑎 = 1, interpreted as

above so that it means that the object’s acceleration is 1m/s
2
, is among these commitments.

So the reasoning from 𝐹 =𝑚𝑎, 𝐹 = 1, and𝑚 = 1 to 𝑎 = 1 is treated by mapping accounts

as a purely mathematical inference, one that is part of the longer chain of reasoning from

the initial specification of the target system to the conclusion that the acceleration of the

object is 1m/s
2
. The features of the mathematical structure justify the purely mathematical

intermediate inferences, while the mapping between this structure and the structure of the

target system justifies the intermediate target-system-to-mathematics and mathematics-to-

target-system inferences. In contrast, the robustly inferential conception treats the inference

patterns in the purely mathematical part of this chain of reasoning (in part) as algorithms that

contribute to determining what the representation says about the target system (i.e., to fixing

the accuracy conditions of the representation). In this role, going from 𝐹 = 𝑚𝑎, 𝐹 = 1, and

𝑚 = 1 to 𝑎 = 1 does not constitute reasoning or inference at all.

One might worry here that this picture leaves too little room for genuine inference. In

treating the role of mathematics as “algorithmic” rather than inferential, RIC would seem to

rule out mathematics-based inferences altogether. But we can certainly genuinely infer that

the object’s acceleration is 1m/s
2

on the basis of doing the relevant mathematics. Fortunately,

RIC does not rule this out. While the algorithms or inference patterns in RIC3 are not them-

selves inferences, actually carrying out the relevant computations can certainly constitute an

inference. RIC3 determines in part the accuracy conditions of the representation by gener-

ating claims about the target system that must be true for the representation to be accurate,

whether or not someone actually applies them to the claims in RIC2. In actually applying

one of these inference patterns to a particular set of claims in RIC2, one does something else.

From the fact that the result of applying certain of these inference patterns is some physically

interpreted claim, one can infer (on the basis of the fact that they appear in RIC3) that that
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3.1 The robustly inferential conception

physically interpreted claim is one that the representation is committed to. So, in carrying

out the relevant mathematics, one can genuinely infer that the acceleration of the object must

be 1m/s
2
. Where mapping accounts and the robustly inferential conception differ in this re-

spect is not in whether this constitutes a genuine inference, but rather in what underwrites

that inference. According to mapping accounts, it is the relevant mapping together with the

relevant mathematical structure, while according to the robustly inferential conception, it is

the physical interpretation together with the collection of inference patterns included in the

representation.

3.1.4 RIC as a generalization of mapping accounts

Important both for understanding RIC and especially for the arguments I make later in this

chapter is the observation that RIC is strictly more general than the mapping account. For any

given mathematical scientific representation that can be represented in terms of a mapping

account, we can produce an equivalent representation in terms of RIC that appeals to the

same structure and mapping (and consequently attributes the same informational content

to it). As a result, any philosophical explanation of a feature of scientific practice that can

be expressed in terms of a mapping account can also be expressed in terms of RIC. But RIC

also makes possible representations of mathematical scientific representations that are not

possible simply with a mapping account.

This is because the structures and mappings that mapping accounts appeal to are, from

the perspective of RIC, one way among many of realizing components RIC1–RIC3. In very

broad strokes, the mapping serves to specify the physical interpretation (RIC1), structure-

generating descriptions or similar devices for picking out the target structure (as discussed

in §3.1.2) serve as the initial description of the target system (RIC2), and the mathematical

structure serves to specify the class of mathematical inference patterns (RIC3).

More concretely, consider a representation that relates physical structure S𝑃 and mathem-

atical structure S𝑀 with a morphism 𝑓 : S𝑀 → S𝑃 . RIC1 is determined by 𝑓 in the following
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way. If I𝑀 is an interpretation of the relevant mathematical language for structure S𝑀 , then

we can construct a (possibly partial) interpretation I𝑃 of that language for structure S𝑃 by

letting I𝑃 (𝑥) = 𝑓 (I𝑀 (𝑥)) for all 𝑥 for which 𝑓 (I𝑀 (𝑥)) is defined. In this case, RIC1 assigns

physical truth conditions to any sentence 𝜙 in the mathematical language such that I𝑃 (𝜙)

is defined, namely those assigned to it by treating I𝑃 as an interpretation function for S𝑃 in

the ordinary model-theoretic sense. RIC2 consists of the claims in the structure-generating

description, expressed in the relevant mathematical language under the interpretation RIC1.

RIC3 consists of all inference rules Φ ⊢ 𝜓 , where Φ is a set of sentences and𝜓 is a sentence in

the relevant mathematical language, such that S𝑀 |= (∧Φ) → 𝜓 .

But nothing about RIC requires us to spell out any of these ingredients in this way. In

particular, when it is unclear what mathematical structure to associate with an application

(or even whether there is such a structure at all), these ingredients can all be spelled out more

directly. For instance, if scientists use highly circumscribed inference strategies to reason with

mathematically problematic concepts, as discussed in chapters 4 and 5, the collection of infer-

ence patterns RIC3 can be specified through a description of these procedures rather than in-

directly in terms of a structure (or more likely a highly complex arrangement of structures and

mappings).This can be useful even when the mathematics in question is not problematic, but

simply not in the business of bearing a structural resemblance to the target system, as in the

recent trend of using data-driven computational models. In such cases, the philosophically sa-

lient features of the practice concern not so much the relationship between mathematical and

physical structures as the role of mathematics in general-purpose computational strategies.

(See §8.2.1.) For this purpose again, it is useful to be able to represent such strategies more

directly in the specification of RIC3. And once RIC3 isn’t represented in structural terms,

there is little point in characterizing RIC1 and RIC2 indirectly in those terms either.

Due to the diversity among mapping accounts, this account of RIC as a generalization of

mapping accounts may need to be supplemented to show how RIC can accommodate features

distinctive to a particular version of the mapping account. In the appendix to this chapter,
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I discuss in detail two such features: the distinction between immersion and interpretation

mappings and the possibility of nested mappings, both of which play a prominent role in the

presentation of Bueno and Colyvan’s [2011] inferential conception.

3.2 An initial case for RIC

Having presented RIC in detail, I will now make an initial case for adopting RIC as an account

of mathematical scientific representation. I will substantiate and build upon this case through

the rest of the thesis.

Because RIC recovers mapping accounts as special cases, adjudicating between RIC and

mapping accounts comes down to the question of whether RIC’s generality has philosoph-

ical benefits that outweigh its costs. If RIC had no such benefits, mapping accounts would

be preferable on the basis of their greater specificity. Even though RIC can recover mapping

accounts as special cases, if a version of the mapping account sufficed to do all of the philo-

sophical work done by RIC, then we would be better off adopting that “special case” as our

full account of mathematical scientific representations.

There are three broad kinds of benefit that RIC might have over mapping accounts.

1. RIC might do better in the first task for accounts of mathematical scientific representations—

that is, in explaining how mathematics can in principle be used to represent non-

mathematical target systems—because it can do so in a wider range of cases than map-

ping accounts can.

2. RIC might do better in the second task for accounts of mathematical scientific representations—

that is, as a meta-level device used by philosophers of science to represent philosophic-

ally salient features of scientific practice—because it more perspicuously or otherwise

more usefully represents those features.

3. Finally, even if RIC didn’t have benefits of the first two kinds, it might be thought to
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have the benefit of doing the same work as the mapping account while requiring fewer

assumptions about the nature of mathematics itself.

In the thesis as a whole, I focus on showing that RIC has the second of these benefits in a

wide range of cases, as I think it is the most important of the three. That said, I think there is

good reason to think it has benefits of each kind. In the rest of this section, I present an initial

case for each.

3.2.1 RIC is applicable in a wider range of cases

The first benefit of RIC is that it can achieve the first task for accounts of mathematical sci-

entific representations—explaining how in principle mathematics can be used to represent

physical target systems—in a wider range of cases than mapping accounts. The extent of this

benefit depends a great deal on the version of the mapping account in question.

Very simple versions of the mapping account fail to achieve this first task in a wide range

of cases in which the mathematics applied is inconsistent, unrigorous, or otherwise cannot be

straightforwardly associated with a structure that can straightforwardly be related to the tar-

get system. These versions of the mapping account leave unexplained how the mathematical

structure ultimately mapped to the structure of the target system is picked out.

In many cases, this is not a problem at all, as the relevant structure is obvious. For instance,

from the point of view of a mapping account, applications of rigorous number-theoretic res-

ults probably should always be understood in terms of the set ℕ of natural numbers with the

relevant number-theoretic properties and relations defined on it, and applications of rigorous

real analysis should probably be understood in terms of ℝ with the relevant arithmetical and

analytical operators, properties, and relations defined on it.

But in a wide range of cases, it is not obvious how to understand the relevant structure

and its relation to the relevant mathematical practice. This is most obvious in the case of

applications of inconsistent mathematics, as discussed in chapter 4. As no classical structure

satisfies an inconsistent theory, either the relationship between the inconsistent theory and
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the relevant classical structure stands in need of further explanation or non-classical struc-

tures must be admitted, and the relationship between mathematical practice and non-classical

structures will stand in need of explanation. The same goes for applications of mathematics

that don’t meet the standards of rigor of recent pure mathematics because some of the con-

cepts used are incoherent or underspecified, as discussed in chapter 5. In such cases, if the

mathematics could be straightforwardly associated with a classical structure in all cases, then

these conceptual shortcomings would be resolved. As such, the presence of such concepts in

an application of mathematics is a sign that more needs to be done to relate the mathematics

in question to a structure appropriate for applications.

In contrast, as I show in chapters 4 and 5, RIC can straightforwardly represent applications

of inconsistent and otherwise unrigorous mathematics in terms of the inference strategies

used to manage the inconsistent or otherwise problematic concepts in the relevant mathem-

atics. While RIC makes it possible to represent an application in terms of structures and map-

pings, it also makes it possible to specify the patterns of inference allowed in an application in

other terms—including, in the limit, by enumerating these patterns of inference one-by-one.

This makes it remarkably flexible in representing applications of mathematics, in particular

by allowing it to explain how a given piece of mathematics can be used to represent a physical

target system without first associating the mathematics with a well-defined structure.

On the other hand, there are more sophisticated versions of the mapping account that

address these issues. For instance, Pincock [2012], rather than taking the mathematical struc-

ture for granted, explicitly examines the processes by which the content of a representation

is refined through adjustment of the relevant structure and mapping. And Bueno & Colyvan

[2011] appeal to partial structures, a type of non-classical structure intended to represent

inconsistency, uncertainty, and conceptual change in science (among other things). Such

accounts have fewer issues in representing the informational content of unrigorous and in-

consistent representations (and so in achieving the task of explaining how in principle math-

ematics is applicable in those cases).
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However, these more sophisticated versions of the mapping account still have some prob-

lems in a narrower range of cases, which I discuss in greater detail in chapter 4. In particular,

an approach in terms of classical structures (like Pincock’s) can’t explain cases in which incon-

sistent mathematical concepts are themselves given physical interpretation and so in particu-

lar can’t explain the use of inconsistent mathematics to produce inconsistent representations

(§4.2.3). An approach in terms of partial structures does better, in that it can represent cases

in which inconsistent concepts are given a physical interpretation. However, I argue in §4.2.1

that such accounts still have two problems. First, while they get the accuracy conditions of

inconsistent representations right on an extensional construal of their content, they get them

wrong on a more fine-grained intensional construal of their content. Second, they can’t rep-

resent a case in which a scientist posits a physical correlate to an inconsistent mathematical

concept, but doesn’t take a stance on many of its properties, so that the physical concept is

not inconsistent (because it has so little content). While these are narrow ranges of cases,

they are nonetheless important. For instance, there was an extreme diversity of thought after

the introduction of the early, inconsistent calculus (the case study of chapter 4), and it’s not

at all clear that the concept of infinitesimal wasn’t thought to have a physical interpretation

by at least some early practitioners. Representing this state of affairs in terms of an account

of mathematical scientific representations would seem to require more flexibility than even

the most flexible forms of mapping accounts allow.

3.2.2 RIC does better as a meta-level representational device

A more significant benefit of RIC over more sophisticated versions of the mapping account is

its success in achieving the second task for an account of mathematical scientific representations—

serving as a meta-level device for philosophers of science to use to represent philosophically

salient aspects of scientific practice.

As discussed in §2.3, this might at first seem unpromising as a way to adjudicate between

accounts of mathematical scientific representation, as it might be that an account does better
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than all the alternatives in some cases but worse in others. If so, that would be weak evidence

(if evidence at all) for any account—or perhaps evidence instead for a pluralist account, as in

the literature on pluralism about truth.
4

However, since mapping accounts come out as special

cases of RIC, in which RIC1–RIC3 are spelled out in terms of structures and morphisms, RIC

can always directly coopt the tools of a given version of the mapping account in its role as a

meta-level device for representing scientific practice. This means that when mapping accounts

are particularly well-suited to serve as a meta-level device for a given set of purposes, RIC can

play that role equally well by appealing to exactly the same configuration of structures and

mappings. Now, if it simply coopted the tools of the mapping account in all cases, this would

again simply favor mapping accounts. So the question is whether RIC can do significantly

better than mapping accounts in at least some cases. The next part of the thesis is primarily

devoted to arguing that it can.

Now, again as noted in §2.3, what it means for an account of mathematical scientific

representations to be a better meta-level representational device varies considerably from

case to case, as it depends crucially on the philosophical aims of those using the account.

What we can say in general is that an account does better in this respect in a given case to

the extent that it more perspicuously represents the features of the given scientific practices

relevant to the user’s philosophical purposes. Of course, in addition to the kinds of features

of practice that are relevant to a given set of purposes, what it means to represent those

features perspicuously will also vary considerably from case to case. As a result, the bulk of

this argument must wait until I discuss concrete case studies in the next part of the thesis.

That said, we are already in a position to see that this is a promising line of argument.

Owing to its flexibility, RIC can be used to represent scientific practice at a remarkably wide

range of levels of grain. At one extreme, it can be used to represent individual inferences of

individual scientists by enumerating the set of privileged inference patterns (RIC3) one-by-

one. At the other end of the spectrum, the inferences licensed by a representation shared by

4
See [Pedersen & Wright, 2018] for a useful introduction to this extensive literature.
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a much larger community or multiple communities can be represented in a highly general

way—for instance, by specifying RIC3 in terms of the inferences licensed in reasoning about

a particular, well-understood mathematical structure. In the cases considered in the next part

of the thesis, an intermediate level of grain is called for. Philosophical features relevant to the

practice of particular scientists and scientific communities are most straightforwardly rep-

resented in terms of more local inference strategies than the mapping account can represent

directly. Even when mapping accounts can represent these strategies indirectly, they do so, as

Dirac wrote in an entirely different context, “only in a cumbersome way which would tend to

obscure the argument” [1967, §15, p. 59]. This is of course not to say that every representation

in terms of RIC is even at least as good in this respect as an equivalent representation in terms

of a mapping account. For instance, a representation in terms of RIC that simply enumerates

one-by-one all the allowed mathematical inferences will likely never be the most perspicuous

representation of an episode of scientific practice. The strength of RIC as a meta-level device

is not that it is maximally fine-grained, but that it allows for a wide-range of levels of grain,

which can be chosen according to the purposes of the user.

3.2.3 RIC makes fewer assumptions about the nature of mathematics

Finally, provided that RIC does at least as well in these other respects, we have one further

reason to prefer RIC: it does the work of an account of mathematical scientific representa-

tion without making any substantial assumptions about the nature of mathematics. What

RIC requires from mathematics is only that it provides us with a collection of (uninterpreted)

inference patterns (RIC3) that we can use to make physical inferences by physically inter-

preting the language in which they are expressed (RIC1). This requires only that mathematics

involves something that looks like inference. And this commitment is shared by all accounts

of mathematics, from the most Platonic platonism, to mathematical error theory, to the most

extreme formalism, according to which mathematics is just the manipulation of uninterpreted

strings of symbols. This gives us reason to favor RIC over any account that does equally well
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in all other respects, but makes any substantial assumption about the nature of mathematics.

RIC might still have a bearing on questions about the nature of mathematics by divorcing

them from questions about applied mathematics
5

but is ultimately entirely neutral.

In contrast, the commitments of mapping accounts are fairly contentious. On the one

hand, mathematical representation is usually thought (or at least supposed for the sake of

argument) to be ontologically innocent. For instance, the debate over indispensability argu-

ments for platonism has largely shifted from representational to explanatory indispensabil-

ity arguments in part for this reason.
6

On the other hand, mapping accounts would seem

to favor platonism if taken at face value, since they posit the existence of a mathematical

structure which is mapped to the structure of the target system. Recently, Heron [2020] has

taken this line, using the face-value commitments of mapping accounts to support a new

representational indispensability argument for mathematical platonism. And others who do

not explicitly endorse such an argument nonetheless have commitments that would make

any straightforward understanding of the mapping account ontologically committing. For

instance, Baron [forthcoming, §5] argues that his account of mathematical explanation is

incompatible with nominalism on the grounds that structural properties, even of physical

systems, make indispensable reference to mathematical objects. (Earlier in the paper (§2), he

even cashes out the notion of these structural properties in terms of the mapping account.)

And even those who take mapping accounts to be ontologically innocent nonetheless make

at least some substantial assumptions about the nature of mathematics. For instance, Pincock

[2012, chapters 9–10] argues that his version of the mapping account supports truth-value

realism (but not ontological realism) about mathematics. Finally, even if it should turn out

that mapping accounts are entirely neutral concerning the nature of mathematics, RIC would

still be preferable on the grounds that it makes this neutrality obvious, not requiring signific-

ant reconstruction or explication of its central concepts to demonstrate this neutrality.

5
For example, I take the argument in chapter 6 to show among other things that we should do just this.

6
See, e.g., [Baker, 2005].
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3.3 Scientific representation and RIC

Finally, I turn to the relationship between RIC and theories of scientific representation more

generally. My aim here is to clarify how RIC is situated in the context of broader debates

over scientific representation and in so doing show that there is good reason to adopt RIC

regardless of one’s take on scientific representation more generally.

In §3.3.1, I lay out the deflationary inferentialist case for RIC and argue that RIC, unlike

even nominally “inferentialist” mapping accounts, coheres with the motivations for defla-

tionary inferentialism. Now, because RIC is a natural ally of deflationary inferentialism, it

might be thought to be incompatible with the motivations underlying substantive views of

scientific representation. In §3.3.2, I present two ways in which to preserve these motiva-

tions while adopting RIC. The first is to recognize the conceptual space between deflationary

and substantive accounts of representation and understand RIC as a view that occupies that

space. The second is to understand RIC as an important supplement to a substantive account

of scientific representation.

3.3.1 RIC as the only account in keeping with the motivations of deflationary

inferentialism

The account of scientific representation most naturally aligned with RIC is Suárez’s [2004,

2015] deflationary inferentialism about epistemic representation. This view is deflationist in

the sense that representation is not taken to be a substantive, explanatory relation [Suárez,

2015]. Instead, Suárez takes it to be best accounted for in terms of core, abstract, surface-

level features of scientific representations—features that are concretely realized in radically

different ways in practice. Suárez’s account is based on two platitudes about scientific rep-

resentations, roughly: (i) scientific representations are about their targets and (ii) scientific

representations can be used to make inferences about their targets. And so, correspondingly,

Suárez describes necessary conditions for (epistemic) representation as follows: “𝐴 represents
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𝐵 only if (i) the representational force of 𝐴 points towards 𝐵, and (ii) 𝐴 allows competent and

informed agents to draw specific inferences regarding 𝐵” [Suárez, 2004, p. 773]. The inferential

character of the account then comes from the second platitude, which concerns surrogative

inference.

Suárez also takes his view to be deflationary in the sense that it rejects the project of

providing individually necessary and jointly sufficient conditions for epistemic representa-

tion. Suárez takes (i) and (ii) above to be necessary but not jointly sufficient for epistemic

representation. I do not wish to follow him in this. Even if, as Suárez claims, “[i]n every

specific context of inquiry, given a putative target and source, some stronger condition will

typically be met” [Suárez, 2004, p. 769], this needn’t mean that the conditions he’s already

given are not jointly sufficient, but only that, when they are met, some condition from a class

of more specific conditions is also met. Indeed, I cannot conceive of a case in which these

conditions are met for putative vehicle𝑉 and target𝑇 such that𝑉 fails to be an epistemic rep-

resentation of 𝑇 . So, unlike Suárez, I do take (i) and (ii) to be jointly sufficient for epistemic

representation.

Such an account can accommodate the diversity in the practices of producing and work-

ing with scientific representations, but at the cost of being largely uninformative. (This is by

design. By definition, a deflationary analysis of a concept won’t “shed explanatory light on

our use of the concept” [Suárez, 2015, p. 39].) Nonetheless, it does allow for more informat-

ive accounts of narrower ranges of representations, as it can be supplemented by accounts

appealing to more concrete properties shared by representations of these narrower kinds.

Indeed, since it says relatively little about scientific representations in full generality, it is

compatible with an extremely diverse range of accounts of more specific kinds of scientific

representation. I believe RIC, as I presented it above, is the best way to provide a more inform-

ative account of MSRs while maintaining the philosophical ideas and inclinations motivating

deflationary inferentialism.

The core idea behind RIC essentially involves extending deflationary inferentialism as an
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account of what makes something an epistemic representation to an account of what makes

something a faithful or accurate epistemic representation. Since, according to deflationary

inferentialism, a representational vehicle 𝑉 represents its target 𝑇 in part in virtue of allow-

ing users to make inferences about 𝑇 on the basis of 𝑉 , it is then natural to say that 𝑉 is an

accurate representation of 𝑇 if and only if (i) 𝑉 is a representation of 𝑇 , of course, and (ii)

the inferences 𝑉 licenses about 𝑇 are good (i.e., truth-preserving) inferences [cf. Contessa,

2007, 2011]. In this way, Suárez’s platitudes about scientific representation give us not just

an inferential account of what a scientific representation is, but also a basic inferential se-

mantics for scientific representations. A useful way to understand most substantive accounts

of scientific representation is as supplementing this basic inferential semantics with an ex-

planation of what must be in place to ensure that these inferences are truth-preserving—e.g.,

the existence of relevant similarities between𝑉 and𝑇 (similarity accounts of representation)

or the existence of a structure-preserving mapping between structures instantiated by𝑉 and

𝑇 (structuralist accounts of representation)—a move that the deflationary inferentialist ought

to reject given the commitments that lead them to accept deflationary inferentialism about

what epistemic representations are.

It is for this reason that even nominally inferential versions of the mapping account—

particularly Bueno and Colyvan’s [2011] inferential conception—are inconsistent with the

philosophical principles that motivate deflationary inferentialism. While the Bueno-Colyvan

inferential conception emphasizes the role of mathematics in facilitating the surrogative infer-

ences characteristic of scientific representations, as understood by the inferentialist, it insists

on these inferences’ all being underwritten by the same kind of substantive relation (a partial

morphism between structures taken to be instantiated by the vehicle and target). RIC, in con-

trast, makes no such move. In some cases, the relevant inferences might be best understood

as underwritten by morphisms, while in other cases—including those I discuss in chapters 4

and 5—the relevant inferences might have a more local justification or, in extreme cases, may

be almost entirely ad hoc.
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However, while more general than accounts like the Bueno-Colyvan inferential conception—

and so more readily able to account for the diversity of uses of mathematics in scientific prac-

tice, consistent with the motivations for deflationary inferentialism about scientific representation—

RIC can provide a much more informative account of how mathematics facilitates surrogative

inferences than the deflationary inferentialist view on its own. These inferences will (i) share

their form with (some of) the purely mathematical inferences available to someone using

the mathematical theory on its own. However, in order for conclusions to be drawn about

the target, (ii) they must be given an interpretation in terms of the target. Like the claim

that epistemic representations can be used to make inferences about their targets, which is

central to the inferential account of scientific representation, these claims are about as close

to platitudes as we can find about mathematical scientific representations, and these claims

are ultimately what are encoded in the ingredients of such a representation as understood

in terms of RIC. The partial physical interpretation of the mathematical vocabulary (RIC1)

captures the second of these platitudes, while the set of privileged inference patterns (RIC3)

drawn from the relevant mathematical theory capture the first. (The remaining ingredient of

a mathematical scientific representation understood in terms of RIC—viz., an initial descrip-

tion of the target system (RIC2) in the language of the mathematical theory—is just there to

provide an initial set of premises for these inference patterns to work on.)

Recall that the mapping account can also be understood in terms of these ingredients—i.e.,

as one way (among others) in which the abstract conditions described by RIC might be real-

ized. The partial physical interpretation of the vocabulary is provided by the posited mapping,

the relevant inference patterns are just those that correspond to truth-preserving mathemat-

ical inferences about the given mathematical structure, and the initial description of the target

system is given by a structure-generating description or similar device. These are all aspects of

any plausible formulation of the view. But this, according to RIC, is simply one way in which

the more abstract properties fundamental to mathematical scientific representations can be

realized. So, while RIC incorporates features specific to mathematical scientific representa-
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tions, it is deflationary in the sense that it builds its account of what these representations

are, as well as its semantics for them, out of abstract platitudes without proposing to explain

them in terms of a single, more concrete, substantive property (though such properties will be

there in particular cases). As a result, as I take the case studies in the next part of the thesis to

show, it better accounts for the diversity among practices of applying mathematics in science.

3.3.2 RIC and the motivations behind substantive accounts of scientific repres-

entation

In the previous subsection I argued that RIC is the view that is most consistent with the mo-

tivations behind deflationary accounts of scientific representation and Suárez’s deflationary

inferentialism in particular. While this makes RIC more attractive to someone who has already

accepted a deflationary account of scientific representation, it might initially make the view

less attractive to those who have already accepted a substantive account of scientific repres-

entation, such as a structuralist or similarity-based view. In this subsection I argue that RIC is

consistent with the motivations underlying substantive accounts of scientific representation.

There are two ways in which a substantivist about scientific representation might adopt

RIC. The first is to recognize a conceptual space between deflationary and substantive monist

accounts of scientific representation, much like the conceptual space that allows for pluralism

as an alternative to both deflationary and substantive monist theories of truth. Many of the

pluralist accounts of scientific representation that this makes possible successfully reconcile

the motivations underlying substantivism with adoption of RIC. The second is to maintain a

substantive monist theory and treat RIC as an account not of how mathematics represents

physical target systems, but instead of how it can be used to specify and reason about the

representational vehicles posited by the relevant theory of scientific representation.
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RIC and pluralism about scientific representation

The first way of reconciling adoption of RIC with the motivations underlying substantive

accounts of scientific representation is to adopt a form of pluralism about scientific repres-

entation. Influential substantive views are monist in that they pick out a single substantive

property—like similarity or shared structure—that underlies (and explains) all instances of

scientific representation. If RIC as described so far is correct and complete as an account

of mathematical scientific representation, then it would seem to be incompatible with such

views, as RIC explains a particular type of scientific representation, mathematical scientific

representation, without having to appeal to similarities or structural relations between rep-

resentational vehicles and their targets. One way to respond to this would be to adopt a

deflationist account of scientific representation as described above. But this is not the only—

and perhaps not even the best—possible response. An alternative, which I sketch here, is to

adopt a pluralist account of scientific representation.

Like certain varieties of pluralism about truth (e.g. Wright [1992] and Lynch [2009]), the

pluralism I have in mind shares with deflationism the conviction that all we can do to char-

acterize all instances of scientific representation is to characterize its functional role through

what are ultimately platitudes about the concept of representation. Where the pluralist dis-

agrees with the deflationist is in holding that we can give a substantive account of narrower

classes of scientific representation in terms of substantive properties that realize this func-

tional role in this narrower range of cases.

Start from the deflationary inferentialism of Suárez [2004, 2015], according to which 𝑆

represents𝑇 only if (1) the representational force of 𝑆 points to𝑇 and (2) 𝑆 allows competent

and informed agents to draw specific inferences regarding𝑇 . (For the purposes of this discus-

sion, let’s even make that a biconditional!) This provides a basic functional characterization

of scientific representation.

We can get from this functional characterization to the informational content of the rep-

resentation via a basic inferential semantics: 𝑆 (perfectly) accurately represents𝑇 if and only
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if every inference regarding 𝑇 a competent and informed agent can make on the basis of 𝑆 is

truth-preserving. The informational content of the representation is what must be true of 𝑇

for 𝑆 to (perfectly) accurately represent it. (Cf. the account when a representation is “true” in

Suárez [2004, p. 776].)

This would make representation mysterious if the claim were that there was never any-

thing more to say about how 𝑆 comes to have its informational content about 𝑇 . But all the

functionalist definition above, together with a rejection of substantive monism, commits one

to is that there is nothing more to say about how 𝑆 comes to have its informational content

at a maximal level of generality. It leaves it open that substantive relations between 𝑆 and

𝑇 explain why the inferences regarding 𝑇 licensed by 𝑆 are truth-preserving for some more

restricted class of representational vehicles and targets. So the difference between the sub-

stantivist monist and the deflationary inferentialist is not that the former but not the latter

can explain how representations support surrogative inferences, but rather (primarily) that

they disagree on the degree of generality at which such an explanation is possible. The sub-

stantivist monist thinks that such an explanation is possible in full generality in terms of their

favored substantive property. The deflationist thinks that such an explanation is impossible in

full generality, but not necessarily that such explanations are impossible for narrower ranges

of cases.

Some deflationary inferentialists explicitly endorse this. Kuorikoski & Ylikoski [2015, p.

3828] write, “It is certainly not arbitrary that a specific diagram, set of equations, or physical

scale model is more helpful in inferring about a specific target phenomenon than some al-

ternatives. And this depends as much on the intrinsic properties of the inferential apparatus

as it does on the cognitive make-up and perceptual abilities of the model user.” Suárez simil-

arly claims that on his account, a representational source must be “inferentially suited” to its

target [Suárez, 2004, p. 778].

Once we recognize this, an underexplored spectrum of philosophical views emerges, dif-

fering in the level of generality at which they allow that substantive properties can explain
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how scientific representations support surrogative inferences. On one end are substantive

monist views, which hold that we can explain this for all scientific representations in terms

of their favored substantive property. On the other end is a radical particularism according

to which such explanations can be given for only maximally specific contexts—perhaps as

specific as a particular inference made by a particular user of a representation. In the middle

are a range of pluralistic views that hold that such explanations can be given for certain types

of episodes from scientific practice.
7

The higher the level of generality of a given account on this spectrum, the better it is able

to recover substantivists’ explanations of functional properties of scientific representations

in particular cases. And we should expect RIC to be compatible with very high-level plur-

alist accounts of this kind. As a result, RIC is compatible with a range of accounts which

largely recover the substantive explanations put forward by substantive monist accounts

while providing alternative explanations in cases in which the substantive account is lack-

ing. In an important sense, this preserves the motivation behind substantive monist accounts

while abandoning the letter of them.

Here it is also worth noting that such pluralist accounts come in both deflationist and

substantivist forms. The deflationist’s primary disagreement with a substantive monist con-

cerns the level of generality at which explanations of representations’ functional properties

in terms of substantive properties are possible. But for the “deflationist” label to be appropri-

ate, such views should also deny that the substantive properties that explain the functional

properties of representations in narrower ranges of cases themselves constitute representa-

tion relations. The substantivist pluralist alternative is to take these substantive properties to

constitute (a plurality of) representation relation. They do so on this view precisely because

7
Some deflationary inferentialists downplay the philosophical relevance of these relations. For instance,

Kuorikoski & Ylikoski [2015, p. 3828] write ”These (perfectly objective) dependencies between the properties

of external inferential apparatuses and their possible applications, i.e., the ways in which cognitive agents can

perform inferential tasks with different kinds of external aids, are empirical and therefore proper objects of study

for cognitive science, not philosophy.” But this is much too hasty. While the cognitive activity of human agents

is certainly part of the story about how a given source can be used by human agents to make inferences about a

target, that does not mean that the story as a whole should be left to cognitive science.
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they realize the functional role constitutive of the concept of scientific representation and as

a result bear a closer conceptual relationship to scientific representation than the deflationist

allows. In each instance, the “representation role” is played by a range of properties of varying

degrees of specificity, and which is of philosophical interest depends on the level of generality

at which we are working. The result is an analogue of the many-one pluralism about truth

[Lynch, 2009], which perhaps even better recovers the motivations of substantivist monist

views.

RIC as a component of substantive accounts of scientific representation

While deflationary and substantive forms of pluralism each have a strong claim to recovering

many of the motivations of existing substantive accounts of scientific representation, they still

amount to a rejection of those accounts. Alternatively, with minor modifications, RIC can be

recast in terms of one’s preferred substantivist account. In brief, if an account of scientific

representation explains how a representational vehicle 𝑉 represents a target 𝑇 , an account

of mathematical scientific representation serves to explain how mathematics helps to realize

the conditions picked out by the account of scientific representation. And we can understand

RIC as doing so by treating the informational content described by RIC as characterizing 𝑉

rather than𝑇 . In practice, this means the “physical” interpretation RIC1 will be in terms of𝑉

rather than 𝑇 .

For instance, even if we already accept structuralism about scientific representation, map-

ping accounts still have further work to do—despite the fact that mapping accounts are natural

analogues of structuralism about scientific representation in the specific case of mathematical

scientific representation. Mapping accounts go further by specifying that the relevant source

structures are either drawn directly from the mathematics or are appropriately morphic to

a structure provided by the mathematics. Now, the cases I use to support RIC are largely

cases in which it is not straightforward to associate the mathematics used in a representation

with a well-defined structure. In such cases, further work is needed to understand the rela-
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tionship between scientists’ mathematical reasoning and the source structure of the relevant

scientific representation, and mapping accounts are of little help. On the other hand, if we

understand the informational content posited by RIC as concerning not the target structure

of the representation but instead the source structure, then RIC can explain how mathemat-

ics helps to realize the conditions on scientific representation specified by structuralism in

a way that mapping accounts cannot. And since RIC recovers mapping accounts as special

cases, it can appeal to a morphism between a mathematical structure and a representational

vehicle in cases well-handled by mapping accounts. The result, I think, is an enrichment of

the structuralist account, rather than an abandonment of its core principles.

The same goes for other substantive views. RIC can be understood as characterizing how

mathematics is used to specify and reason about the relevant representational vehicle if we

treat RIC1 as concerning that vehicle rather than the target system itself. As a result, RIC can

be made to function in the context of any substantive account of scientific representation and

so ultimately doesn’t require such accounts to be abandoned.

3.4 Conclusion

In this chapter, I have presented a novel account of mathematical scientific representations,

the robustly inferential conception. I presented three central arguments for RIC: (1) it can be

used in a wider range of cases than mapping accounts; (2) it is more useful as a meta-level

device for representing scientific practice than mapping accounts; and (3) it does so in a way

that is manifestly neutral regarding the nature of mathematics, including its ontology. In the

next part of the thesis, I substantiate the first two of these arguments, with a focus on the

second, by discussing a number of detailed case studies.
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Appendix: Some complications in understanding mapping accounts

as special cases of RIC

In this appendix, I discuss two features of some kinds of mapping account, particularly Bueno

and Colyvan’s [2011] inferential conception, that complicate the discussion in §3.1.4 of how

RIC recovers mapping accounts as special cases: the distinction between immersion and in-

terpretation mappings and the possibility of nested mappings.

Immersion and interpretation mappings

Some versions of the mapping account, particularly the inferential conception [Bueno & Co-

lyvan, 2011], treat mathematical scientific representations in terms of two morphisms. There

is an immersion mapping 𝑓 : S𝑃 → S𝑀 , which serves to mathematize the physical system,

facilitating an inferential move from physical claims to mathematical ones. And then there is

a separate interpretation mapping 𝑔 : S𝑀 → S𝑃 , which licenses inference from claims about

the mathematical structure to claims about the physical structure. This may require us to

complicate our picture of how RIC can capture mapping accounts as special cases.

Where 𝑓 and𝑔 are simply inverse mappings, the discussion in the previous section extends

to this version of the mapping account without any changes. The RIC representation of the

case only needs to appeal to the interpretation mapping.

Where 𝑓 and 𝑔 are not inverse mappings, we have options. One is to continue to prioritize

the interpretation mapping in spelling out the physical interpretation RIC1, treating cases in

which 𝑓 and 𝑔 are not inverse mappings as cases in which mathematical reasoning motivates

a change to a new representation with a modified physical interpretation. Indeed, I suspect

that this is what is going on in cases that motivate Bueno and Colyvan’s decision to allow

for cases in which 𝑓 and 𝑔 aren’t inverse mappings. This again allows the discussion in the

previous section to apply unchanged.

A further option requires modest modifications to the discussion above but captures the
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full range of possible cases in which 𝑓 and 𝑔 are not inverse mappings. In this case, RIC2 con-

sists not of the structure-generating description per se, but of the mathematical expressions

related to the claims in the structure-generating description by the mapping. That is, if 𝜙𝑎

is in the structure-generating description and the immersion mapping takes the denotation

of 𝜙 to 𝜙𝑀 and the denotation of 𝑎 to 𝑎𝑀 , then the mathematical expression for 𝜙𝑀𝑎𝑀 must

appear in the initial description of the target system RIC2.

Nested mappings

A further complication is that some mapping accounts—again particularly the inferential

conception [Bueno & Colyvan, 2011]—also directly represent various intermediate mappings

between various mathematical structures and the structure that is ultimately mapped to the

target structure. This work again can be done in several ways in terms of RIC.

As I see it, the most plausible option is to decline to directly represent any of these addi-

tional structures or mappings at all. In such a case, RIC3 remains the set of inference patterns

licensed in reasoning about whatever structure is directly mapped to the target system. These

inference patterns include those licensed by reasoning about further mathematical structures

mapped to the first, but the way in which purely mathematical inferences about this structure

are licensed is left unanalyzed. This doesn’t strike me as a major drawback, since accounts

of mathematical scientific representation primarily concern how such representations facilit-

ate mathematically-mediated physical inferences rather than purely mathematical inferences

(i.e., those with only mathematical premises and conclusions). It seems only right that ex-

plaining how these purely mathematical inferences work should require us to appeal to a

further account of what licenses such inferences within mathematics.

That said, RIC is flexible enough that we can explicitly specify the inferences in RIC3 in

terms of these structures and mappings, explicitly stating that RIC3 includes those inference

patterns licensed by this particular configuration of structures and mappings. But, for the
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reasons discussed in the previous paragraph, the value of doing so is dubious.
8

Finally, these nested mappings are most crucial to mapping accounts in cases where the

mathematics applied is inconsistent or otherwise unrigorous, thus requiring a complex net-

work of structures to represent the more local and ad hoc inference strategies scientists use to

apply such mathematics safely and effectively. In chapters 4 and 5, I argue that in such cases

we better represent scientific practice by more directly representing these inference strategies

in terms of RIC1–RIC3.

8
Further, as I discuss in the conclusion (chapter 8), I expect that something very similar to RIC can be usefully

applied to model reasoning within mathematics, especially prior to the 19th and 20th centuries. This would

allow for a treatment similar to that of Bueno & Colyvan [2011], who can model both mathematically mediated

inferences and inferences within mathematics. But again, for the reasons previously stated, I suspect this is of

dubious value in giving an account specifically of mathematical scientific representations and so is well beyond

the scope of this thesis.
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Case Studies
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Chapter 4

Applying Inconsistent Mathematics: The Early

Calculus
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4.1 The Early Calculus

Philosophical work on applications of mathematics in the empirical sciences has largely ig-

nored the application of inconsistent mathematical theories. But such applications are not

altogether rare in the history of science. Indeed, much of the best scientific work done

between the late seventeenth and early nineteenth centuries involved applying an incon-

sistent mathematical theory, the early calculus, to produce consistent representations of the

physical world. In this chapter, I argue that these cases give us good reason to favor RIC over

mapping accounts.

In §4.1, I present the central case study of the chapter, the early calculus, and argue for a

particular construal of its inconsistency. In §4.2, I consider several ways in which mapping

accounts might attempt to make sense of this case and argue that all of them have shortcom-

ings. In §4.3, I show how we can better make sense of these cases in terms of RIC. In §4.4, I

argue that we should take this to show not that RIC is needed as a sort of “patch” to be added

to mapping accounts, but instead that we should embrace RIC over mapping accounts.

4.1 The Early Calculus

To make the following discussion more concrete, I will focus on perhaps the best known

application of an inconsistent mathematical theory in the history of science: the application

of the early infinitesimal calculus. The calculus was a central part of physics following its

development by Leibniz and Newton in the late seventeenth century, but it had a problem.

Its central techniques involved taking infinitesimals to be quantities that were zero in some

cases (to eliminate terms) but non-zero in others (so that one could divide by them) within

the very same proof.

For example, consider the function 𝑓 (𝑥) = 𝑥2
. Its derivative, according to the early calcu-

lus, is

𝑓 ′(𝑥) = (𝑥 + 𝜖)2 − 𝑥2

𝜖

where 𝜖 is an infinitesimal. For this expression to be well-defined, 𝜖 must be non-zero, since
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it involves division by 𝜖 . Expanding (𝑥 + 𝜖)2
and simplifying yields

𝑓 ′(𝑥) = 𝜖 (2𝑥 + 𝜖)
𝜖

= 2𝑥 + 𝜖.

Now we eliminate the remaining 𝜖 , yielding 𝑓 (𝑥) = 2𝑥 . To carry out this step, we treat 𝜖 as

zero (since we need 2𝑥 + 𝜖 = 2𝑥 ). So we’ve appealed to inconsistent information (that 𝜖 ≠ 0

and that 𝜖 = 0) in the course of a single proof.

Despite making appeal to these inconsistent pieces of information, the techniques of the

early calculus were remarkably useful, producing results that allowed for the solution of pre-

viously intractable mathematical problems and for the formulation of powerful new repres-

entations of the physical world. These results could be reliably achieved without leading to

absurdities like 1 = 2 because mathematicians placed significant constraints on when infin-

itesimals and their inconsistent properties could be appealed to.

Infinitesimals were generally only used within the calculation of a derivative or integral,

and the information that 𝜖 = 0 and that 𝜖 ≠ 0 could only be appealed to at certain points in the

process of doing so (and never at the same time). For instance, in calculating a derivative, the

information that 𝜖 ≠ 0 could only be used at the beginning, when division by 𝜖 was necessary.

It was only once one had simplified this expression, so that no remaining terms involved

division by 𝜖 , that one could use the information that 𝜖 = 0 to eliminate terms. Because one

was never allowed to reason with both of these inconsistent pieces of information at once,

and because only the final result of one’s reasoning with the information that 𝜖 ≠ 0 could be

used when one reasoned with the information that 𝜖 = 0, the set of information with which

one could reason at any given time was consistent.

As a result of these restrictions, one could reason classically without proving falsehoods

via ex contradictione quodlibet inferences. So one’s reasoning was locally consistent in that at a

given time one was always reasoning with a consistent set of information. But it was globally

inconsistent in that the information used in the course of an entire proof was inconsistent

69



4.1 The Early Calculus

when collected together.
1

If we ask what the world would have to be like for this reasoning to

be justified, it seems we must collect up all of the information appealed to in this reasoning.

Because the reasoning involved in using the early calculus appealed to globally inconsistent

information, this picture is an inconsistent one.

It turned out that the calculus could be put on a consistent foundation at the cost of elim-

inating infinitesimals and appealing instead to the modern 𝜖, 𝛿 definition of a limit, a project

largely carried out by Cauchy, Bolzano, Riemann, and Weierstrass.
2

But this came over 150

years after the introduction of the calculus and wouldn’t become widely adopted until the

second half of the nineteenth century.

That the early calculus was inconsistent is not uncontroversial. In particular, Vickers

[2013, ch. 6] argues that those who worked with the early calculus did not reason with in-

consistent propositions in the way I describe above, but instead simply applied algorithms

to calculate derivatives and integrals. Since neither the results of applying these algorithms

nor the (inadequate) justifications for the algorithms were inconsistent, there is little sense in

calling the early calculus inconsistent according to Vickers.

A thorough discussion of Vickers’s arguments here would take us too far afield, as the

main task of this chapter is not to show that the early calculus was inconsistent, but rather to

examine how to make sense of applications of theories like the early calculus if we accept that

they are inconsistent. That said, I believe that we can reconcile the inconsistency of the early

calculus with Vickers’s observations about the practice of those who used it. There is a sense in

which the early calculus was algorithmic, but this is compatible with its being inconsistent in

the sense I describe above. Consider Vickers’s description of a simple algorithm for calculating

derivatives:

1
This is essentially the picture of things formalized in Brown and Priest’s [2004] LN, an implementation of

their chunk-and-permeate strategy. One’s information is divided into two chunks, one containing 𝜖 ≠ 0 and the

other containing 𝜖 = 0. One can reason classically with the information in each of these chunks, taken separately.

One calculates 𝑓 ′ (𝑥) =
𝑓 (𝑥+𝜖 )−𝑓 (𝑥 )

𝜖 and simplifies the resulting expression within the first chunk until one

eliminates division by 𝜖 . The result of this reasoning is then allowed to “permeate” into the second chunk, where

one can eliminate multiples of 𝜖 using the information that 𝜖 = 0.

2
For a thorough discussion of this history, see [Kline, 1972, ch. 40].
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1. Put your equation in the form 𝑦 = 𝑓 (𝑥)

2. Calculate
𝑓 (𝑥+𝜖 )−𝑓 (𝑥 )

𝜖
, and simplify.

3. Remove any terms which are multiples of 𝜖 .

The resulting term is then the derivative. [2013, p. 150]
3

We can understand such algorithms perfectly well as prescribing how to reason with incon-

sistent propositions (about the inconsistent properties of naı̈ve infinitesimals) in a way that

produces the desired results of the calculus without leading to absurdity (beyond these in-

consistent properties themselves) in just the way I describe above. In the case of calculating

a derivative using this algorithm, the proposition that 𝜖 ≠ 0 may only be used in carrying out

step 2, while the proposition that 𝜖 = 0 may only be used in carrying out step 3. Since only

the final result of step 2 may be used in carrying out step 3, one cannot introduce information

inconsistent with 𝜖 = 0 in step 3, and so local consistency is achieved.

At several points, Vickers seems to suggest that this cannot be the right story because

those who used the calculus were simply following the algorithms and so could not have

been reasoning with inconsistent propositions. For instance, he writes,

In the early calculus, scientists couldn’t possibly derive a contradiction if they

were making derivations by applying the relevant algorithms. Indeed, they were

not reasoning with inconsistent propositions at all in such a case, but rather fol-

lowing a procedure. [2013, p. 182]

But certainly following an algorithm or procedure does not preclude (thereby) reasoning with

propositions. For instance, in non-standard analysis, proving, say, that the derivative of 𝑥2

is 2𝑥 involves following (almost
4
) exactly the steps of the algorithm described above. But in

this case, it seems evident that carrying out the proof involves reasoning with propositions

3
I’ve changed the notation for infinitesimals from 𝑜 to 𝜖 to match the notation used in this chapter.

4
The difference is merely that non-standard analysis treats the derivative of 𝑓 (𝑥) as the standard part of

𝑓 (𝑥+𝜖 )−𝑓 (𝑥 )
𝜖 , so that step 2 is carried out on st

(
(𝑥+𝜖 )2−𝑥2

𝜖

)
, and step 3 is the means by which one calculates the

standard part of the expression arrived at in step 2.
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about infinitesimals (understood as a type of hyperreal). This would seem to hold true even

when one carries out the algorithm with little regard for the propositions expressed by the

formulae manipulated in the process. Consider the elementary algebra one does in carrying

out the algorithm to compute the derivative of 𝑥2
. Outside of the context of the algorithm,

this is also likely to be done more or less mechanically, with little regard for the propositions

expressed, but it is again natural to think of performing these algebraic manipulations as

reasoning with propositions about numbers.

Likewise, this understanding of the early calculus is not undermined by the fact that

mathematicians generally did not take statements about naı̈ve infinitesimals to be serious

candidates for truth. Consider the period following the introduction of complex numbers.

Statements including terms for complex numbers were not typically taken to be serious can-

didates for truth and were used to facilitate other calculations (for instance, using an algebraic

solution to find the real roots of a polynomial). But again, it is natural to think of making these

calculations as reasoning in terms of complex numbers and that this reasoning provides us

with a picture of the mathematical world in which such numbers exist. So, for the purposes

of this chapter, I will continue to suppose that the early calculus was inconsistent.

4.2 Mapping Accounts and the Early Calculus

To make sense of this case in terms of the mapping account, we must find an appropriate math-

ematical structure and a mapping from it to our target system. But if we take the structures

involved in the mapping account to be structures of the usual sort (something like ordinary

set-theoretic structures), we immediately have a problem, as no such structure satisfies an

inconsistent theory. So, assuming that they had any (non-trivial) content, scientific repres-

entations appealing to inconsistent mathematics cannot be explained by this default version

of the mapping account.

One way forward is to appeal to a non-standard notion of structure according to which
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some structures satisfy inconsistent theories. A prominent approach that does so is the

partial-structures approach, which liberalizes the notions of structure and morphism in order

to represent not just inconsistency in science, but also a much broader range of phenomena,

including uncertainty and the development of scientific representations over time. I discuss

this approach in §4.2.1.

A similar approach is to appeal to inconsistent structures, a move suggested in passing by

Colyvan [2008b, 2009] but not to my knowledge developed any further. As with the partial

structures approach, the inconsistent structures approach appeals to a more liberal notion

of structure, this time one in which inconsistency is explicitly represented. I discuss this

approach in §4.2.2.

Finally, a more conservative approach is to explain representations appealing to the early

calculus in terms of consistent structures picked out by later, more rigorous versions of the

calculus, like modern calculus or even non-standard analysis. I discuss this approach in §4.2.3.

In the rest of this section, I argue that each of these approaches is unsatisfactory.

4.2.1 Partial structures

The approach

Recall from §2.4 that the notion of a partial structure is a modest generalization of the standard

notion of a set-theoretic structure, in which each 𝑛-ary relation 𝑅 is represented as a triple

⟨𝑅1, 𝑅2, 𝑅3⟩, where 𝑅1 is the set of 𝑛-tuples of which 𝑅 holds, 𝑅2 the set of 𝑛-tuples of which 𝑅

does not hold, and 𝑅3 the set of 𝑛-tuples for which 𝑅 is undefined. (And so 𝑅1 ∪𝑅2 ∪𝑅3 = 𝐷
𝑛
.)

Classical structures are special cases of partial structures, in which 𝑅3 is empty for every

relation in the structure. A sentence 𝜙 is is then said to be partially true in a partial structure

S if and only if there is a total consistent structure S′ extending S such that 𝜙 is true in S′.

While an inconsistent theory cannot be true simpliciter in any total structure (in the sense

that each sentence to which the theory is committed is true in the structure), an inconsistent

theory can be partially true in a partial structure (in the sense that each sentence in the theory
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is partially true in the structure). Suppose we have a theory containing both 𝑅𝑎 and ¬𝑅𝑎. Each

of these is partially true in a partial structure that puts the interpretation of 𝑎 in the 𝑅3 block

of the relation interpreting 𝑅, since we can extend this structure by putting I(𝑎) in either the

𝑅1 or 𝑅2 block of the relevant relation, thus making true 𝑅𝑎 or ¬𝑅𝑎, respectively. So we can

understand inconsistent theories as picking out a class of partial structures—namely, those

that make each sentence in the theory partially true.

To apply this approach to our case study, we’ll first need to determine which class of partial

structures is picked out by the early calculus. Given the account of the inconsistency of the

calculus sketched in §4.1, we should count each step in calculating a derivative or integral,

as well as the information needed to license each inference (and so both 𝜖 ≠ 0 and 𝜖 = 0),

as a commitment of the early calculus, which any appropriate partial structure must make

partially true.
5

In a sense, at this point, we’ve already arrived at the partial structures representation of

the early calculus as it has been reconstructed here. As Vickers [2009, p. 244] notes, the partial

structures approach represents any theory with the class of partial structures that make it par-

tially true, with each structure representing different doubts we might have about the theory.

But the resulting class of structures must be pared down if we are to understand how such

structures could be used as part of the mapping account. Not just any of these structures will

allow us to posit (partial) mappings that give the resulting mathematical representation the

right accuracy conditions. For instance, these will include entirely uninformative structures

that leave empty the 𝑅1 and 𝑅2 blocks of each relation. What must be true of the structures

that can be used to apply the calculus?

To simplify things, consider structures only for the differential calculus. The story can nat-

urally be extended to accommodate integrals. Appropriate structures will consist of a domain

containing the denotations of expressions referring to reals and denotations for expressions

5
If we wish to present these commitments more formally, I take them to be captured well enough by the

consequences of Brown and Priest’s [2004] system LN, understood as the union of the consequences of each

chunk in their model.
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including infinitesimals; relations corresponding to at least the usual arithmetical functions

and relations, including equality; a unary, second-order function 𝑑 (taking each function to its

derivative); and any particular functions and relations needed for the particular application

(for instance, a function to represent the trajectory of some object) together with functions

to serve as the denotations of their (first- and higher-order) derivatives.
6

A natural structure to choose is one in which the arithmetical functions and relations are

defined as usual on the reals, and the function 𝑑 takes each function to its derivative. Math-

ematicians were confident about results containing only terms referring to reals, including

the derivatives they calculated, and such results were those from which one might be allowed

to make inferences about a physical target system on the basis of one’s representation. On

the other hand, arguments including terms for infinitesimals can be left in the 𝑅3 block of all

relations in the structure,
7

since, in practice, scientists did not make inferences about their

target systems directly from intermediate steps in the calculation of a derivative, not taking

mathematical claims about infinitesimals to be physically significant. Consider the calcula-

tion of the derivative of 𝑓 (𝑥) = 𝑥2
in §4.1. An ordinary use of this derivation in representing

a target system would interpret 𝑓 as describing the displacement of some object as a function

of time. A physicist would then interpret 𝑓 ′ as describing its velocity as a function of time,

but would only treat the final line of the derivation, 𝑓 ′(𝑥) = 2𝑥 as telling us something about

the object’s velocity. Physicists would commit a serious faux pas if instead they inferred that

the object’s velocity at time 𝑥 = 1 were, say, infinitesimally greater than two (or, worse, the

ratio of two infinitesimally small physical quantities). To represent this refusal to make in-

ferences about the target system on the basis of mathematical statements including terms for

infinitesimals, we must require the relevant mapping from the structure of the target system

to the mathematical structure to have only reals in its image.

However, while the type of structure considered above is certainly a natural one to focus

6
If we choose Brown and Priest’s [2004] LN as our reconstruction of the early calculus, we will need to do a

bit more, since they introduce a function symbol to provide terms for infinitesimals, as well as a 𝜆-operator.

7
For the sake of simplicity, I assume here that we represent functions as their graph relations.
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on, we can produce representations with exactly the same accuracy conditions (and so that

justify the same physical inferences) while significantly varying which elements of the do-

main go into the 𝑅3 blocks of the relations. For instance, certain arguments containing the

denotations of terms for infinitesimals may be put in the 𝑅1 or 𝑅2 blocks of some relations.

Without changing the accuracy conditions of the representation, one could use a structure

with, say, ⟨𝜖, 1⟩ in the 𝑅2 block of the equality relation. Likewise, if we do not take our repres-

entation to license inferences on the basis of, say, the second derivative of 𝑓 (𝑥) = 𝑥2
—perhaps

we use this to represent an object’s velocity over time, but our representation only represents

its velocity and acceleration—we can put ⟨2𝑥, 𝑔⟩ for any function 𝑔 we choose in the 𝑅3 block

of the derivative function 𝑑 without changing the accuracy conditions of our representation.

Problems

Such structures and mappings give the right accuracy conditions for typical representations

appealing to the early calculus. In doing so, they succeed in the first task for an account

of mathematical scientific representation discussed in section 2.2, namely explaining how

inconsistent mathematical representations can latch on to their physical target systems. The

central question is then how well they do at the second task: as a meta-level representational

device to bring out salient philosophical issues from episodes in which the early calculus is

applied.

The problem with the partial structures approach in relation to this second task is that it

necessarily represents scientists’ inferential practices indirectly in terms of a class of struc-

tures. This indirect approach, I will argue shortly, results in a less perspicuous representation

of the philosophically salient aspect of the relevant scientific practices than the more direct

approach made possible by RIC.

In some cases, of course, such an indirect approach will be called for. As philosophers of

science, we want to do more than simply describe case studies; we would like to be able to say

something about the more general issues such practices raise. In many cases, an indirect ap-
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proach to representing such practices brings out common features that a more direct approach

would gloss over. In this case, however, there seems to be no such benefit; instead, the partial

structures approach obscures philosophically critical aspects of the practice of applying the

early calculus that RIC can be used to represent directly.

Ultimately, making the additional structural claim adds nothing to the original explana-

tion in terms of the practice of applying the early calculus. The restrictions on appropriate

structures and mappings above really amount to the claim that physicists took derivatives,

but not infinitesimals, to require a physical interpretation, which in turn amounts to the claim

that they allowed themselves to make inferences about the world from claims about derivat-

ives in which terms for infinitesimals don’t appear, but not from claims about infinitesimals.

Since we are answerable only to these permissible inferences in choosing the right structure,

and since the right structure is seriously underdetermined by both the practice of mathem-

aticians who used the early calculus and that of the scientists who applied it, we have good

reason to think the inferences are doing the explanatory heavy lifting, not any such structure.

Note that the problem is not that the partial structures approach does not tell us which struc-

tures are appropriate to use to represent applications of the early calculus. Vickers [2009, p.

245] persuasively argues that this in itself is no objection to the partial structures approach.

The partial structures approach treats a theory as determining a class of partial structures,

each providing a different representation, but leaves open the question of which structure in

this class best represents scientific practice. Rather, my complaint is that, once we answer

this question by looking directly to scientific practice, it is unclear what value is added by

representing this practice in terms of partial structures.

If what I say in §4.3 is right, we can provide a better account of such applications in

terms of these inferences themselves without appealing to a mathematical structure picked

out by the early calculus. RIC allows for a more direct representation of both the algorithms

practitioners used and the ways in which they used them. Reconstructing such applications

in terms of structure at best is superfluous and at worst obscures from view the very inference
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strategies that allowed the early calculus to be successfully applied.

Beyond this, there are reasons to think that the partial structures approach in this case

fails even at the first task, explaining how inconsistent mathematical representations latch

onto their target systems. This is because the partial structures approach cannot model the

full range of ways in which we might use an inconsistent mathematical theory to produce a

physical representation.

One possibility is the one considered above, in which we do not treat infinitesimals as

physically significant and so posit a mapping that does not take any physical quantity to

an infinitesimal. The result is a consistent physical representation that will have the same

accuracy conditions as one produced using the modern calculus.

Another possibility is that part of the scientific community at the time of the introduc-

tion of the calculus had an inconsistent conception of change, which mirrored the inconsistent

conception of infinitesimals in the early calculus. According to such a conception, there really

are infinitesimal physical quantities (both temporal and spatial), and there really is, say, in-

stantaneous velocity, and things like the latter are to be explained in terms of the former. In

this case, we would expect the relevant mapping to take infinitesimal physical quantities to

infinitesimals in the mathematical structure, and so we would expect intermediate steps in

the calculation of a derivative or integral to be physically significant.
8

On the partial struc-

tures approach, such a representation would have to represent (a substructure of) the physical

structure as appropriately morphic to a properly partial substructure of the relevant mathem-

atical structure. But assuming the structure of the world is not properly partial, at least in the

sense of partial structures at play here, there can be no such morphism, and so the representa-

tion is necessarily inaccurate. This seems right if we have a very coarse-grained notion of the

contents of such representations. But if we move to more fine-grained accuracy conditions,

we seem to get the wrong ones. Such representations represent the world as inconsistent, so

8
Colyvan [2009, p. 167] considers this possibility. An alternative, also considered by Colyvan, is that we

produce an inconsistent representation of the same kind as an idealization in order to draw out a consistent set

of useful consequences. In this case, the representation and its accuracy conditions presumably stay the same.
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that some physical quantities are both zero and non-zero, for instance. We take the repres-

entation to be necessarily false because we take such physical quantities to be impossible. On

the other hand, the partial structures representation would seem to represent the world as

incomplete (or whatever it takes to instantiate a properly partial structure, assuming that the

notion of instantiating a partial structure makes sense at all), so that there are physical quant-

ities that are in a sense neither zero nor non-zero. This too we might take to be necessarily

false, but this time because we take it to be impossible for the world to instantiate a properly

partial structure. The states of affairs represented—the world’s having an inconsistent struc-

ture and its having a partial structure—are distinct, and the partial structures view can only

represent the latter.

There is a third possibility. Suppose that instead of taking instantaneous velocity, accel-

eration, and so on to be explained in terms of inconsistent infinitesimals, we take them to be

explained in terms of indeterminate infinitesimals. That is, we suppose that there is a physical

correlate to the infinitesimals described by the early calculus, but, knowing that the latter are

inconsistent, we don’t take a stance on many of the properties of their physical correlates,

particularly those properties that correspond to the inconsistent properties of naı̈ve infinites-

imals. This is distinct both from taking infinitesimals to be a mere artifact of the mathematics

and from taking them to lead to an inconsistent representation of the world. Intuitively, such

a representation should be accurate, for example, if there are infinitesimal physical quantities

structurally similar to the infinitesimals described by recent reconstructions of infinitesimal

calculus like those given by smooth infinitesimal analysis [Bell, 2008, Moerdijk & Reyes, 1991]

or non-standard analysis [Robinson, 1966]. (That we should want to be able to account for

such representations is supported by the fact that part of the interest of these reconstruc-

tions is that they have some claim to explaining the conceptions of space, continuity, change,

and related notions held by scientists and mathematicians who used the early calculus that

the modern calculus does not have.) On the other hand, if we had a genuinely inconsistent

conception of change as described above, our representations would not be made true by
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such quantities. Such a representation says less than a representation of inconsistent physical

infinitesimals but more than the kind of representation we discussed earlier, which treats in-

finitesimals as a mere artifact of the mathematics and doesn’t provide them with any physical

interpretation.

A mapping account appealing to partial structures would have to treat indeterminate rep-

resentations of this kind in the same way as it treats the earlier inconsistent representation.

We are still left representing the structure of the world as partial if our mapping takes infin-

itesimal physical quantities to infinitesimals in the mathematical structure (and the latter are

in the 𝑅3 block of any interpreted relation). But it is hard to see how a structure that allows

for a representation with a reasonably strong physical content could both keep infinitesimals

out of the 𝑅3 blocks of its interpreted relations and make each sentence in our reconstructed

theory of the calculus partially true. The result is that this version of the mapping account

would also assign the wrong accuracy conditions to this sort of representation. The mapping

account depicts such representations as accurate only if the structure of the target system is

partial—something such representations do not in fact require.

4.2.2 Inconsistent structures

Alternatively, we might try to explain applications of inconsistent mathematics in terms of

inconsistent structures.
9

We can understand an inconsistent structure as a set-theoretic struc-

ture in which each relation 𝑅 is represented as a pair ⟨𝑅+, 𝑅−⟩, where 𝑅+ is the extension of

the relation (containing the 𝑛-tuples of which the relation holds) and 𝑅−
is the antiextension

of the relation (containing the 𝑛-tuples of which the relation does not hold). We require that

𝑅+∪𝑅− = 𝐷𝑛
for each 𝑛-ary 𝑅, but don’t require that 𝑅+∩𝑅− = ∅. Consistent structures come

out as a special case where 𝑅+ ∩ 𝑅− = ∅ for each 𝑅. An atomic 𝑅𝑎 is true in an inconsistent

structure if and only if the denotation of 𝑎 is in the extension of the relation assigned to 𝑅

and false in an inconsistent structure if and only if the denotation of 𝑎 is in the antiextension

9
Something like this is required to make sense of some of the suggestions in [Colyvan, 2008b, 2009].
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of the relation assigned to 𝑅.
10

A representation appealing to an inconsistent mathematical

theory represents the world as structurally similar to an inconsistent structure in which each

sentence of the reconstructed mathematical theory is (at least) true. That is, such a represent-

ation posits the existence of a structure-preserving mapping between (a substructure of) the

structure of the physical target system and (a substructure of) the inconsistent mathematical

structure.

For the purposes of understanding applications of inconsistent mathematics, this ap-

proach has some advantages over the partial structures approach. In particular, unlike the

partial structures approach, it seems to give the right fine-grained accuracy conditions for

inconsistent representations making use of the early calculus. For instance, if we map an in-

finitesimal physical quantity to a mathematical infinitesimal 𝜖 in the structure, we seem to

represent that physical quantity as both zero and non-zero, since ⟨𝜖, 0⟩ will have to be in both

the extension and the antiextension of the equality relation.

However, all the issues that came up for the partial structures approach concerning which

partial structure and mapping are relevant to a given application come up again here in de-

termining which inconsistent structure
11

and mapping are relevant to a given application.

Given the story in the previous subsection, we should expect the relevant mapping to be

between the same bits of the empirical setup and a consistent substructure of the inconsistent

structure picked out by the early calculus. Indeed, we should expect this consistent substruc-

ture to be isomorphic to the total substructures of the partial structures we considered in the

previous section generated by the image of the relevant mapping. So we get what amounts

to the same account of cases where the early calculus is applied to produce consistent repres-

entations of the world. And so we end up with the same problem; the substantive, interesting

10
The structures and truth-definition described above are in fact those of the logic LP, first developed by Asenjo

[1966] and popularized by Priest [1979]. I take these structures (and corresponding truth-definition) to be the most

straightforward way to make sense of various claims about ‘inconsistent structures’, but the remarks I make below

should also apply to other ways of making sense of the notion.

11
Just as with partial structures, many inconsistent structures satisfy a given theory, differing from one another

in which items in the domain are in both the extension and antiextension of each relation. For instance, every

sentence is at least true in a structure where the extension and antiextension of each𝑛-ary relation are both simply

𝐷𝑛
.
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explanation of what was going on isn’t given in terms of structure, and adding the struc-

tural claim to this explanation yields nothing new. And, again, the structural claim seems to

obscure the structure-independent explanation that does the real work. Moreover, like the

partial structures approach, the inconsistent structure approach does not have the resources

to account for cases where the inconsistency of the mathematics leads us to posit indeterm-

inate physical correlates of the inconsistent mathematical entities. For our purposes, the two

approaches differ very little.

4.2.3 Related total consistent structures

Finally, assuming that we’re not interested in how the calculus might have been used to pro-

duce inconsistent or indeterminate representations of the world, we might try to explain rep-

resentations appealing to the early calculus in terms of some related total consistent structure.

There are two sorts of explanation we might want to provide in these terms.

The first is a retrospective explanation of the success of representations using the early

calculus, given our present knowledge. It is more or less trivial to do this in terms of total

consistent structures. Given that early practitioners’ procedures yielded the same results as

the modern calculus, their results are satisfied by structures for the modern calculus, which

can in turn be mapped to the relevant target systems.

The second sort of explanation concerns the epistemic status of representations based on

the early calculus from the point of view of practitioners at the time. Why was it reasonable

for scientists to make physical inferences using the early calculus despite its inconsistency?

This too is something we should expect a mapping account to be able to support as a meta-level

representational device for representing philosophically salient features of scientific practice.

Perhaps we can think of scientists at the time as using the inconsistent calculus to gesture at

some consistent structure. Some early practitioners, including Newton, might seem to have

gestured at something that, in retrospect, looks like an 𝜖, 𝛿 limit. For example, early in the

Principia, Newton writes:
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Those ultimate ratios with which quantities vanish are not actually ratios of ul-

timate quantities, but limits which the ratios of quantities decreasing without

limit are continually approaching, and which they can approach so closely that

their difference is less than any given quantity, but which they can never exceed

and can never reach before the quantities are decreased indefinitely. [. . . ] There-

fore, whenever, to make things easier to comprehend, I speak in what follows of

quantities as minimally small or vanishing or ultimate, take care not to under-

stand quantities that are determinate in magnitude, but always think of quantities

that are to be decreased without limit. [1999, pp. 88f]

To modern eyes, it might appear that Newton is telling the reader that infinitesimals are just

a heuristic device used to produce the same results as the consistent notion of an 𝜖, 𝛿 limit.

But, while this supports the view that mathematicians were dissatisfied with infinitesim-

als, it does not support the idea that such representations were possible because there was

such a consistent foundation in the vicinity. The fact that it took over 150 years to pro-

duce a consistent foundation for the calculus in terms of 𝜖, 𝛿 limits strongly suggests that

early practitioners of the calculus didn’t have a suitably determinate conception of limit in

mind. Moreover, as noted above, recent reconstructions of the early calculus in terms of

infinitesimals—particularly smooth infinitesimal analysis and non-standard analysis—are of

interest largely because they have some claim to being better reconstructions of the early

calculus than the calculus built on 𝜖, 𝛿 limits. That all three have a claim to being rational

reconstructions of the early calculus again strongly suggests that mathematicians using the

early calculus were not gesturing at a suitably determinate structure.

Now, for the purposes of the second sort of explanation, mapping accounts should require

that, in using the early calculus to represent the world, scientists appealed, at least implicitly,

to a consistent structure of the sort picked out by later versions of the calculus based on the

modern definition of a limit. Plausible versions of the mapping account require the scientist

constructing the representation to actually define the relevant mapping by pairing up the
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relevant objects and relations; different mappings, even between the same two structures,

can produce representations with different accuracy conditions due to differences in which

objects and relations they pair up, and so merely positing the existence of a mapping is not

enough. Nguyen & Frigg [2021] observe that this means that the scientist must also be able to

single out a particular structure in the target system. But if this is so, then the scientist must

also be able to single out the relevant mathematical structure in order to define the mapping

in question. So, if scientists who used the early calculus weren’t at least implicitly appealing

to a consistent structure picked out by the modern calculus, then mapping accounts cannot

explain their calculus-based representations in terms of such a structure.

4.3 A Robustly Inferential Account of the Early Calculus in Applic-

ations

I have just argued that mapping accounts have significant shortcomings in their treatment

of applications of the early calculus and inconsistent mathematics more generally. In their

role as meta-level representational devices, they are forced to represent the most epistem-

ically significant features of the relevant practices—namely, algorithmic inference strategies

for safely reasoning with inconsistent information—at best indirectly. Further, such accounts

fail to represent the full range of ways in which we might use an inconsistent mathematical

theory to produce a physical representation. I now show how we can represent this case in

terms of RIC in a way that avoids both major problems. RIC-based approaches can directly

represent scientists’ algorithmic inference procedures and have more flexibility in how they

represent the possible physical interpretations of inconsistent mathematical representations.

Recall that, according to RIC, mathematical scientific representations have three ingredi-

ents:

(RIC1) A partial physical interpretation of the language in which the relevant mathematics

is expressed,
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(RIC2) An initial description of the target system in this physically interpreted mathematical

language, and

(RIC3) A set of mathematical inference patterns licensed by the relevant mathematics.

The representation’s informational content is then given by the closure of the statements in

RIC2 under the inference patterns in RIC3, under the interpretation RIC1.

Much of the story about applications of the early calculus that RIC helps us to tell parallels

the account of which structure and morphism are at play in such applications on the partial

structures and inconsistent structures views. Crucial there was the observation that those

who applied the early calculus did not allow themselves to make inferences about their target

systems on the basis of mathematical claims including terms for infinitesimals, particularly

intermediate steps in calculating a derivative or integral. We can capture this in two different

ways, both of which do better than the strategies examined so far.

First, we might take our set of privileged inference patterns (RIC3) to contain all inferences

that mathematicians allowed themselves to make in using the early calculus. These inferences

are already quite restricted, as noted before, as infinitesimals may only be used in calculating

derivatives and integrals, and the propositions that 𝜖 = 0 and 𝜖 ≠ 0 may only be used in

particular parts of these calculations. To avoid inconsistency in our physical representation,

we provide reals, but not infinitesimals, with a physical interpretation (RIC1). For instance, we

might specify that real values of 𝑡 represent time (in some unit), that real values of 𝑥 represent

position on some axis, that real values of 𝑓𝑥 (𝑡) (for 𝑡 ∈ ℝ) represent the position (on the same

spatial axis) of a given object at the time represented by 𝑡 , that for any physically interpreted

function 𝑓 (𝑥), real values of 𝑓 ′(𝑥) represent the rate of change of what is represented by 𝑓

with respect to what is represented by 𝑥 , and so on.

Alternatively, we might restrict the set of privileged inference patterns (RIC3). For in-

stance, we might leave out all inferences to or from claims including terms for infinitesimals.

This would leave out all inferences made within the calculation of a derivative or integral, but
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would leave in inferences from what a particular function is to what its derivative is. So, for

example, the inference from 𝑓 (𝑥) = 𝑥2
to 𝑓 ′(𝑥) = 2𝑥 would be an instance of an included

inference pattern, while the inference from 𝑓 (𝑥) = 𝑥2
to 𝑓 ′(𝑥) = (𝑥+𝜖 )2−𝑥2

𝜖
would not.

12
As a

result, the algorithms could not yield any sentences containing terms for infinitesimals, and

so we could drop the restriction to real values in the partial physical interpretation of the

mathematical vocabulary (RIC1).

The constraints placed on a physical system by this kind of representation will be those

that the partial structures and inconsistent structures accounts considered in §4.2 describe.

But RIC can represent them in a way that more directly captures the information about the

practice of applying the calculus that is ultimately used to determine which partial or in-

consistent structures and mappings are appropriate to represent a given application. Which

structures and mappings are appropriate are largely determined by which inferences scient-

ists allowed themselves to make on the basis of the relevant mathematics. The mathematical

part of these inferences is directly captured by the privileged set of mathematical inference

patterns, while the physical part is captured by the partial physical interpretation of the math-

ematical vocabulary. For this reason, RIC provides a more perspicuous, explanatory account

of applications of inconsistent mathematics than the partial and inconsistent structures ap-

proaches.

This framework can also explain attempts to provide infinitesimals with physical inter-

pretations. In an inconsistent physical representation of the kind at times suggested by Co-

lyvan [2009], the collection of privileged inference patterns would again contain all inferences

that mathematicians allowed themselves to make in using the early calculus. But the partial

physical interpretation would now assign a physical content to sentences containing terms

for infinitesimals—treating terms for infinitesimals as denoting infinitesimally small physical

quantities. In effect, this would involve providing an inconsistent physical justification for

12
In this case, RIC3 would include (something like) the algorithms of the calculus, as described by Vickers

[2013], as well as those corresponding to the algebraic inferences (restricted to the reals) one might make outside

of the calculation of a derivative or integral.
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algorithms taking us to or from sentences containing terms for infinitesimals and, in partic-

ular, an inconsistent physical explanation of why procedures for calculating derivatives and

integrals work.

By taking such a representation and restricting the collection of privileged inference pat-

terns and physical interpretation in the right way, we could also produce a physical inter-

pretation that posits indeterminate physical infinitesimals of the kind discussed in §4.2.1. For

instance, if we modify the physical interpretation so that statements of the form ‘𝑎 = 𝑏’ are

not interpreted when 𝑎 or𝑏 is a term for an infinitesimal, but otherwise interpreted as express-

ing equality up to an infinitesimal difference, we get a representation that could be accurate

if there were physical quantities that behaved like the hyperreals of non-standard analysis.

After some filling in, the resulting physical justification for the derivative and integral al-

gorithms might then turn out to look something like the mathematical justifications given for

the corresponding inferences in non-standard analysis. So, unlike mapping accounts, RIC can

accommodate the difference between not positing infinitesimal physical quantities, positing

inconsistent infinitesimal physical quantities, and positing physical quantities corresponding

to infinitesimals but not saying enough about them to make the resulting theory inconsistent.

Now, at this point, one might worry that this account of representations appealing to

inconsistent mathematics explains how such representations are possible at the cost of fail-

ing to explain what makes them undesirable.
13

When the use of inconsistent mathematics

results in an inconsistent physical representation, the shortcomings are clear: such a repres-

entation must misrepresent the world (assuming, pace dialetheists, that the world does not

have contradictory properties). But what about cases in which consistent physical repres-

entations appeal to inconsistent mathematics? In such cases, the consistency of the physical

representation depends on various kinds of inferential restriction. First, not all classically

valid inferences can be permissible in reasoning within the inconsistent mathematical the-

ory; otherwise, the classical law of ex contradictione quodlibet would trivialize the theory.

13
I thank an anonymous referee for the British Journal for the Philosophy of Science for raising this objection.
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Second, either the physical interpretation of the mathematical vocabulary or the collection

of mathematical inference patterns (or both) must be restricted so that no inconsistent set of

claims in the mathematical theory, when physically interpreted, is among the commitments

of the physical representation.

Representations requiring these restrictions have several shortcomings. In the first place,

producing such a representation is no easy matter. It must be clear exactly what these re-

strictions are for such a representation to have a determinate content. And even when such

restrictions are made, it may not be clear whether they are sufficient to produce a consistent

physical representation. More importantly, these restrictions rule out some ways of better

understanding why calculations used in the representation work. For instance, consider the

use of the derivatives of the early calculus to represent instantaneous velocity. If none of

the intermediate steps in calculating a derivative are physically interpreted, the derivative is

treated as a black box in the physical representation, making it mysterious why this procedure

yields the function representing an object’s velocity when applied to the function represent-

ing its displacement. The most straightforward way of interpreting these intermediate steps

yields the inconsistent representation considered above, while ways of interpreting them that

yield consistent representations give us only incomplete explanations of why the procedure

works, as in the case of the representation positing indeterminate infinitesimals considered

above. The modern calculus, in contrast, allows us to provide these intermediate steps with

a physical interpretation, treating instantaneous velocity as the limit of an object’s average

velocity over a finite interval of time as that interval approaches zero—thereby also arguably

shedding more light on the very concept of instantaneous velocity. That said, despite these

shortcomings, such a representation can be very useful both when no suitable representation

appealing to consistent mathematics is available and when it is simply more computationally

convenient to continue to use the representation appealing to inconsistent mathematics.
14

14
For example, even once it was discovered by Schwartz [1945] that mathematically rigorous distributions

could do the work of mathematically ill-defined delta functions in quantum mechanics, physicists largely contin-

ued to appeal to delta functions.
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It is also worth pausing here to distinguish RIC from Vickers’s view that the early calculus

is algorithmic. It might seem that I am now advocating a very similar view, despite having

rejected Vickers’s view in §4.1.
15

A first difference is that the two views are simply about

two different things. RIC concerns how mathematics can be used to produce representations

of the physical world generally, while Vickers [2013, ch. 6] does not engage explicitly with

physical applications of the calculus. As a result, our claims about algorithms amount to very

different things. When Vickers says that the early calculus was algorithmic, this is a statement

about what mathematicians were doing when they proved results within the calculus. When

I say that we can think of the inference patterns in RIC3 as algorithms, this does not entail

that we should understand the mathematical inferences corresponding to these algorithms as

themselves algorithmic when made in the context of carrying out a mathematical proof.

More importantly, I’m not even making the analogous claim about scientific reasoning,

that scientists reason algorithmically when they apply mathematics. The role of the set of

inference patterns (RIC3) in RIC is just to encode inferences about the target system that

must preserve truth according to the representation: if 𝐴 is a physically interpreted claim in

the enhanced language of the mathematical theory, and 𝐵 is a physically interpreted claim

in this language at which we can arrive by applying some sequence of the algorithms to 𝐴

(that is, by carrying out an algorithm with 𝐴 as input, carrying out a second algorithm with

the output of the first as input, and so on), then the representation is committed to 𝐵 if it is

committed to 𝐴. It is for this reason that I characterize the view as inferential rather than

algorithmic.

On the other hand, the thought might be that I end up with a similar explanation of

how the early calculus was applicable. For instance, a proponent of a standard mapping ac-

count (without partial or inconsistent structures) might claim that Vickers shows that the

early calculus is applicable because it is algorithmic and thus consistent. The algorithms in

RIC would similarly seem to allow us to produce a consistent representation using the early

15
I would like to thank two anonymous referees for the British Journal for the Philosophy of Science for encour-

aging me to consider this point.
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calculus. However, RIC can also capture uses of the early calculus to produce inconsistent

representations. And, even when using it to describe cases where consistent representations

are produced, the inference patterns in RIC3 need not correspond to the algorithms of the

calculus as Vickers describes them.

4.4 Beyond Inconsistent Mathematics

For all I have said so far, RIC might be thought to be a mere patch, supplementing mapping

accounts with a different account of applications of inconsistent mathematics. By way of

conclusion, I will now briefly argue that this is not the case. The shortcomings of mapping

accounts with respect to applications of inconsistent mathematics give us reason to favor RIC

sketched in the previous section as a general account of mathematical scientific representa-

tions.

Proponents of mapping accounts might be tempted to treat applications of inconsistent

mathematics as a marginal, pathological case, so that failure to explain such applications is

not a strike against mapping accounts. But this is the wrong move for three reasons.

First, from its introduction, the early, inconsistent calculus was widely applicable and

hugely successful. It was a central part of much of the most important scientific work done

between its introduction and the introduction of the modern calculus. Even if we only con-

sider the early calculus, we can hardly treat applications of inconsistent mathematics as mar-

ginal; they are among the cases we should expect a good theory of applications to explain.

Second, the case of the early calculus bears important similarities to more recent uses of

mathematics in physics, in which it is not clear that the role of the mathematics is to pick out a

mathematical structure due to its failure to live up to the standards of rigor of pure mathemat-

ics. As Urquhart [2008a, p. 410] puts it, ‘the methods that [physicists] use are frequently so far

from normal mathematical practice that it is sometimes not clear that the objects [appealed to

in mathematical representations] themselves are even mathematically well-defined’. Some-
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times, this involves using heuristic devices, like Heaviside’s operational calculus, to solve

difficult mathematical problems. These techniques allowed problems involving linear differ-

ential equations to be reduced to algebraic problems that were much easier to solve. Though

it would take decades for these techniques to be given a mathematically rigorous justification,

they bore a great deal of fruit in physics—particularly the study of electromagnetism.
16

But

sometimes such methods have been crucial to formulating our representations themselves.

For instance, the Feynman path integral has yet to be put on a fully rigorous mathematical

footing,
17

but is central to the (extremely successful) path integral formulation of quantum

mechanics among other things. In other cases, the work mostly involves formally manipu-

lating symbols, with the help of computer simulations—for example, computer models fre-

quently use techniques like finite differencing, which allow difficult sets of partial differential

equations to be solved by brute force, together with additional ad hoc features to make the

already simplified problem computationally tractable.
18

Such techniques led Steiner [1992, p.

100] to write, “it is doubtful whether we can attribute to today’s physicists even a consistent

mathematics.”

If it were crucial to pick out a mathematical structure and posit a mapping between it

and the physical target system, then we would expect physicists to use more mathematically

rigorous techniques. In appealing to mathematical objects that may not be well-defined, one

would run the risk of failing to produce a representation at all. And yet mathematical objects

that really were not well-defined, like the Dirac delta function (the function whose value is

zero except when its argument is zero and whose integral over the real line is one), have

produced representations of scientific importance, even if rigorous techniques to do the same

work were subsequently developed. In particular, the delta functions have been used in rep-

resentations in a number of different areas, including the study of circuits (where they played

the role of the unit impulse) and quantum mechanics. Likewise, in using unjustified heurist-

16
For a good history of the operational calculus and attempts to provide it with a rigorous foundation, see

[Lützen, 1979].

17
Though progress has been made. See [Johnson & Lapidus, 2000].

18
For an accessible discussion of these and other techniques in computer modeling, see [Winsberg, 2010].
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ics, one would run the risk of misrepresenting the structure essential to applications. And, in

merely manipulating symbols, perhaps with the aid of computer simulations, one would not

seem to have a particular mathematical structure in mind at all. It is less than clear that this

activity is best reconstructed as reasoning about a mathematical structure, even when there

is an appropriate structure in the vicinity.

But if mathematical representation doesn’t essentially depend on relations between math-

ematical and physical structures, we have an explanation of this. Physicists do not need to

hold themselves to pure mathematicians’ standards of mathematical rigor because they ask

less of the mathematics than pure mathematicians do. What physicists need is a means of

representing and reasoning about physical systems. For that purpose, there is no reason to

exclude computational techniques based on heuristics, inferences about mathematical objects

that are not well-defined, or even formal manipulation of uninterpreted symbols. Since the

aim is not to pick out and explore the properties of a particular mathematical structure or

class of such structures, we should not expect that the most expedient techniques are those

appropriate for pure mathematics. I consider such cases in much greater detail in the next

chapter.

Finally, if proponents of mapping accounts appeal to a different account to explain applic-

ations of inconsistent mathematics, then they are forced to accept very different explanations

of the applicability of the calculus pre- and post-Weierstrass, without any corresponding dif-

ference in the practice of applying the calculus. Given the continuity in the practice of ap-

plying the calculus before and after it was given a consistent foundation, we should expect

continuity in the explanations of these practices. Moreover, if we take the contents of such

representations to be at all fine-grained, the account of mathematical representations couched

in terms of the early calculus could not attribute the same content to these representations

as the default mapping account attributes to representations using the later, consistent cal-

culus, since the latter must invoke the structure picked out by the later, consistent calculus,

while the former could not. Even if we accept different explanations of the early, inconsistent
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calculus and the later, consistent calculus, it seems tremendously implausible that the content

of representations appealing to calculus would change in this way without a corresponding

change in practice on the part of physicists.

All of this gives us good reason to think that RIC provides not only a good explanation

of applications of inconsistent mathematics, but also a compelling, general explanation of

mathematical representations of the physical world.
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Chapter 5

Applying Unrigorous Mathematics: Heaviside’s

Operational Calculus and Path Integrals in

Quantum Physics
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Applications of inconsistent mathematics are an extreme case of a more general and much

more common phenomenon: the use in physics of mathematics that fails in one way or an-

other to meet the standards of rigor that apply to work in pure mathematics. From the early

calculus in Newtonian physics to ill-defined path integrals in quantum field theory, physi-

cists have leaned heavily on mathematical tools that fall well short of the standards of rigor

of present-day pure mathematics.
1

These tools have made possible a number of important

physical results despite the mathematics’ not clearly sufficing on its own to pick out well-

defined mathematical structures. The success of these techniques and their relation to more

rigorous techniques are among those features of scientific practice we might want a philo-

sophical account of applications of mathematics to shed light on in its role as a meta-level

representational device for philosophers of science. But little attention has been paid to these

questions in existing work.

The aim of this chapter is to show that we have reason to favor RIC over mapping accounts

on the grounds that RIC is a better tool for addressing these and other questions arising from

applications of unrigorous mathematics. Central to applying unrigorous mathematics is the

use of inference strategies that restrict the use of incoherent, underdeveloped, or otherwise

problematic concepts so that undesirable results cannot be derived. Because such techniques

typically involve local inferential restrictions that do not naturally correspond to neat divi-

sions of a mathematical structure, mapping accounts must represent them at best in a highly

indirect way, which makes them less useful for reasoning about such cases. In contrast, RIC

can represent such strategies much more directly and as a result opens up more possibilities

for representing and reasoning about them.

In §5.1, I present a general case for RIC on the grounds that it is a more useful device

for representing applications of unrigorous mathematics. In particular, RIC is more useful

1
In what follows, I will refer to such cases as “applications of unrigorous mathematics” for the sake of sim-

plicity. Importantly, in using this phrase I do not wish to imply that the physics is unrigorous, but only that the

mathematics itself would count as unrigorous by the standards of present-day pure mathematics. I also do not

wish to imply that mathematical rigor is a simple binary. Not only is mathematical rigor a matter of degree, but

the threshold and criteria for labeling a given piece of mathematics as “rigorous” depend largely on social and

historical context.
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for reasoning about the methodologies scientists’ use to mitigate the risks associated with

applying unrigorous mathematics. In the rest of the chapter, I consider in detail two case

studies of applications of unrigorous mathematics: Heaviside’s operational calculus (§5.2) and

path integrals in quantum physics (§5.3). These cases both illustrate the central points made in

the more general argument for RIC, as well as how RIC can be used to make sense of a wide

variety of methodologies for working with unrigorous mathematics in physics. I conclude

(§5.4) by considering two objections to my arguments: first, that these cases show at best

that mapping accounts should be supplemented with an account of mathematical formalisms,

inferential power, and related concepts, and, second, that these are not applications of genuine

mathematics at all. I argue that each of these considerations actually highlights an advantage

of RIC.

5.1 Unrigorous mathematics in general

5.1.1 Inferentially permissive and inferentially restrictive methodologies

A useful tool for thinking about applications of unrigorous mathematics can be found in the

work of Davey [2003], who argues that at least some arguments that are unpersuasive when

construed as mathematical arguments (due to failures of rigor resulting from the use of math-

ematically ill-defined concepts) are in fact persuasive qua physical arguments. This is pos-

sible, according to Davey, because physicists employ in these cases an “inferentially restrictive

methodology” unlike the “inferentially permissive methodology” of pure mathematics.

An inferentially permissive methodology, like that of mathematics as ordinarily practiced,

is one in which there is no restriction on what concepts one can appeal to in making an ar-

gument (or attempting to prove a theorem or solve a problem) or on the use of classically

valid inferences. As mathematics is normally practiced, mathematicians may use any math-

ematical concept, technique or result from any area of mathematics they like in working on a
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particular problem.
2

This is particularly fruitful in mathematics, as many theorems that have

resisted proof using only the resources of the branch of mathematics to which they belong

(including, perhaps most famously, Fermat’s Last Theorem) have turned out to be accessible to

proof when those domains have been linked to superficially unrelated areas of mathematics,

and the links between these domains are often of great mathematical interest in themselves.

This certainly also has benefits for mathematical scientific representations, as it allows for the

use of mathematical resources outside the mathematics explicitly used in the representation

both to help explore the connections between such representations and to better understand

the properties and commitments of these representations themselves.
3

In contrast, an inferentially restrictive methodology is one in which not just any concept

or classically valid inference may be used at any point in an argument. Importantly, such

restrictions need not be understood in terms of the adoption of a particular subclassical logic

(e.g., a paraconsistent logic
4
), but may instead involve a patchwork of more local restrictions.

For instance, if what I said about the early calculus is right, the use of terms for infinitesimals

was limited to the context of calculating derivatives and integrals, and the use of particular

information about infinitesimals was limited to even narrower contexts within these calcu-

2
There are, of course, exceptions. If what I say in the previous section is correct, the early calculus is a notable

example, as certain information about infinitesimals could only be appealed to at particular points in a given proof.

Early set theory, before the introduction of consistent automatizations, might also be such an example if we think

its use did not commit mathematicians to the absurdities resulting from the paradoxes of naı̈ve set theory.

But it is also worth noting that not all explorations within mathematics of mathematically unrigorous concepts

require adopting such a methodology. For instance, Mortensen [1995] formulates inconsistent versions of several

mathematical theories within a paraconsistent setting, but this work is highly rigorous and requires no inferential

restrictions when (rightly) understood as reasoning about, rather than within, such theories. (That is, Mortensen’s

reasoning at the meta-level is entirely classical.)

3
This is not to say that these advantages are only available to physical representations allowing for an in-

ferentially permissive methodology. Restricting the use of certain concepts and inferences to particular contexts

doesn’t rule out establishing connections between different mathematical domains, though it does place limits on

how this can be done.

4
Even when the relevant restrictions are best understood in terms of the adoption of a particular logic, this

need not be a paraconsistent logic. For example, smooth infinitesimal analysis requires some classically valid

inferences to be unavailable, as otherwise one could derive a contradiction that would trivialize the theory. How-

ever, the appropriate background logic for smooth infinitesimal analysis is intuitionistic and so not paraconsistent.

The role of the intuitionistic background logic is not to prevent contradictions from trivializing the theory, but to

prevent explicit contradictions (i.e., those of the form 𝑝 ∧¬𝑝) from arising in the first place. This feature seems to

be shared by the “patchwork” strategies considered in the rest of this section. Such strategies don’t necessarily aim

to prevent contradictions from trivializing the representation, but rather aim to prevent explicit contradictions

from arising at all.
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lations. Certain classically valid inferences are unavailable provided that these restrictions

are observed, but it is not at all clear that the practice of using the early calculus with these

restrictions is best understood in terms of the adoption of a particular subclassical logic.

Such a methodology is required when scientists reason with concepts or information that

they believe might lead us to a contradiction (or something else undesirable for their purposes)

if certain inferences made available by an inferentially permissive methodology were to be

carried out. Such reasoning is unrigorous by the standards of any field with an inferentially

permissive methodology, but may be (rightly) persuasive in the context of an inferentially

restrictive methodology. These inferential restrictions allow us to quarantine mathematically

ill-defined concepts to those contexts in which they behave in the desired way, thereby making

it impossible to use them to derive undesirable (or, at the limit, absurd) results.

The use of procedures for calculating integrals and derivatives in the early calculus as

discussed in §4.1 is an excellent example of an inferentially permissive methodology. Because

naı̈ve infinitesimals were mathematically problematic, their use was restricted to such pro-

cedures, and even within these procedures, their use was restricted so that absurdities could

not be derived. Consider the procedure for calculating the derivative of a function 𝑓 (𝑥). One

first takes
𝑓 (𝑥+𝜖 )−𝑓 (𝑥 )

𝜖
and simplifies it algebraically to eliminate division by 𝜖 . Here one is

expected to reason as if 𝜖 ≠ 0, so that division by 𝜖 is well-defined. Then, once all division

by 𝜖 has been eliminated, one reasons as if 𝜖 = 0, in order to eliminate terms in which 𝜖

appears as a factor. In this case, the use of the problematic concept is restricted to particular

contexts (i.e., those in which these procedures are carried out), and within these contexts,

not all classically valid inferences are permitted. In particular, in the first step, no classically

valid inferences from 𝜖 = 0 are permitted, and in the second, no classically valid inferences

from 𝜖 ≠ 0 are permitted. As a consequence, otherwise inaccessible results not involving

infinitesimals can be derived, namely the correct equations for integrals or derivatives of the

relevant functions. But no inconsistent results in which infinitesimal terms do not appear can

be derived. Provided the infinitesimal terms are not physically interpreted, this means the
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resulting physical representation also need not be inconsistent (or otherwise epistemically

deficient).

But inferentially restrictive methodologies are far more widespread than applications of

inconsistent mathematics. Their use is also called for in any case in which the behavior of a

mathematical concept relevant to an application is understood in some but not all contexts,

either because the necessary mathematical work has been done or because the concept itself

has not been fully pinned down. While such examples abound, in this chapter I focus on

two: Heaviside’s application of his operational calculus in electrical engineering (§5.2) and

the use of path integrals in quantum field theory (§5.3). I argue that the advantages of RIC

as a meta-level representational device for philosophers of science generalize from cases of

inconsistent mathematics to these cases, and so the advantages of RIC aren’t confined to a

few fringe cases, but can be seen in connection to a number of key parts of both the history

of science and current scientific practice.

5.1.2 Inferentially restrictivemethodologies and accounts of applications ofmath-

ematics

Before turning to these case studies in the rest of the chapter, in the rest of this section I will

present a broad argument for the claim that the use of inferentially restrictive methodologies

in applications of unrigorous mathematics favors RIC over mapping accounts. In the rest of

the chapter, I will substantiate these points in relation to case studies and discuss some of the

more particular philosophical issues that these cases raise.

Recall from §3.1.4 that RIC recovers mapping accounts as special cases, and so adjudicat-

ing between RIC and mapping accounts comes down the question of whether RIC’s greater

generality has philosophical payoffs that outweigh its cost. If there were no such benefits,

mapping accounts would be preferable on the grounds that they say more than RIC about

applications of mathematics in general. The aim of this chapter is to show that one such be-

nefit is that RIC is a better tool for representing episodes in which unrigorous mathematical
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techniques have been applied in the history and current practice of science.

In the previous chapter I argued that, in the case of inconsistent mathematics, RIC does

better at both central tasks for an account of applications of mathematics: (1) as an explana-

tion of how inconsistent mathematics can in principle be used to represent a physical target

system and (2) as a meta-level representational device to bring out philosophically salient

features of episodes from scientific practice. In this chapter, however, I concede for the sake

of argument that some versions of the mapping account succeed at the first task, explaining

how unrigorous mathematics can in principle be used to represent a physical target system.

It is enough for my purposes to show that mapping accounts have shortcomings in connec-

tion to the second task, as meta-level devices for representing episodes in which unrigorous

mathematics has been applied.

Crucial to using a mapping account as a meta-level device is identifying an appropriate

structure or collection of structures to represent the relevant mathematics. This is simple

when applications involve well-understood mathematical theories. Even if scientists skip a

few steps or rely on unarticulated assumptions, we philosophers of science can straightfor-

wardly represent their practice in terms of a well-defined mathematical structure associated

with the theory.

However, when a mathematical theory or technique involved in an application is not a

well-understood piece of pure mathematics, more work must be done. In the extreme, the

mathematics involved might be inconsistent, as in the case of the early calculus discussed

in the previous chapter or the Dirac delta function, both of which found—and in the case

of the Dirac delta function, continue to find—widespread use in physics. Since no classical,

set-theoretic structure satisfies an inconsistent theory, additional work must be done to un-

derstand such cases in terms of the mapping account. Similarly, a piece of mathematics might

fail to pick out a well-defined structure because it appeals to inchoate or incoherent con-

cepts. If a mathematical theory appeals to such concepts, there will be a degree of indeterm-

inacy in its global mathematical commitments—even if those concepts are well-behaved and
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well-understood in more local contexts—due to there being multiple ways to flesh out these

concepts or resolve their incoherence.

One option is to appeal to a more liberal kind of structure built to accommodate incon-

sistency and indeterminacy. The most promising account to do so is the partial structures

approach [Bueno & Colyvan, 2011, Bueno & French, 2012, 2018, da Costa & French, 2003],

as discussed in §2.4 and §4.2.1. Recall that a unary relation 𝑅 in a partial structure partitions

the domain into three blocks: 𝑅1, those items of which 𝑅 holds; 𝑅2, those of which 𝑅 does

not hold; and 𝑅3, those for which 𝑅 is undefined. (𝑛-ary relations and functions are treated

similarly.) Total structures are a special case in which the 𝑅3 block of every relation is empty.

A statement 𝜙 is partially true in a partial structure if 𝜙 is true in a total structure that extends

the partial structure (by moving elements from the 𝑅3 to the 𝑅1 and 𝑅2 blocks of its relations).

This means 𝜙 and ¬𝜙 can both be partially true in the same partial structure, provided that

the structure can be extended in one way to make 𝜙 true and in another to make ¬𝜙 true.

The same device allows us to represent conceptual indeterminacy in addition to inconsist-

ency. When a mathematical theory is not clearly inconsistent but also does not clearly pick

out a determinate (total) structure, the theory can be represented as a collection of partial

structures in which propositions to which it is not clear whether the theory is committed are

partially true.

Another option is to explain applications of inconsistent and otherwise unrigorous math-

ematics in terms of classical structures that stand in a more complex relationship to the prac-

tice in question. For instance, one might represent scientists as reasoning about different

classical structures in different local contexts, even within the same argument.
5

Alternat-

ively, one might appeal to a structure picked out by a later, more rigorous successor to the

mathematical theory. For instance, we might understand early applications of the infinites-

imal calculus in terms of modern calculus, or we might understand applications of the Dirac

delta function in terms of Schwartz’s theory of distributions.

5
This is the essence of the “chunk-and-permeate” strategy [Brown & Priest, 2004], even if Brown and Priest

don’t explicitly present it in terms of the mapping account.
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Why expect such strategies to produce less perspicuous explanations of the success of

unrigorous mathematical techniques than RIC? Because crucial to these explanations are the

inferentially restrictive methodologies scientists adopt when using these techniques, and, in

typical cases, this involves a patchwork of local inferential restrictions (rather than the more

general restrictions that might be involved in adopting a particular non-classical logic, say).

Such restrictions allow scientists to quarantine mathematically ill-defined concepts to con-

texts in which they behave in the desired way, making it impossible to use them to derive

undesirable (or, in the limit, absurd) results.

Consider, for example, the Dirac delta function, which, if taken to be an honest, extended

real-valued function, produces an inconsistent mathematics. Nonetheless, it can be enorm-

ously useful if one adopts the inference strategy, explicitly adopted by Dirac, of using it only

as a factor within an integrand.

Dirac [1967, §15, p. 58] defines the delta function as a quantity 𝛿 (𝑥) satisfying

∫ +∞

−∞
𝛿 (𝑥)𝑑𝑥 = 1 (5.1)

and

𝛿 (𝑥) = 0 for 𝑥 ≠ 0. (5.2)

Of course, there can be no such 𝛿 if it is construed as an extended real-valued function (and

the integral is an ordinary Lebesgue integral). Consider the function 𝑓 (𝑥) = 0. From (5.2), it

follows that 𝑓 (𝑥) = 𝛿 (𝑥) almost everywhere. But from this and an elementary property of

Lebesgue integrals, it follows that

∫ +∞
−∞ 𝑓 (𝑥)𝑑𝑥 =

∫ +∞
−∞ 𝛿 (𝑥)𝑑𝑥 and so, from this and (5.1), we

have 0 = 1. As a result, any mathematical theory that posits the existence of such a function

must be inconsistent.

Dirac was, of course, well aware of this, writing, “𝛿 (𝑥) is not a function of 𝑥 according

to the usual mathematical definition of a function” [1967, §15, p. 58]. His response was to

restrict its use to particular contexts in which it behaved in the desired way and could not
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lead to inconsistency:

Thus 𝛿 (𝑥) is not a quantity which can be generally used in mathematical analysis

like an ordinary function, but its use must be confined to certain types of expres-

sion for which it is obvious that no inconsistency can arise. [Dirac, 1967, §15, p.

58]

The important properties of the delta function for Dirac’s purposes concerned its behavior

within integrals. The most important of these for Dirac’s [1967, §15, p. 59] purposes were

∫ +∞

−∞
𝑓 (𝑥)𝛿 (𝑥)𝑑𝑥 = 𝑓 (0) (5.3)

and ∫ +∞

−∞
𝑓 (𝑥)𝛿 (𝑥 − 𝑎)𝑑𝑥 = 𝑓 (𝑎) (5.4)

for any continuous function 𝑓 (𝑥) and 𝑎 ∈ ℝ.
6

And even when Dirac introduces elementary

properties of his delta function outside of integrals, he makes it clear that these are meant

only to inform the manipulation of expressions containing expressions for his delta function

within the scope of an integral. They are “essentially rules of manipulation for algebraic

work involving 𝛿 functions. The meaning of any of these equations is that its two sides give

equivalent results as factors in an integrand” [Dirac, 1967, §15, p. 60]. And Dirac justifies

these rules by appealing to the properties of the delta function within integrals. So Dirac

avoids inconsistency by constraining his use of his delta function to within integrals—or,

more accurately, uses it in such a way that it can ultimately end up only as a factor of an

6
Indeed, these properties are so central to the value of the Dirac delta function that presentations of it some-

times dispense with (5.2) and even (5.1) in favor of conditions more closely related to (5.3) and (5.4). For instance,

Messiah [1961, ch. V, §8, pp. 181f] defines the Dirac delta function as the singular function 𝛿 (𝑥) satisfying∫ 𝑏

𝑎

𝑓 (𝑥)𝛿 (𝑥 − 𝑥0)𝑑𝑥 =

{
𝑓 (𝑥0) for 𝑥0 in the interval (𝑎, 𝑏)
0 for 𝑥0 outside the interval (𝑎, 𝑏)

for any function 𝑓 (𝑥) continuous at 𝑥 = 𝑥0. He then mentions (5.1) and (5.2) only as a way to “visualize” the Dirac

delta function. Likewise, Swanson [1992, p. 2] defines it via (5.4), and Davey [2003] defines it via (5.1) and (5.3).
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integrand, so that no inconsistency can arise:
7

although an improper function [e.g., the delta function] does not itself have a

well-defined value, when it occurs as a factor in an integrand the integral has a

well-defined value. In quantum theory, whenever an improper function appears,

it will be something which is to be used ultimately within an integrand. There-

fore, it should be possible to rewrite the theory in a form in which the improper

functions appear all through only in integrands. One could then eliminate the

improper functions altogether. [Dirac, 1967, §15, p. 59]

Regardless of how local or global a set of inferential restrictions is, RIC can directly rep-

resent it via the specification of the RIC3 component of the representation, the set of priv-

ileged inference patterns; disallowed inferences may simply be excluded from RIC3. With

these inferences excluded, the result of applying the inference patterns in RIC3 to the initial

specification of the target system (RIC2), given the interpretation of the mathematical vocab-

ulary (RIC1), needn’t be inconsistent or contain otherwise undesirable propositions meant to

be avoided via the inferential restrictions. The inferential restrictions may be specified in an

entirely piecemeal fashion or at a very high level of generality, but in applications of unrig-

orous mathematics an intermediate level of grain will almost always be called for. Consider

Dirac’s inference strategy. We can very naturally specify RIC3 in this case by including all

inference patterns licensed in real analysis given the assumption that the Dirac delta is an

extended real-valued function, apart from those in which it doesn’t appear as a factor in an

integrand. Provided the problematic concepts really do behave in the desired way in these

restricted contexts, we then have a quite straightforward explanation of the success (and epi-

stemic legitimacy) of their application: thus restricted, the behavior of those concepts was

sufficiently well understood for scientists to judge whether the physical inferences they li-

censed under a given physical interpretation (RIC1) were in accord with their understanding

7
It is straightforward to see how this allows us to block the reasoning by which we earlier derived 0 = 1 from

the definition of the Dirac delta function. This involved making essential appeal to properties of the function

outside an integral (namely, the property that 𝛿 (𝑥) = 0 almost everywhere).
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of the target system. In Dirac’s case, the restrictions allowed him to do so by showing that

the delta function could ultimately be dispensed with altogether.

In contrast, representing such inferential restrictions in terms of a mapping account is

considerably less straightforward. Consider, for example, how the partial structures approach

would treat the Dirac delta function. Because the properties

∫ +∞
−∞ 𝛿 (𝑥)𝑑𝑥 = 1 and 𝛿 (𝑥) =

0 for 𝑥 ≠ 0 are inconsistent, each must be merely partially true in the partial structure rep-

resenting the mathematical theory as a whole. This structure is directly mapped to the target

structure.
8

But the important properties of this structure are those it shares with structures in

which one or the other is strictly true. When one reasons as if

∫ +∞
−∞ 𝛿 (𝑥)𝑑𝑥 = 1, one reasons

about a partial structure in which that sentence is strictly true. This reasoning is connected

back to the structure in which it is merely partially true by means of a partial morphism. The

restriction of the delta function to where it appears as a factor in an integrand can be reflected

only indirectly in which structures are mapped back to the one that is interpreted physically

and by which morphisms.

Compared to the RIC-based explanation sketched above, the partial structures explanation

is positively baroque. It requires a proliferation of new resources—at least four structures and

three mappings, even in this relatively simple case—to indirectly represent surface features

of Dirac’s practice that RIC can capture by appealing directly to syntactic restrictions that

Dirac makes explicitly. And this divergence in complexity becomes more pronounced when

8
This is a simplification. As Dirac saw it, this inferential restriction meant that the delta function could be

dispensed with entirely, albeit at the cost of expressing quantum mechanics in a more cumbersome way. Whenever

we find the delta function as a factor within an integral of the form given on the left-hand side of (5.4), we can

produce an equivalent expression in which the delta function does not appear by substituting the appropriate

instance of the right-hand side of (5.4) for the integral in which the delta function appears. Dirac suggests that

this means that the unrigorous delta function introduces no lack of rigor into the physical theory, as the Dirac

delta function “is merely a convenient notation, enabling us to express in a concise form certain relations which

we could, if necessary, rewrite in a form not involving improper functions, but only in a cumbersome way which

would tend to obscure the argument” [Dirac, 1967, §15, p. 59].

If we wished to represent this in terms of the partial structures approach, we would do so by adding a delta-free

structure mapped to both the target structure and the partial structure just described. In terms of RIC, we would

note that the restriction of the delta function to contexts in which it appears as a factor in an integrand, together

with properties connecting such expressions to expressions in which the delta function does not appear, means

that we could achieve an equivalent representation by replacing all inference patterns in which the delta function

appears in RIC3 with inference patterns in which it doesn’t appear.
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scientists’ inference strategies are themselves more complex, resulting in a spider’s web of

structures and morphisms.

This in itself needn’t be a problem. A reconstruction of complicated scientific reason-

ing should itself be expected to be complicated. The question is whether the additional layer

of complexity introduced by mapping accounts adds any value, and it’s not at all clear to

me that it does in this case. I think it’s telling that Bueno & French [2018, pp. 131ff], who

treat this case at length, never explicitly appeal to partial structures, apart from writing, “we

would speculate—although we shall not go into it here—that our framework of partial homo-

morphisms could quite naturally capture both the open-ended nature of Dirac’s theory and

the manner in which it can be related to Schwartz’s” (pp. 136f). Instead, they write directly

about the restriction of the delta function to contexts in which it is a factor in an integrand

and how that together with Dirac’s algebraic rules for manipulating the delta function in such

contexts ensures that the delta function is dispensable. These features of Dirac’s practice are

at the center of his successful use of the delta function, but they can only be represented very

indirectly in terms of partial structures. Explicitly representing the case in terms of partial

structures would have distracted from these more important features. In contrast, they could

be much more directly represented in terms of the set of inference patterns RIC3. And so this

complexity arguably hinders the partial structures approach in its role as a meta-level device

for representing philosophically significant features of scientific practice.

Note that the problem here isn’t the move from classical to partial structures. The first

type of classical structure-based approach, appealing to multiple classical structures to cap-

ture different aspects of the mathematical reasoning (cf. Benham, Mortensen & Priest, 2014),

yields a similar proliferation of structures and morphisms without introducing any further

resources for representing inferential restrictions. And an approach based on later, rigorous

structures has even fewer resources for representing such restrictions. The right diagnosis, I

think, is that the inferential restrictions used to successfully apply unrigorous mathematics in

practice rarely correspond to neat divisions of some mathematical structure—or even divisions
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between several such structures. Even when a structure and mapping that correctly capture

the informational content of the representation can be found, these don’t lend themselves to

a neat account of how they relate to the relevant inferential restrictions. It’s in this sense that

I claim that RIC facilitates more perspicuous representations of applications of unrigorous

mathematics. Both RIC- and mapping-based explanations of the success of such applications,

particularly of why it was reasonable for scientists to reason as they did, must make essential

appeal to strategies of inference restriction used by those scientists. RIC directly represents

such information, while mapping accounts can represent it at best very indirectly, placing

more emphasis on the structural gymnastics required to accommodate such episodes.

Still, one might think that the mapping-based explanations are deeper or more substantial

than their RIC-based counterparts in that they provide an explanation in terms of structures

and mappings of the restricted inferences that RIC directly appeals to. Here, it is worth re-

calling an important similarity between RIC and mapping accounts. A mapping account’s

structures and mappings do the same work as the three components of RIC; they represent

the informational content of the relevant mathematical scientific representation, which in

turn is used to explain mathematically mediated inferences licensed by the representation.

In either case, scientists’ mathematically mediated inferences are ultimately justified by the

supposition that the representation is in fact accurate. And so explanations of why particular

mathematically mediated inferences are justified ground out in either case in the informa-

tional content of the relevant mathematical representation.

But what about the explanation of Dirac’s success in using the delta function? Dirac’s

inferential restrictions are at the foundation of the RIC-based explanation of this success: by

choosing the appropriate inferential restrictions, Dirac ensured the delta function behaved as

desired, so that the resulting representations had the desired content. A proponent of a map-

ping account should flesh this out as follows: By making the appropriate inferential restric-

tions, Dirac ensured that he was reasoning about mathematical structures related in the right

way to the relevant quantum mechanical structures. But it might seem that a mapping-based
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explanation achieves greater depth than the RIC-based explanation by going one step further,

explaining those inferential restrictions in terms of structures and mappings. While the mere

fact that mapping accounts represent such restrictions in terms of structures and mappings

doesn’t entail that they explain them in those terms, there is a feature of these restrictions

that can be profitably explained in terms of structures and mappings: their appropriateness.

Why are the restricted inferences appropriate? Because they are licensed in reasoning about

a collection of structures and morphisms that collectively support using the delta function to

reason about quantum mechanical structures. But this is just to say, in terms of the mapping

account, that they are appropriate because they ensure that the representation has the desired

informational content. And as before, this informational content can be specified (very often

with greater ease) in terms of RIC to yield a parallel explanation. And so I see no reason to

think explanations given in terms of structures and mappings are in virtue of that deeper than

other explanations formulated in terms of RIC.

The rest of the chapter is devoted to substantiating the points made here through an ex-

amination of two more detailed case studies: Heaviside’s operational calculus (§5.2) and path

integrals in quantum physics (§5.3).

5.2 Heaviside’s operational calculus

In this section, I substantiate the points I made in the previous section by considering Oliver

Heaviside’s application of his operational calculus, which was notoriously unrigorous. Per-

haps most infamous were his operational treatment of fractional differentiation and his treat-

ment of the divergent series expansions that arose in this work. His cavalier approach to

these series, coupled with his apparent ignorance of the then-burgeoning theory of divergent

series produced by Poincaré and others, led the Royal Society to take the unprecedented step

of subjecting his work to peer review and ultimately refusing to publish his work on the sub-

ject.
9

Rather than leading Heaviside to pursue greater mathematical rigor, this seems to have

9
For useful discussions of this episode, see Yavetz [1995, pp. 318–20] and Nahin [2002, pp. 222f]
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had the opposite effect, leading him to more enthusiastically embrace a lack of rigor:

Shall I refuse my dinner because I do not fully understand the process of diges-

tion? No, not if I am satisfied with the result. Now a physicist may in like manner

employ unrigorous processes with satisfaction and usefulness if he, by the applic-

ation of tests, satisfies himself of the accuracy of his results. At the same time he

may be fully aware of his want of infallibility, and that his investigations are

largely of an experimental character, and may be repellent to unsympathetically

constituted mathematicians accustomed to a different kind of work. [Heaviside,

1899, §224, pp. 9f]

For all this, Heaviside’s operational work was remarkably successful. There have been no

credible challenges to his physical results, and his unrigorous techniques underpinned real

conceptual (not just computational) advancement. In particular, his “resistance operators,”

which were central to his operational techniques, generalized the concept of resistance so

that he could extend Ohm’s law to time-varying circuits with reactive elements, anticipating

the later concept of generalized 𝑠-plane impedance, which did the same work more rigorously.

How is it that Heaviside could be so successful in applying his operational calculus des-

pite the highly unrigorous nature of his work? As in the cases considered so far, Heaviside

employed a number of strategies to restrict the inferences one could make with incoherent,

underdeveloped, or otherwise questionable mathematical concepts. That is, he adopted an

inferentially restrictive methodology.

What is distinctive about Heaviside’s approach in relation to the cases considered so far

is that Heaviside often made inferential restrictions in a strikingly local and ad hoc way, and

he frequently used the physical interpretation of the mathematics in a given case to inform

the mathematical inferences he ultimately took to be licensed. (The restrictions used in the

early calculus and those made by Dirac look relatively simple, general, and well-motivated

in comparison.) Explaining how and why these strategies worked requires us to represent

Heaviside’s inferential practices at a finer level of grain than mapping accounts naturally
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allow for. I will argue that RIC can do much better in this regard.

In section 5.2.1, I introduce the operational calculus. In section 5.2.2, I discuss several

ways in which the operational calculus fails to meet the standards of rigor of pure mathem-

atics, with a focus on the inferential restrictions Heaviside introduces to manage this lack of

rigor. In contrast to Dirac’s, Heaviside’s inference restriction strategies were strikingly local,

piecemeal, and ad hoc. I argue that these features put further stress on mapping accounts but

are easily accommodated by RIC. I then consider two ways in which mapping accounts may

be thought to have an explanatory benefit outweighing these shortcomings: explaining the

role of the physical reasoning in informing Heaviside’s mathematical reasoning (§5.2.3) and

explaining Heaviside’s success retrospectively in terms of later rigorous techniques (§5.2.4). I

argue that neither of these considerations favors mapping accounts.

5.2.1 Heaviside’s operational calculus and resistance operators

The operational calculus

As a bare mathematical device, Heaviside’s operational calculus was a method for solving dif-

ferential equations algebraically by treating differentiation as an operator. As a toy example,

consider the equation 𝑑𝑥/𝑑𝑡 = 𝑓 (𝑡). The first step was to reformulate the equations in terms

of differential operators. In our example, this would yield 𝑝𝑥 (𝑡) = 𝑓 (𝑡), with 𝑝 the operator

corresponding to 𝑑/𝑑𝑡 . Next, Heaviside treated these operators as ordinary algebraic quant-

ities, allowing him to solve the reformulated equations algebraically in terms of functions

of these operators, construed as algebraic quantities. Call this the “operational solution.” In

our example, solving for 𝑥 (𝑡) in the operationalized equation yields the operational solution

𝑥 (𝑡) = 𝑝−1 𝑓 (𝑡). Heaviside would then “algebrize” this solution to eliminate all reference

to functions of differential operators, yielding the desired solution to the original differential

equations. He most often achieved this by expanding functions of 𝑝 in his operational solution

in ascending or descending powers of 𝑝 and applying rules for replacing particular expressions

containing 𝑝 with expressions for functions of 𝑡 , though he occasionally used substitutions
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that did not require such power series expansions.
10

In our simple example, no power series

expansion is required, but the expression 𝑝−1
requires an interpretation. Heaviside usually

interpreted 𝑝−1
as the definite integral

∫ 𝑡

0
𝑑𝑢, which in this case gives us 𝑥 (𝑡) =

∫ 𝑡

0
𝑓 (𝑢)𝑑𝑢.

Heaviside is far from the originator of methods treating differential operators as algebraic

quantities independent of the functions they operate on. This was made possible by Leib-

niz’s 𝑑/𝑑𝑥 notation for differentiation and subsequently developed by many of the biggest

names in late-eighteenth- and nineteenth-century mathematics, including Lagrange, Laplace,

Fourier, Cauchy, and Boole, among others.
11

Heaviside is known to have studied the relev-

ant work of Fourier and Boole in particular [Cooper, 1952, p. 12], on the basis of which he

likely developed his own version of the operational calculus. While the novelty of Heaviside’s

approach, construed purely as a piece of mathematics, is up for debate,
12

the primary con-

tribution of Heaviside’s operational calculus was not that it taught mathematicians anything

they did not already know about differential equations. Indeed, these mathematicians were

able to prove more general results—and with greater rigor—than Heaviside. Rather, Heav-

iside’s primary contribution in this work was, as Nahin [2002, p. 218, emphasis in original]

puts it, to show “how to apply to real, physical problems of technological importance analytical

techniques that had up till then been symbolic abstracts.”

Resistance operators

Central to this task were what Heaviside called “resistance operators.” These he used to

present an early generalization of Ohm’s Law:
13

10
Cf. the schema presented by Lützen [1979, §I.5, pp. 170–2].

11
For detailed treatment of these historical antecedents, albeit without reference to Heaviside, see Koppelman

[1971]. For a discussion that more explicitly ties this history to Heaviside, see Cooper [1952].

12
For instance, Cooper [1952] argues that Heaviside’s results are not very novel at all, Lützen [1979] responds

by citing a number of distinguishing features of Heaviside’s techniques. Petrova [1987] argues in turn that these

distinguishing features were anticipated by Cauchy, Gregory, and Boole, but there is no consensus on this [see,

e.g., Yavetz, 1995, p. 310, note 4].

13
Prior to introducing this concept in 1887 in “On Resistance and Conductance Operators” [Heaviside, 1894,

pp. 255–74], Heaviside used these techniques extensively in “On the Self-Induction of Wires” [Heaviside, 1894,

pp. 168–323], first published in 1886–7. Aspects of them appear as early as “The Induction of Currents in Cores”

[Heaviside, 1892, pp. 353–416], first published in 1884–5.
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If we regard for a moment Ohm’s law merely from a mathematical standpoint,

we see that the quantity 𝑅, which expresses the resistance, in the equation 𝑉 =

𝑅𝐶 ,
14

when the current is steady, is the operator that turns the current 𝐶 into

the voltage 𝑉 . It seems, therefore, appropriate that the operator which takes the

place of 𝑅 when the current varies should be termed the resistance-operator. To

formally define it, let any self-contained electrostatic and magnetic combination

be imagined to be cut anywhere, producing two electrodes or terminals. Let the

current entering at one and leaving at the other terminal be𝐶 , and let the voltage

be 𝑉 , this being the fall of potential from where the current enters to where it

leaves. Then, if 𝑉 = 𝑍𝐶 be the differential equation (ordinary, linear) connecting

𝑉 and 𝐶 , the resistance-operator is 𝑍 . [Heaviside, 1894, p. 355]

While Ohm’s Law could be used only for the analysis of DC circuits in steady state or time-

varying circuits with only resistive elements (i.e., with no reactance), the concept of resistance

operator could be used to generalize it to circuits with reactive elements and arbitrary time-

varying voltages or currents: 𝑉 = 𝑍𝐶 with𝑍 the resistance operator for the circuit rather than

its total resistance. While some work had been done to generalize Ohm’s law to time-invariant

AC circuits in the years immediately preceding Heaviside’s work,
15

Heaviside’s resistance

operators were a significant step forward in that they did not require the assumption that the

relevant voltages and currents were sinusoidal. After all, a resistance operator is whatever

turns the current between two points in a circuit into the voltage between those points. Due

to this high degree of generality, resistance operators could be used to analyze the behavior

of a much wider range of systems.

Heaviside’s operational calculus was central not just to how resistance operators came to

be able to play these roles, but also to the very possibility of expressing them. The resistance

14
Heaviside deviates from modern usage here in using𝐶 rather than 𝐼 for current. I follow him in this through-

out this paper for the sake of consistency.

15
The first to do so seems to have been Wietlisbach [1879], and these techniques were subsequently refined

by Oberbeck [1882] and popularized in Britain by Lord Rayleigh [1886a, 1886b, 1891]. For a useful discussion of

this history, see Kline [1992, pp. 77ff].
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operators for circuit elements were derived from the usual equations describing their relation

to voltage and current by solving for𝑉 /𝐶 . In the case of a resistor with resistance 𝑅, the relev-

ant equation is Ohm’s Law, and solving for𝑉 /𝐶 yields 𝑍𝑅 = 𝑉𝑅/𝐶𝑅 = 𝑅. On the other hand, in

the case of reactive elements, the operational calculus becomes crucial, as the relevant equa-

tions are differential equations relating inductance or capacitance (respectively) to voltage and

current. In the case of an inductor with inductance 𝐿, the relevant equation is𝑉𝐿 (𝑡) = 𝐿𝑑𝐶𝐿 (𝑡 )
𝑑𝑡

,

derived from Faraday’s law. Here, to derive the resistance operator 𝑍𝐿 = 𝑉𝐿/𝐶𝐿 , we must use

the operational calculus. Substituting Heaviside’s 𝑝 operator for 𝑑/𝑑𝑡 yields 𝑉𝐿 = 𝐿𝑝𝐶𝐿 , and

solving for 𝑉𝐿/𝐶𝐿 yields 𝑍𝐿 = 𝑉𝐿/𝐶𝐿 = 𝐿𝑝 .

The resistance operators for circuit elements can then be combined to yield the resistance

operator for the whole circuit, just as resistances are combined to yield the resistance of circuit

as a whole in the case of steady-state DC circuits or circuits with no reactive elements. In

the latter case, the total resistance of a collection of resistors 𝑅1, . . . , 𝑅𝑛 in series is 𝑅total =

𝑅1 + . . . + 𝑅𝑛 , and for resistors in parallel,

1

𝑅total

=
1

𝑅1

+ . . . + 1

𝑅𝑛
,

Resistance operators behave exactly the same in this respect.
16

For circuit elements in series,

𝑍total = 𝑍1 + . . . + 𝑍𝑛 , and for circuit elements in parallel,

1

𝑍total

=
1

𝑍1

+ . . . + 1

𝑍𝑛
.

A simple example: Step response of an RL circuit

For a simple example of how this worked in practice, consider a circuit consisting of an ideal

resistor with resistance 𝑅 and an ideal inductor with inductance 𝐿 in series—or, equivalently,

a coil with resistance 𝑅 and inductance 𝐿—with a constant external voltage 𝑒 applied at 𝑡 = 0.

16
Not only that, but they can be derived from Kirchhoff’s laws and Ohm’s law for resistance operators in

exactly the same way as the rules for combining resistances are derived from Kirchhoff’s laws and Ohm’s law for

resistors.
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One thing we might want to know about this circuit is the resulting current 𝐶 as a function

of time. Heaviside discusses this problem in §283 of the second volume of Electromagnetic

Theory [Heaviside, 1899, pp. 129f].

−
+
𝑒

𝑅

𝐿

𝑡 = 0

Figure 5.1: A DC circuit with a resistor and inductor in series, as treated in [Heaviside, 1899,

§283, pp. 129f].

Since the resistor and inductor are in series, the resistance operator for the whole circuit is

just the sum of the resistance operators of these elements—i.e., 𝑍 = 𝑍𝑅 + 𝑍𝐿 . And so, making

the appropriate substitutions, we have 𝑍 (𝑝) = 𝑅 + 𝐿𝑝 . To represent the external voltage’s

being applied at time 𝑡 = 0, we represent the voltage by that external voltage 𝑒 multiplied by

the unit step function
17

:

1(𝑡) =


0 if 𝑡 ≤ 0

1 if 𝑡 > 0

.

Making the relevant substitutions in 𝑉 = 𝑍𝐶 and solving for 𝐶 then yields 𝐶 = 𝑒1/(𝑅 + 𝐿𝑝).

This is the operational solution of the problem.

Heaviside’s next step is to “algebrize” this solution. This is required to yield an expression

for 𝐶 as a function of 𝑡 , rather than 𝑝 . To do this, Heaviside expands the right-hand side of

17
In more recent texts, it is more common to use 𝐻 (𝑡) for the unit step function in Heaviside’s honor. Here I

use a boldface 1 to remain close to Heaviside’s own notation, while marking the difference between the unit step

function and the integer 1. Heaviside typically left multiplication by the unit step function 1 implicit in such cases,

much as one normally leaves multiplication by the integer 1 implicit. In the rest of this discussion, I’ve added in

instances of 1 where Heaviside leaves them implicit in his treatment of this example in [Heaviside, 1899, pp. 129f]

for the sake of clarity.
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the operational solution in descending powers of 𝑝 , yielding

𝐶 =
𝑒

𝑅 + 𝐿𝑝 1 =
𝑒

𝐿𝑝 (1 + 𝑅/𝐿𝑝) 1 =
𝑒

𝑅

(
𝑅

𝐿
· 1

𝑝
−

(
𝑅

𝐿

)
2

· 1

𝑝2
+

(
𝑅

𝐿

)
3

· 1

𝑝3
− . . .

)
1.

To make sense of this, Heaviside had to give meaning to the expression 1/𝑝 (or 𝑝−1
). In cases

like this, Heaviside interpreted this as the inverse operator of 𝑝 = 𝑑/𝑑𝑡—since algebraic-

ally we should have 𝑝 · 𝑝−1 = 1, and multiplication by 1 should correspond to the identity

operator—and took this inverse operator to be 1/𝑝 =
∫ 𝑡

0
𝑑𝑢. 1/𝑝𝑛 then comes to represent

𝑛-fold integration.

So we have

1

𝑝
· 1 =

∫ 𝑡

0

1 𝑑𝑢 =


0 if 𝑡 ≤ 0

𝑡 if 𝑡 > 0

and so

1

𝑝𝑛
· 1 =


0 if 𝑡 ≤ 0

𝑡𝑛/𝑛! if 𝑡 > 0.

So the power series can be rewritten as

𝐶 =
𝑒

𝑅

(
𝑅

𝐿
· 1

𝑝
1 −

(
𝑅

𝐿

)
2

· 1

𝑝2
1 +

(
𝑅

𝐿

)
3

· 1

𝑝3
1 − . . .

)
=
𝑒

𝑅

(
𝑅

𝐿
𝑡 −

(
𝑅

𝐿

)
2

𝑡2

2!

+
(
𝑅

𝐿

)
3

𝑡3

3!

− . . .
)
,

which Heaviside recognized as the power-series expansion of

𝐶 =
𝑒

𝑅

(
1 − 𝜖−(𝑅/𝐿)𝑡

)
for 𝑡 ≥ 0, the correct result.

18

18
Here again, I follow Heaviside in using 𝜖 rather than 𝑒 for Euler’s number.
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5.2.2 Failures of rigor and inferential restrictions

Layered local inferential restrictions

We are already in a position to observe several ways in which these techniques failed to live

up to the standards of mathematical rigor—in the hands of Heaviside at any rate. In each

case, the failures of rigor do not involve the derivation of any straightforwardly incorrect

result, but rather, as Yavetz [1995, p. 317] puts it, “the use of terms and procedures that are

seldom fully defined”. As in other examples of unrigorous mathematics, the result is a degree

of indeterminacy in the global mathematical commitments of the operational calculus, and

Heaviside avoided deriving incorrect results by adopting an inferentially restrictive method-

ology. However, as we will see, these restrictions were more local, piecemeal, and ad hoc

than in other cases, and his ultimate justification for them was atypical. As a result, these

inference strategies are even more difficult to treat straightforwardly in structural terms that

those considered in section 2, while RIC can again represent them with relative ease.

An illustrative problem present in the example in §3.3 was that Heaviside’s techniques

often involved interpreting the inverse of his time-differentiation operator 𝑝 = 𝑑/𝑑𝑡 (·) as

𝑝−1 =
∫ 𝑡

0
· 𝑑𝑥 , but, thus interpreted, these are not generally inverse operators. Following

Nahin [2002, p. 232], consider again the simple differential equation 𝑑𝑥/𝑑𝑡 = 𝑓 (𝑡). As we

saw in the previous section, applying Heaviside’s operational techniques yields the solution

𝑥 (𝑡) =
∫ 𝑡

0
𝑓 (𝑢)𝑑𝑢. But this entails that 𝑥 (0) = 0, since

∫
0

0
𝑓 (𝑢)𝑑𝑢 = 0 for any 𝑓 we like. Since

not every function 𝑥 has this property, 𝑝 and 𝑝−1
are not generally inverse operators. This

problem is blatant and easily avoided in this simple case by restricting the use of this reasoning

to cases in which we know that 𝑥 (0) = 0 (for all functions 𝑥 that might be the operand of 𝑝

or 𝑝−1
). Heaviside observed this in practice by restricting his attention almost exclusively to

circuits in which the voltage and current are enveloped by the unit step function 1.

However, further restrictions turn out to be required. If 𝑝 and 𝑝−1
are inverse operat-

ors, they must also be commutative, and Heaviside ultimately rests his justification of this
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property on an interpretation of 𝑝1 as the (inconsistent!) Dirac delta function:

Thus 𝑝𝑝−11 = 𝑝𝑡 = 1 but 𝑝−1𝑝1 = [𝑝−1]0 = 0, unless we say 𝑝−1𝑝1 = 𝑝−1 𝑡−1

(−1)! =

𝑡0

0!
= 1. This property has to be remembered sometimes. [Heaviside, 1899, §358,

p. 298]

𝑝1(𝑡) must be zero except when 𝑡 = 0, since it jumps from 0 to 1 at 𝑡 = 0 and is otherwise

constant. If 𝑝−1𝑝1 =
∫ 𝑡

0
𝑝1(𝑢)𝑑𝑢 = 1, then 𝑝1 can only be the Dirac delta function.

19

We should interpret Heaviside’s move here not as an attempt to rigorously justify the

commutativity of the 𝑝 and 𝑝−1
operators but instead as a way of managing inconsistent

demands on the behavior of these operators. In essence, Heaviside is adopting an inferential

strategy that makes the line of reasoning that leads to the contradiction in this case—namely,

𝑝−1𝑝1 = 𝑝−1
0 = 0—off-limits. Rather, 𝑝1 must be reasoned with as if it were the Dirac delta

function, so that only the second line of reasoning—𝑝−1𝑝1 = 𝑝−1 𝑡−1

(−1)! = 𝑡0

0!
= 1—is allowed.

This second line of reasoning is still unrigorous, since it appeals to the Dirac delta function

under the guise of 𝑝1 = 𝑡−1

(−1)! . But by limiting oneself to one or the other of these lines

of reasoning, one rules out an obvious way of deriving an explicit contradiction from the

inconsistent properties of the Dirac delta function.

While this on its own is not enough to guarantee that one won’t derive explicit contra-

dictions via the inconsistent properties of the delta function, Heaviside does seem to have

implicitly adopted a strategy similar to Dirac’s strategy of using the delta function only as

a factor in an integrand. In Heaviside’s case, it was the step of “algebrization” that allowed

instances of 𝑝1 to be dispensed with via identification of 𝑝−𝑛1 with 𝑡𝑛/𝑛! only after the al-

gebraic manipulation of 𝑝-expressions required to derive the operational solution had been

completed.

19
Recall that the Dirac delta function is defined by the properties 𝛿 (𝑥) = 0 for 𝑥 ≠ 0 and

∫ ∞
−∞ 𝛿 (𝑥)𝑑𝑥 = 1. In

the presence of the first property, the second is equivalent to

∫ 𝑡

0
𝛿 (𝑥)𝑑𝑥 = 𝑝−1𝛿 = 1. This, incidentally, is why

the many attempts to provide the operational calculus with a purely algebraic, as opposed to analytic, foundation

failed. Making 𝑝 and 𝑝−1
commute means living with the Dirac delta function or something very much like it.

For a useful historical treatment of such approaches, see Lützen [1979, pp. 188ff].
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So to ensure that 𝑝 and 𝑝−1
were inverse operators while avoiding nasty side effects,

Heaviside had to observe several inferential restrictions at different levels of grain: (1) That

property could only be appealed to when those operators were applied to functions enveloped

by the unit step function, (2) 𝑝 must be taken to be the ordinary time derivative except when

applied to step functions, in which case its integral is non-zero, and (3) reasoning as if 𝑝1 were

the Dirac delta was restricted to a certain part of Heaviside’s overall operational procedure,

during which those operators are treated merely algebraically prior to the (counterintuitively

named) step of “algebrization,” during which they were again interpreted analytically.

While Heaviside’s practice was far from ideal, RIC allows us to express a natural account

of why it was nonetheless reasonable. Each of these local inferential restrictions served to

rule out certain ways of working with 𝑝 and 𝑝−1
that produced undesirable algebraic beha-

vior by appealing to properties of those operators that were otherwise useful. When these

concepts were constrained to contexts in which their algebraic behavior was understood—

represented by RIC in terms of excluding the relevant patterns of inference from RIC3—they

yielded determinate numerical results, which could be compared with known results or with

Heaviside’s physical understanding of his target systems via the interpretation given by RIC1.

In essence, by restricting those operators to contexts in which they are well-behaved, Heav-

iside ensured that his representations (at least as far as those operators are concerned) have

determinate accuracy conditions and so could be evaluated in terms of their agreement with

both theoretical understanding of the target phenomena and experimental results.

Mapping accounts may be able to tell a similar story, but only in a cumbersome way. Con-

sider how the partial structures approach might do so, which can again be naturally adapted

to an approach based on classical structures. Directly mapped to the target structure will be

a structure in which, for each problematic property of 𝑝 and 𝑝−1
, it is merely partially true

that they have that property: that 𝑝 and 𝑝−1
are inverse operators, that 𝑝 and 𝑝−1 aren’t in-

verse operators, that 𝑝 and 𝑝−1
commute, that 𝑝 and 𝑝−1 don’t commute, that 𝑝−1𝑝1 = 0, that

𝑝−1𝑝1 = 1, and so on. In particular contexts, one reasons with partial structures extending
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this one in which some of these statements are strictly true. Each of these structures is then

mapped back to the structure is which all these statements are merely partially true either

directly or through mappings to intermediary structures. Heaviside’s inferential restrictions

are then represented indirectly in terms of which structures can be reasoned about in which

contexts and how they can be mapped to other structures in this family. As in the case of

the Dirac delta, I suspect that the inclusion of partial structures gives only a false appearance

of explanatory depth here. Each explanation ultimately bottoms out in properties of the in-

ferential restrictions Heaviside observes. Representing those restrictions indirectly in terms

of structures adds unnecessary complexity and obscures the features of Heaviside’s practice

that do the explanatory heavy lifting.

Ad hoc inferential restrictions

A further striking feature of Heaviside’s inference strategies is their often ad hoc nature.

Heaviside generally didn’t lay them out in advance and expressed comfort with the possibility

that such techniques might, if used injudiciously, lead to inconsistent results.

One striking example is that Heaviside frequently treated his operators in general (not

just 𝑝 and 𝑝−1
) as if they were commutative, though they don’t generally have this property.

Heaviside explicitly noted this but made no attempt at a general explanation of when such

moves were permissible. In a representative passage, he writes,

The reader may have noticed in the above, and perhaps previously, that we change

the order of operations at convenience, as in 𝑓 (𝑝)𝜙 (𝑝)1 = 𝜙 (𝑝) 𝑓 (𝑝)1, and that it

goes. But I do not assert the universal validity of this obviously suggested trans-

formation. It has, however, a very wide application, and transforms functions

in a remarkable manner. Reservations should be learnt by experience. [Heaviside,

1899, §251, pp. 59f, my italics]

The idea seems to be to freely appeal to the commutativity of his operators in contexts where

this works, determining which contexts these are through experimentation.
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Heaviside expressed the same attitude toward one of his most central results, the ex-

pansion theorem, which Lützen [1979] calls “Heaviside’s most important tool in algebrizing

procedures” (p. 170): where 𝑒 = 𝑍𝐶 is an operational solution, 𝑒 is a constant multiplied by

the unit step function, and “the form of 𝑍 [is] such as to indicate the existence of normal

solutions for 𝐶 ,”

𝐶 =
𝑒

𝑍0

+ 𝑒
∑︁ 𝜖𝑝𝑡

𝑝 𝑑𝑍
𝑑𝑝

[Heaviside, 1899, §282, p. 127]. This was a powerful tool because it worked in such a wide

range of circumstances, including for algebrizing operational solutions of partial differential

equations describing continuous telegraph circuits. But again it was not true generally. Heav-

iside insisted that it was actually undesirable to state precisely the conditions in which it can

be used:

Now it would be useless to attempt to state a formal enunciation to meet all cir-

cumstances. [. . . ] It is better to learn the nature and application of the expansion

theorem by actual experience and practice. [Heaviside, 1899, §282, p. 128, my ital-

ics]

So what do we make of this? What Heaviside seems to be proposing is what we might

call an ad hoc inference restriction strategy: inferences are restricted not in advance, but only

as we discover that certain patterns of inference produce incorrect or undesired results. Until

we make such a discovery we must “keep [our] eyes and [our] mind open, and be guided by

circumstances” [Heaviside, 1899, §223, p. 3]. How do we make sense of the success of such a

strategy, and, in particular, to what extent was it reasonable for Heaviside to adopt it?

Ultimately, such a strategy balances the benefits of a mathematical opportunism with a re-

cognition that results thus obtained are more fallible than those obtained by rigorous means.

Recognizing this fallibility means continually scrutinizing the results achieved with suspect

mathematics on the basis of their agreement with known results and one’s independent un-

derstanding of the target system. RIC offers considerable flexibility in how we represent this
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scrutiny.

On one hand, we might think of such a strategy as one in which inferences are added

to RIC3 in piecemeal fashion, so that the commitments of the representation never outstrip

those results that have actually been derived. When an inference would lead to an inconsist-

ent result or to a result that can otherwise be ruled out—for instance, because it has physical

consequences that are known to be incorrect—that inference is simply not added to RIC3. As

a result of this extreme conservatism, the representation cannot be committed to anything

undesirable. This might be relaxed in contexts in which the problematic mathematics is bet-

ter understood. Heaviside writes of “numerical groping” only as a technique of last resort

“when [physical] intuition breaks down” [Heaviside, 1899, §437, pp. 461f]. In less desper-

ate cases, these piecemeal additions might be higher-level inference types in which one has

gained confidence.

On the other hand, we might think of such a strategy as one in which inferences are

excluded from RIC3 in piecemeal fashion, so that inferences are only disallowed when they

are shown to lead to results that are inconsistent or can otherwise be ruled out. In this case,

the representation is very likely to be inconsistent, but its use does not require its users to

commit themselves to its accuracy. Instead, a user of such a representation might only commit

themselves to the accuracy of those results actually derived and scrutinized (in parallel fashion

to the previous case), reserving judgment about other commitments of the representation or

at least keeping their fallibility well and truly in mind.

Ultimately, a combination of the two approaches is likely to be most useful, with the

former accounting for Heaviside’s own commitments and the latter accounting for his oppor-

tunistic heuristic use of less well-understood techniques. Inference patterns from the latter

are incorporated into the former only after they have been suitably scrutinized. This allows

epistemically suspect results of unrigorous techniques to be quarantined even when one does

not yet have a good understanding of the contexts in which they can safely be applied.
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Now consider how the partial structures approach would treat this inference strategy.
20

In this case, the move corresponding to the addition of an inference to RIC3 is extending the

existing morphisms between the partial structures at work in the representation in a way that

licenses the inference and, when the representation cannot be made to license the inference

otherwise, adding a further partial structure and morphism. In this way, the partial structures

approach represents ad hoc reasoning in terms of ad hoc choices of structure and mapping.

Now, as the addition of inferences becomes more and more piecemeal, it becomes less clear to

me that the partial structures approach has the resources to license exactly those inferences

without licensing further inferences not licensed by the corresponding RIC representation.

But more importantly, this again introduces more complexity to do the same explanatory

work. Because the relevant structures will often in practice be several morphisms away from

the one that is directly mapped to the target structure, particularly when other strategies of

inference restriction are also in use, the requisite additions will often be less than straight-

forward. And it is again unclear that the formal apparatus used to represent these inferential

restrictions adds depth or substance to the explanation. What seems to do the work in explain-

ing why such techniques were epistemically justifiable is simply the practice of withholding

judgment about certain mathematical inferences until further support for their conclusions

is found. And this practice is again more straightforwardly represented in terms of RIC.

5.2.3 Failures of rigor and “physical mathematics”: The physical demand for frac-

tional differentiation

Rather than the failures of rigor considered so far, it was Heaviside’s treatment of fractional

differentiation and divergent series that most upset his contemporaries. The latter ultimately

led the Royal Society to begin subjecting his submissions to peer review and justified the

rejection of his final submission [Cooper, 1952, p. 14].

The second volume of Heaviside’s Electromagnetic Theory [Heaviside, 1899] begins with a

20
It can again be adapted to an approach positing multiple classical structures in a straightforward way.
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spirited, but sometimes bitter and defensive, justification of his unrigorous techniques in the

wake of this rejection. In addition to presenting a number of practical virtues of his unrigor-

ous techniques, he presented an approach to mathematics that is deeply grounded in physical

reasoning. In physics, the physical interpretation of the mathematics is to be kept in mind

at all times, so that physical knowledge and intuition can guide one’s mathematical work.

[Heaviside, 1899, §224, pp. 4f; see also §437, pp. 460f] We’ve already seen one way in which

it can do so: serving as means of checking results derived mathematically. But mathematics,

according to Heaviside, is also answerable to physics in that, if a physical representation re-

quires us to use a mathematical expression that appears to be mathematically meaningless,

we can conclude that that piece of mathematics is indeed meaningful and use the physics to

elucidate its behavior [Heaviside, 1899, §224, pp. 6f]. Even if we reject the idiosyncratic em-

piricist philosophy of mathematics Heaviside used to bolster these claims, we can make sense

of them in a context where the needs of physics outstrip existing mathematical resources. In

such cases, physics can legitimately guide the development of new mathematical theories and

techniques tailored to particular kinds of physical problem. This sort of inferential move from

physics to mathematics is common in Heaviside’s practice.

Heaviside was driven to the topics of fractional differentiation and divergent series by

his representation of semi-infinite, continuous systems, particularly the representation of a

semi-infinite transmission line via the telegraph equations

− 𝜕𝑉 (𝑥, 𝑡)
𝜕𝑥

= 𝑅𝐶 (𝑥, 𝑡) + 𝐿 𝜕𝐶 (𝑥, 𝑡)
𝜕𝑡

− 𝜕𝐶 (𝑥, 𝑡)
𝜕𝑥

= 𝐾𝑉 (𝑥, 𝑡) + 𝑆 𝜕𝑉 (𝑥, 𝑡)
𝜕𝑡

,

where 𝑅, 𝐿, 𝐾 , 𝑆 are resistance, inductance, “leakance” (conductance between the signal and

return wires), and capacitance per unit length of the telegraph wire, respectively.
21

Replacing

21
Heaviside’s treatment of this case can be found in [Heaviside, 1899, chapter 7].
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𝜕/𝜕𝑡 with Heaviside’s 𝑝 and doing some algebra yields

𝑉 =

√︄
𝑅 + 𝐿𝑝
𝐾 + 𝑆𝑝𝐶.

Producing numerical solutions or indeed any solutions expressed in terms of functions of

𝑡 rather than 𝑝 , even for special cases in which we ignore one or more of 𝑅, 𝐿, 𝐾 , and 𝑆 ,

requires making mathematical sense of expressions like ‘𝑝
1

2 1’. Heaviside’s confidence in the

representation of such systems given by the telegraph equations grounded his conviction that

this operational equation must have numerical solutions (if it is to adequately represent these

systems) and thus that there was indeed sense to be made of such expressions.
22

Heaviside did so via the equation 𝑝
1

2 1(𝑡) = (𝜋𝑡)− 1

2 , a result known at least as early as 1819

by Sylvestre Lacroix [1819, pp. 409f], but derived independently by Heaviside by more “exper-

imental” means.
23

One such derivation is the following. If we ignore leakage and inductance,

we can derive the equation

𝐶 = (𝑆𝑝/𝑅) 1

2𝑒1

for the current at 𝑥 = 0 where 𝑒 = 𝑉 (0, 0). One way to algebrize this operational equation

is by considering the case in which the wire has finite length 𝑙 , producing a Fourier series

expansion for the finite case (via Heaviside’s expansion theorem), and taking the limit as

𝑙 → ∞. Using the result to calculate the current at 𝑥 = 0 yields a new expression for the

22
Heaviside made a similar move in interpreting the divergent series expansions of various operational solu-

tions of the telegraph equation. He made no reference to the then-burgeoning theory of divergent series, but

he rightly recognized certain divergent series expansions as what we would now call “asymptotic expansions”

of the relevant functions on the basis of their physical meaning (i.e., the meaning of the physically interpreted

mathematical expression). He even correctly conjectured that the divergent parts of these asymptotic expansions

are meaningful, carrying information about the exact value of the function that they approximate, again based on

a physical interpretation of the components of the series. Nonetheless, as John R. Carson observed, “the precise

sense in which the expansion asymptotically represents the solution cannot be stated in general, but requires an

independent investigation in the case of each individual problem” [Carson, 1926, p. 78]. This relied on a notion of

“equivalence” between convergent and divergent series that Heaviside left undefined [e.g., Heaviside, 1899, §340,

p. 250].

23
For an extended treatment of the history of fractional differentiation, see Ross [1977].
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current at 𝑥 = 0:

𝐶 =
2𝑒

𝑅𝜋

∫ ∞

0

𝜖−𝑠
2𝑡/𝑅𝑆𝑑𝑠 = (𝑆/𝑅𝜋𝑡) 1

2𝑒.

Comparing our two formulae for current at 𝑥 = 0 and doing a little more algebra yields

𝑝
1

2 1 = (𝜋𝑡)− 1

2 (Heaviside, 1899, §350; cf. §240). After deriving this, he writes, “The above is

only one way in a thousand. I do not give any formal proof that all ways properly followed

must necessarily lead to the same result” [Heaviside, 1899, §350, p. 288]. Despite the lack of

assurance that this is the unique possible result and despite its reliance on a particular special

case (the telegraph equation without inductance or leakance), in the rest of the same chapter

Heaviside uses this equation to provide an account of more general fractional differentiation,

including half-integer differentiation and cases in which polynomials in 𝑝 occur under the

radical, as well as the operational solution of the telegraph equations in their full generality.

Here Heaviside moves from a physical system represented in operational terms, a semi-

infinite telegraph cable with no inductance or leakage, to a conclusion about the mathematics

apparently used to represent this very system. The thought seems to be that, whatever the

underlying mathematics, if it is to play the right role in representing this particular physical

case, then it must interpret 𝑝
1

2 1 as (𝜋𝑡)− 1

2 (at least in this instance). And if it does that, it must

interpret 𝑝
𝑛
2 1 for odd 𝑛 as 𝑝

𝑛−1

2 𝑝
1

2 1. Consideration of other cases determines a value for 𝑝
1

4 1.

Using these values that are necessitated by the physics (in its operational representation),

Heaviside then can test possible extensions of 𝑝𝑥 for arbitrary 𝑥 ∈ ℝ. It is agreement with

these results, rather than reasoning from first principles, that justifies his choice of extension

of 𝑝𝑥 to arbitrary real 𝑥 .
24

[Heaviside, 1899, ch. 7]

It might seem at first that this is a case in which mapping accounts can provide a sig-

nificant explanatory benefit even in the absence of a well-understood mathematical theory,

contrary to my claims in section 2 and in contrast to the cases considered in the previous

24
This reasoning from first principles would likely involve the gamma function, which extends the factorial

function to the complex numbers. In the end, Heaviside does much of the work of defining the gamma function

for arguments with non-positive real parts via analytic continuation (albeit restricting his attention to the reals),

but this again is used because it is the most expedient way to define 𝑝𝑥 for negative 𝑥 to suit the physical cases at

hand. [Heaviside, 1899, §425, p. 435]
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section. Such a benefit might in turn justify the greater complexity with which mapping ac-

counts must represent Heaviside’s strategies of inference restriction. According to this line

of thought, Heaviside learned about the relevant mathematical structure by making infer-

ences about that structure on the basis of its structural relation to its target system. So even

if Heaviside didn’t start with a well-understood mathematical theory that neatly picked out a

particular structure, mapping accounts can nonetheless explain how he came to understand

some of the properties of the mathematics needed to represent his chosen target systems.

But closer analysis of the case doesn’t bear this out. In this case, the only conclusion that

Heaviside used considerations about the physical system to directly support is that fractional

powers of 𝑝 must be able to be used meaningfully. The operational version of the telegraph

equations, which Heaviside took to accurately represent the relevant physical systems, can

only be algebrized if such expressions can be manipulated, and only the algebrized equa-

tions, expressed in terms of functions of time rather than 𝑝 , can be used to derive numerical

solutions, which, when interpreted, yield determinate predictions about the behavior of the

target system. That is, if the operational representation can be used at all, fractional powers

of 𝑝 must be able to be manipulated. So far, this means only that inferences in which such ex-

pressions appear can’t be ruled out wholesale by any inference restriction strategy Heaviside

might adopt for reasons like those discussed in the previous section.

When Heaviside determined how 𝑝
1

2 1 should be reasoned with, it was by comparing an

operational expression for a given physical quantity—𝐶 = (𝑆𝑝/𝑅) 1

2𝑒1—with an expression for

the same quantity that can be derived by extending existing algebrization procedures to this

new context—𝐶 = (𝑆/𝑅𝜋𝑡) 1

2𝑒 . The result can be interpreted as telling us how 𝑝
1

2 1 must be

reasoned with provided that the expansion theorem can be extended to this context in this

way. But, as we saw earlier, Heaviside made a point of not committing to the uniqueness of

his interpretation of 𝑝
1

2 1. A simple extension of his algebrization strategies to this new case

might yield inconsistent results, in which case some of the inferences involved in deriving

these inconsistent results might need to be restricted, perhaps even those that allowed him to
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derive 𝑝
1

2 1(𝑡) = (𝜋𝑡)− 1

2 . So the inference of the properties of fractional powers of 𝑝 shouldn’t

be represented as a simple inference of the properties of one (mathematical) structure on

the basis of another (physical) structure and a morphism between them. Instead, the same

sorts of strategies of inference restriction discussed in the previous section must still be at

the heart of an explanation of why Heaviside’s treatment of fractional differentiation was

epistemically respectable—at least from a physical, rather than mathematical, perspective.

And so the arguments from that section apply here as well.

5.2.4 The Laplace transform in heavy disguise?

So far, I have largely ignored the possibility of making sense of Heaviside’s success in terms

of a structure picked out by later, more rigorous alternatives to his techniques. This is because

I have focused on why his techniques were epistemically justifiable at the time he used them,

and I see no reason to think that a mapping account appealing to later rigorous structures

would be any better situated to provide that sort of explanation than the versions of the

mapping account I’ve considered so far. But there is another sort of explanation of Heaviside’s

success that explains why the results of those techniques were correct, regardless of their

epistemic status at the time, in terms of later mathematics.

We can appreciate the importance of such explanations regardless of whether we feel the

pull of mapping accounts. For instance, Wilson [2006, ch. 8] uses the case of Heaviside’s

operational calculus to argue against a classical view of concepts according to which their

meaning must be grasped once and for all at the outset. This presents a difficulty for mapping

accounts, as it means that many of scientists’ mathematically mediated inferences aren’t ex-

plicitly grounded in the existence of structural relations, as scientists’ concepts don’t suffice

to pick out the needed structures. But Wilson makes sense of Heaviside’s inferences in a local

way through what he calls “correlational pictures”, “generic stories that speakers tell them-

selves with respect to how their predicate’s usage matches to worldly support within normal

circumstances of application” (p. 516). Heaviside’s contemporaries gave him grief because “he
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was unable to supply orthodox mathematical underpinnings for his procedures in terms of an

adequate associated picture” (p. 521). But Heaviside was vindicated by subsequent rigorous

work that provided such a picture. And mapping accounts have a neat story to tell about

how this later work did so. The question is then whether this gives us good reason to favor

mapping accounts over RIC, and in this section I argue that it doesn’t.

This later mathematics was largely built on the Laplace transform and its inverse.
25

Heav-

iside biographer Paul J. Nahin goes as far as to write, “in fact, Heaviside’s operational calculus

is just the Laplace transform in heavy disguise” [2002, p. 218]. The Laplace transform maps

functions in the time domain to functions in the 𝑠-domain, where 𝑠 is a complex number whose

imaginary component represents the function’s periodic behavior (frequency response) and

whose real component represents its non-periodic behavior (e.g., its decay). The Laplace trans-

form 𝐹 (𝑠) of a function 𝑓 (𝑡) is given by the integral 𝐹 (𝑠) =
∫ ∞

0
− 𝑓 (𝑡)𝑒−𝑠𝑡𝑑𝑡 . The result typically

looks a lot like Heaviside’s operational solution of the same problem, but with 𝑠 taking the

place of 𝑝 . Consider again the example in §3.3. Just as Heaviside started by calculating the

resistance operators for the components of the circuit, a contemporary electrical engineering

student could start by calculating the 𝑠-plane impedance of each circuit component by apply-

ing the Laplace transform to the differential equation characterizing it, yielding 𝑍𝑅 (𝑠) = 𝑅

where Heaviside has 𝑍𝑅 (𝑝) = 𝑅, 𝑍𝐿 (𝑠) = 𝐿𝑠 where Heaviside has 𝑍𝐿 (𝑝) = 𝐿𝑝 , and so on.

Corresponding to Heaviside’s operational solution𝐶 = 𝑒1/(𝑅 + 𝐿𝑝), they would arrive at the

Laplace transform for the circuit 𝐼 (𝑠) = 1/(𝑅 +𝐿𝑠) (using the modern notation, 𝐼 instead of𝐶 ,

for current) and multiply it by the Laplace transform of the input signal, in this case𝑉0/𝑠 (the

Laplace transform of the unit step function multiplied by the value of the voltage source).
26

Corresponding to Heaviside’s “algebrization”, they would translate this back to the time do-

25
As Wilson [2006, p. 531] points out, the Laplace transform on its own doesn’t suffice to vindicate all of

Heaviside’s techniques. In particular, those involving his use of 𝑝1, interpreted as the Dirac delta, should be

understood in terms of Schwartz’s theory of distributions. Here I focus on the Laplace transform, but the points

I make can be naturally extended to other pieces of mathematics used to retrospectively vindicate Heaviside.

26
Strictly speaking, one should take the Laplace transform of each side of the differential equation character-

izing the circuit as a whole, and most treatments work directly with this equation. But this can be done in terms

of the Laplace transforms of the circuit elements thanks to the linearity of the Laplace transform, which allows

for an approach closer to Heaviside’s.

128



5.2 Heaviside’s operational calculus

main via the the inverse Laplace transform, given by 𝑓 (𝑡) = 1

2𝜋𝑖
lim𝑇→∞

∫ 𝛾+𝑖𝑇
𝛾−𝑖𝑇 𝐹 (𝑠)𝑒𝑠𝑡 𝑑𝑠 . In

this case, applying the inverse Laplace transform to both sides yields 𝑖 (𝑡) = 𝑉0

𝑅

(
1 − exp(−𝑅

𝐿
𝑡)

)
,

the same result Heaviside achieved.
27

Now, the relationship between Heaviside’s operational calculus and the Laplace trans-

form cannot be one of simple identification, as Nahin suggests. Heaviside himself certainly

didn’t think so.
28

More importantly, significant differences arise in practice between the two

techniques. For one thing, it is certainly not the case that we can simply substitute 𝑠 for each

instance of 𝑝 . Note that even in this simple case, we cannot do this for Heaviside’s operational

solution (𝐶 = 𝑒1
(𝑅+𝐿𝑝 ) ) and its equivalent in the 𝑠 domain (in modern notation, 𝐼 (𝑠) = 𝑉0

𝑠 (𝑅+𝐿𝑠 ) )

as a result of the additional factor of 1/𝑠 in the latter.
29

Calculations involving the Laplace

transform were also often more cumbersome than the corresponding calculations in the oper-

ational calculus. Harold Jeffreys, who harshly criticized Heaviside’s lack of rigor, nonetheless

wrote

[A]s a matter of practical convenience there can be no doubt that the operational

method is far the best for dealing with the class of problems concerned. [. . . ] [I]t

is certain that in a very large class of cases the operational method will give the

answer in a page when ordinary methods take five pages, and also that it gives

27
For a representative recent treatment of this example, see Salivahanan et al. [2000, pp. 157f].

28
In fact, he wrote to Bromwich, the first to rigorize the operational calculus via the inverse Laplace transform,

“I never could stomach your complex integral method” (letter to Bromwich on 7 April, 1919, quoted in Nahin [2002,

p. 230]). For a useful summary of Bromwich’s [1928, 1916] approach, see Lützen [1979, pp. 176–180, 184–7].

Similarly, Heaviside’s operational treatment of AC looks similar to Steinmetz’s phasor method, the basis of the

current treatment of impedance in terms of the complex plane, but Heaviside again resisted any such identification.

In such cases, Heaviside interpreted 𝑝 as𝑛𝑖 , where𝑛 was angular velocity and 𝑖 a differential operator that behaved
like the imaginary unit. Heaviside explicitly contrasted this approach with approaches like Steinmetz’s, which

take the use of complex numbers seriously. In the latter case, one “[assumes] a complex form of solution at the

beginning. It comes out complex at the end. [. . . ] The algebra is that of the real imaginary.” [Heaviside, 1899,

§284, p. 132] In contrast, the 𝑖 in Heaviside’s 𝑝 = 𝑛𝑖 “must be finally interpreted correctly, as a differentiator, of

course” [Heaviside, 1899, §284, p. 132]. Putting it more strongly later, he wrote, “if 𝑖 be used at all, it is only a

spurious imaginary” [Heaviside, 1899, §437, p. 459]. There is interesting historical and philosophical work to be

done to make sense of Heaviside’s claim not to be working with complex numbers in the same way as the likes

of Steinmetz. Regrettably, space constraints mean I cannot discuss this further here. For a useful survey of early

approaches to AC in terms of complex numbers and their relation to Steinmetz’s phasor method, see Kline [1992,

pp. 77ff].

29
What is more, the means of reaching these two equations will generally differ. See footnote 26.
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the correct answer when ordinary methods, through human fallibility, are liable

to give a wrong one. [Jeffreys, 1927, p. v]

But if we’re only interested in a retrospective explanation of Heaviside’s success, regard-

less of the epistemic status of his techniques at the time, no such identification is required.

For example, in response to Wilson [2006], Pincock [2012, ch. 13] concedes that a scientist

might not grasp concepts sufficient to pick out a determinate mathematical structure, but he

suggests that we adopt a kind of semantic externalism according to which such scientists

can be understood to articulate claims that go beyond the features of their concepts (both

mathematical and physical) that they explicitly grasp. If so, we can understand Heaviside

as unknowingly appealing to the sort of structure picked out with Laplace transform tech-

niques. We then have a new explanation of Heaviside’s success: Heaviside’s mathematically

mediated physical inferences succeeded because, unbeknownst to him, their mathematical

part correctly characterizes structures picked out by the theory of Laplace transforms, and

those structures stand in the right relationship to his target systems.

I am happy to concede that this is a perfectly good retrospective explanation of Heav-

iside’s success, but I don’t think it gives us reason to favor a mapping account. For one thing,

retrospective explanations are also available in terms of RIC. Because RIC recovers mapping

accounts as a special case, one option is to simply coopt the explanation just considered. But

this is unnecessary. Why are Laplace transform techniques appropriate to do the work of

the operational calculus? Because the inferences licensed by applications of the operational

calculus, under the inference restriction strategies discussed so far, are a subset of those li-

censed by applications of Laplace transform techniques. And so the informational content of

the former, treated in terms of RIC, is a subset of the informational content of the latter. Due

to the rigor of Laplace transform techniques, we can be about as sure of their consistency

and coherence as we can of any mathematical theory. As a result, experimental and theor-

etical agreement with representations involving Laplace transform methods confers a higher

degree of epistemic support than similar agreement with representations appealing only to
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the operational calculus. When we can’t be so sure of a mathematical theory’s consistency

and coherence and must therefore adopt flexible inference restriction strategies, we have less

assurance that any such agreement won’t be undermined by the derivation of problematic

results that necessitate further inferential restrictions. In this way, the relationship between

Heaviside’s techniques and subsequent rigorous ones retrospectively bolsters the epistemic

standing of applications of the former.

Is there reason to favor the mapping-based explanation on the grounds that it further ex-

plains the informational content of representations using Laplace transforms in terms of a

mathematical structure? I don’t think so. RIC provides an alternative account of representa-

tions’ informational content to explain how it licenses mathematically mediated inferences.

We therefore don’t need to appeal to later rigorous theories to explain how Heaviside’s rep-

resentations came to have informational content that justified his inferences. We only need

to appeal to such theories to explain why these representations enjoyed a stronger epistemic

status than he or his contemporaries could have appreciated.

Moreover, RIC has more to say about the relationship between applications of unrigorous

techniques and their unrigorous counterparts than this sort of mapping account allows for.

For example, different uses of the operational calculus bear remarkably different relationships

to more rigorous mathematics, which must be understood in terms of different inferentially

restrictive methodologies. Like Jeffreys, Bromwich recommended working with Heaviside’s

operational calculus rather than more rigorous mathematics as a matter of practical conveni-

ence. But he suggested an alternative inferentially restrictive methodology to Heaviside’s “ex-

perimental” one: the operational calculus should not be used to derive any result that could

not be derived independently via the method of Laplace transforms.
30

While Heaviside’s infer-

30
Bromwich suggested such an approach in a letter to Heaviside:

After coming back to these questions after 2½ years of war-work, I found myself able to work

more readily with operators than with complex-integration. [. . . ] I at once saw that I must make

the operator-method take the leading place: and complex-integrals have accordingly been pushed

into footnotes. I still regard the complex-integral as a useful method for convincing the purest

of pure mathematicians that the 𝑝-method rests on sound foundations: but I am sure that the 𝑝-

method is the working-way of doing these things. [Letter to Heaviside on 5 April, 1919, quoted in
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entially restrictive methodology may have been appropriate in the absence of more rigorous

alternatives, Bromwich’s approach seems entirely more appropriate once Laplace transform

methods have been shown to do rigorously what Heaviside’s methods could only do unrig-

orously. Once one can calculate inverse Laplace transforms via the Bromwich integral, one

has a reliable, general means of checking results derived via the operational calculus, so that

more ad hoc inferential restrictions serve little purpose.

Finally, even limiting our attention to “correlational pictures” in Wilson’s sense, the cost

of allowing ourselves only retrospective explanations is high. Pace Wilson, the explanation of

Heaviside’s success is not simply “because he was lucky” [Wilson, 2006, 528] to have picked

out algebraic rules that both were useful and could be vindicated by later rigorous work, but

rather that he took great care to calibrate his techniques to the physical problems in which

he used them. As I argued in section 4, Heaviside’s inference restriction strategies served

to ensure that his representations had determinate accuracy conditions in restricted contexts

and so could be evaluated in terms of their agreement with theoretical and experimental res-

ults. His ad hoc restrictions ensured that he could continually submit his results to theoretical

and experimental scrutiny when he ventured out onto shakier ground. This certainly seems

to allow him to tell a convincing story about how the usage of his operational techniques

“matches to worldly support within normal circumstances of application” [Wilson, 2006, p.

516], albeit not one with all of the epistemic benefits of a more rigorous approach. An ap-

proach to supplying correlational pictures to justify Heaviside’s inferences that is limited to

retrospective explanations in terms of rigorous theories therefore misses an important part

of the justification of Heaviside’s practice.

Nahin [2002, p. 229]]

Bromwich was not rewarded for his kindness. Heaviside responded,

I rejoice to know that you have seen the simplicity and advantages of my way [. . . ]. Now let the

wooden headed rigorists go hang, and stick to differential operators and leave out the rigorous

footnotes. It is easy enough if you don’t stop to worry. [. . . ] I never could stomach your complex

integral method. [Letter to Bromwich, 7 April, 1919, quoted in Nahin [2002, pp. 229f]]
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5.2.5 Conclusion

Central to how unrigorous mathematics can be successfully applied are the inferentially re-

strictive methodologies scientists use to manage the risks of working with an unrigorous the-

ory. This is particularly clear in the case of Heaviside’s operational calculus, which required

him to make largely piecemeal inferential restrictions and to appeal, among other things,

to the physical interpretation of the mathematics to determine how his mathematical tools

ought to behave. In this section, I have argued that these practices are naturally represented

in terms of RIC, but at best in a cumbersome and indirect way in terms of mapping accounts.

As a result, RIC can be used to formulate better explanations of the success of physical infer-

ences based on unrigorous mathematics—both why it was reasonable for Heaviside to adopt

such techniques and why, in light of later developments, the results of these techniques were

correct.

5.3 Path integrals in quantum physics

In all of the cases considered so far, the success of the unrigorous techniques of interest could

ultimately be explained retrospectively in terms of more rigorous mathematics. The early cal-

culus was succeeded by the modern calculus, which dispensed with infinitesimals, as well as

rigorously defined infinitesimals, like those of non-standard analysis. Dirac’s delta function

could be understood in terms of Schwartz’s theory of distributions. And Heaviside’s opera-

tional techniques could be understood in terms of their relation to techniques based on the

Laplace transform and its inverse, among others. I have already argued that this does not fa-

vor the mapping account. Such explanations don’t help with the (at least) equally important

question of why scientists should have seen themselves as justified in using those techniques

before the existence of rigorous alternatives. And, as I argue in §5.2.4, RIC is a better tool

even for reasoning about the relationships between unrigorous and more rigorous mathem-

atical techniques that are crucial to retrospective explanations of the success of applications
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of unrigorous mathematics.

But there is more to be said in response to the thought that the success of applications of

unrigorous mathematics should ultimately be explained in terms of structures picked out by

more rigorous alternatives. In particular, there is an important class of cases from present-

day science in which such explanations are simply unavailable. Perhaps most striking are

the mathematical tools underlying quantum field theory, which has made some of the most

precisely confirmed predictions in the history of science, such as the value of the fine-structure

constant 𝛼 and the magnetic moment of the electron. Nonetheless, the various mathematical

techniques used in quantum field theory are notoriously unrigorous, so much so that in most

physically relevant cases there is no proof that a structure satisfying the relevant mathematics

even exists. For instance, the existence of a non-trivial model for Yang-Mills theory on ℝ4

with a mass gap is a (still unsolved) Millennium Prize problem. Since Yang-Mills is the basis

of a significant part of the Standard Model of particle physics, this is striking indeed. If we

are limited to explanations of the success unrigorous mathematics in terms of more rigorous

mathematics, then we seem to be at a loss to explain some of the most important results in

20th- and 21st-century physics.

In this section, I consider one group of such techniques, those based on path integrals.

Path integrals are a tool used in several areas of physics, most notably in quantum mechan-

ics and quantum field theory, to make sense of the notion of a sum over a continuous space

of functions. The introduction of the path integral allows for representations with a num-

ber of advantages. It allows quantum mechanics and quantum field theory to be presented

directly in terms of the classical Lagrangian, yielding intuitive representations that are more

manifestly compatible with special relativity, as well as allowing for an intuitive study of the

semiclassical limit of quantum mechanics. In quantum field theory, perhaps the most import-

ant contribution of path integrals is to the derivation of the Feynman rules for perturbation

series (the mathematics behind Feynman diagrams) in cases where this more difficult in terms

of the canonical formalism (especially non-abelian gauge theories), but they have a number

134



5.3 Path integrals in quantum physics

of non-perturbative uses as well.

However, like the other cases in this chapter, these path integrals largely fall short of mod-

ern standards of mathematical rigor. In almost all cases, the relevant path integral cannot be

understood straightforwardly as an honest integral with respect to a well-defined measure.

A number of diverse strategies have been proposed to make these path integrals more rigor-

ous, but these generally involve significant deviation from the naı̈ve path integral formalism,

losing much of the intuitiveness of this formalism in the process. Nonetheless, in many cases,

the path integral formalism is used with little if any reference to these rigorization strategies.

As one author puts it, “insofar as this fiction [expressed by the naı̈ve path integral formalism]

can be maintained it has many virtues [. . . ]. Nonetheless, it is not surprising that in some

circumstances the formalism breaks down [. . . ]” [Rivers, 1987, p. 123].

As in the cases of the Dirac delta function and Heaviside’s operational calculus, I argue

that understanding representations appealing to the naı̈ve path integral presents a challenge

for mapping accounts. As in those cases, we cannot identify path integrals with the entit-

ies proposed to rigorize them, and while we can posit appropriate structures to make sense

of such representations in terms of the mapping account, we don’t have a grip on what such

structures are like independently of the inferential affordances of the naı̈ve path integral form-

alism, which seem to do most of the explanatory heavy-lifting.

However, this example has a number of distinctive features, which present further chal-

lenges to the mapping account. Unlike in the cases of the Dirac delta function and Heaviside’s

operational calculus, different inferential restrictions appear to be called for in different con-

texts. An apparent consequence of this is that no rigorization strategy for path integrals seems

to cover all cases in which the path integral is used. Moreover, it is not always clear which in-

ferential restrictions are called for in a given case, particularly when rigorous foundations are

lacking. Nonetheless, these cases are held together by what seems to be a single, albeit math-

ematically incoherent, path integral concept expressed by the naı̈ve path integral formalism.

So, in addition to the challenge of making sense of particular applications of path integrals,
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there is the challenge of making sense of how different applications of this formalism are re-

lated in this way, though they seem to call for quite different structures (reflected in different

rigorization strategies) if represented in terms of the mapping account.

5.3.1 Path integrals in quantum mechanics

As it was originally used in quantum mechanics, the Feynman path integral serves to spe-

cify the probability amplitude for a particle to go from one spacetime point to another. The

core idea of the path integral formulation of quantum mechanics is that each continuous path

between these points makes an equal contribution—though with different phases correspond-

ing to the classical action of the path—to this overall probability amplitude. Feynman & Hibbs

[1965, p. 29] give the rough, qualitative idea in the following way.
31

Let 𝐾 (𝑏, 𝑎) be the prob-

ability amplitude of the particle moving from point 𝑥𝑎 ∈ ℝ𝑑
at 𝑡𝑎 to point 𝑥𝑏 ∈ ℝ𝑑

at 𝑡𝑏 , and

𝜙 a functional taking each path 𝑥 : [𝑡𝑎, 𝑡𝑏] → ℝ𝑑
from 𝑎 to 𝑏 to its complex contribution to

the probability amplitude. We then have something like

𝐾 (𝑏, 𝑎) =
∑︁

paths 𝑥 (𝑡 ) from 𝑎 to 𝑏

𝜙 [𝑥 (𝑡)] . (5.5)

The phase of each path’s contribution to the overall probability amplitude is given by the

classical action 𝑆 [𝑥 (𝑡)] =
∫ 𝑡𝑏

𝑡𝑎
𝐿( ¤𝑥, 𝑥, 𝑡)𝑑𝑡 (where 𝐿 is the Lagrangian of the system) for the

path in units of ℏ, so this becomes

𝐾 (𝑏, 𝑎) =
∑︁

paths 𝑥 (𝑡 ) from 𝑎 to 𝑏

const 𝑒𝑖ℏ
−1𝑆 [𝑥 (𝑡 ) ]

(5.6)

with const a normalizing constant. Of course, more needs to be done to make sense of sums

over continuum-many paths. The natural way to do so—and the route Feynman followed

in developing this approach to quantum mechanics—is to treat the sum as (if it were) an

31
In the following discussion I largely follow the presentation in chapter 2 of [Feynman & Hibbs, 1965], but for

the sake of generality I consider the case of a system with 𝑑 spatial dimensions, rather than the one-dimensional

system considered there.
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integral supported by a suitable measure on a suitable space of paths. This is the Feynman

path integral.

Understood in this way, the rough, qualitative idea expressed in (5.5) and (5.6) becomes

𝐾 (𝑏, 𝑎) =
∫
𝐶
𝑡𝑎,𝑡𝑏
𝑥𝑎,𝑥𝑏

𝑒𝑖ℏ
−1𝑆 [𝑥 (𝑡 ) ]D𝑥 (𝑡) (5.7)

with D𝑥 (𝑡) understood as a measure on the space of paths that weights all paths equally and

𝐶
𝑡𝑎,𝑡𝑏
𝑥𝑎,𝑥𝑏 the space of ℝ𝑑

-valued continuous functions 𝑥 (𝑡) such that 𝑥 (𝑡𝑎) = 𝑥𝑎 and 𝑥 (𝑡𝑏) = 𝑥𝑏 .

Intuitively, this captures quantum behavior in the following way. Due to the factor of 𝑖 in the

exponential, the integrand in (5.7) will oscillate in the complex plane, resulting in construct-

ive and destructive interference between the contributions of different paths—thus explaining,

e.g., the interference patterns observed in the double-slit experiment. This oscillatory beha-

vior also helps provide an intuitive picture of the semiclassical limit of quantum mechanics.

As ℏ becomes very small relative to 𝑆 , this behavior becomes more extreme, so that small

changes to a path tend to yield large changes in phase. Paths for which this is the case will

tend not to contribute much to the overall “sum” due to destructive interference with nearby

paths. However, small changes to the path that minimizes 𝑆 will produce only a small change

in 𝑆 . Since the contributions of paths very close to this path are nearly in phase, the main

contribution to the integral as a whole should come from paths near the path that minim-

izes the classical action—i.e., the classical trajectory. This approach also has the advantage of

being more manifestly compatible with special relativity than standard, Hamiltonian-based

presentations of quantum mechanics, given the Lorentz covariance of the Lagrangian (though

doing this right generally requires a move from quantum mechanics to quantum field theory).

Feynman & Hibbs [1965] give a preliminary “definition” of this sum by analogy to the

Riemann integral. According to this definition, we consider an approximation of the set of

paths in terms of piecewise-linear paths. We get such an approximation by partitioning the

time interval from 𝑡𝑎 to 𝑡𝑏 into 𝑛 steps of width 𝜖 = (𝑡𝑏 − 𝑡𝑎)/𝑛. Let 𝑡0 = 𝑡𝑎 , 𝑡𝑖+1 = 𝑡𝑖 + 𝜖 , and so
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𝑡𝑛 = 𝑡𝑏 . Our paths 𝑥 (𝑡) are those that can be produced by choosing some value 𝑥𝑖 for each 𝑡𝑖

and connecting these points with straight lines. Then we can treat the sum over such paths

as 𝑛 − 1 𝑑-dimensional integrals over all values for 𝑥𝑖 from 0 to 𝑛 so that

𝐾 (𝑏, 𝑎) ∼
∫
ℝ𝑑

. . .

∫
ℝ𝑑

𝑒𝑖ℏ
−1𝑆 [𝑥 (𝑡 ) ]𝑑𝑥1 . . . 𝑑𝑥𝑛−1 (5.8)

up to a constant factor. We then get the integral over all continuous paths by introducing a

normalization factor 𝐶 and taking the limit as 𝑛 → ∞:

𝐾 (𝑏, 𝑎) = lim

𝑛→∞
𝐶

∫
ℝ𝑑

. . .

∫
ℝ𝑑

𝑒𝑖ℏ
−1𝑆 [𝑥 (𝑡 ) ]𝑑𝑥1 . . . 𝑑𝑥𝑛−1. (5.9)

The value of 𝐶 will depend on the system represented and will be a function of 𝜖 (or, equi-

valently, 𝑛). 𝐶 intuitively plays the role of the partition width Δ𝑥𝑖 of an ordinary, finite-

dimensional Riemann sum

∑𝑛−1

𝑖=0
𝑓 (𝑥𝑖)Δ𝑥𝑖 , except that, unlike in the case of Δ𝑥𝑖 in the ordin-

ary Riemann sum,𝐶 tends to be infinite in the limit 𝑛 → ∞. For instance, for a system whose

Lagrangian is 𝐿 = 𝑚
2
¤𝑥2 −𝑉 (𝑥, 𝑡), 𝐶 =

(
𝑚

2𝜋𝑖ℏ𝜖

)𝑛𝑑/2

is the correct normalization factor.

We already have a problem. Feynman & Hibbs [1965] note that this sort of definition

won’t work in all cases. For instance, they point out that if the Lagrangian (and so the action)

depends on ¥𝑥 , then problems may arise because ¤𝑥 will almost always be discontinuous at

(𝑥𝑖 , 𝑡𝑖) for a given piecewise-linear path 𝑥 (𝑡) and time 𝑡𝑖 , and so ¥𝑥 will be infinite at those

points.
32

And so they allow that other definitions of the path integral may be required in such

cases. They also provide no general way to determine the normalization factor𝐶 , determining

what𝐶 should be only for particular Lagrangians. As they put it, “to define such a normalizing

factor seems to be a very difficult problem and we do not know how to do it in general” (p. 33).

However, they downplay the importance of the lack of a fully general definition, pointing to

the wide variety of integrals—even when we restrict our attention to integrals over the reals—

32
For related reasons, more recent presentations making use of similar definitions typically explicitly introduce

a time-slice approximation of the action as well [see, e.g., Rivers, 1987, p. 122]. Of course, this still doesn’t address

the closely related problem, considered below, that typical paths in the infinite limit are nowhere differentiable.
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required in pure mathematics. In cases where we cannot use the Riemann integral, we may

need to appeal to the Lebesgue integral, and in cases where we cannot use the Lebesgue

integral, we may need to appeal to yet other definitions. This need for a variety of definitions

of integral that do not hold in full generality does not, according to Feynman and Hibbs, mean

that there is no core concept of an integral common to each case, and this should hold as much

for the path integral as for the finite-dimensional integral. So, while other definitions may be

required to make sense of the path integral in certain cases, Feynman and Hibbs use the more

general notation

∫
𝜙 [𝑥 (𝑡)]D𝑥 (𝑡) to pick out a general path integral concept common to these

different definitions.

However, the situation regarding the mathematical rigor of the path integral is worse than

Feynman and Hibbs make it out to be. Except in special cases, there is no rigorous definition

of the path integral that allows us both to understand it as an honest integral supported by a

well-defined measure on the relevant space of paths and to use it for its intended purposes.

One natural interpretation of the naı̈ve path integral formalism as reflected in (5.7) is that

D𝑥 (𝑡) is a reference measure with respect to which the integral is defined, analogous to the

Jordan measure for finite-dimensional Riemann integrals or the Lebesgue measure for finite-

dimensional Lebesgue integrals. For instance, since the right-hand side of (5.9) is the limit

𝑛 → ∞ of 𝑛 − 1 𝑑-dimensional integrals and so equivalent to the infinite limit of an 𝑑 (𝑛 − 1)-

dimensional integral, we might expect D𝑥 (𝑡) to denote an extension of, say, the Lebesgue

measure supporting the finite dimensional integrals—i.e., the measure given by𝑑𝑥1 . . . 𝑑𝑥𝑛−1—

to an infinite-dimensional Lebesgue-type measure on the space 𝐶
𝑡𝑎,𝑡𝑏
𝑥𝑎,𝑥𝑏 of paths 𝑥 (𝑡). But,

given reasonable restrictions on what such a measure should be like (e.g., 𝜎-finite, translation-

invariant, countably additive), there is no such measure.
33

On the other hand, we might

33
See, e.g., Hall [2013, p. 446] and Mazzucchi [2009, p. 5]. The prospects seem to be better if we relax these

restrictions somewhat, so that, in particular, the “measure” is allowed to be a generalized measure (i.e., a dis-

tribution). For instance, Montaldi & Smolyanov [2017] show that one can use translation invariant generalized

measures on a locally convex vector space to define the path integral in (5.7) in a fairly natural way, with D𝑥 (𝑡)
interpreted as one of these generalized measures. They claim—rightly, I think—that this is closer to what Feynman

and others originally did with the path integral than other strategies for providing it with rigorous foundations.

However, just as Schwartz’s work capturing the behavior of the Dirac delta function in terms of distributions

doesn’t show that the Dirac delta really is a distribution (as used by Dirac), Montaldi and Smolyanov’s work
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think that we could understand not D𝑥 (𝑡) but the whole expression 𝐶𝑒𝑖ℏ
−1𝑆 [𝑥 (𝑡 ) ]D𝑥 (𝑡) as

a complex-valued measure on the space of paths. But again this cannot generally be true.

Cameron [1960] showed that such a measure must have infinite total variation and so is not

suitable to support the path integral.
34

We have yet more trouble taking the path integral formula (5.7) literally when we consider

what the space 𝐶
𝑡𝑎,𝑡𝑏
𝑥𝑎,𝑥𝑏 must be like. Such paths will be rough in a way incompatible with a

natural understanding of 𝑆 [𝑥 (𝑡)]. In fact, the paths that are differentiable at at least one point

in [𝑡𝑎, 𝑡𝑏] can be shown to form a set of Wiener measure zero; almost all (in the sense of the

Wiener measure) paths in𝐶
𝑡𝑎,𝑡𝑏
𝑥𝑎,𝑥𝑏 are nowhere differentiable (see Johnson & Lapidus, 2000, pp.

2, 102; Rivers, 1987, pp. 114–9). But 𝑆 [𝑥 (𝑡)] depends on ¤𝑥 (𝑡), since it is just the time integral

of the Lagrangian, and so 𝑆 is singular for many paths in 𝐶
𝑡𝑎,𝑡𝑏
𝑥𝑎,𝑥𝑏 . A side effect of this is that

in the special case where the Feynman path integral can be defined in terms of the Wiener

measure (a move that requires deviating from the original path integral formula by moving

from real to imaginary time), only nowhere differentiable paths (and so paths with infinite

action) can contribute to the integral!
35

The situation is better if we take the path integral formula (5.7) to be a shorthand nota-

tion for a limit of finite-dimensional integrals as in (5.9), but serious problems remain. In

particular, if 𝑆 is real-valued, as it is in most problems, even the finite-dimensional integrals∫
ℝ𝑑 . . .

∫
ℝ𝑑 𝑒

𝑖ℏ−1𝑆 [𝑥 (𝑡 ) ]𝑑𝑥1 . . . 𝑑𝑥𝑛−1 do not converge, as the integrand then has a constant ab-

solute value of one. But even if this is resolved, say, by shifting to imaginary time (thereby

making 𝑆 complex-valued)
36

, it is not clear that the limit itself exists. [Johnson & Lapidus,

doesn’t show that the Feynman path integral really is an integral with respect to one of their Lebesgue-Feynman

generalized measures. (It also remains to be shown that such an integral has the right properties to serve as the

Feynman path integral more generally, though Montaldi and Smolyanov do show that it suffices to derive ana-

logues of some of the results in Feynman’s original paper on the path integral approach to quantum mechanics

[Feynman, 1948].)

34
Cf. Albeverio et al. [2008, p. 4], Mazzucchi [2009, pp. 8–10], and Hall [2013, p. 447].

35
Rivers [1987, pp. 109–19] shows this for the one-dimensional case, and there is no reason to think that things

get better as we move to more dimensions. What is worse, an analogous result holds even if we follow Feynman

and Hibbs in defining the path integral as a limit of finite-dimensional integrals [Rivers, 1987, pp. 121–7].

36
A similar trick frequently used by Feynman was to add an infinitesimal imaginary component to the time

to make it more plausible that the limit exists, where this infinitesimal is closer to those considered in chapter 4

than to the infinitesimals of non-standard analysis!

140



5.3 Path integrals in quantum physics

2000, p. 110]

In light of this, it looks like any attempt to put the path integral on a rigorous footing

must deviate significantly from what we find in expressions like (5.7). Nonetheless, typically

it is unrigorous expressions like (5.7) and (5.9), rather than these rigorous replacements, that

have been used in path-integral-based, non-relativistic quantum mechanics. In a sense, this

is to be expected. After all, as we saw, Dirac and others continued to use the delta function

even after the work of Schwartz, and Heaviside continued to prefer his operational calculus to

the rigorous techniques introduced by Bromwich and others, largely because the unrigorous

techniques were more computationally efficient.

What is striking, however, is that the pull of the unrigorous path integral approach to

quantum mechanics, in contrast to these other unrigorous devices, was (and is) largely con-

ceptual.37
For the most part, it doesn’t greatly simplify calculations in the quantum mechanics

of simple non-relativistic systems—in contrast to the path integral approach to quantum field

theory, as we’ll see shortly. Instead, it provides a formulation of quantum mechanics that

produces the same results as the canonical formulation, but in a way that can (perhaps) be

more intuitively motivated, that connects the concepts of classical and quantum mechanics

(including reinstating concepts, like that of trajectory, that had been banished from quantum

mechanics previously), that is more compatible conceptually with relativity, and so on.
38

This fact suggests a useful way to understand the use of the unrigorous, quantum mechan-

ical Feynman path integral in terms of an inferentially restrictive methodology quite different

from those at work in the use of the Dirac delta function and Heaviside’s operational calcu-

lus. Since the path integral formulation of non-relativistic quantum mechanics is meant to be

equivalent to the canonical, operator-based formulation, we can use the latter to place con-

37
In a sense, we might think this is true of Heaviside’s attitudes toward his operational calculus as well, in that

Heaviside saw his unrigorous techniques and proofs as promoting a better understanding than more rigorous

techniques, as we saw earlier. But this kind of conceptual advantage seems to be grounded in computational

efficiency and is not what I have in mind here.

38
Such advantages were first described by Dirac [1933] and motivated Feynman’s work on the path integral

approach in his PhD thesis [Feynman, 2005]. More recently, the physicist Fay Dowker has been a strong proponent

of the approach [Dowker, 2012, Dowker et al., 2010].
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straints on the inferences we can make on the basis of the unrigorous path integral. There are

a couple of ways in which we might try to do this.

First, following Davey [2003, pp. 450f], we might look to how Feynman (Feynman, 1948,

§§5–6, pp. 372–7; Feynman & Hibbs, 1965, §4.1, pp. 76–84) derives the Schrödinger equation

from the path integral formulation. As Davey notes, for this derivation to work, it is necessary

only that the path integral share certain properties with ordinary, finite-dimensional integrals,

as well as the property 𝐾 (𝑏, 𝑎) =
∫
ℝ𝑑 𝐾 (𝑏, 𝑐)𝐾 (𝑐, 𝑎)𝑑𝑥𝑐 . These properties on their own would

certainly seem to be consistent, entailing only that the path integral behaves like a finite-

dimensional integral in certain ways, not that the path integral is in fact an integral supported

by a well-defined, well-behaved measure. And since they suffice to derive the Schrödinger

equation, they suffice to do non-relativistic quantum mechanics.

However, this approach is too restrictive, as it does not allow for some of the concep-

tual advantages of the path integral formulation to be exploited. Despite the equivalence

between the path integral and canonical formulations, the path integral formulation does go

beyond the canonical formulation particularly where classical concepts are concerned, some-

thing Davey’s proposed strategy does not address. For example, Davey’s inferential restric-

tions would seem to rule out the argument I sketched earlier concerning the path integral

approach to the semiclassical limit of quantum mechanics. A less hand-wavy version of that

argument—and taking advantage of the path integral as a tool to study the semiclassical limit

of quantum mechanics more generally—requires that the path integral share important prop-

erties with more specific finite-dimensional integrals, viz. those properties required to make

the stationary phase approximation work out. This requires us to allow more inference pat-

terns involving the path integral than those at work in deriving the Schrödinger equation.

And as we begin ascribing more and more properties to the path integral to enable us to take

advantage of the conceptual resources of the path integral formulation of quantum mechanics

in this way, it becomes less clear that these properties are in fact consistent—and less clear

still that the equivalence with the canonical formulation is preserved. Perhaps this is partly
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what Davey has in mind when he writes, “it is unclear exactly how literally one can take the

idea of a path integral without getting into trouble. [. . . ] If the physicist wants to go beyond

the safest ways of treating the path integral, he must make conjectures about consistency

which he may well be forced to withdraw at some later point. [. . . ] Thus, in the case of the

path integral, the precise bounds of the physicist’s inferential restrictiveness are not entirely

clear.” [Davey, 2003, p. 451, emphasis in original]

However, we have another way to make sense of the inferential restrictions involved in

using the Feynman path integral in non-relativistic quantum mechanics by appealing to the

equivalence between the path integral and canonical formulations. In brief, the idea is to get as

much mileage out of the analogy between the Feynman path integral and the relevant finite-

dimensional integrals as one can without losing the equivalence between the path integral and

canonical formulations of quantum mechanics. One is allowed to reason as if the Feynman

path integral were a genuine integral, except when that reasoning leads to a result expressible

in the canonical formalism that disagrees with the canonical formulation. This, I think, much

better accounts for the more opportunistic uses of the path integral in quantum mechanics.

Now we come to the question of how to make sense of all of this in terms of the mapping

account. As in the case of the Dirac delta function and Heaviside’s operational calculus, it is

clear what not to do. We cannot simply identify the Feynman path integral with one of its

rigorous replacements and understand applications of it in quantum mechanics in terms of

the structures picked out in this way. In fact, this is clearer in the case of the path integral

than in these earlier cases, as none of these rigorization strategies seem to succeed in making

sense of the whole range of techniques used in the path integral formulation of quantum

mechanics. For instance, Johnson & Lapidus [2000] show that several strategies to provide

the path integral with a rigorous foundation have equivalent results and suffice to justify

several core uses of the path integral, but these aren’t enough to underwrite the use of the

path integral to study the semiclassical limit of quantum mechanics. While similar arguments

can be given a rigorous treatment in finite dimensions, Johnson and Lapidus write of the
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infinite-dimensional case only that it “has been extremely difficult to prove and will not be

discussed rigorously in this book” (p. 106).

On the other hand, given the equivalence between the path integral and canonical formu-

lations of quantum mechanics, we might think that the appropriate structure is not picked

out by a rigorization of the path integral, but instead picked out by (the mathematical appar-

atus of) the canonical formulation. But this too would be a mistake for two reasons. First, as

we saw earlier, the equivalence between these two formulations of quantum mechanics puts

constraints on the behavior of the path integral, but the path integral formulation nonetheless

goes beyond the canonical formulation in significant ways by making use of different concepts

(particularly those of classical mechanics) and related methods of argument (for instance, the

study of the semiclassical limit of quantum mechanics via the method of stationary phase).

Indeed, this seems to be the whole point of using the path integral approach to quantum

mechanics in the first place. Representing such applications of the path integral in terms of

a structure picked out by the canonical formulation will fail to account for these deviations

from the canonical formulation, particularly the use of classical concepts not present in the

canonical formulation. Second, even if the path integral were just a convenient computational

tool for deriving the same results as the canonical formulation and taken to have no concep-

tual import whatsoever, representing applications of the path integral in terms of a structure

picked out by the canonical formulation would still fail to account for the distinctive patterns

of reasoning involved in these computations.

So again we find ourselves in a situation where the right structures seem to be just whatever

structures support the inferences allowed by physicists’ inferentially restrictive methodology.

As in the earlier cases, we don’t have a good grip on what such a structure is like inde-

pendently of these permissible inferences. So yet again, RIC seems to represent much more

straightforwardly the philosophically relevant features of the relevant practices.
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5.3.2 The path integral beyond quantum mechanics

Most problems of quantum field theory can be thought of as problems of finding

a correct definition and a computation method for some Feynman path integral.

From a mathematician’s viewpoint almost every such computation is in fact a

half-baked and ad hoc definition, but a readiness to work heuristically with such

a priori undefined expressions [. . . ] is necessary in this domain. [Manin, 1989, p.

234]

Things get more interesting as we move from the case of the Feynman path integral in

quantum mechanics to the use of related path integrals in other areas, where the foundations

of such approaches are often even less clear. In such cases, often the naı̈ve fiction of the path

integral as analogous to a finite-dimensional integral is particularly fruitful, enabling insights

apparently at odds with efforts to rigorize the path integral. Here one needs to venture out

onto shakier ground, as one often cannot rely on an equivalent but more rigorous theory to

provide inferential guardrails. And so we need a different story about the required inferential

restrictions than we had in the case of non-relativistic quantum mechanics.

This often happens when the path integral is connected to other mathematical consider-

ations. For instance, there is a fair amount of very interesting work connecting the Feynman

path integral to topology, which is then applied in physics. A classic example, discussed by

Schulman [1988, p. 13; 2005, chs. 23–4], is the path integral formula for the propagator for a

particle moving on the group manifold for SO(3), the group of rotations of three-dimensional

Euclidean space about the origin under composition. Paths on this space naturally form two

homotopy classes (classes of paths that can be continuously deformed into one another). If

we take the analogy between the path integral and ordinary finite-dimensional integrals ser-

iously, it is natural to think that we can break up the path integral for this propagator into

two integrals, one over each of these homotopy classes. This has the advantage of allowing

us to think about the relative phases of these two parts of the integrand, which in turn makes
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available an elegant model of particles of integer or half-integer spin. But the moves required

to make sense of this elegant representation are at odds with more rigorous ways of under-

standing the path integral, especially in terms of Feynman’s definition of the path integral

as the infinite limit of a finite-dimensional integral. Schulman puts it nicely when he writes,

“I do not know how to justify this breakup rigorously, since the ‘sum’ is in the end only the

limit of a multiple integral, but the ease with which the path sum language leads to a profound

property of nature suggests that some underlying truth has been found” [Schulman, 1988, p.

13]. The physical fecundity of the naı̈ve path integral formalism is very much at odds with

the attempts to provide the formalism with a rigorous mathematical interpretation.

This is even more dramatic when we consider how the path integral for non-relativistic

quantum mechanics was generalized to be used in quantum field theory. At the level of the

formalism, it is easy to understand how the path integral is thus extended; instead of integ-

rating over paths construed as functions of time alone, we can integrate over paths construed

as classical field configurations and define the action 𝑆 for these field configurations via the

Lagrangian for the classical field theory to be quantized. At the level of rigor, however, this

jump from integration over a space of particle trajectories to integration over a space of field

configurations is a very significant one. When we make the move to the path integrals for

quantum field theory, even some of the simplest cases are significantly more difficult to put

on a rigorous foundation.

For example, consider the simplest case, the path integral for real scalar fields. This just

involves integrating over a space of functions of more than one variable, so that we have a

very close analogue of the path integral formula (5.7) for the propagator of a non-relativistic

particle:

𝐾 (𝑏, 𝑎) =
∫
F𝑑

𝑒𝑖ℏ
−1𝑆 [𝜙 ]D𝜙 (5.10)

with F𝑑 the space of fields 𝜙 in 𝑑 dimensions satisfying the appropriate boundary conditions.

For the sake of concreteness, consider the special case of a 𝜙4
field theory—i.e., with self-
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interactions requiring a Lagrangian with a term proportional to 𝜙4
. This is one of the better

cases in quantum field theory with respect to mathematical rigor, but understanding it in a

rigorous way still involves significant deviation from what is suggested by the formalism. This

first requires performing a Wick rotation from real time to imaginary time (corresponding to

a move from Minkowski space to Euclidean space), yielding

𝐾 (𝑏, 𝑎) =
∫
F𝑑

𝑒−ℏ
−1𝑆𝐸 [𝜙 ]D𝜙. (5.11)

Then, in a sense, it is possible for all 𝑑 ≥ 1 to define a Gaussian measure on F𝑑 with respect

to which the integral in (5.11) is defined. However, for 𝑑 ≥ 2, this measure is not supported

on any space of functions, but only on spaces of distributions. (Glimm & Jaffe, 1981, §8.5,

pp. 152ff; Hall, 2013, pp. 451f) This result is analogous to the result for the path integral in

non-relativistic quantum mechanics that almost all (in the sense of Wiener measure) paths in

𝐶
𝑡𝑎,𝑡𝑏
𝑥𝑎,𝑥𝑏 (for one spatial dimension) are nowhere differentiable, but worse: the relevant paths

are so rough that they cannot even be functions! And this issue arises after we’ve already

made the simplifying move from Minkowski to Euclidean space-time.

Despite being generally more difficult to put on a rigorous footing, path integrals have

had a far greater impact in quantum field theory than in non-relativistic quantum mechan-

ics. Perhaps most importantly, unrigorous path integrals were used to derive the Feynman

rules for perturbation series in a number of quantum field theories before this could be done

via the canonical formalism. Feynman [1949] used his path integrals in part to derive the

rules for Feynman diagrams for quantum electrodynamics, though other physicists tended

to derive these rules using the canonical operator formalism [Weinberg, 1995, p. 376]. Later,

path integrals were shown to provide a method for deriving the Feynman rules for the much

more difficult cases of non-Abelian gauge theories (DeWitt, 1964; Faddeev & Popov, 1967) and

spontaneously broken gauge theories [’t Hooft, 1971] well before this could be done in terms

of the canonical formalism.
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In such cases, we need to look beyond the strategies for inferential restriction considered

in the previous section. The equivalence between the path integral and canonical formalisms

could not be used to provide inferential restrictions at the time DeWitt, Faddeev, Popov, and ’t

Hooft did this work because such work had not yet been done with the canonical formalism.

This leaves us with a couple of options.

First, as Davey [2003] suggests, we might treat the path integral methods in, say, Faddeev

& Popov [1967] as providing an efficient algorithm for generating perturbation series for non-

Abelian gauge theories. In that case, path-integral-based inferences made outside the context

of applying this algorithm would be disallowed. Such restrictions do seem to be frequently

observed within the context of perturbative quantum field theory. For instance, Rivers [1987]

often draws attention to how much work can be done on the assumption that the path integral

is merely an algorithm for generating perturbation series (e.g., p. 75). Nguyen [2016] goes as

far as to present this as a sort of rigorization strategy, justifying unrigorous manipulations

of path integrals in terms of the properties of these perturbation series (and clarifying some

of the analogies and disanalogies between perturbative path integration and ordinary, finite-

dimensional integration in the process).

On the other hand, we might want to take these path integrals to be more than algorithms

for producing perturbation series for a few reasons. First, the point of a perturbation series is

to approximate the results of a fuller theory. This suggests an understanding of the path integ-

rals themselves as the objects the relevant perturbation series approximate. Second, as Rivers

[1987, p. 81] observes, the analogy between path integrals and ordinary finite-dimensional

integrals suggests other ways of producing useful (and tractable) approximations that can-

not be understood without relaxing the inferential restrictions described above—for instance,

series expansions in ℏ rather than the coupling strength, which cannot always be understood

as rearrangements of the perturbation series produced by the Feynman rules. Third, there

are non-perturbative effects (i.e., that cannot be captured by perturbation theory at any finite

order) that are usefully represented via the path integral. For instance, color confinement can
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usefully be represented in terms of the path integral approach to quantum chromodynamics,

with approximate calculations made by moving to a discrete representation (lattice QCD) in

which the path integrals become finite-dimensional and can be approximated via Monte Carlo

simulations.
39

In these cases, it is necessary to venture out onto shakier ground. Davey puts it very

nicely when he writes

We know that the path integral may be used unproblematically to generate per-

turbation theory, and we know that the path integral cannot be taken completely

literally as an integral supported by a well-defined underlying measure. There

are, however, many “degrees of seriousness” between these extremes for which

it is generally not clear whether one is on safe ground or not. If the physicist

wants to go beyond the safest ways of treating the path integral, he must make

conjectures about consistency which he may well be forced to withdraw at some

later point. [Davey, 2003, p. 451]

For the cases considered in the previous paragraph, what is needed is a more general path

integral concept to serve as the object that these less objectionable mathematical techniques—

perturbation series, other series-based approximations including saddle-point/stationary-phase

approximations, and fully discretized path integrals—serve to approximate. It therefore needs

to allow for a more extensive set of inferential possibilities that allow it, among other things,

to provide inferential connections between these various approximate techniques with their

more limited inferential possibilities. Such an understanding of the path integral seems to

be required to make sense of the contributions of these various techniques to our more uni-

fied quantum-field-theory-based representations, including the Standard Model. We cannot

identify the path integrals in, say, the formulation of the Standard Model with any of these

more restricted, approximate path integral concepts, as each is best suited to capture only

39
This was first discovered by Wilson [1974] and has since become an important part of the toolkit of quantum

field theory (See, e.g., the introductory textbook [Gattringer & Lang, 2010].).
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some of the phenomena that the Standard Model is supposed to explain. But the precise be-

havior required of such a path integral concept for this purpose is far from clear, and thus so

too are the necessary inferential restrictions. These must be tentative and subject to revision.

Turning to how to understand all this in terms of the mapping account, it is clear that

the problem that arises for all of the previous cases arises again here. The right structures for

representing these cases in terms of the mapping account seem to be just those that make the

inferences allowed by physicists’ inferentially restrictive methodology, whatever that may be

in the given case, come out truth-preserving. And we don’t really have any understanding of

what such a structure might be independently of these inferences. But this case adds some

important wrinkles.

First, these inferential restrictions are tentative in a way that the other inferentially re-

strictive methodologies considered in this chapter—for the early calculus, the Dirac delta func-

tion, Heaviside’s operational calculus, and even the path integral in the path integral formu-

lation of non-relativistic quantum mechanics—are not. This presents us with a new problem:

how do we make sense of the use of the path integral when such a tentative inferentially

restrictive methodology is adopted? The most natural way seems to be in terms of a range

of different representations involving different inferential restrictions. And the most natural

way to explain the relationships among these different representations is in terms of their

restricting in various ways a shared collection of inference patterns suggested by the path

integral notation and the formal analogies between it and finite-dimensional integrals. We

might then represent these inferential restrictions in terms of collections of partial structures,

say, but it is not clear what is to be gained by doing so in cases like this, since, as before, our

grasp of what such structures are like is entirely dependent on our understanding of these

inferential restrictions.

Second, it would be nice to be able to explain the relationships between different path

integral concepts requiring different inferential restrictions, especially when they are used in

the context of a single representation, like the Standard Model. And the most natural way
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to do this is also at the level of the inferential affordances of the path integral formalism

rather than at the level of mathematical structure. Here is one possible way to go. What

the various approximation strategies appealing to path integration considered above have in

common is a basis in some formal analogy between the naı̈ve path integral formalism and

ordinary, finite-dimensional integrals. Perturbative uses of path integrals take path integrals

to be analogous to ordinary integrals in that they bear a certain relationship to certain infinite

series—viz., that a certain way of constructing series produces series that are asymptotic to

the integral. Other uses of path integrals exploit analogies with ordinary oscillatory integrals,

allowing for an analogue of the stationary phase method. Yet other uses exploit the analogy

between such integrals and finite dimensional integrals in a discrete space-time. Each of these

analogies puts constraints on whatever the “full” path integral might be. As Manin [1981, p.

93] writes, albeit in a different context, “From the viewpoint of a mathematician, each such

calculation of a Feynman integral simultaneously defines what is calculated, i.e. it constructs

a text in a formal language whose grammar has not previously been described.” But these are

just formal analogies, analogies in inferential behavior, and explanations of them in terms of

underlying structure have not generally been given. And so they are most straightforwardly

understood in terms of the inferential affordances of this formalism. Again, while we can in a

sense come up with structures that do the job, these will again be whatever structures support

the target inferences. And again, we don’t have a grasp on such structures independently of

these inferences. (After all, even showing the existence of structures for Yang-Mills in four

dimensions is an open problem.)

5.3.3 Conclusion

In this section, I’ve argued that the case of path integrals in quantum mechanics and quantum

field theory gives us further reason to favor RIC over mapping accounts. Unlike other cases

considered so far, it is not (yet) possible to explain the success of path integral techniques in

terms of more rigorous mathematics, which picks out structures that can be used by mapping
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accounts. Further, these cases illustrate the diversity of the inferentially restrictive methodo-

logies that may be called for in applications of unrigorous mathematics, even concerning what

appears to be a single mathematical concept (viz., the path integral), as well as how tentative

such methodologies must be when the limits of the relevant unrigorous concepts are not well

understood. This means, among other things, that Heaviside was in good company (or at least

was not as much of an outlier as it might seem) when he proposed similarly tentative meth-

odologies in relation to his operational calculus. Because RIC again provides a much more

straightforward representation of these philosophically salient aspects of scientific practice,

we have further reason to favor it over mapping accounts.

5.4 Conclusions: The scope of an account of mathematical scientific

representation

In this chapter, I have argued that applications of unrigorous mathematics give us good reason

to favor RIC over mapping accounts on the grounds that RIC more perspicuously represents

the philosophically salient aspects of the relevant practices. By way of conclusion, I now

consider two objections a proponent of a mapping account might have to the arguments I have

presented here, each of which concerns the appropriate scope of an account of mathematical

scientific representation. I briefly argue that these illustrate advantages rather than liabilities

of RIC.

5.4.1 Formalisms and inferentially restrictive methodologies

One possible response is that it is no objection to the mapping account that the functional as-

pects of this or that scientific practice cannot be directly captured in terms of structures and

mappings. Structures and mappings are meant to capture the informational content of sci-

entific representations. It is open to the mapping account to incorporate further information

to explain some of the functional aspects of these practices in terms of that informational con-
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tent. Indeed, this seems to be exactly what is called for and exactly how mapping accounts

are intended to be used in their role as meta-level devices for representing philosophically

salient aspects of scientific practice.

In particular, we might think that the cases discussed in this and the previous chapter

show not that we should reject the mapping account in favor of RIC, but that we should

supplement the mapping account with a further account of mathematical formalisms as the

means by which human beings pick out and reason about mathematical structures. After all,

in each of the cases considered before, we see scientists reasoning using mathematical form-

alisms without sufficient means to pick out associated structures. But that doesn’t rule out

the possibility of philosophers’ using associated structures to explain why those formalisms

were appropriate for reasoning about the relevant target systems.

In a recent paper, Vincent et al. [2018] argue that mapping accounts need to be supplemen-

ted in just such a way. In their view, a major shortcoming of mapping accounts—especially

those, like the inferential conception of Bueno & Colyvan [2011], that emphasize the in-

ferential role of mathematics in science—is that notions like “mathematical resources” and

“inferential power” remain unanalyzed. Cashing out such notions requires not just looking

to mathematical structures, but also the formalisms through which they are presented. And

these cannot simply be “two sides of [the] same inferential coin” (p. 4) because the same struc-

ture may be presented in terms of quite different formalisms, which in turn open up different

inferential possibilities. For mathematical structures to be useful in scientific applications,

it is necessary to have a formalism that allows one to gain information about the structure

that is useful relative to one’s epistemic goals. Thus, mapping accounts, including those that

emphasize the inferential role of mathematics, must be supplemented with an account of the

role of things like formalisms in order to explain what provides mathematical models with

their inferential power.

I don’t dispute that mapping accounts can (and should) be supplemented in precisely this

way. Certainly, we shouldn’t expect an account of mathematical scientific representation to
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directly represent functional aspects of such practices in general. Imagine an account that

formally represented scientists’ intentions and other psychological states relevant to their

mathematically mediated reasoning. Such an account might capture something interesting

about scientific practice, but proponents of it couldn’t rightly criticize other accounts on the

grounds that they didn’t represent scientists’ psychological states. Scientists’ psychological

states are simply outside the scope of those accounts.

However, in their role as meta-level devices for representing philosophically salient as-

pects of mathematical practice, mapping accounts are typically intended to explain a number

of functional aspects of scientific practice, especially mathematically mediated surrogative

inference, in terms of the informational content of mathematical scientific representations.

RIC is intended to do the same. I take the cases in this and the previous chapter to favor RIC

primarily because RIC represents their informational content in a way that makes it easier to

reason about other philosophically important aspects of scientific practice, especially those

relevant to understanding the epistemic credentials of applications of unrigorous mathemat-

ics both from the perspective of scientists at the time and retrospectively. In other words, the

problem with mapping accounts is not that they don’t directly represent functional aspects

of scientific practice in their account of the informational content of mathematical scientific

representations, but rather that their account of the informational content of these represent-

ations is less useful than an alternative account (RIC) as a meta-level tool for reasoning about

these functional aspects.

For concreteness, consider how Bueno & Colyvan [2011] would explain the epistemic cre-

dentials of a mathematical formalism. Mathematically mediated inferences about a physical

target system can be reasonably made provided that mappings establish structural relations

appropriate to support those inferences. The use of a particular mathematical formalism to

make such inferences is then justified when it is used to explore the properties of a structure

that is connected to the target structure via appropriate mappings.

The problem with this in the cases considered here is that, in each of these cases, the relev-
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ant formalism seems to float free of any particular mathematical structure. This is quite clear

in the path integral case, but it is also present in the other cases I’ve discussed so far. The Dirac

delta function facilitates formal rules for manipulating certain integrals, with an incoherent

(but quite intuitive) underlying justification, and Heaviside’s operational calculus largely in-

volves formal rules for manipulating expressions that again cannot be justified by underlying

structure unless we appeal to heavy-duty mathematics that wasn’t in the picture at the time,

e.g. Bromwich’s Laplace transforms. Indeed, it seems that wherever we find an inferentially

restricted methodology, we will find a formalism that floats free from structure in this way.

Nonetheless, these free-floating formalisms sufficed for extremely successful applications of

mathematics. Indeed, calculations made using (in part) path integral techniques have yielded

predictions confirmed by some of the most precise measurements ever made. This suggests

that the structures and mappings appealed to even by inferential versions of the mapping ac-

count are besides the point, at least as far as the epistemic credentials of these applications are

concerned. RIC does better because it allows us to bypass the structural epicycles necessary

to represent these cases in terms of a mapping account. As a result, we have a much sim-

pler way of making sense of how the informational content of these representations supports

the mathematically mediated inferences that scientists made, which in particular allows us to

appeal more directly to the most epistemically relevant features of their practice, the infer-

entially restrictive methodologies that they employed to keep their unrigorous mathematical

tools under control.

5.4.2 Are these applications ofmathematics?

Finally, one might object that the cases considered in this chapter do not tell against mapping

accounts because these are not applications of genuine mathematics at all. These are cases

in which scientists have developed computational and representational devices on the fly to

suit their needs in particular cases. To the extent that these devices fall short of the standards

of mathematical rigor, we should treat them as a sort of pseudo-mathematics, not genuine
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mathematics. Thus, the thought goes, it is not a shortcoming of the mapping account if it

does not provide the best account of such cases; it was never intended to do so.

However, I think we should resist this thought for two reasons. First, the claim that these

cases do not constitute applications of mathematics is not very well motivated. And, second,

even if we do not count these cases as applications of genuine mathematics, we should re-

cognize that they are very much like mathematics—enough so that we should tell a similar

philosophical story about both kinds of case.

Regarding the first point, not to treat them as genuine mathematics would seem to rule

out a great deal of historical mathematics, as, historically, mathematical work failed to meet

the modern standards of mathematical rigor (and often quite badly). In particular, this would

certainly have to rule out the calculus of Leibniz and Newton and the work of subsequent

mathematicians who built on it prior to the introduction of 𝜖, 𝛿 limits. It would also seem

to rule out much of the work of Fourier and Boole, who each had operational calculi much

like that of Heaviside. Likewise, the Fourier integral theorem as presented in Fourier [1822,

p. 525] is essentially equivalent to the introduction of the Dirac delta function as 𝛿 (𝑥 − 𝛼) =
1

2𝜋

∫ +∞
−∞ cos(𝑝𝑥−𝑝𝛼)𝑑𝑝 . I see no principled reason to count, say, the work of Fourier and Boole

as genuine mathematics but the work of Heaviside and Dirac as “pseudo-mathematics”—

except perhaps that Fourier and Boole were considered to be mathematicians by their con-

temporaries, while Heaviside and Dirac were not.

But even if we do not count these cases as applications of “genuine mathematics,” there is

reason to think a good account of applications of mathematics should be able to accommodate

them—or, in any case, that it is advantageous for such an account to do so. First, for the

reasons spelled out above, the resources needed to make sense of such cases will be also

be needed to make sense of historical applications of mathematics (including most notably

the early calculus) that predate our current standards of mathematical rigor. Second, these

cases are similar enough at the level of practice to applications of rigorous mathematics that

we should expect our philosophical story about them to be substantially similar to our story
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about applications of rigorous mathematics.
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Part III

Explanation and Understanding
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In this part of the thesis, I shift from considering the role mathematics plays in scientific

representations to considering its role in scientific explanations and understanding. Unlike in

the previous parts of the thesis, my primary concern here is not to compare RIC to mapping

accounts, but rather to show RIC in action.

In chapter 6, I use RIC to help describe a metarepresentational role for mathematics in

science that goes beyond its simple representational role. This role, I argue, helps to explain

how mathematics contributes to the high degree of generality possessed by certain scientific

explanations.

In chapter 7, I turn the the closely related question of the contributions of mathematics

to scientific understanding. I show how RIC can be combined with an influential inferen-

tial account of explanation to produce a highly nuanced account of the relationship between

mathematical rigor and scientific understanding.
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Chapter 6

The Metarepresentational Role of Mathematics:

Mathematical Scientific Explanations in the RIC

Framework
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6.1 Introduction

Mathematics clearly plays some role in many scientific explanations. Whenever we represent

a physical domain mathematically, mathematics can be used to represent explanatory physical

facts, the explanantia of explanations in that domain.
1

For instance, to explain why Jamie and

Jon took six hours to drive from Detroit to Milwaukee, we might appeal to the facts that the

route they traveled was approximately 360 miles long and that they traveled at approximately

60 miles per hour. While these facts are represented with numbers, they are not themselves

facts about numbers. They are facts about a particular physical system in which Jamie and

Jon drive a particular distance at a particular speed. In these cases, mathematics is said to play

a merely representational role in the explanation. According to some—call them representa-

tionalists—such cases exhaust the role of mathematics in scientific explanations [e.g., Daly &

Langford, 2009, Melia, 2000, 2002, Saatsi, 2011, 2016].

In contrast, explanationists have argued that mathematics sometimes plays a further, dis-

tinctively explanatory role. In these cases, mathematical facts would be among the explanantia

of non-mathematical explananda. For instance, suppose Jamie and Jon brought five sand-

wiches to eat during their drive. We might take the purely mathematical fact that five isn’t

divisible by two to explain the fact that they didn’t manage to split their sandwiches evenly

(without cutting). This is what Saatsi [2016] calls a “thick” explanatory role: mathematical

facts stand in an ontic relation of explanatory relevance to their explananda.
2

In such cases,

facts about the target system would have to stand in an objective dependence relation to

mathematical facts, construed as genuine constituents of the world.

This role for mathematics has been defended in part on the grounds that some explana-

tions have features that can only be explained if we take the mathematics involved to play a

1
Here and throughout this chapter, I use ‘explanans’ and ‘explanandum’ to refer to the relata of the worldly

dependence relations involved in successful explanations, rather than the communicative devices used to pick

those relata out. While not all accounts of explanation entail that all successful communicative acts of explanation

must pick out such a dependence relation, for the purposes of this chapter I assume that such dependence relations

must be involved in one way or another in the explanations I discuss.

2
Note that this means that the influential modal account of mathematical explanations in science proposed

by Lange [2013] is not explanationist in the sense I have in mind here.
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distinctively explanatory, rather than merely representational role in the explanation.
3

These

explanations are thought to be more general than explanations in which mathematics plays a

merely representational role, in that they carry more counterfactual information about their

target systems (scope-generality) and in that they share an “explanatory core” with explan-

ations of phenomena in other domains (topic-generality). For instance, parallel explanations

in terms of divisibility explain why Jamie and Jon couldn’t evenly split seven—or nine, or any

odd number of—sandwiches (scope-generality) and why a philosopher can’t evenly divide

their five good ideas between two papers (topic-generality). In contrast, we couldn’t simil-

arly generalize the explanation of why it took six hours to travel from Detroit to Milwaukee,

since the explanantia of that explanation are concrete features of the target system, rather

than more general features shared by, say, systems in which different distances are traveled

(scope-generality) or systems in entirely different domains (topic-generality). For much the

same reason, we couldn’t similarly generalize an explanation of why Jamie and Jon couldn’t

evenly split their sandwiches that appealed only to concrete properties of the physical system

consisting of Jamie, Jon, and their sandwiches.

The debate between representationalists and explanationists has primarily been carried

out in the context of evaluating indispensability arguments for mathematical platonism. While

the classic Quine-Putnam indispensability argument supports platonism on the grounds that

mathematics is indispensable to our best scientific theories, more recent versions of the ar-

gument appeal to its explanatory indispensability. In short, the thought is that we should

believe in mathematical objects for the same reason we believe in non-mathematical the-

oretical posits—due to their indispensable role as explanantia in our best scientific explan-

ations.
4

While such arguments might fail for other reasons, their success depends in large

part on whether mathematics plays the right sort of role in our best scientific explanations—

3
For example, Colyvan [2002], Baker & Colyvan [2011], Lyon [2012], Plebani [2016], Baker [2017], and Baron

[2020] all argue for a distinctively explanatory role for mathematics on the grounds of explanatory generality or

cognate notions like robustness or unification.

4
Perhaps the most influential formulation in terms of explanatory indispensability is in Baker [2005], which

has spawned an enormous literature. For a survey, see Mancosu [2018, §3.2].
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in particular, the distinctively explanatory role described above, according to which phys-

ical explananda stand in ontic explanatory dependence relations to mathematical explanantia

[Saatsi, 2016]. And it is on precisely this point that representationalists and explanationists

disagree, with the former denying and the latter affirming that mathematics plays such a role.

But the highly abstract scientific explanations at the center of this debate are independ-

ently important. Explanations of this kind are crucial to the burgeoning literature on non-

causal explanations in science (see, for example, the papers in Reutlinger & Saatsi [2018]).

Understanding how they work—and in particular how mathematics contributes to their ex-

planatory generality—is crucial to understanding scientific explanation more generally. In

this regard, existing explanationist and representationalist approaches all leave something to

be desired.

If explanationists are right, we have to explain the very possibility of a mathematical

fact’s standing in an ontic relation of explanatory relevance to a physical fact. This is far

from straightforward. Most realists about mathematics take mathematical and physical en-

tities to belong to different ontological categories. But even nominalist interpretations and

paraphrases of mathematical language—for instance, in terms of modal information about

possible structures (modal structuralism) or facts about mathematical practice (some forms of

fictionalism)—don’t obviously pick out the right sort of entities to stand in such relations. We

also would have to explain why increasing the degree of generality of an explanation eventu-

ally yields a different kind of explanation altogether—viz., one in which the explanans must

be a mathematical, rather than physical, fact. But it is not obvious that such a difference in

degree should yield a difference in kind.
5

On the other hand, representationalist accounts, when they explicitly address the nature

of mathematical representation, typically rely on an austere conception according to which

mathematical facts simply “index” physical ones [Daly & Langford, 2009, Melia, 2000], which

fails to do justice to the full range of contributions mathematics makes to science. Such

5
For an argument to that effect, see Jansson & Saatsi [2019].
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accounts have little to say about how mathematics contributes to explanatory generality.

Arguably the best move for the representationalist to make in the context of debates over

the explanatory indispensability of mathematics is to deny that degrees of scope- or topic-

generality beyond those straightforwardly available to the nominalist are explanatory virtues

that would support the inference to the best explanation central to explanatory indispensab-

ility arguments [Knowles & Saatsi, 2021]. But regardless of whether these degrees of general-

ity are virtuous—a question on which we can remain agnostic for present purposes—they are

properties of certain explanations in which mathematics plays a prominent role, and a good

philosophical account of such explanations should be able to account for them.

In this chapter, I argue that by looking more closely at the role of mathematics in sci-

entific representations we can understand how scientific explanations can achieve such high

degrees of scope- or topic-generality without including mathematical facts among their ex-

planantia. In addition to representing particular target systems, mathematics allows us to

represent properties of these representations that remain stable as the mathematics involved

and its physical interpretation are allowed to vary. This is what I call the metarepresentational

role of mathematics. In using the word ‘metarepresentational’ here, I do not mean to imply

that in this role mathematics is just a “meta-level device” for reasoning about science from the

outside, but rather to describe the use of mathematics within science to reason about features

shared by collections of individual representations.
6

This metarepresentational contribution

of mathematics allows us to reason about the very abstract features of physical target systems

in virtue of which they are accurately represented by certain kinds of mathematical represent-

ation. These abstract features of target systems, rather than the mathematical facts relevant

to representing them, are the explanantia of highly general explanations. While mathemat-

ics is at least practically necessary to pick out these features, this use of mathematics does

not commit us to the truth of any purely mathematical (as opposed to physically interpreted)

6
That said, if the reader balks at the use of the word ‘metarepresentational’ for any reason, what I call the

“metarepresentational role” can without great loss be taken to be part of a significantly enriched account of the

representational role of mathematics, rather than a distinct role.
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claim, and so does not support explanatory indispensability arguments for mathematical pla-

tonism. The result is a richer conception of the role of mathematics in scientific explanations

that significantly improves on existing representationalist and explanationist accounts.

In §6.2, I develop a more nuanced account of the role of mathematics in scientific repres-

entations, showing how RIC as an account of mathematical representation can be extended to

explain the metarepresentational contributions of mathematics. I then distinguish two kinds

of explanatory generality (§6.3) and present a scientific explanation, the famous number-

theoretic explanation of the cycles of periodical cicadas, that has been taken to exhibit both

(§6.4). In reference to this example, I show how we can explain these features in terms of

the metarepresentational role of mathematics without appealing to pure mathematical facts

(§§6.5–6.6). Finally, I respond to the objection that explanations in which mathematics plays

only a metarepresentational role have less explanatory depth than those in which mathemat-

ics plays a distinctively explanatory role (§6.7).

6.2 Representation and Metarepresentation

In its representational role, mathematics serves to construct individual epistemic representa-

tions of particular target systems. In its metarepresentational role, it serves to elucidate the

properties shared by collections of individual representations, as well as very general proper-

ties of these representations’ target systems that can be picked out only by reasoning about

the features of collections of representations. The purpose of this section is to clarify and illus-

trate this central distinction before applying it to the case of scientific explanations appealing

to mathematics in the rest of the chapter.

6.2.1 Representation

In its representational role, mathematics helps scientists to construct epistemic representa-

tions of particular non-mathematical target systems. These representations support making
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inferences about their target systems on the basis of the relevant mathematics.

To focus the discussion in this chapter, I will frame both the representational and metarep-

resentational roles of mathematics in terms of RIC. I do this not just because I develop RIC

earlier in the thesis, but because I think it more perspicuously represents the central features

of mathematical representations relevant to the discussion here. Nonetheless, with minor ad-

justments, the rest of this chapter could be cast in terms of a version of the mapping account

instead.
7

Recall that, according to RIC, mathematics places constraints on what the target system

of a mathematical scientific representation must be like by specifying inferences about the

target system that must preserve truth if the representation is accurate. Such representations

have three ingredients:

(RIC1) a physical interpretation of the language of the mathematical theory sufficient to provide

at least some expressions in this language with physical truth conditions,

(RIC2) an initial description of the target system in the language of the mathematical theory,

given this interpretation, and

(RIC3) a collection of privileged inference patterns from those licensed by the original math-

ematical theory.

The commitments of the representation are the physically interpreted versions of the claims

in the language of the mathematical theory that are in (RIC2) or can be derived from these

via the inference patterns in (RIC3).

Consider a model of a weight suspended from a spring as a damped harmonic oscillator.

Its behavior is represented by the differential equation𝑚𝑑2𝑥
𝑑𝑡2

+ 𝑐 𝑑𝑥
𝑑𝑡

+ 𝑘𝑥 = 0 and perhaps by

equations determining values for the constants 𝑚, 𝑐 , and 𝑘 . These equations provide com-

ponent (RIC2), the initial description of the target system. In this case, 𝑥 is interpreted as the

7
Recall that mapping accounts are best understood as special cases of RIC, with (RIC1) provided by the relev-

ant structure and mapping, (RIC2) by a “structure-generating description” [Nguyen & Frigg, 2021] or something

similar, and (RIC3) by those inferences that preserve truth when interpreted in terms of the relevant mathematical

structure, so this recasting could be done with relative ease.
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vertical displacement of the object suspended from the spring (and its derivatives with respect

to 𝑡 the vertical components of velocity and acceleration); 𝑡 is interpreted as time elapsed;𝑚

is interpreted as the mass of the object suspended from the spring; 𝑐 represents the effect of

damping (related to the force 𝐹𝑓 due to friction by the equation 𝐹𝑓 = −𝑐 𝑑𝑥
𝑑𝑡

); and 𝑘 represents

the effect of the tension of the spring (related to the force 𝐹 required to extend the spring by

length 𝑥 by the equation 𝐹 = −𝑘𝑥). This suffices to provide numerical solutions of this and

related equations with physical truth conditions, and so it suffices for (RIC1). Finally, (RIC3)

is simply the set of inference patterns licensed by real analysis.
8

Now, consider the closure of the (mathematically interpreted) set of equations in RIC2

under the inferences licensed by real analysis. A subset of the expressions in this set are as-

signed physical truth conditions by the interpretation RIC1. The expressions in this subset,

under that physical interpretation, constitute the informational content of the representation.

This then allows us to see how such a representation can support surrogative reasoning about

the target system via mathematical reasoning about the real numbers. Whatever results we

can derive purely mathematically in real analysis by means of the equations in RIC2 can be

brought to bear on the physical target system by interpreting them according to the interpret-

ation rules in RIC1, provided that RIC1 supplies those results with physical truth conditions.

Since such physically interpreted claims are by definition part of the informational content

of the representation, such inferences preserve truth on the condition that all of the repres-

entation’s informational content is true, and are therefore licensed by the representation.
9

8
Restriction of the inference patterns in (RIC3) is only required where the relevant mathematical theory is

inconsistent or otherwise unrigorous, so that allowing all inference patterns made available by the mathematical

theory might have undesired results. See chapters 4 and 5.

9
Of course, most—if not all—scientific representations have some informational content that is untrue. What

matters to scientists is instead whether their representations are accurate in the appropriate respects. In light of

this, I might seem to be presupposing an implausibly close relationship between truth-preservation and accuracy.

But I need not make any such presupposition. If a representation is accurate in some respects but has some false

informational content, there is no guarantee that the inferences licensed by the representation are actually truth-

or accuracy- preserving. Whether such an inference should be made depends also on whether the representation

is accurate in the right respects.
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6.2.2 Metarepresentation

A representation schema is a collection of mathematical representations that share common

features but vary with respect to some aspect of the representation. In particular, this means

that one may vary the physical interpretation assigned to the mathematical vocabulary (RIC1),

the specification of the target system (RIC2), or the mathematical apparatus itself (RIC3).

To see how this works, consider how we might extend the representation of a weight

suspended from a spring to a representation schema. Since a number of very different physical

systems can be usefully modeled as harmonic oscillators, we might be interested in various

schemata that allow either the physical interpretation of the mathematical language (RIC1)

or the initial description of the target system (RIC2)—or both—to vary in certain ways.

For instance, we might start with a representation of a weight-and-spring system that

specifies the values of the constants𝑚, 𝑐 , and 𝑘 , but we might be interested in features that

representation shares with representations that specify different values for those constants.

In that case, we could reason about the schema consisting of representations that share the

same physical interpretation (RIC1) and underlying mathematical framework (RIC3) but differ

with respect to the initial description of the target system (RIC2) in that (at most) different

values are given to the constants𝑚, 𝑐 , and 𝑘 .

We might also be interested in features that this representation shares with those of other

kinds of systems that can be represented as damped harmonic oscillators, such as pendulums

or certain electrical circuits. In that case, we might start with the representation schema

considered above, which allows the values of the relevant constants to vary, and further allow

the physical interpretation (RIC1) to vary in a limited way (so that the relevant mathematics

can be interpreted in terms of pendulums and electrical oscillators but not other sorts of target

system). For instance, to allow representations of pendulums to be instances of our schema,

we must allow 𝑥 to be angular (rather than vertical) displacement,𝑚 to be rotational inertia

(rather than mass), and so on. If we also wish to include representations that do not specify

these constants directly, but derive them from other features of the target system, we may
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need to allow more substantial changes to the initial specification of the target system (RIC2),

allowing it to incorporate the equations used to derive the values of these constants. It is also

possible that deriving these constants would require appealing to mathematical resources

beyond those supplied by real analysis. In that case, the set of available inference patterns

(RIC3) would also have to be allowed to vary accordingly.

For instance, we might be interested in the features the representation from the previous

section shares with representations that specify other values for the constants𝑚, 𝑐 , and 𝑘 . In

that case, we could reason about the schema consisting of representations that share the same

physical interpretation (RIC1) and underlying mathematical framework (RIC3) but differ with

respect to the initial description of the target system (RIC2) in that (at most) different values

are given to the constants𝑚, 𝑐 , and 𝑘 .

We might also be interested in features that this representation shares with those of other

kinds of systems that can be represented as damped harmonic oscillators, such as pendulums

or certain electrical circuits. In that case, we might start with the representation schema

considered above, which allows the values of the relevant constants to vary, and further allow

the physical interpretation (RIC1) to vary in a limited way (so that the relevant mathematics

can be interpreted in terms of pendulums and electrical oscillators but not other sorts of

target system). For instance, to allow representations of pendulums to be instances of our

schema, we must allow 𝑥 to be angular (rather than vertical) displacement,𝑚 to be rotational

inertia (rather than mass), and so on. If we also wish to include representations that do not

specify these constants directly, but derive them from other features of the target system, we

may need to allow more substantial changes to the initial specification of the target system

(RIC2)—namely by allowing it to incorporate the (physically interpreted) equations used to

derive the values of these constants.

Reasoning with representation schemata allows us to do two things we cannot do with in-

dividual representations alone. First, the mathematics common to the instances of the schema

(or a mathematical framework into which these instances are embedded) can be used to shed
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light on features shared by the individual representations in the schema. Second and closely

related, reasoning with the schema allows for reasoning about general features shared by

the target systems represented by individual representations in the schema, which are not

captured (in their full generality) by these individual representations. As might be expected,

capturing these general features, both of representations and their target systems, is central to

achieving the kind of generality possessed by scientific representations in which mathematics

seems to play an explanatory role, to which I turn in the next section.

6.3 Explanatory Generality

Many explanationists have claimed that the degree and kind of generality possessed by certain

scientific explanations requires them to include mathematical facts among their explanantia.

Baker [2017] gives perhaps the clearest statement of this idea by distinguishing two kinds of

generality that mathematics might help us achieve: scope-generality and topic-generality.

6.3.1 Scope-generality

An explanation is more scope-general the wider the range of counterfactual situations to which

it applies in which the explanans is varied (but involving the same sort of target system). Con-

sider the explanation of why Jamie and Jon couldn’t evenly split five sandwiches that appeals

to the mathematical fact that five is not divisible by two. This explanation is scope-general in

that a parallel explanation can be used to determine what happens whatever number of sand-

wiches or passengers there are: one can divide 𝑛 sandwiches evenly among𝑚 passengers if

and only if 𝑛 is divisible by𝑚. And so we can explain by exactly the same means why it’s not

possible to evenly split nine sandwiches between two people, five sandwiches among three

people, and so on. A less scope-general explanation would explain why Jamie and Jon can-

not evenly split five sandwiches without telling us anything about what happens when the

number of sandwiches or passengers is different. And an explanation with an intermediate
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degree of scope-generality might tell us what would happen if there were 𝑛 sandwiches and

𝑚 passengers, provided 𝑛 and𝑚 don’t exceed some finite upper bound.

Some explanationists have argued that maximal scope-generality can only be achieved by

explanations that appeal to mathematical facts, like the explanation in terms of the fact that

five is not divisible by two. Any explanation that holds no matter how many sandwiches and

passengers there are, the thought goes, must appeal to a mathematical relation like divisibility.

For instance, Baker & Colyvan [2011, p. 331] argue that explanations in which mathematics

plays a merely representational role must be “less general and less robust” (i.e., less scope-

general) than those in which the mathematics is explanatory. Lyon [2012] similarly claims that

explanations in which mathematics plays an explanatory role are more “robust”
10

with respect

to causal-historical details (p. 567). Plebani [2016] criticizes Liggins [2016] on the grounds that

his nominalist-friendly explanations operate “at the wrong level of generality” (p. 553) for the

similar reason that a nominalistic explanation’s explanans would have to include too many

concrete details.

After presenting a more sophisticated example of a scope-general explanation in §6.4,

I will argue in §6.5 that these arguments miss the mark. Maximal scope-generality can be

achieved by an explanation that does not appeal to mathematical facts as explanantia, but

only if mathematics is allowed to play a metarepresentational role in the explanation. In that

case, an explanation can be formulated in terms of a representation schema that carries more

counterfactual information than individual representations of the relevant target system.

6.3.2 Topic-generality

An explanation is topic-general to the extent that it does not depend on the concrete features

of a particular target system, but has an explanatory core that can be used to formulate parallel

explanations about target systems of radically different types. Consider again the mathemat-

10
The sense of ‘robust’ in both Baker & Colyvan [2011] and Lyon [2012] should be distinguished from its

meaning in more general discussions of modeling. Baker, Colyvan, and Lyon have something narrower in mind—

viz., a kind of explanatory scope-generality.
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ical explanation of why Jamie and Jon cannot evenly split five sandwiches. The core of this

explanation has nothing to do with Jon, Jamie, or sandwiches. A parallel explanation can be

formulated for any system of discrete objects that one might want to partition into a finite

number of equinumerous groups. The explanatory core is something like

1. It is possible to divide 𝑛 𝐹 s into𝑚 even groups iff 𝑛 is divisible by𝑚.

2. Five is not divisible by two.

3. So, it is not possible to divide five 𝐹 s into two even groups.

We might think of this as an explanation schema à la Kitcher [1989] that can be filled in

by replacing ‘𝐹 ’ with a term referring to some kind of discrete object to produce a concrete

explanation.
11

In that case, we get our toy explanation by substituting ‘sandwiches’ for ‘𝐹 ’.

But we get just as good an explanation by replacing ‘𝐹 ’ with any other expression picking

out a group of discrete objects. For instance, we can produce in this way an explanation of

why it is not possible to divide five students into two even discussion groups or of why it is

not possible to distribute one’s five good ideas evenly across two papers (assuming, of course,

that ideas are discrete objects).

Alternatively, we might think of this as a set of propositions that is itself topic-general

in that it doesn’t appeal to concrete features of any type of non-mathematical target system

in particular. Rather, if we take (1) and (3) to implicitly quantify over all types 𝐹 of discrete

objects and (1) to implicitly quantify over all 𝑛,𝑚 ∈ ℕ, it appeals only to a mathematical fact

about natural numbers (2) and a proposition connecting mathematical facts with very general

facts about dividing discrete objects into groups (1). Particular explanations are produced

11
Central to Kitcher’s unificationist account of explanation is the notion of an argument pattern, which consists

of a deduction with the non-logical vocabulary replaced with schematic letters, a set of “filling instructions”

specifying how those letters can be filled in to produce a legal instance of the schema, and a classification of the

schematic argument. According to the unificationist account, an ideal explanation is an instance of an argument

pattern belonging to the set of such patterns that best unifies the set of beliefs accepted by scientists at a particular

time. But we need not accept the entirety of this unificationist account to represent explanations in terms of

argument patterns in this way. A similar strategy is pursued by Baron [2020], who proposes a hybrid unificationist-

counterfactual account of mathematical explanations in science.
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by supplementing this explanatory core with propositions about the particular domain of

the explanation. We get our toy explanation by adding the proposition that sandwiches are

discrete objects and concluding from this and (3) that five sandwiches cannot be divided into

two even groups. But we might add other propositions to produce parallel explanations—for

instance, that students are discrete objects or that ideas are.

Explanationists have argued that topic-generality is a distinguishing feature of explana-

tions in which mathematics plays such a role. In several places, Colyvan [2002, p. 72; 2013,

p. 1042] claims that mathematics is genuinely explanatory due to its unifying power—i.e., its

ability to produce topic-general explanations. The central claim of the paper in which Baker

[2017] articulates the distinction between scope- and topic-generality is that topic-generality

requires mathematics to play a genuinely explanatory role even if scope-generality does not.

Along similar lines, Baron [2020] develops a view according to which topic-generality (along-

side a few other conditions) distinguishes genuinely mathematical explanations from explan-

ations in which the mathematics is merely representational.

After considering a more sophisticated example (§6.4) and the case of scope-generality

(§6.5), I will argue in §6.6 that we can explain the topic-generality of such scientific explan-

ations without treating the mathematics as playing a distinctively explanatory role. Again

the mathematics should be understood as playing a metarepresentational role. In this case,

the core of an explanation can be formulated in terms of a representation schema that allows

the interpretation of the mathematics to vary. The very abstract features of physical target

systems in virtue of which they are correctly represented by some instance of this schema

then serve as explanantia in the topic-general explanation.

6.4 Example: The Prime Cycles of Periodical Cicadas

A classic example of an explanation that is both scope- and topic-general is the number-

theoretic explanation of the prime periods of periodical cicadas, first discussed in the philo-
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sophical literature by Baker [2005]. Periodical cicadas spend most of their lives in a larval

stage underground, emerging as adults for a single season, during which they reproduce and

die. In extant species, this life-cycle lasts either thirteen or seventeen years. Why are these

period lengths adaptive?
12

According to Goles et al. [2001], it is because prime periods optimize evasion of periodical

predators with shorter life-cycles. Under certain assumptions, where 𝑥 is the length of the

cicadas’ life-cycle and 𝑦 the length of the predators’ life-cycle, the cicadas’ average fitness

over a period of 𝑥𝑦 years is a decreasing function of gcd(𝑥, 𝑦), while the predators’ average

fitness over the same period is an increasing function of gcd(𝑥, 𝑦). By definition, all and

only prime numbers minimize gcd with all smaller positive integers. Assuming the predators

must have a shorter period than the cicadas, this means that it is only when cicadas have

a prime period that neither the cicadas nor their predators could increase their fitness by

changing their period. To reflect biological constraints, Goles et al. constrain cicada periods

to be between 12 and 18 years, resulting in 13- and 17-year periods.
13

This explanation is both highly scope general and highly topic general, and these features

will be the focus of the next two sections. I will argue that these two kinds of generality

do not give us reason to think the mathematics is playing a distinctively explanatory role.

Instead, the move from representation to metarepresentation allows us to pick out features of

the phenomenon that are sufficiently general to ground explanations with the same degree

12
Most presentations of this case, including Baker’s original paper, treat the existence of 13- and 17-year cycles

as the explanandum, and what I say in the rest of this chapter can naturally be adapted to such an explanation.

However, there is good reason to doubt that the optimality of prime cycles actually played a role in their selec-

tion [Wakil & Justus, 2017]. As Wakil and Justus conclude, we can avoid this problem by instead treating the

adaptiveness of 13- and 17-year cycles as the explanandum of the number-theoretic explanation.

13
My presentation of this example is simplified in several ways in order to streamline the rest of the chapter.

For one thing, the explanation I present is not the only number-theoretic explanation of this phenomenon. An-

other discussed by Baker [2005] is the suggestion that prime periods are advantageous because they minimize

hybridization with other periodical cicada species. What I say in the rest of the chapter can straightforwardly be

adapted to this explanation. For another, I ignore several important biological details, such as the pressures of

nymphal crowding and deviations from 13- and 17-year periods (most often by four years) sometimes observed in

existing cicada species. (See, for example, [Wakil & Justus, 2017].) While these details are essential to explaining

why cicadas actually developed these periods, one can explain why those periods are adaptive without them. Since

I only discuss the latter sort of explanation, and since my aim is not to give a complete account of this particular

case, I take these omissions to be harmless.

174



6.5 Metarepresentation and Scope-Generality

of scope-generality (§6.5) and topic-generality (§6.6) as explanations in which mathematics

plays a distinctively explanatory role without appealing to pure mathematical facts.

6.5 Metarepresentation and Scope-Generality

The number-theoretic explanation is highly scope-general. It does not just explain why the

actual periods of actual cicadas are advantageous, but also why prime cycles would be ad-

vantageous if cicadas had different biological constraints on their life-cycles. Supposing ci-

cada periods were biologically constrained to another range (say, 12 to 25 years), we have

a parallel explanation of why prime periods within that range would be advantageous. The

number-theoretic explanation indeed seems to be more scope-general than explanations that

appeal only to nominalistically acceptable properties, which would seem to be limited to cases

in which the cicadas’ periods cannot exceed some finite bound.

The best existing responses to this line of thought concede for the sake of argument that

explanations in which mathematics plays a distinctively explanatory role enjoy a higher de-

gree of scope-generality than other explanations, but downplay the importance of such high

degrees of generality. For instance, Knowles & Saatsi [2021] argue persuasively that scientists

have no reason to prefer an explanation that holds for all ranges of possible cicada periods to

one that holds only for periods up to some suitably high finite bound. If, say, the nominalistic

explanation works for cicada period lengths up to the age of the universe, the additional coun-

terfactual information provided by the explanation in which mathematics plays a distinctively

explanatory role will be of dubious scientific value indeed!

But regardless of whether the high degree of scope generality enjoyed by the mathemat-

ical explanation is a virtue, it does seem to be a genuine feature of this and other scientific

explanations in which mathematics plays a prominent role. A complete philosophical un-

derstanding of the role of mathematics in scientific explanations therefore still requires an

account of what makes this greater degree of generality possible (or why, despite appear-
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ances, it is not possible). In the rest of this section, I provide such an account in terms of

the metarepresentational role of mathematics. If this account is correct, nominalists need

not settle for explanations with limited scope-generality like those defended by Knowles and

Saatsi.

The scope-generality of the explanation can naturally be understood in terms of a repres-

entation schema in which only the range of biologically feasible life-cycles for the cicadas and

their predators is allowed to vary. Instances of this schema are those that can be produced

from Goles et al.’s initial representation by varying the initial description of the target system

(RIC2) with respect to the range of possible cicada periods. For the explanation to go through

for all instances of the schema, we must also require that the maximum predator period is

shorter than the minimum cicada period, that the range of predator periods is sufficiently

broad to make all non-prime cicada periods unstable, and that the range of cicada periods

contains at least one prime.

Instances of the resulting schema represent particular counterfactual situations in which

the cicadas and predators are biologically constrained to have life cycles within a particular

range. For each of these instances, we can run a parallel explanation of why the prime cycles

within that range are optimal for predator avoidance. Where 𝑝1, . . . , 𝑝𝑛 are the prime numbers

in the range of numbers representing biologically feasible cicada periods and𝑥 and 𝑦 represent

the cicadas’ and predators’ periods in years, respectively, a parallel series of applications of the

inference patterns in (RIC3) and purely physical inferences yields the conclusion that periods

of 𝑝1 or . . . or 𝑝𝑛 years are optimal for predator avoidance:

1. Via the inference patterns licensed by number theory, infer that 𝑝1, . . . , 𝑝𝑛 are prime.

2. From 1, infer gcd(𝑝𝑖 , 𝑦) = 1 for 1 ≤ 𝑖 ≤ 𝑛 and 𝑦min ≤ 𝑦 ≤ 𝑦max.

3. From 2, infer that there is no 𝑦 ′ such that gcd(𝑝𝑖 , 𝑦 ′) < gcd(𝑝𝑖 , 𝑦) when 1 ≤ 𝑖 ≤ 𝑛,

𝑦min ≤ 𝑦 ≤ 𝑦max, and 𝑦min ≤ 𝑦 ′ ≤ 𝑦max.

4. From 2, infer that there is no 𝑥 ′ such that gcd(𝑥 ′, 𝑦) < gcd(𝑝𝑖 , 𝑦)) when 1 ≤ 𝑖 ≤ 𝑛,
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𝑥min ≤ 𝑥 ′ ≤ 𝑥max, and 𝑦min ≤ 𝑦 ≤ 𝑦max.

5. From the physical interpretation of 3, infer that there is no way for the predators to

increase their average fitness
14

by changing their period, provided the cicadas’ period

is 𝑝1 or . . . or 𝑝𝑛 years.

6. From the physical interpretation of 4, infer that there is no way for the cicadas to in-

crease their average fitness by changing their period, provided that period is 𝑝1 or . . .

or 𝑝𝑛 years.

7. From 5 and 6, infer that periods of 𝑝1, . . . , and 𝑝𝑛 years are optimal with respect to

periodical predator avoidance.

8. By a similar chain of reasoning, infer that, when the cicadas’ period is not 𝑝1 or . . .

or 𝑝𝑛 years, either the predators or the cicadas can increase their fitness by changing

their period, and so those periods are not optimal with respect to periodical predator

avoidance.

9. Conclude from 7 and 8 that the cicadas’ optimal periods with respect to periodical pred-

ator avoidance are exactly 𝑝1, . . . , and 𝑝𝑛 years.

Recognizing that this is the case for each instance of the schema allows us to formulate a

more general explanation of why periodical cicadas have prime cycles: no matter which in-

stance of the representation schema picks out the right ranges of biologically feasible periods

for the cicadas and predators, the chain of inferences above goes through. This explanation

goes beyond the explanations made available by the individual instances of the representation

schema by incorporating all of the counterfactual information expressed by the schema; it tells

us not just what happens given that cicada lifecycles are constrained to be (say) between 12

and 18 years, but also what would happen if that range were different. This is made possible

14
This is how Goles et al.’s [2001] model works, anyway. Really, we should take their predator and cicada

fitness functions to represent only the ways interactions between the predator and cicada periods contribute to

overall fitness.

177



6.5 Metarepresentation and Scope-Generality

by reasoning not about the particular physical facts represented by a given instance of the

schema, but the features shared by the systems represented by all these instances, which are

the explanantia of the scope-general explanation. And this is achieved by reasoning about the

schema as a whole. The result is scope-generality: the explanation generalizes over all relev-

ant ranges of biologically feasible predator and cicada periods because it generalizes over all

instances of the representation schema.

At this point, one might worry about the use of mathematical vocabulary in setting out the

explanation above. In particular, (1) appears to be nothing but a pure mathematical fact, since

‘prime’ is not assigned a physical interpretation by the RIC1 component of the representations

in the schema. And (2) and (3) also appear to state pure mathematical facts, albeit ones that

can also be given a physical interpretation. And if this is the case, it seems wrong to say that

mathematical facts are not among the explanantia of this explanation.

But this rests on a misunderstanding the role of (1)–(8) above. (1)–(4) result solely from

the application of the inference patterns in the RIC3 component—the collection of privileged

mathematical inference patterns from those licensed by the original mathematical theory—

of the instances of the representation schema. The role of the inference patterns in RIC3 is

solely to determine which inferences from physically interpreted claims in the language of

the mathematical theory to physically interpreted claims in that language preserve truth ac-

cording to the representation. For this purpose, whether (1)–(4) are true under their standard

mathematical interpretation is irrelevant. Even supposing a form of mathematical error the-

ory were true, so that the mathematical interpretations of (1)–(4) were false, (5)–(8) would still

be consequences of each representation in the schema, since the inference patterns yielding

(1)–(4) would still be in RIC3, and each of these representations has as part of its inform-

ational content the physically interpreted versions of any claims derivable from the initial

specification of the target system RIC2 via the inference patterns in RIC3. So, while (1)–(4)

have the surface appearance of statements of mathematical facts, in this context they merely

express the inferences licensed by the instances of the representation schema. As a result, the

178



6.6 Metarepresentation and Topic-Generality

mathematics involved in their expression does not play a distinctively explanatory role.

6.6 Metarepresentation and Topic-Generality

The cicada explanation is also topic-general. According to Baker [2017] (cf. [Baron, 2020]), it

has an explanatory core that is not specific to periodical cicadas but that applies generally to

phenomena involving unit cycles with certain features.

Following Baker [2017, pp. 201f], but with adjustments to fit the description of the ex-

ample here, this explanatory core consists of the propositions:

(M1) The gcd of numbers𝑚,𝑛 is minimal if and only if𝑚 and 𝑛 are coprime. (pure mathem-

atical fact)

(UC1) The number of co-occurrences of the same pair of cycle elements of two unit cycles

of periods 𝑚 and 𝑛 in an interval of length 𝑚𝑛 is equal to gcd(𝑚,𝑛). (fact about unit

cycles)

(UC2) So, any pair of of unit cycles with periods 𝑚 and 𝑛 minimizes the number of co-

occurrences of the same pair of cycle elements over an interval of length 𝑚𝑛 if and

only if𝑚 and 𝑛 are coprime. (fact about unit cycles, from M1, UC1)

(M2) All and only prime numbers are coprime with all smaller numbers. (pure mathematical

fact)

(UC3) So, given a unit cycle 𝑝𝑚 of length𝑚 and a range of unit cycles 𝑞𝑖 with lengths 𝑖 < 𝑚,

𝑝𝑚 minimizes the number of co-occurrences of the same pair of cycle elements over an

interval of length𝑚𝑖 for all 𝑞𝑖 if and only if𝑚 is prime (fact about unit cycles, from M2,

UC2)

From UC3, thus derived, and facts about periodical cicadas and their predators in particular,

we can then derive the conclusion that 13- and 17-year periods are optimal with respect to

predator avoidance, reasoning in much the same way as above.
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This explanatory core is then (at least in part) shared by explanations of phenomena in

other domains. For instance, we might give a parallel explanation of why the number of

teeth on the front and rear gears of brakeless fixed-gear bicycles are optimal when they are

coprime [Baker, 2017, pp. 203f]. In this case, we need only M1, UC1 and UC2, since appeal to

primeness is unnecessary. We then can add particular facts about fixed-gear bikes to derive

the explanandum. Stopping such a bike involves locking the pedals at a particular point (so

that the front gear is always in the same position), thus locking the rear tire, causing the bike

to skid to a stop. This causes wear on the tire where it skids. To maximize the life of the bike’s

tires, one should choose a gear ratio that minimizes the frequency with which the same part

of the tire skids when the pedals are in braking position. Since we can treat the positions of

the front and rear gears of the bike as unit cycles, UC2 tells us that this happens just when

the numbers of teeth on the two gears are coprime.

The thought is then that topic-generality of this kind can only be achieved when mathem-

atical facts are included as part of the explanatory core. The explanatory core of an explanation

in which mathematics doesn’t play an explanatory role must appeal to particular facts about

the domain of the explanation that prevent it from generalizing to other domains in this way.

If we explain why 13- or 17-year cicada periods are advantageous in terms of properties of

temporal intervals, as Saatsi [2011] does, this rules out using the same explanantia to explain

the optimal gear configurations of fixed-gear bicycles.

In the rest of this section, I argue that topic-generality is possible because mathematics

plays a metarepresentational role in the explanation. The explanatory core doesn’t include

pure mathematical facts like M1 and M2 above, but only very general, mathematically repres-

ented physical facts. And representation of these very general facts is made possible by the

move from individual mathematical representations to a representation schema. Recall the

pendulum example from section 2. Moving to a representation schema in which the physical

interpretation RIC1 was allowed to vary made it possible to reason about the features such a

pendulum shares with radically different systems, like electrical oscillators. A similar move to
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a schema in which RIC1 is allowed to vary allows us to capture features shared by periodical

cicada populations and fixed-gear bicycles.

All that was needed for the scope-general explanation above to go through was for there

to be two entities with cycles of length 𝑥 and 𝑦 in some unit such that 𝑥min ≤ 𝑥 ≤ 𝑥max

and 𝑦min ≤ 𝑦 ≤ 𝑦max for 𝑥min, 𝑥max, 𝑦min, 𝑦max ∈ ℕ, with a guarantee that 𝑥 > 𝑦 , and that it

is optimal to minimize the intersection between these cycles over an 𝑥𝑦-year period. These

features constitute the “explanatory core” of the scope-general explanation in the previous

subsection. The basic predator-prey dynamics represented in Goles et al.’s model explain how

these features are realized, but the explanatory core is independent of those details. In this

respect, the explanatory core I present here is analogous to the explanatory core proposed by

Baker [2017]. The crucial difference is that Baker’s explanatory core includes pure mathemat-

ical facts (M1 and M2) relating prime numbers, gcd, and coprimeness, while mine includes only

very general, mathematically represented physical facts. But the explanatory core I present

here allows for the formulation of explanations just as topic-general as those built on the

explanatory core presented by Baker.

We can achieve this degree of topic-generality by moving to a yet more general repres-

entation schema that allows the mathematical representation to vary, as long as the three

features above (or potentially a subset thereof) are preserved. Clearly, it is necessary to allow

the physical interpretation of the mathematical language (RIC1) to vary, so that 𝑥 and 𝑦 can

come to represent, say, spatial magnitudes, or numbers of teeth on interlocking gears, rather

than temporal magnitudes. In addition, it will be necessary to allow the initial description

of the target system (RIC2) to vary with respect to its mathematical formulation in order to

capture the different ways in which the three conditions above might be realized.

Parallel explanations can then be given for phenomena represented by instances of this

schema that represent phenomena in radically different domains. Consider again the explana-

tion of why it is optimal to have coprime numbers of teeth on the gears of brakeless fixed-gear
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bicycles, as discussed by Baker [2017].
15

In this case, 𝑥 and 𝑦 come to represent the period of

the front and rear gears, respectively, where the appropriate unit is teeth. Since the numbers

of teeth on the gears do not tend to be prime (but only coprime), it is not necessary to restrict

the representation schema to cases in which 𝑥 > 𝑦 (though this happens to hold in realistic

cases). There is some finite possible range of values for 𝑥 and 𝑦 determined by various con-

straints, such as that the gear ratios should be within a reasonable range for the purposes of

actually riding the bike and that the gears should be possible to manufacture for a reason-

able price. Configurations that minimize the co-occurrence of the same pair of cycle elements

(i.e., gear positions) are optimal in this case because they maximize the wear on the rear tire

maximally even, thus maximizing its useful life. So we have a subset of the explanatory core

of the cicada explanation, together with an explanation of how the target system realizes the

abstract conditions in the explanatory core.
16

This gives us the essential ingredients for an explanation of the optimal gear configura-

tions of fixed-gear bikes that runs parallel to the explanation of the optimal periods of peri-

odical cicadas: for each instance of this schema physically interpreted in terms of fixed-gear

bikes, we can run an explanation of why certain gear configurations are optimal by showing

that these gear configurations minimize the co-occurrence of the same pair of gear positions

by checking each of these gear configurations individually. And if we wish to produce a cor-

responding scope-general explanation, we can do so by appealing to the coprimeness of the

numbers of teeth on the gears in the same deflationary way as the appeal to primeness in

the scope-general cicada explanation: no matter which instance of the representation schema

15
Baron [2020] presents a similar explanation of why interlocking gears on machines in general maximize the

life of the machine by ensuring even wear. What I say about Baker’s example can naturally be adapted to Baron’s.

16
Rather than formulate this explanation in terms of the explanatory core of the cicada explanation, construed

as a set of propositions, we can equivalently formulate an explanation schema à la Kitcher [1989] or Baron [2020]

that unifies the explanations of the cycles of periodical cicadas and of the gear configurations of fixed gear bikes.

Whenever we have a target system that is accurately represented by an instance of our representation schema, a

formally identical argument explains the parallel explanandum for that target system. The difference between the

sort of explanation schema I propose and the one Baron [2020] proposes then parallels the difference between my

explanatory core and the one proposed by Baker [2017]. Baron’s schema appeals to pure mathematical facts (as

opposed to merely mathematically represented physical facts) and in particular to subjunctive conditionals with

purely mathematical antecedents. In contrast, my approach allows us to formulate an explanation schema that

appeals only to very general, mathematically represented physical facts.
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is accurate, coprime periods maximize the life of the rear tire by minimizing the frequency

with which the rear gear (and so the rear tire) is configured in the same way when the front

gear is in braking position. As in the case of the scope-general cicada explanation, this use

of ‘coprime’ does not involve an appeal to mathematical facts, since it serves only to pick out

certain patterns of inference (RIC3) common to instances of the representation schema, and

these patterns of inference would be licensed by the representations regardless of whether the

relevant statements including mathematical vocabulary like ‘coprime’ were true when given

their usual mathematical interpretation. And so we can understand the topic-generality of the

cicada explanation without ascribing a distinctively explanatory role to the relevant mathem-

atics.

6.7 Explanatory Depth

Baker anticipates something similar to the account I provide in the previous section and ob-

jects: “[A]lthough a schema about unit cycles has more topic-generality than [a] schema about

life-cycle periods, instantiations of the schema will still end up being treated as disjoint facts,

and thus the overall explanation will be less unified and will have less explanatory depth than

the full [mathematical explanation of the cicadas’ periods]” [Baker, 2017, p. 12]. So even if

the representation schema I discuss at the end of the last section can support topic-general

explanations, the resulting explanations lack the depth of explanations in which mathematics

plays a distinctively explanatory role. The thought would seem to be that each instance of that

schema would support explanations that rely on concrete facts that are themselves in need of

explanation. If the schema incorporated mathematical facts, as Baker’s does, then these could

be used to explain these more concrete facts. But, at first glance, I seem to have no resources

to similarly explain the explanatory features of these more particular explanations in terms

of “deeper” features of reality that transcend the various domains represented by instances of

my representation schema.
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But I think this is too hasty. The features in virtue of which a target system is accurately

represented by an instance of the representation schema are themselves extremely general,

due to the wide range of target systems covered by the schema. In the case of the schema that

generalizes the cicada representation, this requires only (1) two entities in the target systems

with cycles of 𝑥 and 𝑦 in some unit, (2) finite upper and lower bounds on both 𝑥 and 𝑦 , (3)

that minimizing the frequency of the intersection of these cycles is optimal, and (4) that the

mathematical inference patterns used in the explanation (a subset of RIC3) preserve truth

under the physical interpretation RIC1.

The first three of these conditions are quite abstract, but distinctly physical; the explanat-

ory cores and explanation schemata put forward by Baron and Baker incorporate similar con-

ditions (for instance, Baker’s very general claims about unit cycles). The final condition plays

a role closer to that of the mathematical facts in Baker’s and Baron’s explanation schemata,

but it too picks out very high level physical features shared by the relevant target systems.

It requires each target system 𝑇 to be such that certain patterns of inference, which could

in principle be spelled out in terms of purely physically interpreted mathematical language,

preserve truth when interpreted in terms of 𝑇 .

So it is not that the explanation schema that I put forward picks out only a very disjoint

collection of topic-specific physical properties to serve as explanantia. Rather, it picks out

extremely general properties common to the full range of target systems covered by the rel-

evant representation schema, including target systems in very different domains. Arguably

such properties are better placed to do the right explanatory work than bare mathematical

facts, as they are straightforwardly instantiated in each target system accurately represented

by an instance of the schema.

But at this point, Baker, Baron, and others might object that I have begged the question

against them by insisting that the very general features picked out by mathematical repres-

entation schemata of the kind I have considered are not mathematical. Now, it is true that

these features often do not seem to be expressible in purely non-mathematical language, and
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mathematical language has an important role to play in the account I’ve presented here. Any

mathematical representation schema requires that certain patterns of inference, spelled out

in terms of physically interpreted mathematical language,
17

preserve truth when interpreted

in terms of the target system of any instance of the schema. But the physical interpretation

of this language plays a crucial role, and the result is something quite different from a bare

mathematical fact (such as that all and only primes 𝑝 minimize gcd(𝑝, 𝑞) for all 𝑞 < 𝑝), which

is given no such interpretation.

The general features I appeal to are highly abstract, mathematically represented features of

physical systems, while mathematical facts concern features of abstract objects (or whatever

we take the subject matter of pure mathematics to be). These features may coincide if we

already accept certain versions of mathematical realism—namely, ante rem structuralism [Res-

nik, 1997, Shapiro, 1997], Aristotelian realism [Franklin, 2014], and some versions of neo-

logicism [Hale & Wright, 2001]—and it is not my aim to show that these views are false.

Indeed, if one already accepts one of these views, there is still much to be gained by em-

bracing my account of the metarepresentational role of mathematics, as it then provides a

nuanced account of how mathematics contributes to explanatory generality an, in particular,

how mathematical objects fit into such explanations.

But if we don’t accept one of these views at the outset, then there seems to be no good

reason to claim that the general features I appeal to are themselves mathematical. Both scope-

and topic-generality are a matter of degree. And, all else equal, the more scope- or topic-

generality an explanation possesses, the more abstract the properties in virtue of which a

given system is correctly represented by some instance of the representation schema needed

to articulate the explanation. To conclude that the general features I appeal to are themselves

mathematical, we would need a further reason to think that these differences in degree should,

after some threshold, yield a difference in kind.

17
These are those inferences from physically interpreted premises to physically interpreted conclusions that

can be arrived at by applying only the inference patterns in (RIC3).
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6.8 Conclusion

I have argued that we can capture the high degree of generality and depth possessed by ex-

planations in which mathematics figures prominently without treating the mathematics as

playing a distinctively explanatory role—that is, without treating mathematical facts as them-

selves among the explanantia of the explanation. But doing so requires us to move to a more

nuanced account of the role of mathematics in scientific representations, one that recognizes a

new, metarepresentational role for mathematics in exploring properties shared by collections

of mathematical representations.

The result is an account of the role of mathematics in scientific explanations that takes a

middle path between the explanationist approaches of the likes of Baker, Baron, and Colyvan

and the representationalist approaches of the likes of Melia and Saatsi, incorporating the best

aspects of both approaches. Like existing representationalist accounts, it takes the role of

mathematics in scientific explanations to be representational at bottom. But it takes this role to

be significantly richer than simply “indexing” physical facts, allowing mathematics to do some

(metarepresentational) heavy lifting in scientific explanations. And while the account does

not support a distinctively explanatory role for mathematics, as explanationists would have

it, and so in particular does not support explanation-based indispensability arguments for

mathematical platonism, it fills an important gap in both platonist and nominalist accounts of

mathematical explanations in science by explaining how the use of mathematics contributes

to explanatory generality.
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Inferentialism, Rigor, and Understanding
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7.1 Introduction

In the previous chapter, I discussed one significant way in which RIC can help us better under-

stand the contributions of mathematics to scientific explanations. RIC is a natural framework

for describing a metarepresentational role for mathematics, which in turn helps to explain

how mathematically formulated scientific explanations can achieve a distinctively high de-

gree of generality.

I now turn from the question of the contributions of mathematics to scientific explana-

tions to the closely related question of its contributions to scientific understanding. Existing

work on this relationship has largely focused on the role of mathematical abstractions and

idealizations in producing understanding. For instance, Morrison [2015] argues that mathem-

atics contributes to scientific understanding by making possible the introduction of certain

abstractions, which in turn are indispensable to understanding certain phenomena. For ex-

ample, in statistical physics, taking the thermodynamic limit (in effect failing to represent the

influence of the number of particles in the system
1
) makes possible an understanding of phase

transitions that cannot be achieved otherwise.

This is certainly an important type of contribution of mathematics to scientific under-

standing. But in this chapter, I argue that combining RIC with a prominent inferential ac-

count of understanding illuminates further connections between mathematics and scientific

understanding. Where the advantages of RIC are clearest are cases in which local features of

the mathematical reasoning appealed to in using a representation are crucial to extracting in-

formation relevant to understanding. These features may include the inferential affordances

of the formalism used, as well as context-specific inference restriction strategies used to con-

fine a more fruitful or user-friendly formalism to contexts in which it is known to be well-

behaved. Even in cases in which the informational content of a representation—and so also

the explanatory information implied by it—is well-described in terms of a mapping account,

understanding how human agents can grasp that information via mathematical reasoning re-

1
Cf. Pincock’s discussion of the deep-water idealization in the modeling of ocean waves [2012, p. 100].
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quires explicit analysis of the inferential capabilities the mathematics affords to those agents

in terms of the particular formalism through which any mathematical structure is presented

[cf. Vincent et al., 2018]. And, as I have argued in previous chapters, this is an area in which

RIC enjoys a marked advantage over even the most liberal versions of the mapping account.

While I think that the contributions of particular mathematical formalisms to the actual

inferential capacities of working scientists are more significant in general than their relatively

scant treatment in the literature might suggest, these contributions are absolutely central to

cases in which the mathematical techniques applied fall significantly short of the ordinary

standards of rigor in mathematics. Ceteris paribus, as mathematical rigor increases, it be-

comes more straightforward to connect the mathematical formalism used to express scient-

ists’ mathematical reasoning with an underlying structure that can be used to analyze the

informational content of the representation that licenses that reasoning. On the other end of

this spectrum, where the formalism requires highly local and ad hoc inference strategies, the

value of representing such reasoning in terms of a mapping account is dubious indeed.

In light of this, because the thesis is focused on RIC as a tool to make sense of the use of

mathematics in science, I have chosen to focus here on the relationship between mathemat-

ical rigor and scientific understanding. In particular, there is an apparent tension concerning

this relationship. Both unrigorous techniques and their more rigorous alternatives have been

supported—with what seems to be good reason in each case—on the grounds that they pro-

mote understanding in a way that alternative techniques cannot. I show how RIC can be

combined with a prominent inferential account of understanding to shed light on the multi-

faceted relationship between the degree of mathematical rigor involved in a representational

practice and the scientific understanding it produces. In particular, this framework distin-

guishes several potentially conflicting ways in which mathematical tools can contribute to

scientific understanding. Actual conflict between these contributions then helps to explain

the tension concerning rigor and understanding considered above.

I focus on two cases discussed previously in the thesis: the early calculus and Heaviside’s
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operational calculus. Previous chapters were concerned with the use of these techniques be-

fore rigorous alternatives existed, with an eye to explaining how practitioners used them to

produce successful representations in the absence of more rigorous alternatives. But my focus

in this chapter is on their use after the introduction of these more rigorous alternatives. Each

of these cases brings out the apparent tension concerning the relationship between math-

ematical rigor and understanding mentioned above. On one hand, in each case, unrigorous

techniques persisted for a significant amount of time after the introduction of rigorous altern-

atives, and their proponents justified this at least in part on the grounds that they promoted

understanding better than more rigorous alternatives. On the other hand, each ultimately

fell out of favor, and a very natural explanation of this is that the more rigorous alternat-

ives ultimately did reflect a better understanding of the relevant mathematical and perhaps

even physical domains. Indeed, something close to this seems to be presupposed by the very

common approach in philosophy of retrospectively explaining the success of less rigorous

mathematical techniques in terms of their relation to more rigorous counterparts.

I argue that this apparent tension can be explained by the sometimes conflicting contri-

butions of mathematical representations to scientific understanding, which applications of

unrigorous mathematics bring into sharp relief. Unrigorous techniques typically have the

advantage of making more salient inferences practically available to scientists either because

no rigorous alternative exists or because such alternatives are cumbersome. They may also

make inferences more reliable than their rigorous counterparts by simplifying calculations,

thereby leaving less room for human error. On the other hand, they may impede understand-

ing by making the accuracy of representations more difficult to evaluate and by introducing

new opportunities for human error in implementing the inference restriction strategies they

require.

The study of such cases can contribute to a better understanding of the contributions of

mathematics to scientific understanding more generally by helping us to distinguish contri-

butions to understanding that might otherwise be conflated or to recognize contributions that
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might otherwise be ignored. The resulting framework for understanding the contributions of

mathematics to scientific understanding can in turn be used to make sense of some of the

complexities of the history of these techniques. The adoption of rigorous alternatives to un-

rigorous techniques generally does not happen immediately or uniformly, with unrigorous

techniques persisting in various forms, to various degrees, in various contexts. The relative

value of the contributions to understanding identified by this framework varies significantly

depending on one’s epistemic and other aims. As a result, very different tradeoffs between

the benefits of rigorous and unrigorous techniques will be called for in different contexts. The

framework I propose offers a natural way to identify the factors that warrant these tradeoffs

in contexts in which rigorous and unrigorous techniques are both available.

In the next section, I present an account of scientific understanding and discuss an ini-

tial way of making sense of contributions of mathematics to understanding in terms of this

account. I then discuss several general ways in which applications of unrigorous mathemat-

ics complicate this picture. In section 7.3, I substantiate these claims by discussing two case

studies that exemplify these patterns: the use of intuitive infinitesimals in the calculus and

of Heaviside’s operational calculus after rigorous counterparts to those techniques had been

developed. Finally, in section 7.4, I discuss the implications of this work for a more general

account of the contributions of mathematics to scientific understanding as well as for work

on how understanding can be promoted by representations that in one way or another get

things wrong.

7.2 Understanding and unrigorous mathematics

7.2.1 Scientific understanding

The topic of scientific understanding has recently become the subject of a very active literat-

ure. (See, for example, the contributions to [de Regt et al., 2009].) But for present purposes,

we can sidestep many of the most contentious issues in this literature, focusing instead on
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three features of understanding about which there is widespread agreement.

The first is that understanding is closely related to scientific explanation in the sense that

understanding is what is produced when an agent grasps a good scientific explanation. This

is, of course, very imprecise, and there is disagreement in the literature, for example, over

whether explanation or understanding is prior
2
, what this grasping consists in

3
, and even

whether the presence of an explanation is necessary for understanding
4
. But there is wide-

spread agreement at least that scientific understanding is the sort of thing brought about by

grasping a good scientific explanation in the right sort of way.

The second is that understanding essentially involves an understanding agent, their con-

text, and particularly their actual abilities. A scientific representation may encode an explan-

ation of a phenomenon without that explanation being accessible in practice to the scientists

making use of that representation. In such a case, we can rightly say that there is an explana-

tion of the phenomenon
5

without understanding—at least the kind of understanding that that

explanation would produce if grasped.
6

Likewise, even if explanatory information is more

easily inferred from a representation, individual scientists working with that representation

might still fail to possess the understanding produced by that explanation if they do not ac-

tually infer that explanatory information from it.

Finally, understanding a phenomenon requires scientists to get at least something right

2
For instance, Friedman [1974], Salmon [1984], Humphreys [2000], Woodward [2003], Strevens [2008],

Wilkenfeld [2013], Potochnik [2017], and Wilkenfeld & Lombrozo [2020] all in one way or another use scientific

understanding to explain features of explanation. In contrast, Khalifa [2012, 2017] argues that the notion of

understanding doesn’t add anything to existing discussions in terms of scientific explanation; understanding a

phenomenon just amounts to knowing an explanation of it. And de Regt [2017] analyzes scientific understanding

in terms of explanation; having scientific understanding of a phenomenon amounts to having an explanation that

is empirically adequate, consistent, and based on an intelligible theory.

3
For instance, Kvanvig [2003, p. 192] characterizes this grasping in terms of coherence theories of justification:

“Understanding requires the grasping of explanatory and other coherence-making relationships in a large and

comprehensive body of information.” Others characterize it as a kind of knowledge-how—for instance, of how

to evaluate explanations [Khalifa, 2013], of how to reason counterfactually [Grimm, 2006]—or a more general

kind of epistemic ability [Elgin, 2017, Hills, 2016]. (But for reason not to characterize understanding in terms of

knowledge-how, see [Sullivan, 2018].) Strevens [2017] goes so far as to reject the demand to give a philosophical

account of grasping, writing that such an account “would be an extraordinary thing” (p. 41).

4
Lipton [2009] argues that it is not.

5
The pragmatic account of explanation advocated by van Fraassen [1980] is a notable exception.

6
For instance, de Regt [2017] emphasizes the importance of intelligibility, and a number of philosophers

emphasize grasping an explanation as a distinctive epistemic ability. See footnote 3.
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about it. There is disagreement about how stringent this requirement must be
7
, but for the

purposes of this chapter it is important that understanding is both consistent with getting

some features of the phenomenon wrong (through idealization, for example) and nonetheless

still responsive to the way the phenomenon actually is in at least a minimal sense.

In the rest of this chapter, I will assume a particular view of scientific understanding:

the factive inferentialist view proposed by Kuorikoski & Ylikoski [2015]. The central idea is

that understanding consists in an (inferential) ability, rather than a kind of knowledge (of an

explanation). The view is inferentialist in the sense that scientific understanding of a phe-

nomenon 𝑃 consists in the ability to make appropriate counterfactual or “what-if” inferences

about 𝑃 . This serves to capture the first two platitudes above. It captures the first because

these inferences concern the sort of information that is commonly thought to be involved

in good scientific explanations—namely, information about dependencies captured via coun-

terfactual reasoning. It captures the second because it is concerned with scientists’ actual

inferential abilities, rather than inferences they could only make in principle. The view is

factive in the sense that the relevant inferences must be correct. This still allows for getting

some features of the phenomenon wrong; the precision and extent of the what-if inferences

one can make about a phenomenon determines the degree of one’s understanding of it.
8

And

so this captures the final platitude.

While I focus on Kuorikoski and Ylikoski’s exposition of the factive inferentialist view

here, due to its explicitness and clarity, something like the factive inferentialist view is ar-

guably implicit in much work on the counterfactual approach to explanation developed by

Woodward [2003] on the basis of work by Salmon [1984] and refined by a number of more

7
This is often framed in terms of the question of whether understanding is “factive” in the sense that know-

ledge is. (That is, one can know that 𝑝 only if 𝑝 is true.) Some say it is [e.g. Grimm, 2006, Hills, 2016, Le Bihan,

2021]. Others say it isn’t [e.g. Elgin, 2017, Riggs, 2009, Zagzebski, 2001]. But this simple binary disguises a spec-

trum of views concerning how much of a role falsehoods can play in understanding, with some, like Elgin [2017],

emphasizing the role of “felicitous falsehoods” in directly contributing to understanding and others requiring such

falsehoods to play a more peripheral role [e.g. Kvanvig, 2003].

8
Kuorikoski and Ylikoski are not clear about whether the precision and extent of these inferences collapse

down to a scalar quantity or map onto different aspects of understanding. I suspect the latter is a more useful way

of thinking about these things, but this should ultimately make no difference to the discussion in this chapter.
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recent authors, particularly to make it compatible with important examples of putative non-

causal explanations in science [e.g. Bokulich, 2008a, Jansson & Saatsi, 2019, Reutlinger, 2018,

Saatsi & Pexton, 2013]. Accounts of this kind explain scientific explanation in terms of a cer-

tain kind of inference (concerning the counterfactual behavior of the target system), which

track genuine features of the target system (“dependence relations”). In this way, both the

inferential and factive aspects of the view are present, at least in embryonic form, in the

counterfactual approach to scientific explanation. And so, while I do frame the rest of the dis-

cussion in this chapter in terms of the particular view proposed by Kuorikoski and Ylikoski,

their view is one that falls very naturally out of what is arguably the most prominent account

of scientific explanation currently on the market. This—together with its emphasis on infer-

ence, which makes it a natural ally of RIC—makes it a very natural choice for my purposes

here.

Before moving on, it is also worth pausing to distinguish between two kinds of under-

standing that might be related to mathematical rigor. First, the kind of understanding Kuorikoski

and Ylikoski’s factive inferentialist account is intended to capture is understanding of a phe-

nomenon. This sort of understanding typically depends on a model or theory to help produce

understanding, but the object of understanding is ultimately not the model or theory itself.

Alternatively, we might be interested in how mathematical rigor relates to understanding

of mathematically formulated theories or models themselves, or even understanding of the

more abstract mathematical tools used to formulate them. In this case, the factive inferen-

tialist account’s restriction to counterfactual inference makes it less plausible. While some,

notably Baron and various collaborators, have tried to apply the counterfactual approach to

explanation to mathematical explanations, the counterfactual approach is at the very least

less immediately plausible when applied to mathematics than when applied to physical phe-

nomena.

There are a few ways around this. The first would be to pitch the discussion in the rest of

this chapter solely in terms of understanding of phenomena. And indeed, I think the central
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points of this chapter could be framed in this way. However, I think there is more to be said

about the relation between mathematical rigor and intramathematical understanding (and

understanding of a model or theory more generally), and doing so requires relatively minor

modification to the framework sketched so far. Kuorikoski & Ylikoski [2015] and Kuorikoski

[2021] assimilate understanding of models and theories into the counterfactual framework

by framing such understanding in terms of counterfactual inferences about how the models

would behave if they were changed—say, to represent some related but distinct target system.
9

Alternatively, we might not require the relevant inferences to be counterfactuals in the case

of intramathematical understanding, but instead characterize understanding-relevant infer-

ences in other terms. In either case, the basic structure of the factive inferentialist account—in

particular, the potential for conflict between and within the inferential and factive aspects of

understanding—is preserved. As a result, intramathematical understanding and understand-

ing of models should be expected to raise philosophical issues that are substantially similar to

those raised by understanding of phenomena, and these similar issues should be given broadly

similar treatment.

The factive inferentialist framework already suggests two broad ways in which mathematics—

or indeed any other scientific tool—might contribute to scientific understanding. First, corres-

ponding to the inferential aspect of understanding, it might make more inferences practically

accessible to scientists. It might do so by making available new representations of a phe-

nomenon, which support new inferences. Or, as Kuorikoski and Ylikoski emphasize, it might

do so by making existing representations more tractable, thereby making more inferences

available in practice. Second, corresponding to the factive aspect of understanding, mathem-

atics might make available inferences more reliable. According to Kuorikoski and Ylikoski,

it might do so either by making it easier to evaluate the accuracy of inference-supporting

representations (by forcing assumptions to be made explicit in the formalization process) or

by reducing human error in carrying out the inferences licensed by a representation (due to

9
In essence, this is very similar to the move of treating mathematical knowledge (and other knowledge of

necessary truths) as metalinguistic knowledge [Rayo, 2009, Stalnaker, 1987].
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the existence of well-defined rules for doing so either mathematically or computationally that

allow the relevant inferences to be “externalized”).

This is a useful way to start thinking about the contributions of mathematics to scientific

understanding, but we will see that the picture must be more complicated than this. In par-

ticular, examination of unrigorous mathematical techniques shows how conflicts can arise

between the contributions of mathematics to both the inferential and factive aspects of un-

derstanding. Most intuitively, a piece of applied mathematics may contribute to the inferential

or factive aspect of understanding at the expense of the other. But, as I will try to show, a

piece of applied mathematics may also involve tradeoffs between conflicting contributions

to a single aspect of understanding—making some range of inferences more reliable at the

expense of others or expanding the range of available inferences in one way while restricting

it in another.

7.2.2 Unrigorous mathematics

Recall from chapter 5 that applications of unrigorous mathematics require the use of a dis-

tinctive, inferentially restrictive methodology, according to which some classically available

inferences are not permitted. Problematic concepts are thereby quarantined to contexts in

which they exhibit the desired behavior without allowing undesirable results to be derived.

The introduction of inferentially restrictive methodologies already complicates the picture of

the contributions of mathematics to understanding sketched above.

First, such methodologies are one means by which a piece of applied mathematics might

make conflicting contributions to the inferential aspect of understanding. On one hand, such

methodologies are only worth using when they expand the range of inferences made practic-

ally available by the representation in which they are used—either because no more rigorous

alternative exists or because such rigorous alternatives are more difficult to work with and so

make fewer inferences accessible in practice. On the other, by their very nature, inferentially

restrictive methodologies restrict available inferences. While such restrictions are necessary

196



7.2 Understanding and unrigorous mathematics

to ensure that the allowed inferences are reliable, they may nonetheless prevent the relevant

mathematical techniques from being extended to a wider range of cases, to which their more

rigorous counterparts can profitably be applied with minimal adjustment. So a piece of math-

ematics that requires an inferentially restrictive methodology might make more inferences

practically available in the limited domain in which it applies than its more rigorous counter-

part, while making fewer inferences practically available in a more general domain than that

rigorous counterpart.

Which technique better promotes understanding in a given context then must depend

both on which range of inferences are of the greatest significance, as well as the degree of

fluency the understanding agent has with the two techniques, which will determine how

much of an advantage the less rigorous technique enjoys in the restricted domain and the

more rigorous technique enjoys in the more general domain. Beyond this, the level of grain of

the relevant inferential restrictions matters a great deal. If these restrictions are fine-grained

and ad hoc, as in the case of Heaviside’s operational calculus, this may make it more difficult

to apply unrigorous techniques even in the limited domain to which they apply by making

it difficult for those using the technique to know when the inferential restrictions do and do

not apply, thereby making fewer inferences practically available even within this restricted

domain. (And, in fact, Heaviside’s operational calculus was notoriously difficult for students

to master.) On the other hand, if the restrictions are relatively straightforward and general, as

in the case of the calculus using intuitive infinitesimals, such problems may arise to a lesser

extent or even not at all.

Second, such methodologies are also a means by which a piece of applied mathematics

might make conflicting contributions to the factive aspect of understanding. By allowing for

simplified inferential procedures in restricted domains, they build on the way mathematical

techniques in general reduce human error by allowing inference procedures to be external-

ized. On the other hand, they have the potential to make it less clear which inferences a given

representation actually licenses, again to the extent that the required inferential restrictions
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are local and ad hoc. This introduces a new source of human error: error about which in-

ferential restrictions are required. This in turn has the potential to make it more difficult to

evaluate the representation for accuracy.

In the next section, I discuss two cases that exemplify these features that complicate our

picture of the contributions of mathematics to scientific understanding. I try to show that this

more complicated picture ultimately helps us better understand these historical episodes—not

just why unrigorous techniques persisted after the introduction of more rigorous alternatives,

but why they persisted in the forms and contexts in which they did, and why they ultimately

fell out of favor (when they did).

7.3 Case studies

7.3.1 Unrigorous infinitesimals

Before the calculus was put on a more rigorous footing by the work of Cauchy, Weierstrass,

Dedekind and others in the 19th century, notions central to calculus and real analysis—continuity,

differentiability, and so on—were understood in terms of infinitesimals or other similarly hazy

notions.
10

In chapter 4, I discussed one simple way this was done in terms of inconsistent,

“naı̈ve” infinitesimals. A derivative 𝑑𝑦/𝑑𝑥 is treated as a ratio of infinitesimally small quant-

ities, understood in such a way that 0 < |𝑑𝑥 | < 𝑟 and 0 < |𝑑𝑦 | < 𝑟 for all 𝑟 ∈ ℝ+
. These

infinitesimals can then be manipulated as if they were zero or as if they were non-zero in

particular contexts. To prevent the derivation of contradictions or other undesirable results,

an inferentially restrictive methodology was adopted. Infinitesimals could be used only in the

context of particular algorithms for calculating derivatives and integrals. And at any given

point in these algorithm, infinitesimals were to be treated as if they were zero or as if they

were non-zero, but never both. These restrictions ensured that no direct contradiction could

be derived from the contradictory properties of naı̈ve infinitesimals, but useful results could

10
For a useful summary of much of this history, see [Kline, 1972]. For resources more focused on historical

infinitesimals and related work, see [Bair et al., 2013] and [Kleiner, 2002].
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still be achieved.

Infinitesimals persisted, albeit in more sophisticated forms, even as mathematical un-

derstanding of the calculus became increasingly advanced. For instance, much of Cauchy’s

foundational work—including his construction of the reals in terms of Cauchy sequences and

an important precursor to Weierstrass’s epsilon-delta definition of limit, a cornerstone of

19th-century efforts to put the calculus on a rigorous footing—was formulated in terms of in-

finitesimals, this time understood not as constant quantities but as functions that approached

zero as their arguments did [Cauchy, 1821]. This notion of infinitesimal, sometimes called the

dynamic limit concept, vindicated earlier algorithms for calculating derivatives and integrals,

provided the relevant infinitesimals were proper infinitesimals—infinitesimals that are non-

zero when their argument is close to, but not equal to, zero—as well as in a number of other

contexts [Tall, 1981]. But, although it worked in a wide range of contexts and even helped to

explain why earlier algorithms worked when they did (and didn’t when they didn’t), it too

was not suitable for the whole of calculus and real analysis.

In contrast, the modern calculus, built on infinitesimal-free foundations largely through

the work of Weierstrass, treats a derivative 𝑑𝑦/𝑑𝑥 not as a ratio at all, but as a differential

operator 𝑑/𝑑𝑥 applied to a function 𝑦 . This too vindicated earlier algorithms for derivatives

and integrals, as well as the results of dynamic limit techniques, but could be used to formu-

late definitions of core concepts like continuity in a way that allowed for the treatment of

a much broader range of functions. This generally comes at the cost of making proofs and

calculations more complex, and, due to the epsilon-delta definition of limit, these proofs and

calculations generally require at least one more level of quantifier nesting than their counter-

parts appealing instead to infinitesimals. For instance, proving the chain rule

𝑑𝑦

𝑑𝑧

𝑑𝑧

𝑑𝑥
=
𝑑𝑦

𝑑𝑥

is trivial in terms of naı̈ve infinitesimals and almost trivial in terms of the dynamic limit
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concept, but decidedly non-trivial in terms of the modern calculus. Similar inferences abound

in physics. For instance, the following step in proving the Work-Energy Theorem (for the

special case of a particle moving in a straight line)

𝑚

∫ 𝑡2

𝑡1

𝑣
𝑑𝑣

𝑑𝑡
𝑑𝑡 =𝑚

∫ 𝑣2

𝑣1

𝑣 𝑑𝑣

is similarly trivial in terms of infinitesimals, justified by canceling the 𝑑𝑡s, but requires other

justification in terms of the modern calculus.

Because such cases were widespread, indeed covering most if not all of the use cases of

the early calculus, infinitesimal techniques persisted in several forms and in several contexts

well after the core results in the foundations of calculus and real analysis had been established

in the mid-19th century. In the rest of this section, I consider two such examples: ongoing

heuristic use of unrigorous infinitesimals by physicists and the persistence of unrigorous in-

finitesimals and related notions in introductory calculus classes well into the 20th century
11

.

The switch to a modern, “epsilontic” understanding of the calculus seems to have required

little change in the practice of working physicists. This is because infinitesimal and dynamic

limit methods produce the same results as more rigorous methods in most cases of interest.

The functions needed for classical physics were relatively well behaved, and so the increased

generality of the modern calculus was unnecessary. On the other hand, 20th-century physics

produced a number of integral concepts that were so ill-behaved that they required a radical

departure from the integral concept of the modern calculus anyway.
12

What this meant was

that physicists could embrace the modern calculus as the standard against which the cor-

rectness of proofs should be measured, while continuing to use infinitesimals in a heuristic

way—for “back-of-the-envelope” calculations. This seems to be the case even today. Indeed,

anecdotally, it seems not at all uncommon for a student to watch their calculus lecturer carry

11
Importantly, here I do not have in mind the persistence of infinitesimals in rigorous, twentieth-century

theories like non-standard analysis [Robinson, 1966] or smooth infinitesimal analysis [Bell, 2008]

12
See the discussion of path integrals in §5.3. A closely related, but earlier example is the Wiener integral.
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out a rigorous epsilon-delta proof of the chain rule and then watch with consternation (or

glee!) as their physics lecturer simply crosses out the 𝑑𝑡s to justify the similar step in deriv-

ing the Work-Energy theorem. As Steiner puts it,

Even in the twentieth century, physicists persist in thinking of the derivative

intuitively, as a quotient of “infinitesimals.” They think of integration as a sum-

mation of infinitesimal area (or volume) elements. In line integration, they think

of a curve as the union of infinitesimal straight line segments, etc. Similarly, they

talk of infinitesimal rotations, rather than tangent spaces of Lie groups. It was

only recently that even this talk of infinitesimals was legitimized rigorously by

Robinson’s work, and even now, so far as I know, nonstandard analysis has not

yet been brought to bear on the infinitesimal rotations. [Steiner, 1992, p. 160]

The framework sketched in the previous section provides a natural way to make sense of

why this should be: the mere heuristic use of infinitesimal techniques preserves the benefits

with respect to understanding of both approaches. In simple cases, in which the relevant

functions are well-behaved, infinitesimal techniques are known to produce the same results as

epsilon-delta techniques. In these cases, a heuristic use of infinitesimals saves time and so both

makes more inferences practically accessible and reduces the potential for human error due to

the simplicity of the calculation procedures relative to epsilon-delta techniques. But treating

these uses of infinitesimals as merely heuristic allows one to achieve the benefits of epsilon-

delta techniques. Because these techniques apply to a broader class of functions, a wider

range of inferences is practically available to scientists when such functions are needed to

represent physical phenomena. And because these techniques are the ultimate arbiter of proof

correctness, their benefits with regard to reliability of inference are preserved as well. So this

heuristic use of infinitesimals in physics is exactly what the framework sketched previously

would lead us to expect.

In contrast, controversy over the use of infinitesimals in mathematics education lasted

well into the 20th century. For instance, in a 1926 lecture on introductory calculus courses
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delivered to the Association of German Scientists and Physicians, Otto Toeplitz characterized

the situation as one in which there is “polar opposition” between pro- and anti-rigorist stand-

points, reflected in a “colorful diversity of approaches” at the university level [Toeplitz, 2015,

p. 297]. At the rigorist end of the spectrum, one begins with a six-week intensive treatment

of the foundations of the calculus, from which the concrete rules of the calculus are finally

derived and only then used. At the other end of the spectrum, “there is the intuitive path in

which the magic of differentials is made to rule, and in which even by the last hour of a two-

semester course the fog which arises from indivisibles remains undispelled by the sunshine

of a clear limit concept” [Toeplitz, 2015, pp. 297f]. Similar examples abound, particularly con-

cerning the teaching of calculus in secondary schools.
13

In much of Europe the introduction

of epsilontic rigor in secondary-level calculus courses was a project undertaken in earnest

only after the Second World War [Zuccheri & Zudini, 2014].

Why should such controversy have persisted for as long and as widely as it did? Again,

thinking about the contributions of each approach to student understanding sheds consid-

erable light on the controversy. Here the distinction mentioned previously between under-

standing a model and understanding a phenomenon becomes quite important, as the various

parties to these controversies were concerned not just with the ability of students to use the

calculus to better understand phenomena as future scientists and engineers, but also with

students’ understanding of the calculus as such, especially in relation to their preparation

for courses in more advanced mathematics. (Toeplitz, for example, was primarily concerned

with the latter.) In what follows, I will assume that some version of the factive inferentialist

approach to understanding applies to intramathematical understanding of the calculus, either

formulated in terms of metarepresentational counterfactuals as Kuorikoski and Ylikoski sug-

gest or in terms of some non-counterfactual variety of inference. But if for whatever reason

the reader balks at both of these options, a more limited explanation can be provided solely

13
See, for example, Roquette’s [2010] account of intuitive infinitesimals in his early calculus education, which

primed his later interest in Robinson’s work on non-standard analysis, culminating in a collaboration between

the two mathematicians.
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in terms of the inferences made available by the two approaches to the calculus in applied

contexts.

Proponents of less rigorous approaches to calculus education emphasized the importance

of intuitive notions that allowed students to work immediately. On the framework sketched

above, this naturally contributes to understanding by making more inferences practically

available in the limited domain to which the less rigorous techniques apply. And these tech-

niques are perfectly reliable when applied to the sort of problem students are faced with in

an introductory calculus course. So the intuitive and unrigorous approach produces greater

understanding in students initially.

But such techniques apply only in a limited domain, and they don’t prepare students for

later courses in which more rigorous techniques are used to solve a broader range of problems

about a broader range of functions. In contrast, epsilon-delta techniques, once mastered in

the simple case, can naturally be extended to this broader space of problems. At this point

in a student’s mathematical education, then, epsilon-delta techniques allow them to reliably

make a broader range of inferences, despite the advantages of infinitesimal techniques in the

more limited domain to which they apply. And so it seems that while infinitesimal techniques

indeed promote student understanding better than epsilon-delta techniques early in students’

mathematical education, epsilon-delta techniques are required at a certain point for students

to advance any further in their understanding. And avoidance of epsilon-delta techniques for

too long would seem to draw out the processes by which students come to gain this greater

degree of understanding. But it is far from clear at which point the gains in understanding

achieved via one of these approaches begin to outweigh the potential gains in understanding

via the other approach. We should therefore expect there to be significant and ongoing con-

troversy concerning at what point in students’ mathematical careers (and to what degree) to

begin introducing epsilon-delta methods.
14

14
Toeplitz’s own suggestion, echoed by at least some more recent educators [Can & Aktas, 2019], is that

teaching should roughly follow the history of the development of the calculus, both to balance the virtues of each

approach and to introduce students to the beauty and drama of working out new mathematics.
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Before moving on, it is worth pausing to consider whether it is appropriate to consider

students’ understanding of the calculus as part of a discussion of scientific understanding. Do

we have different types of understanding in pedagogical and research contexts? On the one

hand, students’ activity in pedagogical contexts and scientists’ activity in research contexts

certainly are importantly different, and a complete account of scientific understanding should

not conflate them. On the other hand, I take it as a strength, not a weakness, of the approach

that I propose that it can be used to make philosophical sense of cases drawn from both

pedagogical and research practices, regardless of whether we choose to think of these as

distinctive kinds of understanding.

7.3.2 Heaviside’s operational calculus

Recall from §5.2 that Heaviside’s operational calculus was an algebraic technique for solving

physical problems, especially concerning electro-magnetism, represented in terms of differ-

ential equations. In many cases, this made it possible to find solutions to important problems

in applied contexts (such as the design of telegraph lines) that would otherwise have been in-

tractable. Heaviside’s techniques were notorious for their lack of rigor, something Heaviside

openly embraced. But they were ultimately replaced by more rigorous techniques, such as the

use of the Laplace transform, which allowed for a similar algebraic approach by transforming

the problem from the time domain to the complex-frequency domain.

Heaviside’s operational calculus persisted for several decades after Bromwich introduced

the Bromwich integral as a way to calculate the inverse Laplace transform, allowing a rigorous

treatment of the problems that the operational calculus had been developed to solve. However,

unlike unrigorous infinitesimals, it ultimately fell entirely out of favor. Again, the framework

for understanding mathematical contributions to understanding sketched above allows for a

very natural explanation of this difference.

Let’s begin with why the operational calculus persisted as long as it did. As one of Heav-

iside’s most ardent critics put it,
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[A]s a matter of practical convenience there can be no doubt that the operational

method is far the best for dealing with the class of problems concerned. It is often

said that it will solve no problem that cannot be solved otherwise. Whether this

is true would be difficult to say; but it is certain that in a very large class of cases

the operational method will give the answer in a page when ordinary methods

take five pages, and also that it gives the correct answer when ordinary methods,

through human fallibility, are liable to give a wrong one. [Jeffreys, 1927, p. v]

In other words, the operational calculus makes more inferences practically available by greatly

simplifying the calculations required to make them, and it improves their reliability when car-

ried out by human beings for the same reason. As in the case of unrigorous infinitesimals, the

operational calculus could even be used as a heuristic, with Laplace-transform-based tech-

niques explicitly endorsed as the standard by which inferences should ultimately be judged

correct or incorrect. Bromwich himself suggested as much in a letter to Heaviside:

After coming back to these questions after 2½ years of war-work, I found myself

able to work more readily with operators than with complex-integration. [. . . ] I

at once saw that I must make the operator-method take the leading place: and

complex-integrals have accordingly been pushed into footnotes. I still regard the

complex-integral as a useful method for convincing the purest of pure mathem-

aticians that the 𝑝-method rests on sound foundations: but I am sure that the

𝑝-method is the working-way of doing these things. (Letter to Heaviside on 5

April, 1919, quoted in Nahin [2002, p. 229])
15

Heaviside thought his approach had other benefits in relation to understanding. For ex-

ample, he emphasized the importance of keeping the physical dimension of the problem in

15
Bromwich was not rewarded for his kindness. Heaviside responded,

I rejoice to know that you have seen the simplicity and advantages of my way [. . . ]. Now let the

wooden headed rigorists go hang, and stick to differential operators and leave out the rigorous foot-

notes. It is easy enough if you don’t stop to worry. [. . . ] I never could stomach your complex integral

method. (Letter to Bromwich, 7 April, 1919, quoted in Nahin [2002, pp. 229f])
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mind at all times:

The practice of eliminating the physics by reducing a problem to a purely math-

ematical exercise should be avoided as much as possible. The physics should be

carried on right through, to give life and reality to the problem, and to obtain the

great assistance which the physics gives to the mathematics. [. . . ] No mathem-

atical purist could ever do the work involved in Maxwell’s treatise. [Heaviside,

1899, §224, pp. 4f]

And he has a point here insofar as the target of understanding is the physical domain rather

than the mathematical one. Doing so has the potential to increase one’s stock of practically

available physical inferences at the cost perhaps of decreasing one’s stock of mathematical

inferences. Second, Heaviside thought that student understanding was better promoted by

experiential familiarity with using mathematical tools than by learning rigorous definitions.

The latter, he thought, could hinder students’ ability to apply the techniques. For example, he

thought it undesirable to try to rigorously state his expansion theorem, one of the pillars of

his operational calculus:

Now it would be useless to attempt to state a formal enunciation to meet all cir-

cumstances. Even supposing that an absolutely perfect knowledge of the subject

made it possible to do so, it would be very unpractical. It would be worse—far

worse—than that very lengthy enunciation of a theorem in the 5th Book of Euclid,

which may be read and re-read fifty times without properly grasping its mean-

ing, which is not much after all; only something in compound proportion that

the modern schoolboy does in a minute or two. It is better to learn the nature

and application of the expansion theorem by actual experience and practice. A

theorem which has so wide an application is a subject for a treatise rather than a

proposition. [Heaviside, 1899, §282, p. 128]

Again, he has a point here insofar as that improves students’ practical ability to reason with
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the relevant mathematics. (Unfortunately for Heaviside, that does not seem to have been the

case. The operational calculus was notoriously difficult for students to learn, as discussed

below.)

Why then did electrical engineers stop using Heaviside’s operational calculus, even as a

heuristic, in favor of Laplace-transform-based techniques? I think we can largely trace this

back to a difference in the inferentially restrictive methodologies used in applying the calcu-

lus and the operational calculus. In the former case, there are well-defined algorithms that

determine how one can reason with the mathematically problematic properties of infinites-

imals. On the other hand, the inferential restrictions used in applying the operational calculus

were piecemeal, local, and ad hoc. This inferential strategy seems to have been very success-

ful in the hands of Heaviside, who was thereby able to work more flexibly—for instance, by

allowing the physical features of a problem to play a heuristic role in the development of

the mathematics used to solve it—without deriving undesirable results. But this led to two

significant problems.

First, the ad hoc nature of Heaviside’s inferentially restrictive methodology made it diffi-

cult to know in advance what inferences were actually licensed by a representation formulated

in terms of the operational calculus. This has implications for both the inferential and factive

aspects of understanding. Regarding the inferential aspect of understanding, making it more

difficult to tell whether an inference is licensed by a representation directly increases the cog-

nitive cost of making that inference and so can be expected to reduce the range of inferences

that are available in practice. Regarding the factive aspect, if it is unclear what inferences are

licensed by a mathematical representation, then it will be difficult for that reason to evalu-

ate the accuracy of that representation. This then undermines one of the usual contributions

of mathematics to the factivity of understanding identified by Kuorikoski & Ylikoski [2015]:

making a model’s accuracy easier to evaluate by forcing its assumptions to be made explicit.

Second, this made the operational calculus notoriously difficult for students to learn. As

one historian of the operational calculus put it,
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Heaviside did not systematically and rigorously develop his calculus from firmly

grounded postulates, but rather (as he himself testifies) developed it empirically

as he worked, points in doubt to him being settled by checking known exact solu-

tions against corresponding operationally obtained solutions. In consequence,

his expositors, lacking Heaviside’s intimate and hard-won knowledge of the vi-

cissitudes of his operational calculus, produced books that comprise little other

than stated rules of manipulation and examples illustrating use of these rules. Ac-

cordingly, even the most zealous student of these books scarcely can gain real insight

to Heaviside’s operational calculus; become familiar with the especial limitations,

pitfalls, and other shortcomings peculiar to it; or attain marked proficiency in the

accurate use of it; especially for the solution of continuous systems characterized by

partial differential equations. In fact, it was realization of these facts plus a desire

to establish rigorously certain useful formulas and rules of procedure advanced

by Heaviside that sparked much of the early work of those who developed and

advanced the other methods of operational calculus. [Higgins, 1949, p. 43, my

emphasis]

In contrast, infinitesimal techniques were easy for students to pick up not just because the

concepts were intuitive, but because there were a few relatively simple algorithms precisely

delineating their correct use in the limited range of contexts that students would encounter

in an introductory course. There are no such simple, well-defined rules for the operational

calculus, but in the best case complex sets of algebraic rules that couldn’t be derived from

simpler principles. Again, this has implications for both the inferential and factive aspects

of understanding. This again makes fewer inferences practically available to students. But it

also makes the available inferences less reliable by introducing a new source of human error,

misjudging whether the inferentially restrictive methodology allows for a given inference.

In the first decades after the introduction of techniques based on the Laplace transform and

its inverse, these problems did not decisively favor those techniques because they too were
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unwieldy and similarly prone to human error. Engineers seem to have turned away from the

operational calculus only with the development and popularization of significant shortcuts in

applying Laplace-transform-based methods. In particular, engineering textbooks increasingly

taught students to calculate Laplace transforms not from scratch—often a daunting task—but

by using tables listing the Laplace transforms and inverse Laplace transforms of common

functions, from which the transforms of less common functions could be derived.
16

This was

the most laborious and error-prone part of the process; once one had moved from the time

domain to the complex frequency domain, one could work purely algebraically, just as in

the operational calculus. And so the more rigorous techniques were increasingly on a par

with the operational calculus in terms of the simplicity of derivations without introducing

unclarity about the inferences they licensed and without the pedagogical disadvantages of

the operational calculus. As a result, they seem to have gained an advantage with respect

to both the inferential and factive aspects of understanding. So, again, on the framework

sketched in this chapter, we should expect Heaviside’s operational calculus to have fallen out

of favor.

It is worth mentioning here that the case of Heaviside’s operational calculus is atypical,

in that Heaviside’s unrigorous techniques were ultimately fully replaced by more rigorous

techniques—albeit ones heavily inspired by Heaviside’s work. Much more typical is a case

like the continued use of intuitive infinitesimals informally in the practice of physics. For

example, the introduction of distribution theory to replace the use of the Dirac delta function

resulted in almost no change to the practice of physics. Physicists could continue to use the

Dirac delta function as before, sometimes simply adding footnotes referring to Schwartz’s

[1945] work on distributions to justify their continued use of the Dirac delta.

16
For a representative example, see [DeCarlo & Lin, 2009, p. 564].
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7.4 Implications and further work

So far, I hope to have shown that RIC’s account of representation together with an inferen-

tialist account of understanding can shed significant light on the multifaceted relationship

between mathematical rigor and scientific understanding both in general and in relation to

concrete historical episodes in which rigorous and unrigorous techniques coexisted. By way

of conclusion, I will now briefly discuss the broader implications of this work.

First, when rigorous and unrigorous techniques coexist, the tradeoffs between conflicting

mathematical contributions to understanding are thrown into sharp relief. But, once we re-

cognize these potentially conflicting contributions, we should expect to find similar tradeoffs

even in contexts where the mathematical tools are not particularly unrigorous. In light of this,

a promising direction for further work is to explore a more general, understanding-based ap-

proach to the phase of applications of mathematics in which the appropriate mathematical

tools are chosen or developed.

Second, the account of rigor and understanding presented here is consonant with work

on the relation between understanding and other ways of “getting things wrong,” such as

abstraction and idealization.
17

This provides further support for the framework developed in

this chapter; a virtue of my account is its coherence with similar solutions to similar philo-

sophical problems concerning understanding. But this connection also suggests directions for

further work. What it suggests is that the rigorous-unrigorous spectrum is another variable

of the same kind as the spectrum between idealized and deidealized or abstract and concrete

representations to be used in thinking about how particular kinds of models produce under-

standing. This kind of generalized account could then be used to think about a broader range

of cases—including in particular cases in which scientists must make tradeoffs between, say,

incorporating explicit idealizations and applying mathematical shortcuts to a less idealized

17
For the relationship between specifically mathematical abstractions and understanding, see [Morrison, 2015].

It has become relatively common to explain the epistemic benefits of idealizations in terms of their contribution

to understanding [e.g. Bokulich, 2008b, Elgin, 2017, Potochnik, 2017, Strevens, 2017]. For arguments against the

importance of idealization to understanding, see [Sullivan & Khalifa, 2019].
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model.

Finally, in this chapter I have assumed that some analogue of the factive inferentialist

account of understanding a phenomenon also applies to understanding a model or theory

and to intramathematical understanding in particular. While I regrettably have not been able

to develop or defend such an account here, the fruitfulness of this assumption, particularly in

the case of 20th-century controversies over rigor in calculus education suggests that such an

account is well worth pursuing.
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8.1 Contributions of the thesis

In the thesis, I have developed and defended a novel, inferentialist approach to mathematical

scientific representation, defending it on three grounds. First, it can be applied to a wider

range of cases than existing versions of the mapping account, though the extent to which this

is so depends on the version of the mapping account in question. Second, it does better than

existing versions of the mapping account as a meta-level representational device for repres-

enting philosophically salient aspects of scientific practice; it can recover the work done by

mapping accounts in cases well treated in those terms, but in a number of cases it can be used

to much more perspicuously represent features of scientific practice that are of philosoph-

ical interest. Third, it is more manifestly neutral with regard to the nature of mathematics

than mapping accounts; it requires only that mathematics involves something that looks like

inference. (Chapter 3)

I spent most of the thesis substantiating the second of these points, which I take to be

the most important, as well as the strongest support for RIC. I argued that RIC is a better

meta-level tool for thinking about episodes in which inconsistent (chapter 4) or otherwise

unrigorous (chapter 5) mathematical techniques are applied. I extended RIC to make sense of

a distinct metarepresentational role of mathematics in scientific explanation, which allowed

for a middle ground between explanationist and representationalist accounts of mathematical

explanations in science, as well as a novel response to indispensability arguments (chapter 6).

And I used RIC to help make sense of an apparent tension concerning the relationship between

mathematical rigor and scientific understanding (chapter 7).

In so doing, I believe I have made four major contributions to the existing literature on

mathematical scientific representations and related issues. First and most importantly, I have

developed and defended what I believe to be the first viable, fully worked-out alternative

to mapping accounts in the literature on mathematical scientific representations. This then

made possible a novel argument against mapping accounts on the grounds that they are less
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successful as meta-level representational devices than RIC. Second, I have provided several

detailed case studies of cases underappreciated in the literature on mathematical scientific

representations, including applications of the inconsistent early calculus, Heaviside’s opera-

tional calculus, and path integrals. Third, I have argued for a new approach to mathematical

explanation with implications for traditional problems, including non-causal explanations and

indispensability arguments. Finally, I have extended work on the relationship between un-

derstanding and various features of representations that “get things wrong”—like abstractions

and idealizations—to a new such feature: the degree of mathematical rigor of the mathemat-

ical tools at work in the representation.

8.2 Directions for further work

I conclude by briefly discussing two promising ways in which the work in the thesis might

be extended. The first is to extend RIC to treat a wider range of computational techniques in

science, particularly those involved in the recent phenomenon of “data-driven science.” The

second is to use RIC to inform an account of the semantics of pure mathematics, driven by

the thought that the meaning of mathematical concepts is best explicated in terms of their

inferential affordances, rather than in terms of set-theoretic or other structures.

8.2.1 RIC, computational inference tools, and data-driven science

Napoletani et al. [2011] characterize data-driven science in terms of the use of general-purpose

computational techniques to solve highly circumscribed problems by means of general-purpose

computational techniques and large data sets, rather than theory-informed models. About

these techniques, they write:

In this new framework, mathematics provides powerful ideas and techniques

which then generate broad classes of generic computational tools. [. . . ] While

in some cases the computational tools may be useful as an intermediate step
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between theories and phenomena, [. . . ] more often the way they are applied

to the data is leading to a scenario where it is missing any explicit isomorph-

ism between a mathematical structure and the phenomenon under considera-

tion. The computational tools of data analysis therefore do not truly model the

phenomenon. (p. 3)

I suspect that RIC can greatly elucidate the role of mathematics and related computational

techniques in these cases, which are of great importance to contemporary science. Moreover,

I suspect that, contrary to Napoletani et al.’s conclusion, RIC is particularly well-suited to ex-

plain the important respects in which these data-driven techniques are not a radical departure

from earlier modeling practices.

Such techniques are typically intended to solve either classification problems or regres-

sion problems. Both types of problem are that of finding a function that takes as input nu-

merical representations of certain features of the target system (input variables or predictors)

and outputs numerical representations of other features of that system (output variables or

responses), with the aim of making predictions or inferences about the features of the sys-

tem represented by the output variables on the basis of the (more easily known) features of

the system represented by the input variables. In classification problems, the output variables

are numerical codes representing qualitative features of the target system, such as whether a

given email is spam or non-spam. In regression problems, the output variables are represent-

ations of quantitative measurements of the target system. For example, Stamey et al. [1989]

predict the levels of prostate related antigen (PSA) based on other clinical measures in men

with prostate cancer. (Cf. Hastie et al., 2008, §2.2.)

What is common to the techniques considered here is that they aim to solve such prob-

lems, understood solely as problems of function approximation. The intended result of such

techniques is a function that approximates a function with perfect predictive accuracy for the

intended domain. While such a function could in principle be constructed by producing a de-

tailed representation of the structure of the relevant phenomenon, these techniques produce
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an approximation of such a function by employing algorithms that make use of existing data

and nothing (or almost nothing) more. This is useful not only when an adequate structural

understanding of a given phenomenon is elusive, but also in the (extremely common) case that

adequate representations of the underlying phenomena are complex enough that the prob-

lem of generating these predictions is mathematically or computationally intractable. In this

sense, these representations play much the same role as models that incorporate idealizations

or approximations to make working with the underlying mathematics more manageable. But

they achieve this not by deliberately distorting the representation of particular aspects of the

target system, but rather by abstracting away from all aspects of the phenomenon of interest

other than the features represented by the inputs and outputs of the desired function.

A well-known such technique is the use of artificial neural networks. A supervised feed-

forward neural network is a tool to specify and compute a function from one data domain

to another. It consists of a layer of input nodes, whose values are specified according to the

data about some set of features of the phenomenon. These represent salient features of the

target phenomenon from which we would like to be able to make predictions. Data are then

passed from each node in the input layer to those in one or more hidden layers via weighted

connections. The value of each hidden node is a function of the sum of the weighted inputs to

that node. In turn, each of these nodes passes on its value, via another weighted connection, to

the nodes in the next layer, and the values of these nodes are determined in the same way. The

final layer is an output layer, whose values are to correspond to features of the phenomenon

that we would like to predict on the basis of the features represented in our input layer. The

weights attached to each connection in the network are set by “training” the network on a set

of data that includes the features represented by both the inputs and the outputs. This involves

adjusting the weights to reduce the discrepancy between the outputs of the neural net and

the corresponding training data via an optimization algorithm such as backpropagation.

For example, Bailer-Jones [2000] constructs an artificial neural network to make predic-

tions about stars’ temperature, surface gravity, and composition on the basis of their optical
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input layer

hidden layers

output layer

Figure 8.1: An artificial neural network with two hidden layers.

spectra. The input nodes then are numerical representations of features of stars’ optical spec-

tra, while the output nodes are numerical representations of its temperature, surface gravity

and composition (in particular, its metalicity).

Mathematically, the network is simply a function from an input vector ®𝑥 , whose compon-

ents are the input variables, to an output vector ®𝑦 , whose components are the output variables.

So each component of ®𝑥 represents a features of the target system from which we would like

to make a prediction, and each component of ®𝑦 represents a feature of the target system about

which we would like to make a prediction. The hidden layers are also represented by vectors,

and the components 𝑣′𝑗 of the vectors for the hidden and output layers are given by a function

of

∑
𝑖 𝑤𝑖, 𝑗𝑣𝑖 , where each 𝑣𝑖 is a component of the previous layer and𝑤𝑖, 𝑗 is the weight assigned

to the connection between 𝑣𝑖 and 𝑣′𝑗 . Each particular way of setting up such a network—i.e.,

a specification of how many hidden layer are included, how many dimensions each vector

has, and how the values of each component of the hidden layers and and output layer are to

be computed—determines a family of functions. The particular setup chosen determines both

how complex the behavior of the resulting functions can be and how computationally efficient

the training algorithm can be, so the choice of setup depends on how one wishes to balance

these competing considerations. Finally, the training algorithm (in the best case) serves to

pick out the function from this family of functions that most reliably predicts the right values
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for the output variables (and so most reliably predicts the features of the phenomenon one

wants to predict). It does this by changing the 𝑤𝑖 to reduce the error each time the function

is computed for training data, which include the correct values of both the input and output

variables.

On the one hand (contra Napoletani et al.), there is a clear sense in which we can under-

stand this in terms of an isomorphism between a mathematical structure and a target phe-

nomenon. The mathematical structure consists solely of the function picked out by the neural

network and an appropriate domain—viz. ℝ𝑖 × ℝ𝑗
where 𝑖 is the dimensionality of the input

and 𝑗 that of the output. Our morphism takes the numerical representations of stellar spectra

and other properties to the corresponding properties, and it takes the function to a physical

relation 𝑅 such that 𝑅𝑥𝑦 holds iff 𝑥 is a stellar spectrum, 𝑦 is a collection of output properties,

and all stars of the relevant type with spectrum 𝑥 have properties 𝑦 . The assumption that this

morphism is, say, an isomorphic embedding could then justify the use of the representation

to make inferences about the output properties on the basis of the input properties.

On the other hand, this mapping-based approach does little to illuminate the epistemic

features central to and distinctive of such cases. Given the extremely impoverished nature of

the physical structure mapped to the neural net, the mapping does no more than encode the

inferences we would like to make on the basis of the neural net. Supposing that our mapping is

an embedding ultimately amounts to the same thing as supposing that the neural net will yield

accurate predictions when we feed it new data of the appropriate kind. The more interesting

question is why we should take ourselves to be justified in making these inferences—why we

should expect the neural net’s predictions to be accurate. To explain this, we must consider

not just the final neural net, construed as a single function, but the way in which it is con-

structed. Given the prominence of mathematical techniques in this construction, we should

expect the mapping account to explain this in terms of further mappings between mathemat-

ical structures. For example, Pincock [2012] emphasizes the value of bringing in mathematics

that is extrinsic to a given representation, largely by relating the intrinsic mathematics to the
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extrinsic mathematics via morphisms. Likewise, on the inferential version of the mapping ac-

count proposed by Bueno & Colyvan [2011], the processes of immersion and interpretation,

both underwritten by mappings, are allowed to be iterated, and the purpose of this is partially

to help explain the role of mathematics that is not (initially at least) part of the representation

itself. Certainly, we can establish some such mappings by, for example, embedding the im-

poverished structure described above within a structure containing all functions that could

be generated by the relevant neural network, the relevant error function, and so on. But it is

not clear how much that would actually get us. After all, part of the reason to use artificial

neural networks is that it is difficult to determine what we really wish to know about such

structures—particularly which function from that family minimizes the error function. This is

why we need optimization algorithms like backpropagation to effectively use neural network

techniques. So the picture we get from both the default and the inferential versions of the

mapping account, according to which mappings between this larger structure and the nar-

rower structure we arrive at after training the neural network underwrite inferences about

properties of the former from properties of the latter seems to be at least incomplete.

I believe RIC allows for a more informative approach by allowing for a more fine-grained

treatment of the setup of the relevant models in terms of reasoning about computational in-

ference procedures. Training neural networks amounts to a reliable way to choose among a

family of such procedures. Since the aim is only to produce a computationally tractable and

reliable enough inference procedure, there is no need for the artificial neural network itself or

the mathematics used to generate it to be appropriately morphic to the system the neural net-

work represents—beyond the minimal sense described above, so that only the final function

as a whole gets mapped to the structure of the target system. As a result, we can better under-

stand a number of scientists more ad hoc seeming choices, which are difficult to understand

if we construe them as reasoning about structures. For example, features like the dimension-

ality and specific functions for calculating hidden layers are largely chosen experimentally,

with final values chosen to balance computational tractability with accurate enough results.
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This situation is strikingly similar to the “experimental” mathematical techniques advocated

for Heaviside (see §5.2.3), and I suspect a similar treatment would be useful here.

Examining neural network models in this way allows us to better see continuities between

them and previous modeling practices. While they differ in that they are largely disconnec-

ted from theory as such, they are continuous with paradigmatic applications of mathematical

models in that they are chosen and developed to balance reliable inference based on scient-

ists’ prior understanding with practical features required by scientists’ cognitive limitations.

Mathematical models often distort or abstract away from features of their target systems, and

are sometimes shaped by ad hoc maneuvers in the service of tractability (as, for example, in

the case of Heaviside). Neural network models differ from ordinary mathematical models in

the degree to which this is the case, but they are arguably not different in kind.

Neural networks are just one case of the general-purpose computational inference tech-

niques at work in recent, data-driven science. Others include simulated annealing algorithms

[Bailer-Jones & Bailer-Jones, 2002], applied, for example, to vapor-liquid equilibrium models

[Bonilla-Petriciolet et al., 2007]; clustering algorithms [Ben-Dor et al., 2000], applied, for ex-

ample, in DNA microarray-based cancer research [Lu & Han, 2003]; and boosting techniques

[Freund & Schapire, 1997; Hastie, Tibshirami & Friedman, 2008, ch. 10], used to combine mul-

tiple classifier functions that are each only slightly better than chance to produce a reliable

classifier. In each case, I suspect that there is much to be gained by an analysis in terms of

RIC, which permits a finer degree of grain than mapping accounts.

Moreover, this suggests the possibility of using RIC to unify a broader class of compu-

tational phenomena, including both explicit applications of mathematics and computational

techniques that aren’t explicitly cashed out in mathematical language. In particular, I suspect

that an analysis of computer modeling techniques in terms of RIC would allow the more ad

hoc techniques used in computer simulations (as discussed, e.g., by Weisberg [2013]) to be

treated similarly to techniques to secure computational tractability in applications of unrig-

orous mathematics and data-driven techniques.
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8.2.2 RIC and mathematics as such

Finally, I suspect that RIC can be used to formulate an account of mathematics as such, par-

ticularly its semantics, that has a number of interesting properties. In particular, I think such

an account has the potential to be a useful tool for thinking about mathematics prior to the

move toward greater rigor in the nineteenth century and the twentieth-century project of set-

theoretic foundations. In addition, I believe this account better accommodates the connection

between the sort of mathematics physicists do and “pure” mathematics in a way that sup-

ports a better understanding not just of applications of the latter to the former, but also of the

former to the latter. Finally, such an account opens up the intriguing possibility of providing

a decidedly non-Fregean way to satisfy Frege’s application constraint, according to which the

possibility for applying a mathematical concept must be built into its very meaning. While

such a view must inevitably rely on some controversial assumptions, I believe it is well worth

exploring for these reasons.

The central idea is to supplement RIC with a further inferentialist thesis in the tradition of

Brandom [1994, 2000, 2008] and Sellars [1953]: in explaining the meaning of a mathematical

concept or expression, its inferential role is explanatorily prior to its reference. This doesn’t

preclude a parallel treatment of all or part of mathematics in terms of mathematical objects

or structures. As Steinberger & Murzi [2017] observe, inferentialism of this kind is a metase-

mantic thesis, and is perfectly compatible with a referential semantics. But it does mean that

the inferential behavior of mathematical concepts and expressions is explanatorily prior to

a treatment in terms of objects or structures. In particular, it means that we should take the

inference patterns in the RIC3 part of a mathematical scientific representation to exhaust the

semantic meaning of the mathematics being applied. As a result, the high degree of flexibility

afforded by RIC in reasoning about applications of mathematics can be extended to reasoning

about mathematics independently of its applications.

While Brandomian inferentialism faces a number of well-known objections
1
, the combin-

1
See [Steinberger & Murzi, 2017] for a useful summary.
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ation of RIC with inferentialism about mathematical meaning has a number of benefits that

make the view worth exploring.

The first of these advantages is its ability to account for features of historical mathemat-

ics. Since the project of set-theoretic foundations reached maturity in the twentieth century,

standards of rigor in pure mathematics have dictated that proofs should be straightforward in

principle to translate into proofs in axiomatic set theory, particularly ZFC.
2

In such cases, we

have a straightforward connection to set-theoretic structure, and so it is natural to think of

the relevant mathematics as in some sense the study of such structure. But it is less clear that

it is useful to think of mathematicians prior to the introduction of these standards of rigor as

reasoning about structures in the same way. In extreme cases, such as the early, inconsistent

calculus (chapter 4), it is not clear that we can associate a particular structure with the relev-

ant mathematics at all. More central to understanding the early calculus is understanding the

inference strategies employed to safely calculate derivatives and integrals, and this is more

usefully done directly in terms of inference rules and restrictions than indirectly in terms of

structure. In essence, this involves understanding the calculus, even in contexts independent

of physical applications, in terms of the inference patterns that would figure into RIC3 in the

context of applications of the calculus.
3

Second, for related reasons, such an approach would allow for a straightforward account

of the applicability of the mathematical tools developed by physicists to “pure” mathemat-

ics. Often, the highly unrigorous tools developed by physicists have been useful both for

solving problems in pure mathematics and as the inspiration for new, more rigorous math-

ematics [Urquhart, 2008a,b]. The account I have sketched here, unlike traditional accounts in

the philosophy of mathematics, can treat the physicists’ home-brew mathematics as of funda-

mentally the same kind as the mathematics done by “pure” mathematicians, despite its failure

2
But see [Tanswell, 2015] for reason to doubt that we should base an account of informal proof on formal

proof, set-theoretic or otherwise.

3
The same goes for a wide range of less well-appreciated cases from historical mathematics. For instance,

Cauchy, well known for his foundational work in real analysis, made extensive use of the Dirac delta function

avant la lettre [Laugwitz, 1987, 1992].
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in many cases (e.g., path integrals, as discussed in §5.3) to pick out a well-defined structure.

This allows for a much more natural account of the interface between physics (and other

sciences) and mathematics.

Finally, the combination of RIC and inferentialism about mathematical meaning has the

intriguing property of making applicability intrinsic to the semantic content of mathematical

expressions, even in “pure mathematics.” If RIC3 is an exhaustive account of the semantic

meaning of the mathematics being applied, then there is a sense in which the conditions for

the applicability of that piece of mathematics is built into its semantic meaning. As a result,

unlike traditional accounts in the philosophy of mathematics, this account meets Frege’s fam-

ous constraint [Wright, 2000]—used in his notoriously devastating critiques of mathematical

formalism [Frege, 2013]—that the meanings of mathematical expressions must include the

conditions for their application, albeit in a way of which Frege would have strongly disap-

proved. Notably, this semantic relationship goes the other way as well. Because mathematical

representations directly build in the inferential behavior of the relevant mathematics via RIC3,

a consequence of the view is that certain scientific concepts build mathematical concepts dir-

ectly into their semantic meaning (rather than indirectly via a mapping).

Taken together, I think these benefits make a view combining RIC with inferentialism

about the meaning of mathematical concepts and expressions well worth exploring.
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Lange, M. (2013). What makes a scientific explanation distinctively mathematical? British

Journal for the Philosophy of Science, 64, 485–511.

Laugwitz, D. (1987). Hidden lemmas in the early history of infinite series. Aequationes Math-

ematicae, 34, 264–76.

Laugwitz, D. (1992). Early delta functions and the use of infinitesimals in research. Revue

d’histoire des sciences, 45, 115–28.

Le Bihan, S. (2021). Partial truth versus felicitous falsehoods. Synthese, 198, 5415–36.

Leng, M. (2002). What’s wrong with indispensability? (or the case for recreational mathem-

atics). Synthese, 131, 395–417.

Liggins, D. (2016). Grounding and the indispensability argument. Synthese, 193, 531–48.

233



REFERENCES

Lipton, P. (2009). Understanding without explanation. In H.W. de Regt, S. Leonelli & K. Eigner,

eds., Scientific Understanding: Philosophical Perspectives, 43–63, University of Pittsburgh

Press, Pittsburgh.

Lloyd, E. (1984). A semantic approach to the structure of population genetics. Philosophy of

Science, 51, 242–64.

Lloyd, E.A. (1988). The Structure and Confirmation of Evolutionary Theory. Princeton Univer-

sity Press, Princeton, N.J.

Lu, Y. & Han, J. (2003). Cancer classification using gene expression data. Information Systems,

28, 243–68.

Lützen, J. (1979). Heaviside’s operational calculus and the attempts to rigorise it. Archive for

History of Exact Sciences, 21, 161–200.

Lynch, M.P. (2009). Truth as One and Many. Oxford University Press, Oxford.

Lyon, A. (2012). Mathematical explanations of empirical facts, and mathematical realism. Aus-

tralasian Journal of Philosophy, 90, 559–78.

Mancosu, P. (2018). Explanation in Mathematics. In E.N. Zalta, ed., The Stanford Encyclopedia

of Philosophy, Metaphysics Research Lab, Stanford University, Summer 2018 edn.

Manin, Y.I. (1981). Mathematics and Physics. Birkhäuser, Boston, translated by A. Koblitz and
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