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Abstract 

There has been a significant amount of study in developing and enhancing fault localization 

techniques, which are used in assisting developers to locate faults within a body of code. How-

ever, identifying fault locations using individual techniques is not always effective; combining 

different techniques, which represent distinct forms of analysis, might help to overcome this 

issue. There has been a very limited amount of research that suggests that combining more 

than one approach to fault localization may have benefits, principally because information 

from different sources is included in the localization process. In this thesis, I attempt to more 

precisely address the question of whether combining different fault localization techniques can 

more effectively and efficiently find faults in code, when contrasted with a single technique. 

To answer this, I have carried out experiments that combine the use of three fault localization 

techniques: Information Retrieval (IR), Spectrum Based Fault Localization (SBFL), and Text 

Based Search. These techniques are representative of both dynamic and static fault localiza-

tion. My hypothesis is that a combination of dynamic and static fault localization analysis can 

assist developers in better fault localization. I have evaluated the various combinations of tech-

niques in identifying faults against real-world programs, Defects4j, where 395 faults and bug 

reports have been analyzed. The experimental results demonstrate that the combination of 

three techniques (SBFL, Text Search, and IR) is the most accurate, with 86.84% accuracy for 

343 faults located from a total of 395. This finding contributes positively towards concretely 

recommending techniques for assisting developers in locating faults in code. Guidelines are 

provided on which combination of techniques, with maximal accuracy of result, should be 

applied especially when there is no prior knowledge about the fault. 
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1 Introduction 

This chapter is a brief introduction to the research, including a problem statement,  

research objectives, motivation, research hypothesis and research questions. 

 

1.1 Problem Statement 

It is difficult to write code that does not contain faults. A fault is a characteristic of a 

program that prevents the program from meeting its (implicit or explicit) specification 

[1]. A fault itself, when the program is executed, can lead to a failure, and these failures 

can be observed by programmers. Programmers wish to identify and remove the faults 

leading to observable failures. Thus, finding faults is an important part of the software 

engineering process, but this process can be challenging, because of complex interac-

tions between software components (e.g., client code, APIs, the operating system, de-

vice controllers etc.), or because the specification of the program is itself unclear in 

some way, or for a variety of other reasons.  

 

Numerous techniques have been proposed and evaluated for managing faults in code. 

Two key aspects of dealing with faults is identifying the fault (i.e., making an obser-

vation that demonstrates that the program does not meet its specification), and then 

locating the fault (i.e., finding the line number or line numbers in the program that 

include the fault). It is the debugging process that is most frequently used to try to 

identify and locate a fault. Debugging is an action taken following a program failure; 

more precisely, debugging is defined as “determining what runtime faults led to a 
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runtime failure or what software errors were responsible for those runtime faults and 

modifying the code to prevent the runtime faults from occurring” [2]. Examples of 

debugging activities include practices such as inserting print statements and break-

points, checking the stack trace, and reverifying failing test cases [3]. 

 

Debugging is a process where developers identify what caused the fault, locating 

where in the code the fault arose, and thereafter preventing future occurrences by mod-

ifying, adding or deleting the (presumably problematic) code [4]. The first and second 

activities are generally referred to as fault localization, while the third activity is called 

fault repair or bug fixing. Though both activities are important and have been studied 

extensively, this thesis will only be focusing on fault localization, since it is a 

prerequisite for fault repair: one cannot repair a fault without knowing where it is lo-

cated. 

 

Because debugging is such a widespread and important technique in programming, 

many recommendations have been made to produce more effective and efficient de-

bugging techniques and tools [5], [6], [7], [8], [9], [10] , [11], [12], [13],  [14], [15]. 

However, despite this effort, debugging is still considered to be an expensive [16] [17] 

and time-consuming activity [18] [19] [20] . This thesis is focuses on attempts to iden-

tify improvements to fault localization techniques; as we shall see, improvements to 

the accuracy (fault location) and performance (time taken to allocate faults) of fault 

localization techniques can have a substantial improvement in the overall effort re-

quired to be spent on debugging. 
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There have been numerous techniques proposed for fault localization, and in Chapter 

2 the most significant research results, methods and tools will be reviewed and ana-

lyzed. Some of the most recent research, e.g., by [21] – which presents a detailed com-

parison between all fault localization techniques – suggests that the spectrum-based 

fault localization (SBFL) techniques are the most accurate in fault localization, 

whereas information retrieval (IR) techniques are amongst the fastest techniques. 

SBFL techniques can, however, provide poor performance, whereas (as we shall see) 

IR techniques can struggle with accuracy. As such, we would argue that it is worth-

while to determine if a combination of IR and SBFL techniques can provide better 

performance and accuracy, and if so, under which circumstances. 

 

In this thesis, I have combined two state-of-the-art techniques in fault localization (pre-

sented in [22]and [23]) that apply Information-Retrieval Based Fault Localization and 

Spectrum Based Fault Localization respectively. Since these techniques are using dif-

ferent information sources for carrying out their respective analyses, we wish to deter-

mine if the complementarity of their information sources leads to complementary or 

compatible results: that is, will a combination lead to better accuracy and performance? 

If so, when, and under which conditions? As we shall see in later chapters, there are 

some clear situations where the two techniques produce better results, but also some 

situations where the results are not demonstrably better. In these latter situations, we 

investigate whether Text Search, an approach that has been widely used for identifying 

meaningful strings in a corpus of text, can provide further complementary results and 

actually improve on combined fault localization techniques. The Semantic Web [24], 

bioinformatics [25] and 3D modelling [26] are just a few of the domains where Text 



 4 

Search has been successfully applied; the investigations in this thesis consider its use 

in fault localization. 

 

The question of whether combining fault localization techniques can be valuable has 

very recently been noticed – at least conceptually – by other researchers, who have 

argued that in principle, considering multiple techniques could significantly outper-

form any standalone technique in fault localization [21]. However, this body of re-

search did not consider a combination of different fault localization techniques that 

rely on completely different data sources (like source code and bug reports, as is the 

case for SBFL and IR). As such, we argue that there are still open questions about the 

efficacy, utility and difficulty of combining disparate techniques in fault localization. 

We discuss this previous research further in Chapter 2. 

 

1.2 Research Objective 

The main objective of this thesis, therefore, is to report on observations regarding the 

relationship between SBFL and IR when used for fault localization. In other words, 

the thesis investigates how the techniques can be combined, and what results can be 

produced through the combination. The importance of combining these techniques is: 

a) When fault localization results using IR techniques are unable to precisely 

identify fault location, the SBFL technique may provide more precise infor-

mation.  

b) When fault localization results using SBFL techniques are unable to localize 

faults, the results may be supplemented with analysis from the IR technique. 
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c) When both IR and SBFL techniques are unable to localize faults, the Text 

Search technique might help to shed light on the location of faults.  

 

In particular, this thesis intends to assess the combination of these techniques via ex-

periment, particularly focusing on accuracy (i.e., how close is the predicted location 

of the fault to the actual line or lines of code containing the fault) and performance 

(i.e., time to deliver a result)– which in turn can help us understand the benefits gained 

from using these techniques together. 

 

1.3 Motivation 

Every year, trillions of dollars are lost1 due to software failure 2; in some cases, failures 

have led to fatalities especially in domains such as avionics/aerospace, and medical 

devices (e.g., Boeing-737 MAX 8 crashes3). Because of the cost of managing and mit-

igating software failures is so substantial, techniques that can help reduce that cost 

quickly and efficiently are needed – hence the research interest in fault localization 

(and fault detection). In an ideal world, better fault localization techniques may lead 

to more productive developers and reduced need for organizations to hire more devel-

opers to manage faults and failures. 

 

Though much research has focused on the challenge of identifying and eliminating 

faults in code before deployment, in general fault localization is still considered to be 

one of the most expensive [27],  [28], [29], [17], tedious and time consuming activities 

 
1 Cost of software debugging, 2019. URL https://goo.gl/okoj21. 
2 Report: Software failure caused $1.7 trillion in financial losses in 2017. URL https://tek.io/2FBNl2i. 
3 https://goo.gl/GwXv6H 
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in the debugging activity [28] , [20], possibly since this debugging task is very often 

carried out manually, without support of efficient and effective tools. Despite much 

research that aims to automate aspects of fault detection and localization, as mentioned 

earlier, most fault localization in practice is carried out manually, e.g., where the pro-

grammer has to insert print statements and breakpoints (i.e., checkpoints, pause-on-

value) check the stack trace, and reverify failing test cases [3] to help to localize faults. 

 

For more than two decades, the automation of fault localization research tools has been 

an active research area [30] [31] where it has been hypothesized to lead to efficiency 

and productivity improvements in the overall debugging process. Advanced automated 

tools under active investigation include Spectrum Based Fault Localization (SBFL), 

Mutation Based Fault Localization (MBFL), Program Slicing, Stack Traces, Predicate 

Switching, Information Retrieval (IR) and History-Based Fault Localization [17] [21]; 

these are discussed in more detail in Chapter 2. Across these different techniques, there 

is use of different information sources; some rely on evaluation of code via tests 

whereas others rely on exploiting supplementary information sources, such as code 

comments and documentation, or bug reports that contain a textual description of the 

fault [32]. Similarly, different outputs are produced by each technique, which can 

eventually be used to hypothecate fault locations. 

 

In SBFL, the location of the fault is determined after suspiciousness results are gener-

ated. The suspiciousness value for each line of code is calculated using probability 

formulae that are based on test cases. The calculation of pass/fail test cases will be 

counted using the formula to generate the probabilistic result which are also called 
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suspiciousness values. The idea behind this is that the line of code with the highest 

suspiciousness value holds the greatest chance that this line of code contains a fault. 

This idea has been a state-of-the-art technique for some time and has been the basis of 

substantial research. We explain more about how SBFL and suspiciousness values 

work in Chapter 2. What is interesting to observe about this research is that the suspi-

ciousness value generated from the SBFL technique for fault localization is not always 

accurate, in part because it is based on the proportion of pass/fail tests, and tests may 

be inaccurate, incomplete, or even wrong.  

 

As such, various extensions to SBFL have been proposed, such as [33], who considers 

an output of a fault localization tool to be effective if the root cause of the fault appears 

in the Top 10 most suspicious program elements. Some of the most recent research on 

SBFL has proposed further extensions and changes, e.g., using the concept of “Top N” 

of the highest scores of suspiciousness to improve overall accuracy [34], [35], [36] , 

[37] where “N” represent a limit (e.g., N=10) such that the correct answer (i.e., the 

location of the fault) is assumed to be within this limit. What this all suggests is that 

there are still open questions about the accuracy of SBFL, and many indications that 

by itself, it can sometimes be inaccurate in predicting the location of a fault. 

 

Research made by [21] performed an experiment to compare all standalone techniques 

in the fault localization family, including Spectrum Based Fault Localization (SBFL), 

Mutation based Fault Localization (MBFL), Program Slicing, Stack Traces, Predicate 

Switching, Information Retrieval (IR) and History-Based Fault Localization. These 

experiments found that SBFL is the most effective standalone fault localization 
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technique compared with the other individual techniques. In particular, in these exper-

iments, SBFL managed to localize about 44% and 43% faults in the Top 10 result. 

These results, while interesting, demonstrate that there are still opportunities to im-

prove on the accuracy of fault localization. 

 

This “Top 10 approach” has been used as an important concept in many other research 

papers. I have used this indicator in this thesis to assess the suspiciousness list gener-

ated. However, a problem arises when the actual location of the fault is not in the Top 

10 of the suspiciousness results. SBFL techniques aim to pinpoint faulty program ele-

ments by sorting them only by their suspiciousness scores; developers tend to resort to 

a different debugging strategy if they do not find the fault in the first positions of a 

suspiciousness list [3]. The question is “How can a developer determine the location 

of the fault if it does not appear in the suspiciousness result, or it does appear but not 

in the Top 10 list?”. What additional information can they use to assist them in fault 

localization especially if it involves a large program? This will be discuss further in 

chapter 4. 

 

Manually finding fault in code, typically line by line, using standard output statements, 

is tedious and time consuming. It may be feasible if it involves small programs or 

simple ones, but for large-scale programs, this approach is impractical. Though there 

is no precise definition of what constitutes a small or large program, lines of code (Loc) 

or number of lines, is a software metric that is often used as a measure for program 

size [38]. [39] proposed that a large program is one that contains at least 10,000 Loc, 
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while a small program is one that contains less than 2000 Loc. All programs containing 

in the between the Loc stated are considered to be medium-sized programs. 

 

The accuracy of fault localization, as argued by Xuan et al [16], may be further en-

hanced by considering extra information sources (beyond source code). This is the 

motivation for my research – i.e., to study when the combination of more than one 

fault localization technique has a positive enhancement on fault localization perfor-

mance.  

 

1.4 Research Hypothesis 

The hypothesis of my research is therefore: the combination of more than one fault 

localization technique increases the accuracy and performance in locating faults. IR-

based techniques assist programmers in sorting through vast amounts of data or infor-

mation as quickly and efficiently as possible [40]; these techniques measure, for 

example, the textual similarity between a bug report and the source files. As such, IR-

based techniques take a bug report and source file as input, rather than a set of test 

cases, and generate a list of relevant source code files as output based on the bug report 

query [41].  

 

IR-based fault localization techniques are static: they do not require program execu-

tion information, such as passed and failed test cases [36]. As such, they are comple-

mentary to SBFL-based techniques which are dynamic. Therefore, the combination 

of IR and SBFL may provide value, and give additional advantage, as they are based 

on different types of information. 
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Just as was the case with SBFL, IR-based techniques may be unable to accurately lo-

cate a fault; this is true of all fault localization techniques – sometimes they simply 

cannot with any degree of accuracy locate the fault. With IR-based techniques, what 

sometimes happens is the topic set generated from bug reports is insufficiently pre-

cise to locate the fault; this is perhaps analogous to SBFL not identifying the actual 

fault in the Top 10 potential suspicious locations. 

 

As such, we argue that SBFL and IR techniques are complementary – both in terms of 

the information sources they operate on, and in the way in which they operate (i.e., 

dynamic versus static), and potentially could be beneficially combined. In a sense, our 

hypothesis fits within the body of work demonstrating that combining static and dy-

namic analysis can be beneficial [42].  

 

1.5 Research Questions 

Though the combination of the most accurate technique (SBFL) and the fastest 

technique (IR) [21] for fault localization may produce a promising result, there may 

be situations in which the combination does not produce better results than the 

individual techniques (or, indeed, may produce worse results). In this situation, adding 

another analysis approach, after combining two sophisticated techniques, may unduly 

increase the time and expense of fault localization - unless any further, additional 

technique is uncomplicated and inexpensive to apply.  
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To this end, I will further investigate the addition of text search techniques with the 

combination since text search not only compatible with SBFL and IR, it also 

complements them, as it is a fast and accurate analysis. Text search techniques exploit 

the same information sources as SBFL and IR – namely source code and bug reports 

– but operate differently, and produce different results, and we wish to investigate 

whether this combination of three complementary techniques has advantages.  This 

kind of combination (SBFL, IR and Text Search) has, to the best of my knowledge, 

never been done before. 

 

I therefore propose the following research questions: 

 

RQ1: How accurate is the process of localizing faults using SBFL, IR and Text Search 

techniques individually? 

Answering this question provides a baseline to understand the accuracy and 

performance of widely-used techniques in fault localization. The formula used for each 

technique will be explained in details in Chapter 3. However, the accuracy are based 

on the Top 10 results as explained earlier.  

 

RQ2:  How accurate is the process of localizing faults using the combinations of SBFL, 

IR and Text Search?  

Answering this question will verify the possible combination of different techniques 

in fault localization and evaluates the performance and accuracy of the combined 

techniques. 
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RQ3: What is the execution runtime performance of the standalone techniques and 

combined techniques? And how long is the average of execution time for each 

technique on one bug? 

The previous questions concerned the fault localization standalone and combined 

technique accuracy, while this question considers the performance or execution time 

for each of the techniques. The time taken to execute all experiment are recorded to 

measure the performance. 

 

 

RQ4: Which combination of techniques is the most accurate and performant (fastest 

in runtime)? 

This research question compares the accuracy and execution time of the combination 

technique to determine which combination is the most accurate and performant.  

 

To find the answer to these research questions, a set of experiments using Defects4j 

datasets will be performed to observe the individual results for SBFL, IR and Text 

Search, the combination of techniques that complement each other, and to identify 

which combination’s performance is the best in term of accuracy and execution time. 

We intend to cover all types of faults that developers can encounter (types of faults are 

discussed in Chapter2) in order to make maximum use of available datasets. 

 

1.6 Summary and structure of the thesis 

Chapter 2 briefly explains the fundamental definitions and basic terminology that will 

be used in this thesis, and the background reviews including related work of research 
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in fault localization. Each fault localization technique will be discussed and previous 

research on hybrid techniques will also be highlighted.  

 

Chapter 3 is where the experiment methodology will be explained in detail.  It will 

include the Experiment plan and Experiment operation in detailed manner. 

 

In Chapter 4, the result and analysis of each technique either individually or as a com-

bination will be discussed. Threats to validity of this research will also be highlighted. 

 

Chapter 5 summarizes the thesis, draws some conclusions, and proposes future work. 
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2 Background and related work 

This chapter provides an overview of the background, as well an analysis of related 

work underpinning this thesis at the end of this chapter (in discussion of related work 

subsection).  The discussion of related work also includes an overview of research on 

the integration or combination of different fault localization techniques, along with the 

context in which these integrations have been considered. 

 

2.1 Fundamental definitions and terminology: fault, error, failure and test 

To avoid confusion in further discussions, I will first present the fundamental defini-

tions and terminology used in this thesis. According to IEEE Standard [43], a fault 

(which is sometimes described as a “bug” or “defect”) is an inaccurate step, procedure, 

or data definition in a computer program introduced by a developer or a programmer 

of the program. According to [44] in 2006, an ISTQB Glossary recognizes that a “bug” 

and a “fault” have the same meaning.  

 

According to De Souza, an error is frequently used to show a wrong state throughout 

the implementation of the program [39], whereas [45] defines error as a form of source 

code issue that inhibits successful compilation or execution. Failure is the term used 

to indicate a system's inability to work according to expectations [43] including unex-

pected output or incorrect data.  

 

To this point, “fault” and “bug” are synonyms. This situation can also be seen with 

“error” and “failure” terms where both are also referring to the same issues only with 
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different words. In short, faults or bugs in the code may cause an error or failure in 

program execution. To ensure clarity and avoid confusion, the interpretation that will 

be used for this thesis is the term “fault” (or sometimes “bug” as it reflects the dataset 

in Defects4j).  “Fault localization” is a process where developers identify what caused 

the fault and attempt to locate where in the code the fault occurs [4]. 

 

Hristova [46] did significant research in analysing and understanding common errors 

or failures that occur amongst novice programmer; these errors have been divided into 

three categories: syntax errors, semantic errors and logic errors. Syntax errors refers to 

mistakes in the spelling, punctuation and order of words in the program, while 

semantic errors occur from a mistaken idea of how the language, or its execution 

engine, interprets certain instructions. Logic errors are general errors that may cause 

unintended results, sometimes even without failed execution.  

 

The purpose of this explanation is to clarify the types of behaviour and phenomena 

that are usually faced by a developer and at the same time to give a reader a precise 

indication of terminology. However, we have not precisely prescribed which types of 

faults are under consideration, as we cannot predict the fault that occurs in a real world 

environment. We intend to cover all types of faults and failures that developers could 

encounter, since narrowing the faults to a certain type only will make the datasets that 

are available and useful for our experiments very limited. Fault localization tools are 

typically generic and are designed to detect or allocate all types of faults regardless of 

the types. 
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A test, or the process of testing, is one of the main sources of information for debug-

ging, as well as a very important process in fault localization. Testing is defined as “an 

activity in which a system or component is executed under specified conditions, the 

results are observed or recorded, and an evaluation is made of some aspect of the sys-

tem or component” [47]. Testing is performed to make sure that the intended function 

of the program under a test is as expected. At the same time the test requirements (e.g., 

test cases, subject, etc.) are used as a guarantee that the code is widely tested, and most 

(if not all) of the program elements are executed [3]. 

 

2.2 Bug reports and source code 

I will now briefly explain on the definitions of bug report and source code and how 

these are generated. Bug reports can be defined as a document that usually contains a 

detailed description of a failure [48]. A fault location can potentially be detected from 

a bug report, since it contains information that can link or related to a fault. However, 

since a bug report is usually written by a user of a program from various backgrounds 

and expertise levels, the quality of a bug report really varies. Some fault localization 

activities are slowed down by a bug report that contains inadequate or incorrect 

information, whereas locating the fault from a poorly written bug report takes more 

time and reducing the accuracy of fault localization.  

 

Unlike source code - instructions for a computer [49] that is written by programmers 

[50] and normally written in structured manner - anybody (not restricted to a 

programmer) that uses a program who happens to encounter a fault or a bug can write 

a bug report. This diversity of potential creators of bug reports is one reason why there 
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is much debate on bug report quality; past papers [37] [51] have highlighted the 

importance of a bug report that contains a quality content. However, there is as of yet 

no agreement on how we define a good or high quality bug report. I will briefly discuss 

on bug report quality in this subsection and will elaborate more in Chapter 3 and 

Chapter 4 with some examples. The examples will include a comparison of a good 

quality bug report with an incomplete bug report and it’s results.  

 

A complete and precise bug report is specified using a combination of bug report’s 

title and its description [42]. However, [48] argues that a high quality bug report is one 

that also includes a code attachment or code snippets. To investigate this further, [37] 

evaluated the importance of specific program constructs (such as class names and 

method names) in bug reports, and argued that the greater use of program constructs 

increased the quality in bug reports and may lead to improved fault localization.  In a 

different experiment, [52] found that the best results from their IR-based fault 

localization depends on there being similar textual characteristics between bug reports 

and source code.  

 

A bug report is important so that programmers can use it to attempt to map the issues 

raised in the report to the fault location in the source code. Consequently, insufficient 

or inadequate information in a bug report may prevent accurate results being generated 

in an IR based fault localization process. Source code – produced by a programmer – 

typically consists of a set of executable commands and comments. Research carried 

by [53] found that comments and literals play an important role in the performance of 

the fault localization tools.  
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As a summary, in general a bug report is a document that can be written by anybody 

that uses the program or software, ranging from a user that may have little to no 

background of programming (i.e. admin or user for a system or website), to a developer 

at any level of expertise. As for my experiments, the Defects4j dataset will be used 

including its bug reports and source code. Source code normally is written in a 

structured manner that depends on the programming language used. Although the 

writer of the programs is oftentimes more than one person (i.e. a team of 

programmers), we can still encourage programmers to include comments and string 

literals to the code for better understanding.  

 

By contrast,  a bug report, which is not bound to any programming language structure, 

is written by not one but a variety of people with different levels of expertise and 

knowledge: the person who uses a program is not necessarily the person who wrote it. 

It is beneficial to recommend a template for bug reports (e.g. including title, 

descriptions, code attachment or code snippets) as the fault localization accuracy 

depends on them; however the decision to follow a recommended bug report template 

is really up to the individual filing the report. Both bug reports and source code will 

be discussed further in Chapter 3 including examples and suggestions for writing a bug 

reports that are suitable to use as part of a fault localization process. 

 

2.3 Fault Localization Techniques 

As was previously mentioned, the process of fault localization involves the developers 

attempting to find the source of the error and pinpointing its location in the code [4]. 
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Usually, fault localization is performed manually, wherein developers would examine 

or search the source code for errors after failing test cases. This covers procedures such 

as adding breakpoints and print statements, inspecting the stack trace, and reverifying 

failed test cases [3].  

 

Much research has been done to improve fault localization processes and practices, 

including providing a deeper grasp of the underlying theories and principles as well as 

the development of more robust tools to enhance automation fault localization. Today, 

full automation of fault localization is still an ongoing goal in terms of its applicability 

in an industrial environment, as the gap between a real-world environment and a con-

trolled experiment environment are substantial. An example of automated fault local-

ization tools that is quite popular and being used in debugging is Chrome DevTools4 

which is used in web development to test a web application, and GDB5, a GNU de-

bugger typically used to support fault localization in C or C++ projects. 

 

In this section, I will briefly explain the popular categories of fault localization 

techniques. An introduction and discussion on wide variety of technique in Fault 

Localization is to inform reader of the breadth of FL techniques that are available. 

Different techniques of FL make use of different sources of information, and have 

different execution processes. As mentioned in previous chapter, SBFL is considered 

the most accurate technique, while IR is considered to be the fastest. Text search, on 

the other hand, has previously been chosen because of the simplicity of its execution. 

 
4 https://developer.chrome.com/docs/devtools/ 
 
5 https://www.sourceware.org/gdb/ 
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This will be explained further in Chapter 3,4 and 5. Other than the chosen techniques 

such as SBFL, IR and Text Search techniques, there are techniques such as program 

slicing, mutation based fault localization (MBFL), predicate switching and delta 

debugging. We now briefly explain representative instances of these techniques and 

the reason why they are not evaluated further in the experiments. 

 

2.3.1  Spectrum Based Fault Localization (SBFL) 

In the literature, a wide variety of fault localization techniques have been studied. A 

technique that relies on analysing execution patterns is called spectrum-based fault 

localization (SBFL), sometimes known as coverage-based fault localization; it is a 

dynamic debugging analysis technique that has attracted much attention [54]. It has 

received this attention in part due to its ease of use and effectiveness, as it has been 

shown to be one of the most effective individual techniques. 

 

SBFL is a broad category of fault localization techniques. One of the first occurrences 

of it being discussed in the literature is  [55]  which proposed that program spectra (or 

sometimes are called program spectrum), such as code coverage, testing information, 

execution trace, execution path, path profile, and execution profile [56] [39] can be 

utilized in finding fault locations. This can be done by comparing the elements in the 

program spectrum after test execution, to infer and identify the fault location.  

 

Building on this idea, SBFL analyses testing information (i.e. failures and passes of 

test executions) for a program based on execution of test cases to identify suspicious 

locations that may contains a fault. By using formula (e.g., Tarantula, Ochiai, Naish, 
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etc.) or equations that involve a probability rule, testing information will be used to 

calculate a value that determine the possibility of fault location. This is called suspi-

ciousness; suspiciousness range in value from 0 to 1, where the value 1 represents the 

most suspicious or high possibility to be the fault location and vice versa.  

 

To explain this in simpler terms, when one statement is more likely to have faults or 

faulty elements than another, that statement usually has a higher suspiciousness score 

[57]. The suspiciousness values are computed based on how frequently the statements 

are used in passing or failing test cases. An element is considered suspicious if it is run 

more frequently in failed tests and less frequently in successful tests. 

 

Numerous approaches to spectrum-based fault localization have been proposed in the 

literature [27],  [58], [59], [10], [11], [60], [61], [62] and many of these approaches 

suggest various formulas that can be used to calculate the suspiciousness of a program 

[33]. In terms of evaluation, SBFL technique are generally assessed in terms of their 

accuracy and performance. We discuss these evaluation criteria further later in the 

thesis. 

 

For example, Jones and Harrold presented the Tarantula formula [8] [27]. Later, Abreu 

et al proposed Ochiai  [58], another formula in SBFL which in the experiments showed 

that they can outperform Tarantula and other formulae such as Jaccard [63] and AM-

PLE [64] in terms of accuracy (i.e. an increase in detection of fault location). 
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Additionally, research has been done to investigate the SBFL technique's drawbacks 

in order to better understand why it hasn't been widely used by practitioners. Much 

research has been done in optimizing and improving the formula to enhance fault lo-

calization including combining the fault localization technique which will be ex-

plained further in Subsection 2.4, Discussion of related work. 

 

As mentioned in Chapter 1, although [21] found that SBFL is the most accurate 

technique in locating faults, unfortunately it is obvious when dealing with large 

programs with varies type of faults that the aforementioned requirements are unlikely 

to be met [65]. Though several improvements have been made on the formulas, which 

have been claimed to be better than the previous or existing versions, [66] 

demonstrated that the Tarantula [8] formula and the popular Ochiai formula [58] are 

both grounded in statistical approaches, specifically correlation. This in turn led them 

to conclude that focusing on improvement of the formulas only might not help SBFL 

produce optimum or even better results. As a result, it is from this paper that an 

argument came to light for combining SBFL with other fault localization techniques 

might lead to greater improvements in accuracy and/or performance especially when 

it involves a large program. 

 

In 2014, Lucia et al. [62] investigated forty different association measures, and as a 

result proposed a formula used to quantify the strength of the relationship between two 

variables of interest. This study highlighted the fact that there is no one best measure 

that works in every situation and case. This finding strengthens our thesis motivation 
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in combining different techniques in fault localization as it considers different success 

measure from different sources.  

 

2.3.2 Information retrieval (IR) based techniques  

In this section I will briefly explain IR-based techniques in general, and how they have 

been used in fault localization. Information retrieval (IR) based techniques aim to 

determine the location of the fault by using information retrieved from the program 

and its context (i.e., source code, bug report, etc) without running a test case execution; 

this makes it a static analysis technique, unlike SBFL which requires execution of test 

cases. IR techniques were initially used to index text and search for useful documents 

in a collection [67]. IR rapidly emerged from a narrow area that has been used by 

librarians and information experts to a mature state since the introduction of World 

Wide Web and has been applied in a variety of domains, including debugging [68]. 

 

IR has grown beyond its primary goal when after several years later, it was discovered 

that it may assist developer in debugging. To this end, the work of [69] paved the way 

by demonstrating that Latent Semantic Indexing (LSI) – a specific IR technique that 

could be used to find a fault in source code (fault localization). LSI is an approach that 

derives similarity measures between source code elements, and it has been used to map 

concepts expressed in natural language by the programmer to relevant parts of the 

source code, i.e., to assist in debugging and traceability. 

 

IR, as applied to fault localization, is a static debugging approach that statically locates 

faults using different types of analyses, including bug models, reports and source code 
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file, instead of relying on execution of a set of test cases, (i.e., running a test to analyse 

and allocate fault), without any actual execution of the program [37], [70], [71]. To be 

precise, IR fault localization techniques do not require program execution information, 

such as passed and failed test cases [36], but as a result, executing an IR technique for 

fault localization generates list of relevant source code files as output [41]; this should 

be contrasted with what is produced by SBFL techniques, which attempt to produce a 

more fine-grained and precise output, e.g., a line number or a ranked list of statements 

that are considered to be suspicious. 

 

Akbar highlighted in his research that there are three generations of IR fault 

localization techniques that have been identified over a fifteen-year of research span 

[72]. The first generation of technique is based on simple bag-of-words (BoW) 

assumptions [69], [73], [71], [34], where in BoW concepts, the relevance score for a 

file to a query is based on the frequencies of individual query terms that appear in the 

files containing code. After that, the files are ranked according to their relevance scores 

before generated as output. 

 

The second generation utilized richer and more diverse information to improve BoW- 

based techniques [36], [74], [75] [75], [76]. The information that was derived from 

structural information (e.g., source code and bug report), software-evolution related 

information (e.g., version histories), or evolution of the software project (e.g., 

historical bug report and code change) all bear an important role in making a richer set 

of information available to support fault location. Research carried out in this 

generation demonstrated that the performance of fault localization is improved by 
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utilising structural information encoded in source code files [77], [37], [75], [78] such 

as method names and class names, and in bug reports [79], [75], [78], [80] such as 

execution stack traces and source code patches. 

 

The most recent third generation focuses more on the term order as well as semantic 

relationship modelling; these have been taken into consideration to improve the IR 

tools in general [81], [82], [83], [84], [85], [86]. In IR, due to the nature of language 

use, the terms that represent a topic are often semantically related [87], [88], for ex-

ample if the topic of the bug report’s results is about “period”, so the source code that 

contains topic “period” as the highest result might be the location of fault. This might 

help in contributing greater accuracy in fault localization using SBFL.  

 

The tools used in the research by [89] used word embeddings based on word2vec mod-

elling [90] of textual data to incorporate contextual semantics. This research uses the 

Markov modelling ideas first established in the text retrieval community [91] to exploit 

the term order in the context model. The third generation of IR technique also make 

use of hybrid techniques in IR, which has led to the inclusion of machine learning and 

deep learning. This will be explained further (in Section 2.4) where I give a discussion 

of related work. 

 

In order to locate the components or part of the program that need to be adjusted in 

order to fix a fault, IR techniques are used in fault localization. As a result, they help 

programmers navigate through massive amounts of data or information as quickly and 

effectively as possible [40]. These techniques do not attempt to pinpoint every 
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component of the program that must be fixed. Instead, they aim to locate a starting 

point from which the bug can be fixed. They are thus possibly complementary to other 

SBFL techniques, which aim to more precisely narrow down faulty code in the pro-

gram as  this technique is the fastest in locating fault compared to other techniques 

[21]. Conceivably, then, one could envisage a workflow where coarse-grained fault 

localization is carried out by IR, and then more fine-grained assessment could be car-

ried out by SBFL based techniques, amongst others. 

 

In the next subsection, I will explain further details on different IR including those that 

will be used in my experiment.  

 

2.3.2.1 Text retrieval techniques 

Very often, debugging and fault localization starts from a bug report filed by an 

external user. Advanced knowledge and thorough understanding of how a system is 

built and its various components interact are required in manually attempting fault 

localization from the information provided in a bug report. Various works have 

considered techniques to aid programmers in decreasing the human effort spent in fault 

localization activity. I’m using this technique from the IR technique as it is easily 

applicable, since it relies on documents such as source code, bug reports and 

comments. I will explain the approach in details in Chapter 3. 

 

In simple terms, the text retrieval technique is one in which the system’s source code 

is indexed into a search space and then queried for code related to a given bug report 

[92]. This is a typical IR approach that aims to locate faulty files by comparing the bug 



 27 

reports with the source files [93]. Numerous IR fault localization approaches that em-

ploy techniques to calculate the similarity between a bug report and a program element 

(e.g., a source code file) have been proposed [34], [94], [95], [35], [36], [37], [77], 

[96].  

 

Lukins et al. used a topic modeling algorithm named Latent Dirichlet Allocation 

(LDA) for bug localization [94]. In the IR community, historically, the Vector Space 

Model (VSM) was proposed early on and is considered a mature retrieval technique 

[97]. Its development was followed by many other IR techniques, including Unigram 

Model (UM), Latent Semantic Indexing (LSI) [69] and Latent Dirichlet Allocation 

Model (LDA) [87].  

 

UM and VSM would be considered to be the simplest way to represent documents for 

the purpose of IR; these techniques determine the similarity between two objects (i.e., 

documents) [97] using algorithms such as Cosine Similarity, Euclidian and etc. LSI is 

used to cluster source code in order to identify abstract data types in procedural code 

and clones [69] so as in order to calculate similarity measurements between source 

code elements. On the other hand, LDA is a probabilistic and fully generative topic 

model for extracting latent, or hidden, topics from a series of documents and modelling 

each document as a finite mixture over the set of topics [87] where each topic in this 

collection is a probability distribution over the terms that make up the document col-

lection's vocabulary. 
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Rao et al, evaluated the performance of several standard IR techniques for bug locali-

zation including VSM and UM and LDA [34] by conducting a comparative study be-

tween the tools on fault localization task. In the study, they found that simple text 

models such as VSM and UM perform better than more sophisticated models such as 

LDA where in general almost 50% of the total fault of relevant file at the rank of 10 

can be retrieved. Since then, numerous works have improved the effectiveness of 

standard IR models by considering more information, applying advanced techniques, 

and refining queried bug reports. 

 

Zhou et al proposed an approach named BugLocator that includes a specialized VSM 

(named rVSM) that considers the similarities amongst bug reports to localize bugs [36] 

then ranks it. However, [37] by using a different dataset with [36] proposed an ap-

proach that find the similarities of the structure of source code files and bug reports 

and employs structured retrieval for fault localization. They found that structured in-

formation retrieval based on code constructs, such as class and method names, increase 

the accuracy in fault localization. The experiments also show that it performs better 

than BugLocator.  

 

2.3.2.2 Stack trace techniques 

Stack trace is a technique in IR where the traces of test case execution are used to find 

the fault location of the program. In order to try and find a fault using the stack trace 

technique, the test cases must first be run at least once. When the test cases are 

executed, the list of active stack frames are generated during the programme execution; 

this list is known as a stack trace. Each stack frame corresponding to a function call 
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that is still in progress and not yet returned. Developers can find important information 

from stack traces while doing debugging activities. When the system crashes, the stack 

trace indicates the currently active function calls to the developer and point where the 

crash happens [21].  

 

Usually, bug reports that are generated automatically from an error also contain this 

stack trace information; the same holds for an error log that is attached to a bug report. 

Searching for text in an error log that is attached to a bug report to identify the location 

of fault is reasonably accurate indicator. Unfortunately, not all automatically generated 

bug reports include an attached error log; it is only present in a small percentage of 

bug reports [80]. Segmentation and stack-trace analysis were suggested as a way to 

enhance fault localization performance by [75], and [79]  proposed the Lobster tech-

nique, which computes the similarity between the code elements and the source code 

of the programs using the stack trace information that is recorded in the bug report. In 

other words, instead of using bug report like in text retrieval technique discussed in 

section 2.3.2.1, to find the similarities in source code, stack traces information in a bug 

report is used to find the fault in source code documents (similarities).  

 

The latest research by [98] presented the first approach to computing stack trace 

similarity based on deep learning based techniques; their study demonstrated that their 

approach outperforms state-of-the-art approaches on both private JetBrains dataset and 

open-source NetBeans data. However, stack trace analysis usually works on crash 

faults - a fault generated from system crash (e.g., caused by syntax errors, semantic 
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errors and logic errors) - and have also been shown to be less accurate for other type 

of faults, hence it will not be used in my thesis.   

 

2.3.2.3 History-based techniques 

History-based fault localization is a technique that only needs to examine the 

development history of the code [21], which are usually used for fault prediction. – for 

example, by tracking densities of faults across Git repository branches. This technique 

ranks the elements in a program by their likelihood to be defective. Generally, fault 

prediction and fault localization are considered as different techniques; moreover fault 

prediction is typically executed before any failure has been discovered [99]. 

Unfortunately, this technique will not be used as it involved a history of the code which 

are quite impossible for me to access due to time and other restriction. 

 

Dallmeier [100] introduced a tool named iBUGS, a tool that semi-automatically 

extracts benchmarks for fault localization from the history of a project by collecting 

all past successes and failures of the project. These benchmarks are useful for both 

static and dynamic fault localization tools. [35] also proposed a version history aware 

fault localization technique which considers past buggy files to predict the likelihood 

of a file to be buggy and uses this likelihood along with VSM to localize fault.  

 

Wen [81] proposed an approach named “Locus” to locate bugs from software changes; 

their approach was evaluated on six large open-source projects. While [101] proposed 

an approach to prioritizing test cases based on historical data where the priorities of 

test cases are identified based on requirement priorities and then are calculated 
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dynamically according to historical data in regression testing. [102] proposed a 

technique that utilizes the information of bug fixes across projects in the development 

history to effectively guide and drive a program repair process.  

 

Zou [21] made an empirical study of fault localization techniques and found that the 

SBFL technique is the highest in accuracy where it successfully locates up to 68% of 

bugs in Top 10 result generated in experiments, compared to other techniques. They 

also propose that a combination of several techniques in fault localization can 

potentially increase the accuracy of the results, but do not explore this idea in further 

detail. Nevertheless they are one of the originators of the concept that has led to this 

thesis. 

 

As a conclusion, the IR technique has much potential in assisting programmer in fault 

localization, as it allows exploitation of many variations of data such as bug report, 

source code, stack traces, and history records. However, executing IR techniques alone 

is not enough in achieving an accuracy of fault localization results as an information 

such as a post-mortem analysis program execution is also one of many pieces of 

information that are not only critical but also can contribute in finding the bug location, 

hence increasing the fault localization accuracy. Combining the IR technique with 

other techniques that contain different types of information (e.g. SBFL)  might address 

this issue faced in IR fault localization analysis.  
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2.3.3 Program slicing techniques 

A program slice is a segment or some part of the program [103]; slicing itself is a 

technique that is used to build a slice of a program that will be explicitly tested under 

specific assumptions. As a debugging tool, program slicing was developed to condense 

a program to its bare minimum while preserving a given designated behavior [5]. There 

are two types of slicing that are widely mentioned in the literature: static and dynamic 

slicing. Static slicing involves larger program slices than dynamic slicing since it takes 

into account every conceivable execution of the program during testing. It solely re-

quires the source code and particular inputs for all possible program executions.  

 

Static slicing gave rise to the improved approach known as dynamic slicing where it 

only takes into account a specific program execution; as a result, it slices all statements 

that really modify a variable's value for the specified program inputs. Therefore, dy-

namic slicing concentrates on a single execution for a particular input [6]. A set of 

variables at a program location that might have unexpected or undesirable values are 

called a slicing criterion. In other words, the main distinction between dynamic and 

static slicing is that static slicing includes executed statements for all potential inputs, 

while dynamic slicing only includes executed statements for the specific input. Dy-

namic slices are more efficient in term of performance and accuracy compared to static 

slices for debugging since dynamic slicing are substantially more specific and focused 

[104]. 

 

Just like the SBFL technique, a slicing technique requires a tracing execution of the 

test cases at least once. The primary distinction between these two techniques (SBFL 
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and slicing) is that a slicing technique only has to trace a failed test case, while SBFL 

must trace all test cases involved (either failed or passed test cases) in order to calculate 

the suspiciousness value. The empirical analysis of the relationship between dynamic 

slicing and the SBFL technique for fault localization conducted by [105],  revealed 

that while dynamic slicing can accurately allocate faults for program that contain a 

single fault, the SBFL technique performs better in terms of accuracy for program that 

contain multiple faults or more than one faults. However, in the same literature, it was 

also suggested that a combination of technique in fault localization could produce an 

optimal outcome in terms of fault localization accuracy. Since the availability of rele-

vant tools is very poor, this technique is not included in the combination of fault local-

ization experiment for this thesis. 

 

2.3.4 Mutation-Based Fault Localization (MBFL) techniques 

Initially, Mutation-Based Fault Localization (MBFL) was proposed by [106] and 

[107]. The main concept behind MBFL is to mutate a program to simulate faults and 

then observe the effects of the mutation on test results. When a program is subjected 

to a mutation operator in MBFL, a mutant version of the original program is produced. 

There are various types of mutations incorporated in the mutation operators included 

statement mutations, operation mutations, variable mutations, and continuous muta-

tions. These operators are designed to mimic the errors that programmers make while 

choosing constants and identifiers for expressions, composition expressions  function, 

and composition function utilizing iterative and conditional statements [108] .  
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In contrast to how a program is typically executed, MBFL use information from mu-

tation analysis [109] and links the results with the program's fault location. MBFL 

strategies determine whether the execution of a statement affects the result of a test by 

injecting mutants while in SBFL technique, it is assessed whether a statement is exe-

cuted or not. In most circumstances, a mutant modifies an expression or a statement 

by substituting one operand or expression for another [110]. If a program statement 

affects failed tests more frequently and passes tests less frequently, it is more suspi-

cious to be the location of the fault. 

 

Constraint-based debugging is a method that [111] suggested is to limit the number of 

potential bugs. In a way, this helps to reduce the time spend to execute test cases for 

MBFL as this technique are well known in taking the longest time to compute the 

result since the it will involve all possible bug mutation. Mutants that make the failing 

test cases pass are used to suggest possible faulty sites. Later, [112] suggested a method 

that modifies both faulty and non-faulty statements using mutation. According to this 

logic, a faulty statement is more likely to be faulty if a mutant is inserted into it and 

the number of test cases that fail can be reduced. 

 

Conversely, a mutant inserted in a correct statement which generates more failing test 

cases is less likely to be faulty. [113] proposed a similar approach for multilingual 

programs. Mutation testing is also used to seed faults for experiments, and to suggest 

fixes for program repair [114] [115]. [116] used mutation testing to generate faults and 

shows that these faults are similar to real faults. 
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In addition, MBFL requires a significant amount of time to complete since it involves 

mutating as many mutans as possible to increase fault localization accuracy. It also 

requires a significant amount of technology and software for operation and setup. 

Therefore, MBFL technique is typically the slowest technique compared to other fault 

localization techniques, and it is debatable as to whether it is generally practical, espe-

cially in light of SBFL and IR's significantly faster execution times and this is the 

reason why MBFL are not included as one of the techniques to be included in my thesis 

experiment though the result might be promising. 

 

2.3.5 Predicate switching techniques 

Though predicate switching [117] is similar to MBFL, this approach is designed to 

identify faults in control flow, or faults that relate to it. A predicate, sometimes also 

called a conditional statement, directs the execution of various branches. If a failed test 

case can be made to pass by changing the evaluated result of a predicate, the predicate 

is said to be a critical predicate, and it is argued that this could be the source of the 

defect. 

 

Predicate switching begins by tracing the failed test's execution and identifying all 

instances of branch predicates. The tests will be re-run several times, where each time 

forcing a different predicate's outcome. If switching a predicate yields the correct out-

put, the predicate is called a critical predicate since it potentially could be the cause of 

the error. 
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Predicate switching and MBFL approaches are similar in that they both use mutations 

and look at how the execution results change. However, because predicate switching 

alters the control flow rather than the program itself, we treat it as a separate family of 

techniques. Furthermore, as far as we are aware, predicate switching is not included in 

earlier work by [110], [118] as an MBFL technique or part of it. If a conditional ex-

pression has been tested numerous times during program execution in predicate 

switching, it only flipping reverses one evaluation at a time rather than run all evalua-

tions, so in a time wise, predicate switching is faster than MBFL but not SBFL and IR 

technique as it also involves mutation operations. 

 

2.3.6 Delta Debugging techniques 

Delta debugging is a technique for simplifying an input of a failing program to facili-

tate debugging process [60] . Through series of experiments, it iteratively reduces the 

size of a failing input until it finds the smallest possible component of it that also leads 

to failure. The base of delta debugging is that a smaller input will covers less code, 

thus less debugging work is required. By simplifying input delta debugging has shown 

to be effective in identifying the root causes of failures. 

 

The work in [119] narrows down the variables that contribute to failure in debugging. 

It makes use of memory graphs [120] to identify the shared characteristics between 

successful and unsuccessful runs. Then, it compares the program states that were 

brought by the shared variables in the two executions.  
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Burger [121] described a method for reproducing an observed failure in the simplest 

possible way. The interaction between program objects is captured and reduced from 

a single failing run to a simple unit test consisting of a set of method calls that reliably 

reproduces the failure. JINSI, a tool developed by the authors and based on the 

record/replay mechanism, delta debugging, and program slicing, enables the suggested 

technique. 

 

The disadvantage of this technique is that that it can change the program state (or input) 

in ways that are impossible to achieve in the original context leading to unfeasibility 

of state or input and at the same time might obstruct debugging process. 

 

2.3.7 Text Search  

Text search is a widely used idea [122] that is supported by a variety of extremely 

powerful tools that allow for the search of text, images, signals, and audio [123]. The 

Semantic web [24], bioinformatics [25] and 3D modelling [26], have all effectively 

implemented automated text search, which has opened up previously unimaginable 

levels of information access. Historically, keyword based search has always been the 

primary method for finding and accessing information [124] and string matching 

algorithms are common and widely being used with the text search technique to 

recognise a specific word or sequence of words in a huge text document [125]. For the 

purpose of standardisation, text search technique are using a steps that are 

implemented in IR techniques such as  stemming, lemmatization, and word 

embeddings in addition to indexes to find pertinent texts based on a search query [32]. 
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To achieve high quality search results, improvement on text search has been made to 

use information retrieval to automatically improve queries as they can connect various 

information retrieval algorithms and analyse query based data sets [126]. Though text 

search has been successfully applied on various and different discipline and domain, 

it has received little attention in fault localization literature. 

 

One recent research paper by [32] investigates generally how text search engines can 

improve existing fault localization approaches. This paper found that text search does 

improve fault localization performance and it is a useful extension to existing 

approaches. In this work, [32] introduced the Broccoli tools that combined several 

techniques in IR such as version history, report similarity, structure and stack traces 

with text search to improve fault localization performance. The performance of the 

proposed approach has been evaluated against seven state-of-the-art fault localization 

algorithms of IR technique on open source projects in two data sets.  

 

My research expands on this idea by combining text search technique with two 

different state-of-the-art fault localization techniques: SBFL and IR technique. This 

highlight the contribution of my research where the improvement for fault localization 

are made and are different from any other existing approaches. Table 2.1 below shows 

the summary of fault localization techniques. 
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Techniques Explanations 

 SBFL SBFL techniques are using formulas that contain a  probabbility calculation 

of the success and failed of test execution where the calculated value are 

called suspiciousness where it represent the location of fault in program. 

 IR IR techniques use information to find fault location that retrieved from a 

program using source code and bug reports, without running a test case 

execution. 

 Program slicing Program slicing is a part or segment (slice)  of a program that can be 

explicitly tested under specific conditions in order to determine fault 

location. The hypothesis is that testing a slice is easier and cheaper than 

testing the entire program. 

 MBFL MBFL inject mutation operators (statement mutation, operation mutation, 

variable mutation, continuous mutation etc.) of faults in a program and use 

the information from mutation analysis to allocate fault location. 

 Predicate 

switching 

 Similar to MBFL, predicate switching techniques use mutations to generate 

changes in output results, however, predicate switching only alters the 

control flows rather than the program itself 

 Delta Debugging  A technique that simplifies an input from failing program until it finds a 

smallest possible components in the program that leads to failure. 

 Text Search  This is a keyword based search approach  for finding and accessing 

information using string matching algorithms in order to recognise a specific 

word or sequence of words in a huge text document. 

 

Table 2.1: Summary of fault localization techniques. 

 

2.4 Related work 

Over the last decade, there has been research that combines different techniques in 

fault localization, typically to address technical or performance limitations. By 
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necessity, techniques can be combined only if there is a common basis for integration, 

e.g., operating on the same or similar artefacts, producing the same or similar outputs. 

SBFL and IR technique are generally considered the two leading approaches in fault 

localization due to their extensive investigations in the literature [127]. Both SBFL 

and IR techniques ultimately generate a ranked list of program elements that likely 

contain a fault; however, they each only consider one source of information: either 

program spectra, or bug reports. [128] argue that this is less than optimal.  

 

Different techniques in the SBFL family may contain strongly correlated information 

on real-world projects. To further improve  fault localization effectiveness, extra 

information sources could be introduced [21]. Since this thesis focuses on SBFL and 

IR techniques for fault localization, further explanation and elaboration will be made 

on their combination. This subsection will explain research that has considered SBFL 

and IR techniques, and also the combination of various fault localization techniques 

with each other. 

 

There has been much research that has been done in the last decade regarding fault 

localization; one key observation is that it seems to be more promising in terms of 

improving accuracy and performance - to find new information sources to consider 

when carrying out fault localization, instead of further optimizing use of existing in-

formation sources [21].  

 

One of early research projects that combined techniques was made by [129] where 

they proposed an approach named PROMESIR that computes weighted sums of scores 
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returned by an IR-based feature location solution, Latent Semantic Indexing (LSI) 

technique and a scenario-based probabilistic ranking (SPR) technique to improve 

accuracy of fault localization. They later rank the program elements based on their 

corresponding weighted sums. The result conclude that LSI and SPR, based on 

different analysis methods and data, complement each other, and the accuracy results 

obtained with the combined techniques are better than those of any of the techniques 

used independently in fault localization. 

 

Liu [130] proposed an approach named SITIR that combined information from two 

different sources which is an execution traces and the comments and identifiers from 

the source code. SITIR filters program elements returned by LSI approaches, an IR 

technique if they are not executed in a failing execution trace .  The results from the 

combinations experiment indicate that SITIR has higher accuracy in fault localization 

compared with individually fault localization technique and they planned to extend 

their works by combining other possible combination of information sources to 

support fault localization accuracy improvements. 

 

Le [95] built  and later extended [33] an automated oracle based on machine learning 

techniques that could predict whether the output of a fault localization tool was 

plausible before the developer proceed to localize fault. The successful combination 

of SBFL and machine learning in this research shows an improvement in fault 

localization accuracy. At the same time, this situation shows that capturing different 

dimensions of information or data from one entity (e.g., fault) can improve the existing 

technique as we might discover many potential and interesting data entities within it - 
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we just need an appropriate approach to execute it in providing increasing accuracy of 

fault localization.  

 

Later, [131] proposed LDA-GA, a combination of Latent Dirichlet Allocation (LDA) 

technique and a Genetic Algorithm (GA) where [132] later on extended the works by 

the LDA-GA technique in TraceLab6. The LDA-GA approach used a genetic 

algorithm to determine a near-optimal configuration for LDA in the context of three 

different tasks including fault localization. The results demonstrate that LDA-GA has 

higher accuracy on all tasks as compared to LDA technique alone. 

 

Another hybrid technique to allocate bugs has been considered in research by [16] and 

[102]; the authors separately combine SBFL and learning-based techniques. Learning-

based technique is a family of supervised machine learning techniques that solves 

ranking problems [133] especially in IR technique. In [16] research, they proposed 

MULTRIC, a learning-based approach that combining multiple ranking metrics in 

SBFL technique, while on the other hand,  [102] proposed Savant that also employs 

learning-based strategy that use elements such as suspiciousness score and likelihood 

of being a root cause of a failure to rank fault location. The result from both shows that 

MULTRIC and Savant successfully localize faults more accurate than state-of-art tech-

nique, such as Tarantula, Ochiai, and Ample.  

 

Sohn [15] go further by combining learning-based technique, genetic programming 

(GP) and linear rank Support Vector Machines (SVMs). All these techniques are 

 
6 https://www.cs.wm.edu/semeru/data/tefse13/ 
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combined with existing SBFL technique that has been extended by adding code and 

change metrics such as size, age, and code churn which have been examined in the 

context of defect prediction where all these features are used along with suspiciousness 

values from SBFL techniques to localize fault. They proposed FLUCCS, the first tech-

nique to use code and change metrics for fault localization, connecting automated de-

bugging to the field of defect prediction for the first time. The results show significant 

improvement over the state-of-the-art SBFL technique in fault localization in term of 

fault localization accuracy.  

 

There is also research by [118] where they agree that even though the SBFL technique 

is the most intensively investigated fault localization approach, SBFL may have lim-

ited effectiveness since a code element executed by a failed test may not necessarily 

have an impact on the test outcome and cause the test failure. They bridge the gap by 

proposing TraPT, an automated learning-based technique to combined with MBFL 

technique. TraPT explore the obtained mutation information to achieve precise fault 

localization and the result from the study shows that TraPT outperform individually 

state-of-the-art MBFL and SBFL. 

 

Wen [134] argue that SBFL accuracy is still limited as the test coverage information 

leveraged to construct the spectrum does not reflect the root cause directly and SBFL 

also suffers from the tie issue (same rank of suspiciousness value) so that the buggy 

code entities cannot be well differentiated from non-buggy ones. They suggested that 

a combination of SBFL technique with History-based technique to improve fault lo-

calization accuracy. The approach records the version histories on how bugs are 
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introduced to software projects. This information reflects the root cause of bugs 

directly, whereas at the same time, the evolution histories of code can also assist to 

differentiate those suspicious code entities when ranked as a tie by SBFL. As a result, 

the HSFL approach outperforms the state-of-the-art SBFL techniques significantly in 

fault localization accuracy.  

 

Next, it was suggested by Yoo et. al. [135] to use genetic programming (GP) to create 

new suspiciousness score formulas that would perform better than the human-designed 

ones now in use. They claimed that no human has ever been able to construct a formula 

that can perform better than the one developed by GP, according to theoretical and 

empirical evidence presented in their study. They found that in the single failure case, 

GP outperformed the best-known human-designed formula when applied to SBFL. It 

also at the same time serves as an illustration of the limitations of spectrum-based 

procedures and a plea for fault localization methods to consider signs other than 

program spectrum as pursuing the greatest formula is no longer a viable research goal 

for SBFL. Yoo also suggest that in the future, all work that are related to fault 

localization are encouraged to designing a formulae that are effective in certain 

contexts, such as a specific project or a particular type of faults (specialisation). 

 

In a systematic empirical investigation on the application of Statistical Debugging 

(SD) techniques with the combination with SBFL, [18] proposed PREDFL (Predicate-

based Fault Localization). The results of the experiment demonstrate that PREDFL 

can further enhance the accuracy of state-of-the- art fault localization technique. While 

[136] provide a method for merging MBFL and SBFL to increase localization 
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accuracy, the combination managed to surpass state-of-the-art MBFL (MUSE and 

Metallaxis) and SBFL (Dstar and Ochiai) techniques. 

 

In a different approach by [137] they merged numerous IR techniques with learning-

based approach in their research to improve the accuracy of fault localization. They 

combined textual similarity with other helpful IR information, such as version history, 

comparable bug reports, source code structure, stack trace, and other features, using 

learning-based techniques, to improve fault localization. As a result, their method out-

performs BLUiR [37] and AmaLgam [101] two other hybrid IR tools. Tools like 

BLUiR and AmaLgam leverage hybrid information from IR, like stack traces, version 

histories, text structures, similar reports, etc., to increase the accuracy in fault locali-

zation. 

 

It is interesting to know how closely various procedures are connected to one another 

since the information sources used by each techniques in different families are vary. 

The authors of the research [21] discovered that several SBFL family technique may 

contains highly strong connected data on real world projects. According to the 

research, more information sources should be added in fault localization process in 

order to increase the effectiveness of fault localization rather than just focusing on the 

one family only. This is a key argument for combining SBFL with other techniques, 

and is a motivation for us considering the combination of SBFL with IR in this thesis. 

This also has been supported by many recent studies that integrating more information 

sources significantly outperforms any techniques of fault localization alone, and the 

combined techniques can significantly outperform any standalone technique. Table 2.2 
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below shows a summary of related work regarding hybrid or combination in fault lo-

calization research. 

 

Author 

(Year) 

Fault localization 

Technique 

Datasets  Size of 

program 

(LOC) 

Result 

Poshyvanyk 

(2007) 

LSI (IR)+  SPR 

(PROMESIR) 

Eclipse (v2.1.3)  2.4 M PROMESIR improved fault 

location ranking result 

compared to LSI and SPR 

techniques alone. 

Mozilla (v1.5.1) 3.7 M 

Liu (2007) LSI (IR) + 

Execution trace 

(SITIR) 

JEdit (v4.2) 88, 000 SITIR improved ranking 

result of fault location 

compared to other combined 

techniques (PROMESIR, 

DFT, etc. 

Eclipse (v2.1.3) 2.4 M 

Le (2015) SBFL + Machine 

Learning 

Siemens test suite 

(print_token, 

print_token2, replace, 

schedule, schedule2, 

tcas, tot_info) 

2,563 Precision, recall, and F-

measure of up to 74.38 %, 

90.00 % and 81.45 %, 

respectively. 

space 6,218 

Nano XML 4,782 

XML-Security 22,318 

Panichella 

(2013) 

LDA + GA EasyClinic system 20,000 The results of the empirical 

studies demonstrate that 

LDA-GA is able to identify 

robust LDA configurations. 

eTour system 45,000 

JEdit (v4.3) 104,000 

ArgoUML (v0.22) 149,000 

JHotDraw  29,000 
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eXVantage 28,000 

Xuan (2014) SBFL + Learning 

based 

(MULTRIC) 

Daikon (v4.6.4) 

Eventbus (v1.4)  

Jaxen (v1.1.5)  

Jester (v1.37b)  

JExel (v1.0.0b13) 

JParsec (v2.0)  

AcCodec (v1.3)  

AcLang (v3.0) 

Draw2d (v3.4.2) 

HtmlParser (v1.6) 

unknown MULTRIC localizes faults 

more effectively than state-

of-art metrics, such as 

Tarantula, Ochiai, and 

Ample. 

Le (2016) SBFL + Learning 

based (Savant) 

Defects4J (Chart, 

Closure, Math, Time, 

Lang) 

321,000 Savant can successfully 

locate 57.73%, 56.69%, and 

43.13% more bugs at Top 1, 

Top 3, and Top 5 positions. 

Sohn (2017) Learning based + 

GP + SVM + 

SBFL (FLUCCS) 

Defects4J (Closure, 

Math, Time, Lang) 

225,000 FLUCCS ranks the faulty at 

the Top 1 for 106 faults, and 

within the Top 5 for 173 

faults compared to SBFL 

only manage to rank 49 fault 

for Top 1 and 127 for Top 5. 

Li (2017) Learning based + 

MBFL (TraPT) 

Defects4J (Chart, 

Closure, Math, Time, 

Lang) 

321,000 TraPT localizes 65.12% and 

94.52% more bugs within 

Top 1 compared to MBFL 

and SBFL. 

Wen (2018) SBFL + History 

based (HSFL) 

Defects4J (Chart, 

Closure, Math, Time, 

Lang) 

321,000  Allocates and ranks at Top 1 

for 77.8% more bugs as 

compared with SBFL, and 

33.9% more bugs at Top 5 



 48 

Jiang (2019) SBFL + SD 

(PREDFL) 

Defects4J (Chart, 

Closure, Math, Time, 

Lang) 

321,000 PREDFL can improve the 

fault localization up to 

20.8% improvement where 

the faults successfully 

located at Top 1. 

Cui (2020) SBFL + MBFL 

(SMFL) 

Defects4J (Chart, 

Mockito, Closure, Math, 

Time, Lang) 

332,000 SMFL techniques detect at 

least 2.36 times more faults 

than two SBFL techniques 

(DStar and Ochiai) and 

detect at least 1.86 times 

more faults than two MBFL 

techniques (MUSE and 

Metallaxis) in the Top 1 

suspiciousness. 

Shi (2017) Learning based + 

IR 

SWT 

ZXing  

Eclipse-3.1. 

Not stated Outperforms two state-of-

the-art localization tools  in 

IR which is BLUiR and 

AmaLgam. 

Li (2020) IR + SBFL + 

MBFL (IRBFL) 

Defects4j (Chart, Lang, 

Math, Mockito, Time) 

242,000 IRBFL can locate faults 

more accurately than the 

other five SBFL techniques 

(FLSF, Ochiai, Op2, 

Tarantula, and DStar). 

Yoo (2017) SBFL + GP SIR datasets (flex, grep, 

gzip, sed , space) 

32,284 The empirical study shows 

that GP-evolved formulae 

are the most practically 

useful in finding fault 

location compared to state-

of-the-art formulae. 
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Zou (2019) SBFL + MBFL + 

Dynamic slicing + 

Stack Trace + 

Predicate 

switching + IRFL 

+ HBFL 

(CombineFL) 

Defects4J (Chart, Closer, 

Math, Time, Lang) 

321,000 CombineFL improves 

performance significantly: 

200% (Top1), 63% (Top 3), 

51% (Top 5) 31% (Top 10)  

increased in localized faults 

compared to the best 

standalone technique. 

Le (2015) SBFL + IR 

(AML) 

AspectJ >300,000 AML can successfully 

localize 47.62%, 31.48%, 

and 27.78% more bugs when 

developers inspect the Top 

1, Top 5, and Top 10 

methods, respectively. 

Ant >300,000 

Lucene  >300,000 

Rhino <100,000 

Li (2021) SBFL + MBFL + 

Deep learning 

(DL) 

(DEEPRL4FL) 

Defects4J (Chart, Closer, 

Math, Time, Lang, 

Mockito) 

332,000 DEEPRL4FL approach 

improves FL statement level 

baselines Top 1 results  from 

173.1% to 491.7% and FL 

method level baselines Top 

1 results from 15.0% to 

206.3%. 

Li (2018) SBFL + MBFL 

(MURE) 

Siemens test suite 

(print_token, 

print_token2, replace, 

schedule, schedule2, 

tcas, tot_info) 

2,563 Improved effectiveness by 

showing a 30% accuracy 

improvement over SBFL. 

 

Table 2.2 Summary of related work regarding hybrid or combination in fault localization research 
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I’m also aware on a recent paper that has been published by Chen [138] on fault 

localization. Indeed it is a very inspirational paper however, the paper research are 

slightly different route than mine as it investigate the use of code change information 

for fault localization in continuous integration (CI) systems. They perform an 

empirical study utilising a data from real-world CI systems and compare the 

effectiveness of different fault localization techniques that use code change 

information with those that do not. As the conclusion, the results from the experiment 

show that code change information can be useful for fault localization, and they also 

concluded that CI systems can benefit from incorporating this information in their fault 

localization processes. They also emphasise that more research and study is needed to 

fully comprehend the impact of code change information on fault localization in CI 

systems. 

 

2.5 Summary 

In this chapter we have reviewed the key literature: foundations of different fault 

localization techniques, including SBFL, IR and text search; some of the key empirical 

results; and the fundamental research that has investigated combinations of techniques 

for fault localization. We observe that there has been no detailed empirical 

investigation combining SBFL and IR, as well as text search, to clarify whether they 

provide improved accuracy and/or execution time. This is the focus of this thesis. We 

continue this discussion in the next chapter, where we give an overview of our 

experimental methodology, specifically, how we will test the hypothesis and answer 

the research questions from Chapter 1.  
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3 Experimental methodology  

This chapter will explain in detail the experimental methodology used in this thesis. 

This chapter consists of two subsections, Experimental Plan and Experimental Opera-

tion. The experimental plan section focuses on the experiment set up, including defi-

nitions of experiment context, hypothesis, selection of variables, and selection of sub-

jects. The experimental design and the experimental instrumentation will also be ex-

plained in this section. The Experimental Operation section is a detailed explanation 

on overall experiment preparation and execution, including data analysis and valida-

tion.   

   

3.1 Experiment Plan 

The experiment will be conducted using the Goal-Question-Metric (GQM) framework 

[139] which is a de facto standard for experimental Software Engineering research. 

This framework has also been used in many other experimental research papers and 

has been referenced frequently. Before conducting the experiment, the goal needs to 

be defined first; in other word, what will be achieved after the experiment is complete? 

 

The goal of my experiment is to observe the relationship between disparate techniques 

in fault localization, and to determine what (ideally beneficial) effects arise when com-

bining different techniques. From the combination of different techniques, I must an-

alyze which combinations are the best in terms of accuracy to localize a fault. The 

ranked results of the combinations will be summarized at the end of the experiments 

and the execution time also measured. 
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3.1.1 Research Context  

In software engineering, an experiment or controlled experiment can be defined as an 

empirical investigation that modifies one element or variable of the research environ-

ment [139]. According to Wohlin [139] most experiments are conducted in a labora-

tory setting, which offers a high degree of control; in such a setting the goal is to 

change one or more variables while keeping the other variables at predetermined levels 

in order to determine if there is a measurable/observable effect.  

 

The experiment in this thesis is a technology-oriented experiment based on simulation; 

there are no human subjects was involved in the experiment. The experiment is done 

off-line and will be run by an individual (research student) tackling a real problem in 

fault localization. The experiment will be using a real-world issues and problems (De-

fects4J programs) including faults. The goal of the experiment is to compare the com-

binations of techniques with individual fault localization techniques and highlight the 

best technique in term of accuracy.  

 

Due to time limitations, there will be only a single experiment procedure, which will 

be carried out in three sessions by using different individual settings for each session. 

Each session in the experiment is using three well-known existing techniques (SBFL, 

IR and Text Search) in fault localization research. The results from each individual 

session will be recorded and the runtime for each session is also being measured. Each 

session in the experiment can be run in parallel or sequential as each technique is dif-

ferent from others and not related to each other. In short, each technique has different 
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inputs and execution process however it generates a same output, which is a location 

of the faults. Further details on this will be elaborated in Section 3.1.5 Experiment 

Design. 

 

Several tests were carried out before the real experiment took place to ensure that the 

results are consistent. For replicability and reusability purposes, the code, and the 

guidelines to run the experiment are uploaded on the author’s GitHub7 site so that in 

the future, this research on fault localization can potentially be continued by others. 

As the current fault localization in practice is carried out manually, these actions are 

also important to ensure the potential reproducibility of the results generated in im-

prove fault localization.  

 

3.1.2 Research Hypothesis 

This subsection will reiterate and explain further on the research hypothesis and re-

search questions for the experiment as mentioned in Chapter 1. My experiments aim 

to understand “What combination of techniques provides greater accuracy in fault lo-

calization?” and “How long is the runtime taken for each technique?”. The hypothesis 

of my research is therefore: the combination of more than one fault localization tech-

niques increases the accuracy and performance in locating faults in fault localization 

activities.  

My research questions are as follow: 

RQ1: How accurate is the process of localizing faults using SBFL, IR and Text Search 

technique individually? 

 
7 https://github.com/Nadhratunnaim/thesisNadhra 
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RQ2: How accurate is the process of localizing faults using the combinations of SBFL, 

IR and Text Search? 

 

RQ3: What is the execution runtime of the standalone techniques and combined tech-

niques? And how long is the average execution time for each technique on one bug? 

 

RQ4: Which combination of techniques is the most accurate and performant (fastest 

in runtime)?  

 

3.1.3 Variable selection 

To run an experiment, variable selection must be done first. The variables must consist 

of dependent and independent variables. The independent variables are variables that 

we can control and modify in the experiment, while the dependent variables are the 

outputs derived from the experiments. For the variable selection for this experiment, 

the independent variables are the four combinations of the techniques, while the de-

pendent variables are the accuracy of the fault localization technique(s) under investi-

gation, and their execution time. The metrics used to measure them are firstly the ac-

curacy, by ranking the suspiciousness values, and secondly the runtime in seconds 

taken for each technique to identify faults. 

 

3.1.4 Selection of Subjects 

In an experiment, selecting a subject to be executed is crucial especially when the data 

might reflect the generalization of the results. There are many datasets available that 
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could potentially be used for experiments in fault localization and, more generally, 

debugging. However, some of the datasets are using seeded faults [140] [33] such as 

SIR (Software-artifact Infrastructure) datasets, and the use of a toy program [141] (i.e., 

Triangle program) in the experiment. This might not reflect real world software engi-

neering environments and might provide results that are not indicative of the behavior 

of a real fault in a real program. SIR datasets have been considered before for such the 

experiment as they have been used by over 50% of software testing literature [142]. 

These datasets are, however, written in different dialects of the C programming lan-

guage datasets, and most are far too obsolete to compile and run correctly though the 

latest versions of fault localization tools, including the tools considered in this thesis. 

 

The experiment in this thesis will be executed on the Defects4j8 framework [143], 

version 1.5.0. See Table 3.1 for details, including the name of each program in the 

framework, its purpose, number of faults and the line of code (LOC) that each pro-

grams contains which also determine the size of each program [38]. Defects4j program 

have been used for all sessions in the experiments to ensure comparability with other 

research, as well as uniformity. Defects4j has been used as a supporting resource for 

professionals in both software testing and debugging studies [144]. It has been used to 

evaluate the effectiveness of automated test generation and corresponding fitness func-

tion [145], automated program repair [146], [147], and fault localization [110] re-

search.  

 

 

 
8 https://github.com/rjust/defects4j 
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Program Description Number of Faults Line of codes (Loc) 

Time A standard date and time library for Java 27 28,000 

Mockito A mocking framework to write tests in Java 38 11,000 

Math A lightweight mathematics and statistics 

library for Java 

106 85,000 

Lang A complement library for java.lang 65 22,000 

Chart An open source framework for Java to create 

chart 

26 96,000 

Closure A tool to optimize JavaScript source code 133 90,000 

Total  395 332,000 

 

Table 3.1: Defects4J Dataset (version 1.5.0) with each program description. 

 

There are other datasets than Defects4j, for example, the Bench4BL dataset [32] [127], 

which are also being used for IR experiments. However, the Bench4BL dataset does 

not have information other than bug reports that are relevant to fault localization; that 

is, insufficient information is available to calculate suspiciousness values and thus per-

form a fair comparison in the experiments. In other words, if the Bench4BL dataset is 

used, there are high possibility that the result for SBFL cannot be generated and it will 

be hard to compare with IR and Text Search, thus making it difficult if not impossible 

to combine all three techniques. 

 

Defects4j is one of many benchmarks for real-world programs, and it provides an ex-

tensible set of reproducible bugs derived from Java software systems in the real world, 

along with a supporting infrastructure to use these bugs aims at advancing software 
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engineering research [143], [144]. The Defects4j database contains of 357 bugs from 

5 programs such as Chart, Closure, Lang, Math and Time (version 1.0.1) initially, and 

since then has grown into 835 bugs from 17 programs (Version 2.0.0).  

 

With the total of 332,000 Loc for Defects4j datasets (version 1.5.0), each program 

under consideration in this thesis can be classified as a large program as it contains 

more than 10,000 Loc. [39] define a large program as one that contains 10,000 Loc or 

more. Many previous studies on fault localization have used Defects4J as their bench-

marks [110], [102] [148]. Most importantly, Defects4J provides a faulty version and a 

fixed version of each project, something that is critical in assessing the accuracy of 

each fault localization technique.   

 

Defects4j contains a suite of test cases for each fault, and this suite contains at least 

one failed test case that triggers the fault. The bug reports associated with failed test 

cases and faults replicate traditional real-world considerations in bug reports, and in-

cludes real-world information such as example code, output, and context. As such, it 

is a comprehensive set that allows us to (a) execute each individual fault localization 

technique; (b) execute combinations of fault localization techniques; and (c) compare 

the results of all executions fairly, given a common basis for comparison. 

 

Due to time limitations, the latest version of Defects4j (which is version 2.0.0) was not 

used in the experiments; this version is quite new and there is little research that has 

as of yet been published using it. We instead use version 1.5.0 to enable more accurate 

comparison with other research, and to guarantee that we can reproduce failures and 
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faults that are exhibited in previous research. Version 1.5.0 contains 6 programs with 

395 bugs from Defects4j because of its stability since many researchers and experi-

ment in Fault Localization has been used this version. This version has one additional 

program Mockito compared to the previous version (version 1.0.1).  

 

3.1.5 Experiment Design  

The purpose of this section is to explain how the experiment for my research will be 

carried out based on hypothesis and research questions. I will first explain the experi-

ments for the individual SBFL, IR and Text Search techniques, then the experiments 

associated with combinations of techniques. The structure of this subsection consists 

of an individual experiment on the SBFL technique, an individual experiment on the 

IR technique, and an individual experiment on Text Search technique. Finally, I will 

describe the experiment that consist of the combination of SBFL + IR technique, SBFL 

+ Text Search technique, Text Search + IR technique, and SBFL + IR + Text Search 

technique. 

 

As mentioned before in subsection 3.1.1 Research Context, several tests have been 

carried out before the real experiment take place to ensure that the results generated 

are consistent across run. There also will be only one experiment that being executed; 

however, it will be run in three sessions (SBFL, IR and Text Search). For replicability 

and reusability purpose, the code and the guidelines to run the experiment are already 

uploaded on the GitHub site so that in the future, research on fault localization can be 

continued by others. We aim to support reproducibility and consistency across runs to 

provide greater confidence in the validity of the experimental results. 
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There are no individual tools that I can easily run for the experiment sessions, since 

some of the tools that are available to support these techniques are not accessible (i.e., 

the version is obsolete, no replication package included), and some of them proved to 

be difficult to use in a modern environment (i.e., their execution was not easy to re-

produce and involving multiple setups with various programming languages). To en-

sure uniformity and the ease of use, I have developed and designed the tools for each 

technique from scratch based on my understanding of the architecture of the tools from 

research papers.  

 

For consistency, all the techniques implemented were programmed in the Python lan-

guage. The main reason why Python was chosen is because of the vast libraries support 

that Python has where I can find all the functions needed for the tasks in my experiment 

and there are no dependencies on external libraries. Python is a high-level program-

ming language with a relatively straightforward syntax which makes Python code eas-

ier to read, write and learn than some alternatives (e.g., C++). It does give an advantage 

to people who already have a basic understanding of programming to understand the 

code; also, frequently, Python needs fewer lines of code to perform the same task as 

compared to other major languages such as C/C++ and Java. At the same time, I also 

intended to reduce any threats to validity of the experiment results, and enhance repro-

ducibility by using a single language, as the setups with different programming lan-

guage for an experiment might raise some issues that can be countered. Using a heter-

ogeneous set of languages may introduce unexpected errors or inconsistencies due to 

unpredictable interfacing behavior between components written in different languages. 
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In summary, using a single language for implementing all experiments is simpler, more 

likely to enhance reproducibility and validity, and may result in code that is easier to 

read and understand. 

 

3.1.5.1 SBFL Individual Experiment  

This subsection is an explanation of the experiment that has been carried out to evalu-

ate the accuracy and execution time of SBFL as a standalone technique. As mentioned 

earlier, amongst all fault localization techniques, SBFL is generally argued to be the 

most effective (accurate, fastest); amongst the family of SBFL techniques, Ochiai, one 

of SBFL formula to calculate suspiciousness has been shown to provide the best per-

formance against all metrics [147], [21].  According to Vancsics et al, Ochiai obtained 

the best results [149] particularly with respect to locating individual bugs [150] but it 

was also effective at identifying multiple faults [151].  

 

Unlike other formulae in SBFL, Ochiai is considered to be more effective for object-

oriented programs [68]; thus, most SBFL based detection (and repair) tools also use 

Ochiai. Since all programs in Defects4j are Java based, and because of the robust and 

up-to-date nature of the framework, Ochiai has been chosen as the representative tool 

for the SBFL technique in this thesis. More specifically, I will use Ochiai formula for 

both individual applications of SBFL against Defects4j programs, as well as in com-

bination with other (IR, text search) based techniques. 

 

Most SBFL formulae including Ochiai are inspired from the probabilistic and statisti-

cal based causality models that consist of a program spectrum. In 1986 through his 
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findings, [152] proposed that a program spectrum could be used for fault localization, 

where it contains the execution information details of a program, and it can be used to 

track a program behavior. For example, when the execution fails, the spectrum of in-

formation (i.e., failed test, success or passed test, total failed and passed, code cover-

age, etc.) can be used in fault localization to identify the suspicious location in the code 

that is responsible for the failure.  

 

The Ochiai formula used in this experiment will be used to calculate the suspiciousness 

values for each line of code no matter either the test has passed the execution or failed. 

Then the suspiciousness values will be ranked from the highest values to the lowest 

values to narrow down the search for the faulty component that made the execution 

fail. The more frequently an element is executed in failed tests, and the less frequently 

it is executed in passed tests, the more suspicious the element is [21]. In short, the line 

of code or statement that has the highest suspiciousness values have the highest prob-

ability of containing the fault’s location. The formula used for calculation of suspi-

ciousness values proposed by [23], which is at the heart of Ochiai, is shown below. 

 

 

 

 

 

Ochiai suspiciousness formula  
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In the formula, the following notation is used. A program E is a set of elements. 

Given a program element e ∈ E, we define the following notations: 

• failed(e) denotes the number of failed test cases that cover program element e. 

• passed(e) denotes the number of passed test cases that cover program element e. 

• totalfailed denotes the number of all failed test cases. 

 

Ochiai calculates passed, failed and total failed test cases in the execution, in order to 

calculates suspiciousness values to enable a list of ranking. Ochiai assigns a suspi-

ciousness value to each statement in the program based on the number of passed and 

failed test cases in a test suite that executed that statement [23]. The intuition for this 

approach to fault localization is that statements in a program that are primarily exe-

cuted by failed test cases are more likely to be faulty than those that are primarily 

executed by passed test cases [27]. Figure 3.1 is an illustration of SBFL and the idea 

how it works based on above explanation on source code, program spectrum, Ochiai 

formula and the ranking results.  

 

 

 

 

 

 

 

 

 

Figure 3.1: Spectrum Based Fault Localization technique (SBFL) framework 
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Figure 3.2 shows a snippets example of output for bug 5 in Lang program (L5) in the 

experiment, where on the left side of the Figure 3.2 is a result that generated from the 

experiment that displays every line of statement test case after SBFL experiment are 

executed using Ochai formula, while on the right side is a Top 10 ranking for the sus-

piciousness results after sorting the statement based on the suspiciousness values on 

the left side. The suspiciousness value is where the highest value is 1 and the lowest 

value is 0. As the full output raw data is quite big to be displayed in this section, it will 

be included in the appendix in this thesis. 

 

Suspiciousness results output after execution Ranking suspiciousness results output 
Statement and line number Suspiciousness Statement and line number Suspiciousness 
org.apache.commons.lang3.LocaleUtils 
$SyncAvoid#288 

0.2773500981126146 
 

org.apache.commons.lang3.LocaleUtils#99 0.5773502691896258 

org.apache.commons.lang3.LocaleUtils 
$SyncAvoid#295 

0.2773500981126146 org.apache.commons.lang3.LocaleUtils#99 
 

0.5773502691896258 

org.apache.commons.lang3.LocaleUtils 
$SyncAvoid#296 

0.2773500981126146 org.apache.commons.lang3.LocaleUtils#89 0.4472135954999579 

org.apache.commons.lang3.LocaleUtils 
$SyncAvoid#297 

0.2773500981126146 org.apache.commons.lang3.LocaleUtils#92 0.4472135954999579 

org.apache.commons.lang3.LocaleUtils 
$SyncAvoid#298 

0.2773500981126146 org.apache.commons.lang3.LocaleUtils#93 0.4472135954999579 

org.apache.commons.lang3.LocaleUtils#57 0.0 org.apache.commons.lang3.LocaleUtils#96 0.4472135954999579 
org.apache.commons.lang3.LocaleUtils#58 0.0 org.apache.commons.lang3.LocaleUtils#97 0.4472135954999579 
org.apache.commons.lang3.LocaleUtils#42 0.2773500981126146 org.apache.commons.lang3.LocaleUtils#98 0.4472135954999579 
org.apache.commons.lang3.LocaleUtils#46 0.2773500981126146 org.apache.commons.lang3.LocaleUtils$Syn-

cAvoid#288 
0.2773500981126146 

org.apache.commons.lang3.LocaleUtils#89 0.4472135954999579 org.apache.commons.lang3.LocaleUtils$Syn-
cAvoid#295 

0.2773500981126146 

org.apache.commons.lang3.LocaleUtils#90 0.0 org.apache.commons.lang3.LocaleUtils$Syn-
cAvoid#296 

0.2773500981126146 

org.apache.commons.lang3.LocaleUtils#92 
….. 
…. 
 

0.4472135954999579   

 

Figure 3.2: The snippet examples of suspiciousness results for L5 bug after execution and after rank-

ing the suspiciousness to Top 10 

 

Based on the aforementioned research questions and goal of the experiment, an imple-

mentation of the SBFL technique will return the result of execution as the statement 

which contains line number and file name or method name of the fault, along with the 
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suspiciousness values. The suspiciousness values and corresponding program ele-

ments will be ranked in numerical order, typically from most to least suspicious as 

illustrated on the right side of the Figure 3.2 above.  

 

The real location of fault for bug L5 is at “LocaleUtils” file, so as we can see from the 

SBFL output, the location is suspected to be at line 99 in “LocaleUtils” file with 

“0.5774” suspiciousness score calculation, in other word the highest suspiciousness 

amongst other line of statement. Unlike other techniques, SBFL can give a very de-

tailed and fine-grained information regarding the fault up until the line number of state-

ments, though in practice the real fault usually does not exist on the exact suspected 

line. This is quite possibly because of the difference between fault and failure: the fault 

is the mistake that we have made in writing our code, whereas the failure is what we 

observe in output. Sometimes the fault location and the code generating output that 

reveals the failure are different, leading to the SBFL algorithm not giving the exact 

line number containing the fault. There are likely other explanations, too. 

 

3.1.5.2 IR Individual Experiment 

This subsection is an explanation of the experiment that has been carried out to evalu-

ate the accuracy and execution time of IR (information retrieval technique) as a 

standalone fault localization technique. Applying an IR to a fault localization exploits 

a variety of information, and this can be divided into several components such as doc-

ument similarity, version history, structure, stack traces, and bug report comments 

[32].  
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In this thesis, the IR experiment I carry out makes use of the first option, i.e., document 

similarity, because it is one of the most widely used techniques, produces ranked re-

sults, and is generally the fastest approach amongst the many options available. Of 

course, there are many different document similarities approaches available in IR. I 

have chosen to use a Vector Space Model (VSM), one of earliest techniques in finding 

document similarity proposed by [97]. I chose VSM not only because it is a popular 

IR approach that has the advantages of being simple to implement and fast, but also it 

has a ranking system that is considered to be as accurate as a vast variety of alternatives 

[153].  

 

Cosine similarity is a traditional cosine measure [154] that is often employed in infor-

mation retrieval to determine the similarity between two objects (i.e. documents) that 

are represented as vectors. In this experiment, cosine similarity formula will be used 

to measure the document similarity between the bug report and source code text (rep-

resented as a text file document). Below shows the cosine similarity equation that is 

being used in this experiment. 

 

 

 

 

 

Cosine similarity from VSM text model formula  

 

We define the notations above as below: 

• A and B are the vector of object (e.g., Bug report and source code). 
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• n is the number of words.  

 

In this calculation, each word in a document is notionally assigned a different dimen-

sion. A document is characterized by a vector where the value in each dimension cor-

responds to the number of times the word appears in the document. The cosine distance 

measures the distance for each word in the vector and the computed result from this 

calculation which contains the highest value of cosine are representing the most similar 

file. The most similar source code file to the bug report document is assumed as the 

location of fault. Other factors that also count as pivotal role in determining which IR 

technique to use for the experiments in this thesis include information availability (i.e., 

the ease of availability of bug reports and source code of the programs). Figure 3.3 

shows the overall approach to running IR specific experiments in this thesis and I will 

elaborate further. 

 

 

 

 

 

 

 

 

 

 

Figure 3.3: Information Retrieval (IR) technique using VSM framework 
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As described earlier, bug report information will be used to localize faults in source 

code files in the IR specific experiments. Unlike SBFL techniques, IR techniques do 

not require program coverage information, though their generated ranking is based 

solely on source code files [41]. As such, before conducting the experiments, the buggy 

version of the source code and the bug report of the Defects4j programs such as Time, 

Mockito, Math, lang, Closure and Chart are required.  

 

Research made by [53] found that comments and literals play an important role in the 

performance of the fault localization in one of their IR research projects. Later also in 

their research, they grouped the source code into three group: identifier, comments and 

string literals. As well, combinations from these three groups are noted as being capa-

ble of generating more accurate results. We now briefly explain these categories, and 

their importance, as this impacts on the quality of the results we obtain in our experi-

ments and allows us to control one potential threat to validity in our experiments: the 

quality of the source code and bug reports that are input to IR techniques. 

 

• Identifiers are defined to be a class name, attribute name, method name, pa-

rameter name, local variable name, enumeration constant name, label name, or 

a generic/template parameter name [155] [53]. 

• Comments generally are used either to map requirements to code or to describe 

the code [156].  

• String Literals generally are used either to convey information to the end user 

such as an error message, which usually contains domain information, or to the 
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developer such as a debugging message which usually contains implementa-

tion information. Copyright information is also included into string literals 

[53].  

 

All three types of information could potentially be input to an IR technique for the 

purposes of fault localization. However, in this thesis, I only use Identifier and Com-

ments sources, since string literal information is not generally and consistently availa-

ble across different programs, except potentially for the copyright information. Copy-

right information is typically not to be indexed by IR techniques, as it adds no infor-

mation about program purpose or behavior. Besides source code, the key source of 

knowledge for developers to understand a fault is a bug report. In a report, the sum-

mary gives a concise overview of the issue [157], potentially including the steps of 

execution that led to the failing behavior.  

 

Therefore, a bug report is important, so that programmers can use them to attempt to 

map the issues raised in the report to the fault location in the source code. Effectively, 

this is what IR techniques attempt to automate in fault localization: the mapping of 

issues to source code locations. Consequently, insufficient or inadequate information 

in a bug report may prevent accurate results being generated in an IR based fault 

localization process. As such, it is preferable to apply IR based techniques to high 

quality (complete and precise) bug reports for high success rate in fault localization 

which is not always the case.  
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A complete and precise bug report is specified using a combination of bug report’s 

title and its description [42]. However, [48] argues that a high quality bug report is one 

that also includes a code attachment or code snippets. To investigate this further, [37] 

evaluated the importance of specific program constructs (such as class names and 

method names) in bug reports, and argued that the greater use of program constructs 

in bug reports may lead to improved fault localization.  In a different experiment, [52] 

found that the best results from their IR-based fault localization depends on there being 

similar textual characteristics between bug reports and source code. Taking from these 

guidelines, Figure 3.4 and Figure 3.5 below show an example of a good quality bug 

report.  

 

 

 

 

 

 

 

 

 

 

 

Figure 3.4: Example of a good quality bug report L27, that contains bug report title, description and 

code attachment that related to the bug. 
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Both figure 3.4 and figure 3.5 shows an example of bug 27 from Lang9 program (L27) 

and bug 25 from Time10 program (T25) as a good quality bug report as highlighted in 

previous literature which it should contains a title of the bug report, descriptions of the 

bug and a code attachment or code snippets that related to the bug.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.5: Example of a good quality bug report T25, that contains bug report title, description and 

code snippet that related to the bug. 

 

Though L27 and T25 are considered to be a good quality of bug report, however, in 

Chapter 4 we will explain further in details the outcome of the experiment either the 

result are affected with this quality of bug factor or not. All bugs that do not have any 

 
9 https://issues.apache.org/jira/browse/LANG-638 
10 https://sourceforge.net/p/joda-time/bugs/90/ 
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bug report will be excluded, as IR solely relies on the bug report information to allocate 

the fault. However, the bug reports that do not have complete information, will still be 

executed using the IR technique to fully assess and demonstrate how the incomplete 

or insufficient information in the bug report affects the results. In this experiment, we 

do find several bugs that do not have any bug report; this will be explained further in 

Chapter 4. 

 

As shown in Figure 3.6 below, the output results from IR execution are generated in  

a file name or method name of the fault which is the same level as statement output in 

SBFL technique. The output are sorted based on the cosine similarity in the VSM 

method to identify the similarity between documents. Since we are using L5 for output 

example in SBFL technique, we are also using the same bug which is L5 for IR 

technique to enable readers to comprehend and catch up. As we know in the previous 

subsection, the real location of fault for bug L5 is at “LocaleUtils” file.  

 

 

 

 

 

 

 

Figure 3.6: The output result for L5 from IR execution 

 

The location of the Top 10 suspected or potentially  contains fault are as in Figure 3.6, 

and as we can see in the Figure 3.6, the “LocaleUtils” file is included in the Top 10 
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list. However, unlike SBFL (which provides fine grained results), the IR technique can 

only identify a file that contains a similarity to the bug report. As a result, the process 

of making the list of file locations with highlighting the source code to identify a fault 

location is quite challenging. That is why we mentioned earlier that the importance of 

a quality bug report in assisting programmer to identify fault in IR technique though it 

is understandable why it is not always available.  

 

3.1.5.2.1 Preprocessing of data 

Before execution of the IR process, each source code and bug report information will 

be extracted including information such as comments and identifiers. The extraction 

is called preprocessing which includes stemming, normalizing, removing stop words 

and splitting.  

 

Stemming is a process is where we strip suffixes to reduce words to their stems; for 

example “changing” becomes “chang”. This typically uses the Porter stemmer 

algorithm [158]. Normalizing is the process of replacing each upper case letter with 

the corresponding lower case letter, while filtering is removing common English 

language stop words such as “the”, “it”, “on” “an”. Filtering also applies to the 

programming language keywords such as “if”, “while”, which are also removed. 

Splitting is done by removing all punctuation, numbers including characters related to 

the syntax of the programming language such as  “&&”, “->”. 

 

The main idea behind applying these steps is to capture the semantics of the devel-

oper’s intentions, which are thought to be encoded within the identifier names and 
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comments in the source code [129]. These preprocessing steps should be applied to 

both source code and the bug reports, where all information of the bug report such as 

title, descriptions, codes attachment or code snippets, are preprocessed. In this thesis, 

I apply stemming, normalizing and filtering as described above, but implement split-

ting with a slight variation: we do not split words and retain the original (unsplit) to-

kens in compound identifiers, such as “AgeCalculator”, “PeriodType”, “LocalDate” 

that represent class name or method name to avoid or reduce this vocabulary mismatch 

issue. This is because, [34] found number of obstacles to overcome when attempting 

to adapt IR for fault localization retrieval, one of which is vocabulary mismatch. The 

usage of abbreviations and concatenations of variable names and identifiers by pro-

grammers during code development causes a vocabulary mismatch problem. These 

words are known as “hard words”. 

 

During a small test, I found that this course of action tends to preserve a token’s orig-

inal name until at the end of the IR process, and this can enable the developer to un-

derstand the context of the result of fault localization better if the uniformity is applied 

(e.g., if unsplit, apply it to all documents such as source code and bug report, and vice 

versa). At the same time, it also helps the accuracy of fault localization. This action is 

also aligned with research made by [159], indicating that any splitting in preprocessing 

will suffice and does not make a significant difference as long as uniformity across the 

whole experiment is maintained. 

 

After the preprocessing steps, the source code is saved as a text file, where each doc-

ument represents one class that contains one or more methods of the source code; this 
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is because the techniques we are comparing and integrating operate at the granularity 

level of methods and classes. Unlike source code that contains hundreds of classes and 

methods for each program, each bug report only represents one specific bug so only 

one document will be saved as a text file for each bug. Both text file documents from 

source code and bug reports now are in the same format, which will simplify the next 

process of IR, which is to find the similarity of the documents by using Vector Space 

Model (VSM) .  

 

3.1.5.3 Text Search Individual Experiment  

This subsection is an explanation of the Text Search experiment that has been carried 

out to evaluate the technique’s accuracy and execution time. Text Search uses search 

tools to finds documents in a collection that are good matches to specified queries 

[122]. For the experiments in this thesis, source code and bug reports are undergoing 

the same kind of data preprocessing as in the IR technique described in Preprocessing 

of data  subsection (Section 3.1.5.2.1) above.  

 

Figure 3.7 describes how text search is being used in this thesis, and how I am intend-

ing to use it in my experiments. As mentioned earlier in Chapter 2 (subsection 2.6), I 

am making use of keyword-based text search, which is one of the main use cases for 

finding and accessing information [124]. Text search makes use of string matching 

algorithms, which have been demonstrated to provide significant accuracy and 

efficiency when applied in various domain [123]. In this experiment, the preprocessed 

bug report title and description will be used to search and detect matching words in the 

source code. 
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Figure 3.7: Text Search framework 

 

As with the SBFL and IR technique mentioned earlier, faults are considered localized 

when the file name (class name or method name) of the fault appears in Top 10 search 

result. Figure 3.8 below is an output of the same bug as previous example before which 

is L5, that are generated and ranked after Text Search execution. “LocaleUtils” the 

exact location for L5 bug and it does included in the Top 10 list of output below. 

 

 

 

 

 

 

 

 

Figure 3.8: The output result for L5 from Text Search execution 
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3.1.5.4 Experiment on combinations of techniques 

The previous subsections in this chapter are an explanation on how I will carry out 

individual experiments on the SBFL technique (subsection 3.1.5.1), IR technique (sub-

section 3.1.5.2), and Text Search technique (subsection 3.1.5.3).  This subsection is an 

explanation on the combination of different techniques: the combination of SBFL and 

IR (SBFL + IR), the combination of SBFL and Text Search (SBFL + Text Search), the 

combination of Text Search and IR (Text Search + IR), and the combination of SBFL, 

IR and Text Search (SBFL + IR + Text Search).  

 

As mentioned previously, Rao et al argued that combining IR fault localization tools 

with dynamic fault localization could significantly improve the state-of-the-art in fault 

localization [34]. In fault localization research, VSM has been shown to outperform 

many other IR approaches [160] [34] while Ochiai is the best in performance compared 

to other technique [21] in SBFL. These are the reasons why I chose the Ochiai 

technique for SBFL, and the VSM technique for IR, because of their outstanding 

performance. I will now explain how the experiments for the different combinations 

of techniques are to be carried out. 

 

3.1.5.4.1 The combination of SBFL and IR technique  

The first experiment of the combination is between the state-of-the-art technique in 

fault localization, i.e., SBFL and IR. Figure 3.9 below show the architecture frame-

work of the SBFL and IR technique combination. The procedure for SBFL and IR 

technique in this combination are the same as the individual technique for SBFL and 

IR mentioned in the previous subsections. The results of fault localization for each 
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individual technique can only be combined after the individual techniques have been 

executed; as such, we argue that the individual techniques can be executed in any or-

der. However, in the Result and Analysis section (chapter 4), we will explain further 

what we believe to be a recommended order of the combination of techniques, based 

on the experimental results. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.9: The combination of SBFL and IR technique architecture framework 

 

As mentioned before this in individual experiment, the vital result that is generated for 

both techniques is the file location of the fault, since that is the only way we could 

identify where is the fault located. For SBFL, the result is the location of the fault, are 

statements, which is the file name with line number and suspiciousness value; 
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however, the suspiciousness values calculation is intended to rank the location based 

on the probability calculation only.  

 

While the line number generated from SBFL result might assist the programmer to 

find the fault, in a way it does give advantage to combine the SBFL technique with IR 

since the IR technique output’s does not have the line number though the line number 

are not always the exact location of the fault. Figure 3.10 below shows the Top 10 

output combination of SBFL and IR technique and the exact location for L5 bug which 

is “LocaleUtils” does included in the Top 10 list of output below. 

 

Output SBFL technique Output IR technique 

org.apache.commons.lang3.LocaleUtils#99 

org.apache.commons.lang3.LocaleUtils#89 

org.apache.commons.lang3.LocaleUtils#92 

org.apache.commons.lang3.LocaleUtils#93 

org.apache.commons.lang3.LocaleUtils#96 

org.apache.commons.lang3.LocaleUtils#97 

org.apache.commons.lang3.LocaleUtils#98 

org.apache.commons.lang3.LocaleUtils$SyncAvoid#288 

org.apache.commons.lang3.LocaleUtils$SyncAvoid#295 

org.apache.commons.lang3.LocaleUtils$SyncAvoid#296  

org/apache/commons/lang3/StringUtils  

org/apache/commons/lang3/math/NumberUtils  

org/apache/commons/lang3/text/WordUtils  

org/apache/commons/lang3/text/StrBuilder  

org/apache/commons/lang3/CharSet   

org/apache/commons/lang3/LocaleUtils 

org/apache/commons/lang3/CharSetUtils   

org/apache/commons/lang3/math/Fraction   

org/apache/commons/lang3/BooleanUtils  

org/apache/commons/lang3/CharUtils 

Figure 3.10: The combination of output result for L5 bug from SBFL and IR execution 

 

3.1.5.4.2.  The combination of SBFL and Text Search technique 

The next experiment evaluates a combination of SBFL and Text Search. Figure 3.11 

below show an overview of how we combine these techniques. The results of fault 

localization for each technique are only to be combined after the individual techniques 

have been executed to completion; nevertheless, this means that the SBFL and Text 
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Search can be run in parallel or executed sequentially in any order. After execution 

terminates, the results are combined. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.11: The combination of SBFL and Text Search technique architecture framework 

 

While Figure 3.12 shows the Top 10 output combination for L5 bug from SBFL and 

Text Search execution. Again, the location for L5 bug which is “LocaleUtils” does 

included in the Top 10 list of output below showing that the location of the fault. 

 

Output SBFL technique Output Text Search technique 

org.apache.commons.lang3.LocaleUtils#99 

org.apache.commons.lang3.LocaleUtils#89 

org.apache.commons.lang3.LocaleUtils#92 

org.apache.commons.lang3.LocaleUtils#93 

org.apache.commons.lang3.LocaleUtils#96 

org.apache.commons.lang3.LocaleUtils#97 

org.apache.commons.lang3.LocaleUtils#98 

org:apache:commons:lang3:LocaleUtils.txt 

org.apache:commons:lang3:text:ExtendedMessageFormat.txt 

org:apache:commons:lang3:time:FastDateFormat.txt 

org:apache:commons:lang3:StringUtils.txt 

org:apache:commons:lang3:text:translate:OctalUnescaper.txt 

org:apache:commons:lang3:text:StrTokenizer.txt 

org:apache:commons:lang3:math:NumberUtils.txt 
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org.apache.commons.lang3.LocaleUtils$SyncAvoid#288 

org.apache.commons.lang3.LocaleUtils$SyncAvoid#295 

org.apache.commons.lang3.LocaleUtils$SyncAvoid#296  

org:apache:commons:lang3:time:DurationFormatUtils.txt 

org:apache:commons:lang3:time:DateUtils.txt 

org:apache:commons:lang3:time:FastDatePrinter.txt 

Figure 3.12: The combination of output result for L5 bug from SBFL and Text Search execution 

 

3.3.4.3. The combination of IR and Text Search technique 

The next experiment evaluates the combination of IR and Text Search. Figure 3.13 

below shows how we combine IR and Text Search.  

 

 

 

 

 

 

 

 

 

 

Figure 3.8: The combination of Text Search and IR technique architecture framework 

 

 

Figure 3.13: The combination of IR and Text Search technique architecture framework 

 

Similarly, to the other experiments, IR and Text Search results are combined sequen-

tially. In practice, IR and Text Search can be executed in any order (or in parallel), and 

the results of the individual techniques are thereafter combined. Figure 3.14 shows the 
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Top 10 output combinations for L5 bug from IR and Text Search execution. Again, 

the location for L5 bug which is “LocaleUtils” does included in the Top 10 list of 

output below showing that the location of the fault. 

 

Output IR technique Output Text Search technique 

org/apache/commons/lang3/StringUtils  

org/apache/commons/lang3/math/NumberUtils  

org/apache/commons/lang3/text/WordUtils  

org/apache/commons/lang3/text/StrBuilder  

org/apache/commons/lang3/CharSet   

org/apache/commons/lang3/LocaleUtils 

org/apache/commons/lang3/CharSetUtils   

org/apache/commons/lang3/math/Fraction   

org/apache/commons/lang3/BooleanUtils  

org/apache/commons/lang3/CharUtils 

org:apache:commons:lang3:LocaleUtils.txt 

org.apache:commons:lang3:text:ExtendedMessageFormat.txt 

org:apache:commons:lang3:time:FastDateFormat.txt 

org:apache:commons:lang3:StringUtils.txt 

org:apache:commons:lang3:text:translate:OctalUnescaper.txt 

org:apache:commons:lang3:text:StrTokenizer.txt 

org:apache:commons:lang3:math:NumberUtils.txt 

org:apache:commons:lang3:time:DurationFormatUtils.txt 

org:apache:commons:lang3:time:DateUtils.txt 

org:apache:commons:lang3:time:FastDatePrinter.txt 

Figure 3.14: The combination of output result for L5 bug from IR and Text Search execution 

 

3.3.4.4. The combination of SBFL, IR and Text Search technique 

The final experiment evaluates the combination of all three of SBFL, IR and Text 

Search. Figure 3.15 below depicts how we combine these three techniques. As with 

the previous combinations mentioned, the result of fault localization for each technique 

are combined after the individual techniques have been executed. The individual tech-

niques can be executed in any order, as it is the results that are combined. However, I 

will discuss further in Chapter 4, Results and Analysis, regarding optimal sequences 

of analysis that should be done. 

 

Figure 3.16 below shows the Top 10 output combination for L5 bug from SBFL, IR 

and Text Search execution. Again, the location for L5 bug which is “LocaleUtils” does 

included in all Top 10 list result of output from all technique showing that the location 
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of the fault. All technique are run separately, only the result are combined and even 

though a new architecture or tools are involved, each technique still need to be run 

separately on their own and once the results are generated, then from the result 

probably a mechanism can be added in choosing the technique. I will discuss further 

regarding this in Chapter 5. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.15: The combination of SBFL , Text Search and IR technique architecture framework 

 

Output SBFL technique Output IR technique Output Text Search technique 

org.apache.commons.lang3.LocaleUtils#99 

org.apache.commons.lang3.LocaleUtils#89 

org.apache.commons.lang3.LocaleUtils#92 

org.apache.commons.lang3.LocaleUtils#93 

org.apache.commons.lang3.LocaleUtils#96 

org.apache.commons.lang3.LocaleUtils#97 

org.apache.commons.lang3.LocaleUtils#98 

org.apache.commons.lang3.LocaleUtils$SyncAvoid#288 

org.apache.commons.lang3.LocaleUtils$SyncAvoid#295 

org.apache.commons.lang3.LocaleUtils$SyncAvoid#296 

org/apache/commons/lang3/StringUtils  

org/apache/commons/lang3/math/NumberUtils  

org/apache/commons/lang3/text/WordUtils  

org/apache/commons/lang3/text/StrBuilder  

org/apache/commons/lang3/CharSet   

org/apache/commons/lang3/LocaleUtils 

org/apache/commons/lang3/CharSetUtils   

org/apache/commons/lang3/math/Fraction   

org/apache/commons/lang3/BooleanUtils  

org/apache/commons/lang3/CharUtils 

org:apache:commons:lang3:LocaleUtils.txt 

org.apache:commons:lang3:text:ExtendedMessageFormat.txt 

org:apache:commons:lang3:time:FastDateFormat.txt 

org:apache:commons:lang3:StringUtils.txt 

org:apache:commons:lang3:text:translate:OctalUnescaper.txt 

org:apache:commons:lang3:text:StrTokenizer.txt 

org:apache:commons:lang3:math:NumberUtils.txt 

org:apache:commons:lang3:time:DurationFormatUtils.txt 

org:apache:commons:lang3:time:DateUtils.txt 

org:apache:commons:lang3:time:FastDatePrinter.txt 

Figure 3.16: The combination of output result for L5 bug from SBFL, IR and Text Search execution. 
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3.2 Experimental Operation 

This subsection presents the experimental operation. It highlights the preparation of 

the experiment before executing, and the execution of the experiment as well. 

 

3.2.1 Preparation of experiment 

The experiments are running on the macOS 11 operating system (Big Sur version) 

with Apple M1 chip processor. Apple M1 chip are using 8-core CPU with 4 perfor-

mance cores and 4 efficiency cores, 8GB unified memory with 256GB storage (SSD). 

Substantial main memory is needed to execute the experiment since this involves sub-

stantial data, and these specifications are sufficient to run the experiment. The experi-

ment took around 8 months to complete, including the analysis phase. I’m running my 

experiment using Python language and this adds value to my research since many re-

search before this did their research in other language such as C++ and Java.   

 

3.2.2 Execution of experiment 

As mentioned in the research context subsection, there will be only one experiment 

that is being executed, but it will be running in three sessions. The experiment will be 

using a real-world dataset where six program from Defects4J are used. All six program 

with the capacity of size with 332,000 lines of codes that contains 395 bugs will be 

running for three session of fault localization, which is Spectrum Based Fault 

Localization (SBFL), Information Retrieval Fault Localization (IR) and Text Search 

where it will be analysed for seven times in total including when the method being 

combined. The experiment contains the total of approximately 1600 text file of source 
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code, 373 document of bug report and 395 bug with a set of test cases for each bug 

from Defects4j programs. 

 

Before running the experiment,  three testing session have been done to make sure that 

the results obtained are consistent. Guidelines for experiment execution are included 

to allow replication. This experiment is using a qualitative approach where no statisti-

cal calculations are involved. This is largely since the experiment itself is a lot of work, 

involving inventing new methods and tools and the evaluation on accuracy and per-

formance (time taken to execute) of the tools.  

 

The results of the new methods then are compared with the existing tools where this 

means that, those existing tools are also being executed and evaluated. It is this largely 

qualitative comparison with existing methods and tools that is the basis of our empir-

ical analysis; adding statistical evaluation will provide little further benefit given that, 

as we will see, the comparison of performance results are significant and compelling.   

 

In a study made by [33], while running their experiments, they consider an output of a 

fault localization tool to be effective if the root cause appears in the Top 10 most sus-

picious program elements. I have applied this principle in my experiments as an indi-

cator for assessing the quality of the output generated from different tools (i.e., the root 

cause of a fault appears in the Top 10 list of generated results). This Top 10 decision 

analysis will also be explained further in Chapter 4 Results and Analysis. 
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Initially SBFL, IR and Text Search techniques will be executed individually using the 

same datasets to assess their respective accuracy and execution time. Then all the in-

dividual results of the technique will be combined to evaluate how different the com-

bined results are compared to individually executed techniques. I examine three indi-

vidual technique and four combinations of techniques: the first combination is the 

combination of SBFL and IR (SBFL + IR) techniques, the second one is the combina-

tion of SBFL and Text Search (SBFL + Text Search) techniques, the third combination 

is the combination of Text Search and IR (Text Search + IR) techniques; while the 

final one is the combination of SBFL, IR and Text Search (SBFL + IR + Text Search) 

techniques.  
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4 Results and Analysis 

This chapter will summarize and explain the results and analysis from the experiments, 

which have been designed to answer the research questions (as presented in subsection 

3.1.2, Research Hypothesis).  

 

I have embarked on a set of experiments evaluating SBFL, IR and text search, where 

initially each technique is executed independently. The accuracy of each technique is 

measured, and their execution time is recorded.  After these individual experiments, 

all distinct pairwise combinations of these three techniques are evaluated in their own 

experiments, where the accuracy and the execution time are determined. At the end of 

the combination of pairwise technique experiments, an experiment that combined all 

the three techniques is carried out, once again calculating accuracy and execution time. 

This last collection of results allows us to compare individual techniques with all three 

techniques, to help understand where one technique might be preferable to a combina-

tion of pairs or all three techniques. 

 

While the results of the experiments are quantitative, and this permits quantitative 

comparison of the results, I do not include further statistical tests, as the direct com-

parison of the experiment results is sufficient for identifying the strengths and weak-

nesses of the individual and combined techniques. Adding statistical tests does not 

contribute sufficient further understanding to justify the extra effort and expense in-

volved in setting up and carrying out those tests. 
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I now summarize the research questions and discuss how the experimental results ad-

dress them. 

 

4.1 RQ1: How accurate is the process of localizing faults using SBFL, IR and 

Text Search technique individually? 

The first research question aims at understanding the accuracy of widely used tech-

niques individually in fault localization. This defines a baseline for the remaining ex-

periments on combinations of techniques. The first set of results and analysis can be 

found in Table 4.1 below; it contains the accuracy result for individual techniques in 

the Top 1, Top 5 and Top 10 for six programs in the Defects4j dataset. As explained 

earlier in Chapter 1 regarding Top N concept, Top 1 represent the suspicious location 

of the fault that appears in Top 1 in the list result after experiment execution. Meaning 

that, if the location of the fault that appear as number 1 in the result ranking list is true, 

then the result will be count as accurate. Same concept also applies to Top 5 and Top 

10. The boldface indicates the technique demonstrating the greatest accuracy for each 

program. As mentioned in Subsection 1.2, most researchers argues that the accuracy 

of SBFL is high when the location of fault is in between Top 1, Top 5 and 10 result 

generated. As for my experiment and taking this as a guideline, the accuracy result of 

Top 1, Top 5 and Top 10 of each technique either individual or combined technique 

are measured and analyzed.  

 

The results for SBFL, shown in Table 4.1, indicates that the accuracy for Top 1 is 

47.6%, Top 5 is 59.56% while for Top 10 is 64.56%. For IR technique, Table 4.1 
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shows that for Top 1, the accuracy is 18.87%, Top 5 is 39.09%, and Top 10 with 48.5% 

accuracy. Finally, the Text search technique where the accuracy for Top 1 is 23.59%, 

Top 5 is 51.2%, and Top 10 is 67.29%.  

Program SBFL  IR Text Search 

 Top 1 Top 5 Top 10 Top 1 Top 5 Top 10 Top 1 Top 5 Top 10 

Time 44.67% 59.56%  67% 27% 46.28% 54%  15.37% 57.63%  73% 

Lang 85.87% 90.47% 92%  42.84% 74.58% 84.1%  52.39% 87.82%  94% 

Mockito 39.6% 55.44% 66%  10.81% 13.51% 16.22%  5.27% 15.81%  29% 

Chart 69.54% 81.13% 85%  37.5% 62.5% 87.5%  62.5% 87.5% 100%  

Math 44.34% 54.72% 56.60%  24.5% 47.12% 55.66%  26.41% 59.43% 75.47%  

Closure 30.29% 46.19% 53%  2.29% 19.84% 31.3%  11.46% 32.85%  55% 

Accuracy 47.6% 59.75% 64.56%  18.87% 39.09%  48.5% 23.59% 51.2% 67.29%  

Table 4.1: Result for individual technique accuracy in Top 1, Top 5 and Top 10 for 6 programs with 

395 faults in Defects4j dataset. 

 

As we can see, the accuracy result for Top 10 is the highest and outperform Top 1 and 

Top 5 results in all individual techniques. The Top 10 result usually defined as a “suf-

ficient accuracy” [94], as this are seen as a feasible number for programmer to find the 

faults location and to investigate it.  

 

We carried out an additional experiment calculating results if we take the Top 30 and 

Top 100, instead of Top 10. This further experiment demonstrates that the accuracy 

result will increase, since this also means an increase in the results range value, how-

ever, we argue that it will be useless as the higher N value also means that more noise 
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and potentially an increased number of false positives will be involved. In this context, 

therefore, a larger number does not mean a better (i.e., more accurate) result. That is 

why by taking all this information into consideration, we have decided that the best 

value to measure accuracy in this experiment is the Top 10 returned results.  

 

The Top 10 results in Table 4.1 also show that with respect to the accuracy and for 

individual techniques, Text Search is the highest, with 67.29% of accuracy in fault 

localization for all six Defects4j program. The SBFL technique had a result of 64.56% 

in accuracy, where both Text Search and SBFL techniques accuracy is greater than the 

IR technique, which only scored 48.5%. This result is unexpected, as we predicted that 

both state-of-the-art fault localization tools, which is SBFL and IR or either one of it 

to be the one that high in accuracy. In other word, this also mean that Text Search 

technique, a simple tool used for searching purpose task have outperform both state of 

the art technique in fault localization which are SBFL and IR technique.  

 

If we look closer at Table 4.1, the Text Search technique applied to the Time program 

led to 73% accuracy compared to 67% for SBFL. The Lang program scores 94% com-

pared to 92% for SBFL; the Math program scores 75.47% compared to 56.60% only 

for SBFL. The Closure program scores 55% compared to 53% accuracy for SBFL. 

From these results, we determine that Text Search technique tends to provide more 

accurate results than SBFL or IR in general largely because of its simplicity, and be-

cause of the nature of the text search tool itself, where it manages to find the related 

files in the source codes using keywords from the bug report. Nevertheless, the success 
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of the text search method hinges on having high quality data (especially appropriate 

keywords) as input. 

 

For example, consider bug 25 in Time program (T25). Even though all bug reports are 

considered to be of good quality – the reports contain title, description and details such 

as code snippets 11 - the text search technique managed to find the location of the fault 

even when SBFL and IR technique were unable to do so, by only using the title of the 

T25 bug (“#90 DateTimeZone.getOffsetFromLocal error during DST transition”). 

This is one of the reasons why human (developer) involvement is important as only 

they understand the semantic issues they face in debugging the code in context. More-

over, this is evidence that details in bug reports are indeed important (i.e., a developer 

should describe the fault as accurately as possible) and by doing so, this can help in 

fault localization. Relying solely on the SBFL technique might result in difficulties for 

developers to localize faults accurately. 

 

In the T25 example, the developer includes all important keywords that in their view 

precisely represent the error, but using only titles; this means that carrying out fault 

localization by Text Search tools using only bug report title information is possible. 

This finding is confirmed by results from [52], who carried out experiments on bug 

reports in the Eclipse code base containing only titles (but no descriptions). These were 

demonstrated to be sufficient in achieving the best accuracy, whereas for experiments 

involving Mozilla code base, both title and description were needed to provide the best 

results. [37] also found that the use of text length or long queries (e.g., when using the 

 
11 https://sourceforge.net/p/joda-time/bugs/90/ 



 91 

bug report’s description field) can obscure key search terms. They also highlighted the 

important of program construct such as class name and method name to be present in 

bug report might improve fault localization accuracy. Consequently, all these 

experiments demonstrate that the bug report length does not impact on the results of 

IR based fault localization but the quality of the information that matters (e.g., the class 

name, or class method are included in the bug report).  

 

I infer that the quality of the bug report is important; a high quality bug report will 

include as much detail as possible, including a title, details of the bug, and a source 

code patch or snippets. However, many bug reports are lacking in these aspects, and 

further research likely needs to be carried out on both assessing existing bug reports 

and providing templates to write better ones (for the purposes of fault localization). 

This is an example of situation that has been mentioned before in chapter 1 (subsection 

1.1) where the condition “when both IR and SBFL techniques are unable to localize 

faults, Text Search might help to shed light on the location of faults”. 

 

Turning now to other programs in the experiment, Table 4.1 shows that the Chart pro-

gram scored 100% accuracy for the Text search technique, however, if we look at 

Table 4.2 (that summarized 395 faults in Defects4j dataset that manage to execute 

using individual techniques), the experiment executed only 8 bugs out of 26, as the 

omitted 18 bugs did not have bug report references and could proceed. 

 

Program SBFL  IR Text Search Total Bug 

 ✓ ✕ O ✓ ✕ O ✓ ✕ O  
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Time  18 9  - 14   12 1 19  7 1 27 

Lang  60  5 -  53  10 2  61 3  1 65 

Mockito  25 13  - 6   31 1  11 27  - 38 

Chart  22 4 -  7  1 18  8 - 18 26 

Math  60 46  -  59  47 -  80  26 - 106 

Closure  70  63 -  41 90  2  72  59 2 133 

Total  255  140 - 180 191 24 251 122 22 395 

 395 371  373   
 

 

Table 4.2: 395 faults in Defects4j dataset that were executed using Individual techniques. 

 

From the summary in Table 4.2, it shows that overall, SBFL managed to allocate (✓) 

faults of 255 bugs from the total of 395 bugs compared to Text Search, which managed 

to allocate (✓) faults for 251 bugs from the 373 bugs executed; note that 22 bugs are 

unable to be executed (O) since there is no bug report to enable the search. This also 

means that SBFL and Text Search were unable (✕) to localize faults of 140 bugs and 

122 bugs respectively. By contrast, the IR technique managed to localize (✓) only 180 

bugs from the total 371 bugs executed; 24 bugs are unable (✕) to be executed where 

from the 24 bugs, 22 bugs do not have a bug report while another 2 bugs contains 

report title that is too short leading to inability to identify the document similarity pro-

cess. This means that the IR technique was unable to localize faults of 191 bugs from 

the total of 371 bugs that have been executed. 

 

From Table 4.1, the SBFL technique is more accurate than IR technique for each De-

fects4j program, except for the Chart program with 87.5% compared to 85% for SBFL 
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technique. However, as mentioned before and shown in Table 4.2, the Chart program 

only managed to run 8 bugs as another 18 from the total of 26 bugs did not have any 

information regarding a bug report to proceed with. The overall results show that the 

Text Search technique is more accurate than SBFL technique in each Defects4j pro-

grams except for Mockito program; in this program, SBFL performs the best for Mock-

ito with 66% fault localization accuracy compared to only 29% and 16.22% for Text 

Search and IR technique respectively. 

 

One of the explanations for this situation is because of the low quality of bug report 

provided; for example, the title for bug 24 in Mockito program (M24), is very short - 

“fix some rawtype warnings in tests #467” 12 and as a result the fault cannot be located 

with both IR and Text Search techniques without provision of additional information. 

The M24 bug contains only a title that is not only very short, but also does not contain 

important keyword that enables the Text Search technique to search the location of the 

fault. The bug is also lacking in any description or other details such as code snippets 

or attachment, which makes it very difficult for the IR technique to unable to find the 

similarity between documents. This is an example of situation that has been mentioned 

in Chapter 1 (Subsection 1.1) where the condition of “when fault localization results 

using IR techniques are unable to precisely identify fault location, SBFL technique 

may provide more precise information”.  This situation also applies to 22 bugs that do 

not have a bug report, leading to a situation where IR has been unable to localize faults, 

as the document similarity process cannot successfully complete. 

 

 
12 https://github.com/mockito/mockito/pull/467 
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Bug 27 from the Lang program (L27) is one example of the situation “when fault lo-

calization results using SBFL techniques are unable to localize faults, the results may 

be supplemented with analysis from IR technique”. The L27 13 bug report contains a 

title, a simple description that is sufficient (though it is not a particularly lengthy re-

port), and finally the attachment of the source code. The SBFL technique is unable to 

detect the location of the fault for L27 bug, and by using IR technique, the location for 

bug L27 is identified. The L27 bug also could be localized by using text search only 

by using the title “NumberUtils createNumber throws a StringIndexOutOfBoundsEx-

ception when argument containing "e" and "E" is passed in”; this title does express the 

exact issues of the fault accordingly.  All these findings from the experiments on indi-

vidual fault localization techniques suggest to us that the combinations of techniques 

may enhance accuracy in localizing fault. 

 

As a conclusion based on the data from Table 4.1 and Table 4.2, Text search provides 

the best accuracy in fault localization with the highest score 67.29%, where 251 bugs 

can be located from 373 bugs. This also includes a program such as Math (where 80 

bugs can be located from 106 total bugs) and Closure (72 bugs can be located from the 

total of 131 bugs) with 75.47% and 55% of fault localization accuracy respectively. 

 

4.2 RQ2: How accurate is the process of localizing faults using the 

combinations of SBFL, IR and Text Search? 

The second research question considers different combinations of fault localization 

techniques and evaluates the behavior of each combination in terms of accuracy. The 

 
13 https://issues.apache.org/jira/browse/LANG-638 
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results of executing each combination of technique against the chosen corpus are pre-

sented in Table 4.3 below, which shows the accuracy of combinations of SBFL, IR 

and Text Search on all 395 faults in all six Defects4j programs. The boldface indicates 

the combined technique demonstrating the greatest accuracy for each program.  

 

Program SBFL + Text Search SBFL + IR Text Search +IR SBFL + IR + Text Search 

 Top 1 Top 5 Top 10 Top 1 Top 5 Top 10 Top 1 Top 5 Top 10 Top 1 Top 5 Top 10 

Time 51.85% 81.48%  88.89% 55.55% 70.36% 77.77% 42.31%  76.92%  88.46% 62.96% 85.18% 92.59% 

Lang 90.77%  95.39% 98.46% 89.22% 93.84% 95.38%  75% 95.31% 98.43%  92.31% 96.92% 100% 

Mockito 42.10%  65.78%  73.68% 42.11% 60.53% 65.79% 13.16% 23.69%  31.58%  44.73% 68.42% 73.68% 

Chart 69.23% 84.62% 88.46%  69.23%  80.77%  88.46%   62.5% 87.5%   100% 69.23% 84.61% 88.46% 

Math 62.26% 82.07%  91.51% 59.43%  73.58% 78.30%  40.57%  73.59%  85.85%  64.15% 85.85% 93.4% 

Closure 37.68%  57.25%  73% 31.58% 57.15%  65.41% 12.98%  43.51%  64.12% 38.34% 63.15% 77.44% 

Accuracy 56.45% 74.43% 83.80% 53.67% 70.38% 76.20% 34.59%  62.20% 75.60% 58.48% 78.23% 86.84% 

Table 4.3: Result for combination technique accuracy in Top 1, Top 5 and Top 10 for 6 programs with 

395 faults in Defects4j dataset. 

 

Previously (in subsection 4.1) I have already discussed the motivation for choosing 

Top 10 accuracy as a “sufficient accuracy”, I will only summarize the Top 10 result 

accuracy for further discussion in this section. However, I will still include the result 

for Top 1 and Top 5 results for each combined technique for further insight. In addi-

tion, the total time taken to execute each experiment either individual or combined 

technique does not affect by the Top N selection as the experiment will be executed to 

generate all of the results first, then from the result generated, the location of the fault 

will be sorted according to Top N. 

 



 96 

As expected, Table 4.3 shows that the highest accuracy for combinations of techniques 

is SBFL combined with IR and Text Search. This combination scores 86.84% accuracy 

on fault localization. On the other hand, Table 4.4 below shows the 395 faults in De-

fects4j dataset that could be processed using a combination of techniques. In Table 

4.4, 343 bugs can be localized using this combined technique out of a total of 395 bugs. 

We anticipated this result: the three fault localization techniques are conceptually and 

largely independent (operating on different data inputs - specifically source code, bug 

reports, and keywords) and thus their combination, we expected, would offer a greater 

accuracy than any individual technique. 

 

Program SBFL + Text Search SBFL + IR IR + Text Search SBFL + Text Search + IR Total Bug(s) 

 ✓ ✕ O ✓ ✕ O ✓ ✕ O ✓ ✕ O  

Time  24 3   - 21   3 -  23  3  1  25  2 - 27 

Lang 64  1   - 62  3  -  63 1   1 65 - - 65 

Mockito  28  10 -  25   13  - 12  26  -  28 10 - 38 

Chart  23 3   -  23  3 -  8   -  18 23 3 - 26 

Math  97 9  -   83 23   -  91 15  -  99 7 - 106 

Closure 97   36  -  87 46  -   84 47   2 103 30 - 133 

Total 331 64   -  301  91  -  282 91  22  343 52 - 395 

 395 395 373 
 

395  

 

Table 4.4: 395 faults in Defects4j dataset that could be processed using a combination of techniques. 

 

As shown in Table 4.3, the Time programs led to a score of 92.59% for fault localiza-

tion, the Math programs score 93.4% while the Closure program scores 77.4%. The 

combination of SBFL and Text Search technique result is the second-best fault 
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localization technique in terms of accuracy. This rather unexpected finding is indicated 

by an accuracy score of 83.80% where 331 bugs were localized from the total 395 

bugs. 

 

Before carrying out the experiment I expected that the second-best technique (in terms 

of accuracy) would be the combination of SBFL and IR, since these are considered the 

state of the art in fault localization. However, it appears that at least for the Defects4j 

programs – the simple mechanisms offered by Text Search provide unexpectedly ac-

curate results, indeed more so than SBFL+IR together. This probably because of the 

input or bug report to the Text Search technique are using a keyword that reflect the 

fault locations, and it is somewhat surprising to see a relatively simple Text Search 

combined with SBFL providing much more accurate results than SBFL combined with 

an IR. This is compelling in terms of improving the state of the art in fault localization 

– Text Search may be able to play a richer role in fault localization than it has up to 

now – but it also suggests that more experiments need to be carried out to understand 

in depth whether these results are repeatable for buggy programs other than Defects4j, 

perhaps where more variable bug reports and inserted keywords arise. 

 

Another question arises from this result: “if combining two techniques are not much 

different from combining three techniques in terms of accuracy, when might a combi-

nation of three techniques provide value?”. The next experiment on runtime execution 

aims to answer this. 
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The Lang programs managed to allocate faults for all 65 bugs in the program; that is, 

it successfully scored 100% using the combination of SBFL, IR and Text Search. Lang 

program even manage to perform excellently with individual technique experiment 

where it scored 92% for SBFL and 94% for Text Search as shows on Table 4.1 above, 

though the score is not 100% accurate, it is among the highest in individual technique 

results for a program. Lang is an example of a program where it is possible to allocate 

all faults when a good test case coverage and a high-quality bug report are combined. 

 

For the Mockito program, the greatest accuracy is the same for the combination of 

SBFL with Text Search and the combination of SBFL with IR and Text Search; both 

scores are 73.68% in accuracy. This is probably because as mentioned in the previous 

subsection (4.1), the quality of the bug report plays a huge role in fault localization, 

especially for the techniques rely on it such as IR and Text Search. However, for the 

Mockito program many of the bug reports cannot be classified as good, as they did not 

contain all the elements of a high-quality report that were specified in Chapter 3. This 

is why the scores of both techniques are the same: IR does not contribute more than 

Text Search since both techniques are referring to elements of the same low quality 

bug reports. This can also be seen in the results of the combination of Text Search and 

IR for Mockito, which provides the worst score in accuracy with 31.58%. This is be-

cause both techniques solely depend on the bug reports. The individual technique re-

sults are as we described previously (refer to Table 4.1 above). 

 

For the Chart program, as with the Mockito program, the accuracy for the combination 

of IR and SBFL is the same as both the combination of SBFL and Text Search, and 
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the combination of SBFL, IR and Text Search: all three combinations scores 88.46%. 

Interestingly, the combination of Text Search and IR managed to achieve 100% accu-

racy, however, as mentioned earlier (if we refer to Table 4.4), this is because there are 

missing bug reports for 18 bugs, and since both IR and Text Search technique are using 

bug reports for fault localization, only 8 bugs are included in the experiment. This is a 

good example demonstrating that sometimes adding more techniques does not help 

much in terms of an increase in accuracy, because the technique in question may 

simply be inapplicable to the fault localization problem in question. 

 

The combination of IR with SBFL technique results does not have a substantial differ-

ence to the combination of IR with Text Search technique, with accuracy scores of 

76.20% and 75.60% respectively.  As a conclusion, the accuracy of fault localization 

improved impressively by 19.55% when combined technique are being used compared 

to individual technique. As such, the combination of SBFL, IR and Text Search is the 

best combination in achieving the highest accuracy, in fault localization by 86.84% 

accuracy from only 67.29% accuracy using Text search technique alone. However, it 

is important to consider execution time to get a greater indication of the resources 

involved in applying the combination of techniques; this is the motivation to drive us 

to the next question for this thesis. 

 

4.3 RQ3: What is the execution runtime of the standalone techniques and 

combined techniques? How long is the average execution time for each 

technique on one bug? 
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The previous research questions, RQ1 and RQ2, concerned accuracy of different com-

binations of fault localization techniques. RQ3 considers the time taken for each indi-

vidual and combined technique as well as the time spent on each bug in fault localiza-

tion. Table 4.5 below shows the comparison on total time taken for SBFL, IR and Text 

Search as well as the time spent for each bug in individual technique.   

 

Program SBFL IR Text Search 

 Total time (s) Time per bug (s) Total time (s) Time per bug (s) Total time (s) Time per bug (s) 

Time 31. 35 1.16 74.73 2.87 1.50 0.06 

Mockito 5.26  0.14 89.42 2.42 2.49 0.07 

Lang 0.73  0.01 191.66 3.04 4.11 0.06 

Math 4.04 0.04 258.89 2.44 14.86 0.14 

Chart 2.85  0.11 21.75 2.72 0.49 0.06 

Closure 643.72 4.84 405.37 3.10 13.93 0.11 

Overall time 687.95 1.74 1041.82 2.81 37.38 0.10 

Table 4.5: Overall program runtime and time spent on each bug for SBFL, IR and Text Search tech-

nique. 

 

Table 4.5 shows that Text Search is the fastest technique individually, where the over-

all time taken to execute all six Defects4j programs that contains 395 bugs is 37.38 

seconds; each bug only needs around 0.10 seconds or less to be localized. Time, Mock-

ito, Chart and Closure program are the fastest in fault localization when using Text 

Search, where the total time taken to localize faults for each program are 1.5 seconds, 

2.49 seconds, 0.49 seconds and 13.93 seconds respectively. 

 

The Time program only needs an average time around 0.06 seconds to localize faults, 

with 0.07 seconds for Mockito program, 0.06 seconds for Chart program and 0.11 
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seconds for the Closure program. On the other hand, Lang and Math are the fastest 

with SBFL technique though both programs contain large number of bugs with 65 and 

106 bugs respectively. Each Lang and Math program score 0.73 seconds and 4.04 sec-

onds of total execution time, with each bug only needing an average of 0.01 seconds 

and 0.04 seconds respectively, to localize faults. In addition, the overall time spent 

with SBFL to localize all faults is 687.95 seconds, while IR is the slowest to localize 

all faults, requiring around 1041.82 seconds to process all six Defects4j programs.   

 

With respect to combinations of technique, Table 4.6 shows the total time taken for 

each combination of techniques to be executed and as well as the time spent for locat-

ing each bug for the combined technique. Table 4.6 shows that the combination of 

SBFL and Text Search runtime are the fastest; in my opinion this is because of the 

simplicity of Text Search, where it is using a simple string matching algorithm, while 

IR needs to construct more sophisticated models in finding similarities between docu-

ments.  

 

The time taken to execute all six programs in Defects4j is 725.33 seconds, the fastest 

among all combined techniques, where it only took 6.74 seconds per bugs to be local-

ized. The time taken to execute all six programs for combination of Text Search and 

IR technique is 1079.2 seconds with average 16.91 seconds per bugs to be allocate 

while the combination of IR and SBFL spend 1729.77 seconds with average 20.7 sec-

onds time taken for each bug to be localize. The slowest technique for combination is 

the combination of SBFL, IR and Text Search technique that took 1767.15 seconds 

with average calculation for each bug executed are around 20.27 seconds per bug. 
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Program SBFL + IR SBFL + Text Search SBFL + IR + Text 

Search  

Text Search + IR 

 Total 

time (s) 

Time per 

bug (s) 

Total 

time (s) 

Time per 

bug (s) 

Total 

time (s) 

Time per 

bug (s) 

Total 

time (s) 

Time per 

bug (s) 

Time 106.08 3.93 32.85 1.22 107.58 3.98 76.23 2.93 

Mockito 94.68 2.49 7.75 0.20 97.17 2.56 91.91 2.42 

Lang 192.39 2.96 4.84 0.07 196.5 3.02 195.77 3.06 

Math 262.93 2.48 18.9 0.18 277.79 2.62 273.75 2.58 

Chart 24.6 0.95 3.34 0.13 25.09 0.97 22.24 2.72 

Closure 1049.09 7.89 657.65 4.94 1063.02 7.99 419.3 3.20 

Overall time 1729.77 20.7 725.33 6.74 1767.15 20.27 1079.2 16.91 

 

Table 4.6: Overall runtime for combination techniques and time spent for each bug 

 

The combination of SBFL and Text Search technique for Time program only took 

32.85 seconds with average of 1.22 seconds for each bug to localize fault, Mockito 

program about 7.75 seconds with average time 0.2 seconds per bugs to localize faults, 

Lang program took 4.84 seconds with 0.07 seconds for each bug to localize fault, Math 

program took 18.9 seconds with 0.18 seconds for each bug to localize fault and Chart 

program took 3.34 seconds with 0.13 seconds for each bug to localize. For the Closure 

program, the fastest combination technique for this program is the combination of  

Text Search and IR technique with total time taken is 419.3 seconds and time taken 

for each bug to be localized is 3.20 seconds.  

 

4.4 RQ4: Which combination of techniques is the most accurate and 

performant (fastest in runtime)?  

This research question aims to compare and identify which combination of techniques 

is the most accurate and shortest in runtime. As mentioned in the earlier research 
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question (RQ1), SBFL alone manages to allocate 255 bugs (64.56%), IR allocates 180 

bugs (48.52%) while Text Search allocates 251 bugs (67.29%) from the total of 395 

bugs (see Table 4.1). However, in RQ2 the combination of SBFL, IR and Text Search 

managed to allocate up to 86.84% or 343 bugs from 395 bugs compared to by only 

using individual technique. This positive outcome from the combined technique re-

duced the unlocalized fault to only 52 bugs (see Table 4.4) compared to 140 bugs if 

localize fault using SBFL alone, 122 bugs if using Text Search and 191 bugs if using 

IR (see Table 4.2).  

 

In essence, as shown in Table 4.7 below, a combination of fault localization techniques 

demonstrably provides more accurate results compared to individual fault localization 

techniques. Table 4.7 below shows the summary of overall accuracy and runtime for 

individual and combinations of techniques; this summary consists of the accuracy 

result for each technique on all Defects4j program, and as well as the time spent on 

each bug in fault localization.  

 

 

Technique Accuracy Runtime per bug(s) 

SBFL 64.56% 1.74s 

IR 48.5% 2.81s 

Text Search 67.29% 0.10s 

SBFL + Text Search 83.80% 6.74s 

SBFL + IR 76.20% 20.7s 

IR + Text Search 75.60% 16.91s 

SBFL + Text Search + IR 86.84% 20.27s 
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Table 4.7 : Summary of overall accuracy and runtime for individual and combination technique for all 

program in Defects4j. 

  

The main motivation of fault localization is to identify faults that caused a visible 

failure; thus it is important to measure the accuracy first. There is arguably no point in 

using the fastest runtime technique when the result is not accurate. From the executed 

experiment, we found that the combination of three techniques, i.e., SBFL + Text 

Search + IR, is the most accurate in fault localization technique compared to others, 

however it is the longest time taken in runtime per bug with 20.27 seconds. There are 

undoubtedly situations where the runtime is a concern (e.g., localizing faults in 

extremely large codebases), and for these, the accuracy might be lesser weighted. In 

such cases, the developer or programmer might want to consider the combination of 

SBFL + Text Search technique, where it is the fastest runtime technique, with a second 

best place in accuracy of  fault localization for combination technique. 

 

4.5 Threats to validity 

This subsection will discuss the different threats that can threaten the validity of my 

experiment. Validity evaluation is very important in demonstrating that the result for 

the experiment is valid. There are four types of threats that are usually being discussed 

after experiment execution which are: threats to construct validity, threats to conclu-

sion validity, threats to internal validity and threats to external validity. 
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4.5.1 Threats to construct validity 

Due to time constraints, only three techniques - SBFL, IR and Text Search - are being 

considered. Some of the tools available to support these techniques proved to be diffi-

cult to use in a modern environment (i.e., their execution was not easy to reproduce 

and involved multiple setups with different programming languages), and some of 

them are not accessible (i.e., the version is obsolete, no replication package included). 

To ensure uniformity, reliability and repeatability of experiments, the tools used in the 

experiments have been designed and built from scratch by using my understanding of 

existing tools from research papers. I reimplemented all the algorithms and tools using 

Python. 

 

It is possible that I have introduced minor errors or flaws in my implementations of 

the Text Search, SBFL and IR algorithms, but as I have tested these implementations 

extensively, and am applying the implementations against widely accepted bench-

marks, these errors are likely to have only minimal or trivial effects. I also agree that 

hardware (e.g., type of processor, machine, RAM, memory) and software settings (e.g., 

programming language, software versions) factors contribute a slightly difference in 

result (e.g., time). The syntax of programs, error type or bug type are also might affect 

the result where the runtime might be slightly different but should not affect accuracy 

results. 

 

4.5.2 Threats to internal validity 

There are so many techniques that are available for fault localization with variety of 

combinations possibilities. Again, due to time constraints, availability, and 
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accessibility issues, only 4 combinations are managed to be executed in this experi-

ment. As noted earlier there are many IR techniques that have been applied in Fault 

localization research, including bug histories and stack traces. I chose the document 

similarity technique given the availability of bug reports for many programs in De-

fects4j, but of course by using other IR techniques, probably it may provide different 

results for the fault location. Nevertheless, document similarity is a very widely used 

IR technique and as such I expect the results are useful representatives of the utility of 

IR in the context of sophisticated fault localization workflows. 

 

4.5.3 Threats to conclusion validity 

Different results may be obtained if datasets other than Defects4j were to be used. The 

reason why I choose Defects4j datasets for this experiment, as mentioned in Chapter 

3 before this, it is because Defects4j is a standard dataset that are being used for fault 

localization research for SBFL. Moreover, Defects4j already being used as a bench-

mark to understand fault localization in real-world environments. The Defects4j (ver-

sion 1.5.0) sample size contains 332,000 Loc, 6 programs and 395 faults are considered 

as a large sample size program, and arguably it is large enough to be used in this. 

 

I am aware that for IR technique, many researchers are using the Bench4BL dataset 

[127] [32]in their experiments, however, I also noticed that this dataset does not have 

information (other than bug report) that may be used and be useful by the SBFL tech-

nique, such as program spectrum and metrics to enable suspiciousness values calcula-

tion in the experiment execution. In other word, If I was to use the Bench4BL dataset, 
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the results for SBFL cannot be generated and it will be hard to compare with IR and 

Text Search.  

 

4.5.4 Threats to external validity  

I now discuss threats to external validity. Many past researchers relied on experiments 

with seeded faults [140] [33] and a toy program [141], which are not representative of 

a real-world environment. More recently, real-world or more realistic experiments 

[143] [144] have increased in volume, but more research is needed. Therefore, the 

selection of a real-world datasets such as Defects4j is crucial, as that was my concern 

before executing the experiments. I agree that a controlled environment in experiment 

might produce different results in a real-world environment though the selection of 

Defects4j datasets is generally considered to be state-of-the-practice in mimicking 

real-world fault behaviors. As such, we argue that we did our best to imitate and copy 

a real-world environment by selecting a real-world data set. It is important to execute 

an experiment under a controlled environment to generate reliable and valid results. 

Taking this as an important factor that might affect our experiment results, that is why 

the selection of sample on a real-world environment is being considered.  

 

4.6 Results summary 

As mentioned earlier, in fault localization the accuracy is the most important element 

in fault localization to dictate either the technique is reliable or not. From what we 

have seen and experienced in a real-world experience, the difference in seconds does 

not really matters as it will give a very minimum impact. In other words, the im-

portance of accuracy of the technique outweighs the runtime period, as long as the 



 108 

latter is not too long (e.g., days, weeks). As mentioned earlier, currently most fault 

localization in practice is carried out manually, and the time to allocate faults are varies 

(i.e. sometimes take days and weeks), speeding up the fault localization process with 

high accuracy result does make a difference and counted as a contribution in fault 

localization researches. 

 

Though the execution time of each of the techniques has been measured, current re-

search can also be seen as setting a benchmark for future research considering a 

runtime for an experiment might be different depends on many factors such as software 

and hardware factor, development environment, program size, etc. There are cases that 

led to very similar accuracy results, thus at this point, the runtime execution in fault 

localization process can be used to help to identify the best combined technique.  

 

The Venn Diagram in Figure 4.1 below is a summary of overall fault localization result 

that are generated from the experiment using SBFL, IR and Text Search technique 

which are represent in the three subsets. In the diagram below, ‘E’ is the total number 

of elements, and in this case; the total number of 395 fault from six program in De-

fects4j that are used in this experiment. From 395 total faults, 52 faults are unable to 

be located by using any techniques including combination techniques. 

 

 

 

 

 



 109 

 

 

 

 

 

 

 

 

Figure 4.1 : The Venn Diagram of fault localization result that are generated from the experiment 

using SBFL, IR and Text Search technique in Defects4j. 

 

As we can see in subsection 4.1 (RQ1) and subsection 4.2 (RQ2) where Table 4.2 and 

Table 4.4 that shows the total number of faults that each individual technique managed 

to allocate where though SBFL, IR and Text Search technique alone manage to allo-

cate 255, 180 and 251 faults respectively, we must agree that the combination of tech-

niques manage to increase the accuracy of fault localization to 331 faults (SBFL + 

Text Search), 301 faults (SBFL+IR), 282 faults (IR + Text Search), and 343 faults 

(SBFL + Text Search + IR). The varies value in intersection and union values 

strengthen the idea of combination of technique does increases the accuracy in fault 

localization. 

 

From the Venn Diagram above also, we can see that using the combination of more 

technique (SBFL + Text Search + IR) benefits the most (highest accuracy) and avoid-

ing using it may cause developer hard time to identify the fault location, for example 

if SBFL + Text Search (fastest combination of two techniques with 6.74s) are used, 
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only 331 faults are managed to be allocated while another 12 faults lost the chance to 

be localized. Same condition applies with the situation if SBFL+IR and IR + Text 

Search combination are used, the optimal fault localization results can only go to 301 

faults with 42 faults missed chance to fault localization and 282 faults with 61 faults 

missed chance fault location respectively. 

 

From the data that has been collected, we suggest that ideally the best sequence of 

techniques is to run the most accurate technique first. The general approach taken in 

this research allows for developer to choose which technique that they prefer to begin 

first, since we believe that the familiarity with certain or specific fault localization 

technique might make it easier for them to apply it. However, we also believe that by 

following the sequence and applying the most accurate technique first can speed up 

the fault localization process, because there are opportunities for optimization and 

caching of results. For example, in a production debugging environment, the fault that 

has been localized in the first technique does not need to be localized again by the 

second technique, because its location is already predicted. The developer can proceed 

to focus on undetected location only hence why the most accurate technique sequence 

role contributes to this case. Further optimizing this process by caching fault localiza-

tion results and eliminating bugs or bug reports from consideration is a direction for 

further research.  

 

Finally, I also want to highlight the importance of quality of the bug report; there may 

be situations where a fault location cannot be identified as the information provided in 

the bug report is not enough. Though the effectiveness of the IR and Text Search 
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techniques is likely to depend heavily on the quality of the bug reports, [51] unfortu-

nately notes that sufficiently high-quality bug reports that contain important infor-

mation are not always available. This makes it challenging to carry out repeatable and 

plausible experiments on the utility of combinations of different techniques in fault 

localization. Fortunately, we have the Defects4j database as a benchmark. 
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5 Conclusions and Future Work 

5.1 Conclusion  

In this thesis, I analyzed 395 faults in real programs using fault localization techniques; 

specifically, using individual techniques as well as a combinations of multiple tech-

niques, particularly SBFL, IR, and Text Search. Based on the results of experiments, 

which assessed both the accuracy and the run time of the individual and combined 

techniques, I demonstrated that a combination of two or more techniques is indeed 

complementary with respect to fault localization, and different combinations of tech-

niques provide different profiles of improved accuracy, with a price to be paid in terms 

of increased execution time. 

 

From the analysis of the data that was collected, ideally the best sequencing of tech-

niques is to run the most accurate technique first. As mentioned earlier, in fault local-

ization the accuracy is the most important characteristic; it dictates whether the tech-

nique is considered reliable and repeatable (or not). From what we have observed in 

the experiments, a performance difference in seconds or milliseconds has little im-

pact on the utility of the fault localization technique. In other words, for fault locali-

zation, the accuracy of the technique outweighs the execution time taken, as long as 

it is not taking too much time (e.g., days or weeks). 

 

One observation from the experimental results is that though the time spent in applying 

individual techniques is slightly less than the combinations of techniques, the 
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combination of techniques significantly outperforms standalone techniques in term of 

accuracy. The amount of time taken by each technique does not define its accuracy. 

Even though the combination of techniques takes longer compared to individual tech-

niques, when it comes to critical situations (e.g., critical bugs in important code) the 

execution time for the fault localization technique may not be as important as finding 

the approximate location of the fault. 

 

As mentioned in Chapter 4, the results of the experiments are quantitative, and this 

permits quantitative comparison of the results; hence, I do not include further statistical 

tests, as the direct comparison of the experiment results is sufficient for identifying the 

strengths and weaknesses of the individual and combined techniques. Adding statisti-

cal tests does not contribute sufficient further understanding to justify the extra effort 

and expense involved in setting up and carrying out those tests. 

 

I will provide a guideline for researchers and practitioners on how to combine existing 

techniques for fault localization based on the results collected in the experimentation. 

I anticipate that this guideline might be complementary to fault localization technique 

research in the future, as it could further improve individual techniques accuracy, while 

showing that the combinations of techniques can be beneficial. Fault localization tech-

niques have comprehensively been utilized and evaluated individually. This research 

demonstrated how relatively straightforward it is to combine even the most disparate 

fault localization approaches.  
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5.1.1 Guideline for combinations of fault localization 

A guideline on how to combine the techniques based on the evidence collected in the 

experimentation is provided below. This ideally will help enhance reproducibility in 

future research. 

 

Step 1: Identify fault localization techniques 

Firstly, select the fault localization technique to combine. As mentioned early in this 

thesis, it is beneficial to use techniques from different families and those that use com-

plementary input sources (e.g., source code and bug reports), as this does help in im-

proving accuracy. Taking as an example from the experiment executed in this thesis, 

3 fault localization techniques that are used to localize faults are SBFL, IR and Text 

Search.  

 

Step 2: Sequence - Run the most accurate first 

When sequencing the techniques to run, execute the techniques in order of accuracy. 

Arguably the less accurate techniques will incrementally improve the outputs from the 

most accurate techniques. For example, based on the experiments in this thesis, I would 

first execute the Text Search technique, followed by SBFL and IR techniques. 

 

Step 3: Combine the results 

The setting for each experiment is to execute the program until finish to achieve max-

imal approaches. As the results accumulate from each technique, they may overlap, 

but as long as they produce a consistent result, this is not problematic. It would be 

more efficient to customize techniques after the first to try to localize faults not 
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localized by the first technique to avoid redundant results and decrease execution time. 

For example, a fault that has been localized from Text Search does not need the be 

included in second execution of SBFL technique. Similarly, it would be beneficial to 

target execution of IR, so that its execution will target faults on not localized in Text 

Search and SBFL. 

 

This research is complementary to existing research on fault localization techniques, 

as it could further improve the state-of-the-art by providing indications of how to com-

bine existing techniques, while showing that the combination can be productive. Fault 

localization techniques have always been utilized and evaluated individually. This re-

search demonstrates the challenges and costs associated with combining even the most 

different fault localization approaches.  

 

A key recommendation of this research is that developers should combine different 

fault localization strategies while perhaps placing time limits on how long they will 

spend on fault localization, rather than using one technique alone and waiting perhaps 

arbitrary amounts of time for a result. This implies that it is more important to under-

stand how individual techniques contribute when combined with other techniques, ra-

ther than solely understanding the performance of each technique in isolation. Moreo-

ver, the data presented in Chapter 4 on execution time gives some indication of thresh-

old execution times that may be helpful in guiding users in understanding how long 

they may need to wait for a useful result from combinations of techniques. 
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An additional observation is that the combination of techniques is reliable when local-

izing faults; that is, it produces repeatable and deterministic results when run on the 

same code. However, when using the IR technique in combination with other ap-

proaches, if the bug reports do not meet the quality/requirement (highlighted in Chap-

ter 3) the result may not support the developer in locating faults. Our results shows 

that there is no single technique that can be effective in locating faults, so it is our 

recommendation to nevertheless use multiple technique as a strategy in fault localiza-

tion. The main contributions of this thesis can be summarized as follows. 

 

• An empirical study that compares a specific set of fault localization techniques 

on real faults, specifically SBFL, IR and Text Search techniques. 

• Observations on the relationship between SBFL, IR and Text Search technique 

behavior when applied to a real-world and large-scale dataset. 

• A guideline for different combinations of fault localization techniques that are 

configurable based on the accuracy and time spent when localizing faults.  

• Infrastructure for evaluating and combining fault localization techniques for 

future research. 

 

5.2 Future work and outlook 

It would be beneficial if the studies in this thesis were replicated on a different dataset 

of Java programs or other programming language to understand the results different if 

any, in order to improve fault localization. There needs to be further work on the full 

automation of the combination of techniques, for example, by setting up workflows or 

pipelines of fault localization techniques, where individual cells in the pipeline can be 
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turned off or on as needed. One could also envision combining such a workflow-based 

approach with machine learning or hyper heuristics, where it could be learned which 

techniques to turn off (or on) depending on configuration data from the user, or from 

direct analysis of the input data itself. As a concrete example, suppose that a subset of 

bug reports is of “poor quality” according to the criteria discussed in Chapter 3; a 

machine learning configuration model could “learn” this fact and trigger a configura-

tion element for the workflow that turns off an IR cell/module (as this would provide 

poor or erroneous results given poor quality bug reports). In other words, “smart” 

workflows for fault localization may be interesting to explore. 

 

Carrying out such experiments on diverse datasets in the context of a debugging pro-

cess may be interesting as well, to understand the feed forward and feedback between 

fault localization and debugging actions of programmers. Though much research on 

prediction and root cause analysis has been made, applying it to a real-world environ-

ment might face difficulties as every source code structure is different. As well, every 

programmer’s knowledge and experience are also different. Understanding how com-

binations of fault localization techniques interact with programmer experience and 

abilities would be interesting to explore.   

 

The results for this experiment in an increase of fault localization accuracy is expected 

since many combinations of fault localization experiment is moving to a positive out-

come (in term of accuracy that increased compared to using single technique only). By 

executing the experiment and providing guidelines to pave a way or an idea for future 

research. In the future it will beneficial if the combination of fault localization 
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techniques is using a majority consensus approach to dictate the location of the fault 

after execution of fault localization techniques. Finally, it would be interesting and 

challenging to investigate the effectiveness of combinations of fault localization tech-

niques in software product lines, to understand the relationship between faults and 

product instances. 

  



 119 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 

[ ىٰٓضَرَْتَف كَُّبرَ كَیطِعُْی فَوْسََلوَ ] 

And soon will thy Guardian-Lord give thee (that wherewith) thou shalt be well-

pleased (Quran: 93:5) 
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Appendix 

 
Suspiciousness results output after execution Ranking suspiciousness results output 
Statement, Suspiciousness 
org.apache.commons.lang3.LocaleUtils$SyncAvoid#288,0.2773500981126146 
org.apache.commons.lang3.LocaleUtils$SyncAvoid#295,0.2773500981126146 
org.apache.commons.lang3.LocaleUtils$SyncAvoid#296,0.2773500981126146 
org.apache.commons.lang3.LocaleUtils$SyncAvoid#297,0.2773500981126146 
org.apache.commons.lang3.LocaleUtils$SyncAvoid#298,0.2773500981126146 
org.apache.commons.lang3.LocaleUtils#57,0.0 
org.apache.commons.lang3.LocaleUtils#58,0.0 
org.apache.commons.lang3.LocaleUtils#42,0.2773500981126146 
org.apache.commons.lang3.LocaleUtils#46,0.2773500981126146 
org.apache.commons.lang3.LocaleUtils#89,0.4472135954999579 
org.apache.commons.lang3.LocaleUtils#90,0.0 
org.apache.commons.lang3.LocaleUtils#92,0.4472135954999579 
org.apache.commons.lang3.LocaleUtils#93,0.4472135954999579 
org.apache.commons.lang3.LocaleUtils#94,0.0 
org.apache.commons.lang3.LocaleUtils#96,0.4472135954999579 
org.apache.commons.lang3.LocaleUtils#97,0.4472135954999579 
org.apache.commons.lang3.LocaleUtils#98,0.4472135954999579 
org.apache.commons.lang3.LocaleUtils#99,0.5773502691896258 
org.apache.commons.lang3.LocaleUtils#101,0.0 
org.apache.commons.lang3.LocaleUtils#102,0.0 
org.apache.commons.lang3.LocaleUtils#104,0.0 
org.apache.commons.lang3.LocaleUtils#105,0.0 
org.apache.commons.lang3.LocaleUtils#107,0.0 
org.apache.commons.lang3.LocaleUtils#108,0.0 
org.apache.commons.lang3.LocaleUtils#110,0.0 
org.apache.commons.lang3.LocaleUtils#111,0.0 
org.apache.commons.lang3.LocaleUtils#112,0.0 
org.apache.commons.lang3.LocaleUtils#114,0.0 
org.apache.commons.lang3.LocaleUtils#115,0.0 
org.apache.commons.lang3.LocaleUtils#116,0.0 
org.apache.commons.lang3.LocaleUtils#118,0.0 
org.apache.commons.lang3.LocaleUtils#119,0.0 
org.apache.commons.lang3.LocaleUtils#121,0.0 
org.apache.commons.lang3.LocaleUtils#122,0.0 
org.apache.commons.lang3.LocaleUtils#124,0.0 
org.apache.commons.lang3.LocaleUtils#125,0.0 
org.apache.commons.lang3.LocaleUtils#127,0.0 
org.apache.commons.lang3.LocaleUtils#144,0.0 
org.apache.commons.lang3.LocaleUtils#166,0.0 
org.apache.commons.lang3.LocaleUtils#167,0.0 
org.apache.commons.lang3.LocaleUtils#168,0.0 
org.apache.commons.lang3.LocaleUtils#169,0.0 
org.apache.commons.lang3.LocaleUtils#170,0.0 
org.apache.commons.lang3.LocaleUtils#172,0.0 
org.apache.commons.lang3.LocaleUtils#173,0.0 
org.apache.commons.lang3.LocaleUtils#175,0.0 
org.apache.commons.lang3.LocaleUtils#176,0.0 
org.apache.commons.lang3.LocaleUtils#179,0.0 
org.apache.commons.lang3.LocaleUtils#193,0.2773500981126146 
org.apache.commons.lang3.LocaleUtils#207,0.0 
org.apache.commons.lang3.LocaleUtils#218,0.2773500981126146 
org.apache.commons.lang3.LocaleUtils#232,0.0 
org.apache.commons.lang3.LocaleUtils#233,0.0 
org.apache.commons.lang3.LocaleUtils#235,0.0 
org.apache.commons.lang3.LocaleUtils#236,0.0 
org.apache.commons.lang3.LocaleUtils#237,0.0 
org.apache.commons.lang3.LocaleUtils#238,0.0 
org.apache.commons.lang3.LocaleUtils#239,0.0 
org.apache.commons.lang3.LocaleUtils#240,0.0 
org.apache.commons.lang3.LocaleUtils#241,0.0 
org.apache.commons.lang3.LocaleUtils#243,0.0 
org.apache.commons.lang3.LocaleUtils#246,0.0 
org.apache.commons.lang3.LocaleUtils#247,0.0 
org.apache.commons.lang3.LocaleUtils#248,0.0 
org.apache.commons.lang3.LocaleUtils#250,0.0 
org.apache.commons.lang3.LocaleUtils#264,0.0 
org.apache.commons.lang3.LocaleUtils#265,0.0 
org.apache.commons.lang3.LocaleUtils#267,0.0 
org.apache.commons.lang3.LocaleUtils#268,0.0 
org.apache.commons.lang3.LocaleUtils#269,0.0 
org.apache.commons.lang3.LocaleUtils#270,0.0 
org.apache.commons.lang3.LocaleUtils#271,0.0 
org.apache.commons.lang3.LocaleUtils#272,0.0 
org.apache.commons.lang3.LocaleUtils#273,0.0 
org.apache.commons.lang3.LocaleUtils#276,0.0 

org.apache.commons.lang3.LocaleUtils#99,0.5773502691896258 
org.apache.commons.lang3.LocaleUtils#89,0.4472135954999579 
org.apache.commons.lang3.LocaleUtils#92,0.4472135954999579 
org.apache.commons.lang3.LocaleUtils#93,0.4472135954999579 
org.apache.commons.lang3.LocaleUtils#96,0.4472135954999579 
org.apache.commons.lang3.LocaleUtils#97,0.4472135954999579 
org.apache.commons.lang3.LocaleUtils#98,0.4472135954999579 
org.apache.commons.lang3.LocaleUtils$SyncAvoid#288,0.2773500981126146 
org.apache.commons.lang3.LocaleUtils$SyncAvoid#295,0.2773500981126146 
org.apache.commons.lang3.LocaleUtils$SyncAvoid#296,0.2773500981126146 
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org.apache.commons.lang3.LocaleUtils#279,0.0 
org.apache.commons.lang3.LocaleUtils#280,0.0 
org.apache.commons.lang3.LocaleUtils#281,0.0 
org.apache.commons.lang3.LocaleUtils#283,0.0 
'org.apache.commons.lang3.LocaleUtils#135,0.5773502691896258', 
'org.apache.commons.lang3.LocaleUtils#138,0.5773502691896258',  
'org.apache.commons.lang3.LocaleUtils#127,0.5',  
'org.apache.commons.lang3.LocaleUtils#130,0.5'] 
 

 
Figure 3.2 Full data on output 

 
 

Result summary for Defects4j program: 

Program SBFL IR  SBFL + IR Text Search SBFL + Text 

Search 

SBFL+IR+ Text 

Search 

E Time E Time E Time E Time E Time E Time 

Time 67% 31. 35s 54% 74.73s 78% 106.08s 73% 1.50s 89% 32.85s 93% 107.58

s 

Mockito 66% 5.26 s 16% 89.42s 66% 94.68s 29% 2.49s 74% 7.75s 74% 97.17s 

Lang 92% 0.73 s 86% 191.66s 95% 192.39s 94% 4.11s 98.5% 4.84s 100% 196.5s 

Math 70.8% 4.04s 55.6% 258.89s 77.4% 262.93s 79% 14.86s 92.5% 18.9s 94.3% 277.79

s 

Chart 85% 2.85 s 87.5% 21.75s 88.5% 24.6s 100% 0.49 s 88.5% 3.34s 88.5% 25.09s 

Closure 53% 643.72s 31.3% 405.37s 65.4% 1049.09s 55% 13.93s 73% 657.65s 78.2% 1063.0

2s 

 

Result summary for SBFL + Text Search: 

Program SBFL Text Search SBFL Top 10 +Text 

Search 

SBFL Top 30 + 

Text Search 

SBFL Top 100 + 

Text Search 

E Time E Time E Time E Time E Time 

Time 67% 31. 35s 73% 1.50s 89% 32.85s 100% 32.85 - - 

Mockito 66% 5.26 s 29% 2.49s 74% 7.75s 86.8% 7.75s 100% 7.75s 

Lang 92% 0.73 s 94% 4.11s 98.5% 4.84s - 4.84s 100% 4.84s 

Math 70.8% 4.04s 79% 14.86s 92.5% 18.9s 96.2% 18.9s 99% 18.9s 

Chart 85% 2.85 s 100% 0.49 s 88.5% 3.34s 92.3% 3.34s -  

Closure 53% 643.72s 55% 13.93s 73% 657.65s 75.2% 657.65s 85.7% 657.65s 
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Top 10 Result analysis: 

Time 
 

Bug SBFL IR  SBFL + 

IR 

Text 

Search 

SBFL +   

Text 

Search  

SBFL+IR 

+Text 

Search 

IR + Text 

Search 

1 ✓ ✓(C) ✓ ✕ 

(T,C) 

✓ ✓ ✓ 

2 ✓ ✓ (C) ✓ ✕ 

(T,C) 

✓ ✓ ✓ 

3 ✓ ✕ (C) ✓ ✓ (T) ✓ ✓ ✓ 

4 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 

5 ✕ ✓ (C) ✓ ✕ 

(T,C) 

✕ ✓ ✓ 

6 ✓ ✓ (C) ✓ ✓ (C) ✓ ✓ ✓ 

7 ✓ ✕ (C) ✓ ✓ (T) ✓ ✓ ✓ 

8 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 

*E = Effectiveness 
*CS = Cosine Similarity 
*IR = Information Retrieval 
*SBFL = Spectrum Based Fault Localization 
*T = Title 
*C = Combination (Title and Description) 
*BR = Bug report 
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9 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 

10 ✕ ✕ (C) ✕✕ ✓ (C) ✓ ✓ ✓ 

11 ✕ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 

12 ✓ ✓ (T) ✓ ✕ (T) ✓ ✓ ✓ 

13 ✕ ✕ (C) ✕✕ ✕ 

(T,C) 

✕✕ ✕✕ ✕ 

14 ✓ ✕ (C) ✓ ✕ 

(T,C) 

✓ ✓ ✕ 

15 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 

16 ✓ ✕ (C) ✓ ✓ (T) ✓ ✓ ✓ 

17 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 

18 ✓ ✕ (C) ✓ ✓ (T) ✓ ✓ ✓ 

19 ✕ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 

20 ✓ ✕ (C) ✓ ✓ (C) ✓ ✓ ✓ 

21 ✓ No BR ✓ No BR ✓ ✓ No BR 

22 ✕ ✕ (C) ✕✕ ✓ (T) ✓ ✓ ✓ 

23 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 

24 ✕ ✕ (C) ✕✕ ✕ 

(T,C) 

✕✕ ✕✕ ✕ 

25 ✕ ✕ (C) ✕✕ ✓ (T) ✓ ✓ ✓ 

26 ✕ ✕ (C) ✕✕ ✓ (T) ✓ ✓ ✓ 
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27 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 

 

Result 

67% 

(18/27) 

54% 

(14/26) 

77.77% 

(21/27) 

73% 

(19/26) 

88.89% 

(24/27) 

92.59% 

(25/27) 

88.46% 

(23/26) 

Time 

(sec-

onds)  

31. 35s 74.73s 106.08s 1.50s  32.85s   107.58s 76.23s 

 SBFL -2 IR - 1  TS - 4    

 

Lang 
 

Bug SBFL IR  SBFL + 

IR 

Text 

Search 

SBFL +   

Text 

Search  

SBFL+IR 

+Text 

Search 

IR + Text 

Search 

1 ✓ ✓(C) ✓ ✓ (T) ✓ ✓ ✓ 

2 ✓ No BR ✓ No BR ✓ ✓ No BR 

3 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 

4 ✓ ✓ (C) ✓ ✕ 

(T,C) 

✓ ✓ ✓ 

5 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 

6 ✕ ✕ (C) ✕✕ ✓ (T) ✓ ✓ ✓ 

7 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 

8 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 

9 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 
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10 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 

11 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 

12 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 

13 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 

14 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 

15 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 

16 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 

17 ✕ ✓ (C) ✓ ✕ 

(T,C) 

✕ ✓ ✓ 

18 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 

19 ✓ ✕ (C) ✓ ✓ (C) ✓ ✓ ✓ 

20 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 

21 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 

22 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 

23 ✕ ✕ (C) ✕✕ ✓ (T) ✓ ✓ ✓ 

24 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 

25 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 

26 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 

27 ✕ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 
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28 ✓ ✕ (C) ✓ ✕ 

(T,C) 

✓ ✓ ✕ 

29 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 

30 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 

31 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 

32 ✓ ✕ (C) ✓ ✓ (T) ✓ ✓ ✓ 

33 ✓ ✓ (T) ✓ ✓ (T) ✓ ✓ ✓ 

34 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 

35 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 

36 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 

37 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 

38 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 

39 ✓ ✕ (C) ✓ ✓ (T) ✓ ✓ ✓ 

40 ✓ ✕ (C) ✓ ✓ (T) ✓ ✓ ✓ 

41 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 

42 ✓ ✕ (C) ✓ ✓ (C) ✓ ✓ ✓ 

43 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 

44 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 

45 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 

46 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 
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47 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 

48 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 

49 ✓ Title 

too 

short 

✓ ✓ (T) ✓ ✓ ✓ 

50 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 

51 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 

52 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 

53 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 

54 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 

55 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 

56 ✕ ✕ (C) ✕✕ ✓ (T) ✓ ✓ ✓ 

57 ✓ ✕ (C) ✓ ✓ (T) ✓ ✓ ✓ 

58 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 

59 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 

60 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 

61 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 

62 ✓ ✓ (C) ✓ ✓ (C) ✓ ✓ ✓ 

63 ✓ ✓ (C) ✓ ✓ (C) ✓ ✓ ✓ 

64 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 
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65 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 

Re-

sult 

92% 

(60/65) 

84.13% 

(53/63) 

95.38% 

(62/65) 

94% 

(61/64) 

98.46% 

(64/65) 

100% 

(65/65) 

98.43% 

(63/64) 

Time 

(sec-

onds) 

0.73 s 191.66s 192.39s 4.11s 4.84s 196.50s 195.77s 

 SBFL - 

2 

IR - 1  TS -  3    

 

Mockito 
 

Bug SBFL IR  SBFL + 

IR 

Text 

Search 

SBFL +   

Text 

Search  

SBFL+IR 

+Text 

Search 

IR + Text 

Search 

1 ✓ ✕ (C) ✓ ✕ 

(T,C) 

✓ ✓ ✕ 

2 ✓ ✕ (C) ✓ ✕ 

(T,C) 

✓ ✓ ✕ 

3 ✓ ✕ (C) ✓ ✕ 

(T,C) 

✓ ✓ ✕ 

4 ✓ ✕ (C) ✓ ✓ (T) ✓ ✓ ✓ 

5 ✕ ✕ (C) ✕✕ ✓ (T) ✓ ✓ ✓ 
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6 ✓ ✓ (C) ✓ ✕ 

(T,C) 

✓ ✓ ✓ 

7 ✓ ✕ (C) ✓ ✓ (T) ✓ ✓ ✓ 

8 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 

9 ✕ ✕ (C) ✕✕ ✓ (T) ✓ ✓ ✓ 

10 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 

11 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 

12 ✓ ✕ (C) ✓ ✕ 

(T,C) 

✓ ✓ ✕ 

13 ✕ ✕ (C) ✕✕ ✕ 

(T,C) 

✕ ✕ ✕ 

14 ✕ ✕ (C) ✕✕ ✕ 

(T,C) 

✕ ✕ ✕ 

15 ✕ ✕ (C) ✕✕ ✕ 

(T,C) 

✕ ✕ ✕ 

16 ✕ ✕ (T) ✕✕ ✓ (T) ✓ ✓ ✓ 

17 ✓ ✕ (C) ✓ ✕ 

(T,C) 

✓ ✓ ✕ 

18 ✓ ✕ (C) ✓ ✓ (T) ✓ ✓ ✓ 

19 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 
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20 ✕ ✕ (C) ✕✕ ✕ 

(T,C) 

✕ ✕ ✕ 

21 ✓ ✕ (C) ✓ ✕ 

(T,C) 

✓ ✓ ✕ 

22 ✓ ✕ (C) ✓ ✕ 

(T,C) 

✓ ✓ ✕ 

23 ✓ ✕ (C) ✓ ✕ 

(T,C) 

✓ ✓ ✕ 

24 ✓ Title 

too 

short 

✓ ✕ 

(T,C) 

✓ ✓ ✕ 

25 ✕ ✕ (C) ✕✕ ✕ 

(T,C) 

✕ ✕ ✕ 

26 ✕ ✕ (C) ✕✕ ✕ 

(T,C) 

✕ ✕ ✕ 

27 ✕ ✕ (C) ✕✕ ✕ 

(T,C) 

✕ ✕ ✕ 

28 ✓ ✕ (C) ✓ ✕ 

(T,C) 

✓ ✓ ✕ 

29 ✓ ✕ (C) ✓ ✕ 

(T,C) 

✓ ✓ ✕ 

30 ✓ ✓ (C) ✓ ✓ (T) ✓ ✓ ✓ 
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31 ✓ ✕ (C) ✓ ✕ 

(T,C) 

✓ ✓ ✕ 

32 ✓ ✕ (C) ✓ ✕ 

(T,C) 

✓ ✓ ✕ 

33 ✕ ✕ (C) ✕✕ ✕ 

(T,C) 

✕ ✕ ✕ 

34 ✕ ✕ (C) ✕✕ ✕ 

(T,C) 

✕ ✕ ✕ 

35 ✓ ✕ (C) ✓ ✕ 

(T,C) 

✓ ✓ ✕ 

36 ✕ ✕ (C) ✕✕ ✕ 

(T,C) 

✕ ✕ ✕ 

37 ✓ ✕ (C) ✓ ✕ 

(T,C) 

✓ ✓ ✕ 

38 ✓ ✕ (C) ✓ ✕ 

(T,C) 

✓ ✓ ✕ 

Re-

sult 

66% 

(25/38) 

16.22% 

(6/37) 

65.79% 

(25/38) 

29% 

(11/38) 

73.68% 

(28/38) 

73.68% 

(28/38) 

31.58% 

(12/38) 

Time 

(Sec-

onds) 

5.26 s 89.42s 94.68s 2.49s 7.75s 97.17s 91.91s 

 SBFL - 

15  

  TS - 2    
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Chart 
 

Bug SBFL IR  SBFL + 

IR 

Text 

Search 

SBFL +   

Text 

Search  

SBFL+IR 

+Text 

Search 

IR + Text 

Search 

1 ✓ ✓ ✓  ✓ (T) ✓ ✓  ✓ 

2 ✕ ✓ ✓ ✓ (T) ✓ ✓  ✓ 

3 ✓ No 

BR 

✓ No BR ✓  ✓ No BR 

4 ✓ No 

BR 

✓ No BR ✓ ✓  No BR 

5 ✓ ✓ ✓ ✓ (T) ✓ ✓  ✓ 

6 ✓ No 

BR 

✓ No BR ✓ ✓ No BR 

7 ✓ No 

BR 

✓ No BR ✓ ✓ No BR 

8 ✓ No 

BR 

✓ No BR  ✓ ✓ No BR 

9 ✓ ✓ ✓ ✓ (T) ✓  ✓ ✓ 

10 ✓ No 

BR 

✓ No BR  ✓ ✓  No BR 

11 ✓ ✓ ✓ ✓ (T) ✓ ✓ ✓ 

12 ✓ ✓ ✓ ✓ (T)  ✓ ✓ ✓ 
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13 ✓ No 

BR 

✓ No BR ✓ ✓  No BR 

14 ✕ No 

BR 

✕✕ No BR ✕  ✕✕ No BR 

15 ✓ No 

BR 

✓ No BR ✓ ✓  No BR 

16 ✓ ✕ ✓ ✓ (C)  ✓ ✓ ✓ 

17 ✓ ✓ ✓ ✓ (T)   ✓ ✓ ✓ 

18 ✓ No 

BR 

✓ No BR ✓ ✓ No BR 

19 ✓ No 

BR 

✓ No BR ✓ ✓ No BR 

20 ✓ No 

BR 

✓ No BR ✓ ✓ No BR 

21 ✓ No 

BR 

✓ No BR ✓ ✓ No BR 

22 ✓ No 

BR 

✓ No BR ✓ ✓ No BR 

23 ✓ No 

BR 

✓ No BR ✓ ✓ No BR 

24 ✓ No 

BR 

✓ No BR ✓ ✓ No BR 
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25 ✕ No 

BR 

✕✕ No BR ✕ ✕✕  No BR 

26 ✕ No 

BR 

✕✕ No BR ✕  ✕✕ No BR 

Re-

sult 

85% 

(22/26) 

87.5% 

(7/8) 

88.46% 

(23/26) 

 100% 

(8/8) 

88.46% 

(23/26) 

88.46% 

(23/26) 

100% 

(8/8) 

Time 2.85 s 21.75s 24.6s  0.49s 3.34 25.09s 22.24s 

 SBFL - 

15  

      

 

 

 

Math 
 

Bug SBFL IR  SBFL + 

IR 

Text 

Search 

SBFL +   

Text 

Search  

SBFL+IR 

+Text 

Search 

IR + 

Text 

Search 

1  ✕ ✓ ✓ ✓ (T) ✓ ✓ ✓ 

2 ✕ ✓ ✓ ✓ (C) ✓ ✓ ✓ 

3 ✓ ✓ ✓ ✓ (T) ✓ ✓ ✓ 

4 ✓ ✓ ✓ ✓ (T) ✓ ✓ ✓ 

5 ✓ ✓ ✓ ✓ (T) ✓ ✓ ✓ 

6 ✓ ✕ ✓ ✕ (C,T) ✓ ✓ ✕ 
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7 ✓ ✓ ✓  ✓ (T) ✓ ✓ ✓ 

8 ✓ ✓ ✓ ✕ (C,T) ✓ ✓ ✓ 

9 ✓ ✓ ✓ ✓ (T) ✓ ✓ ✓ 

10 ✓ ✕ ✓ ✓ (T)  ✓ ✓ ✓ 

11 ✕ ✓ ✓ ✕ (C,T) ✕ ✓  ✓ 

12 ✕ ✕ ✕✕ ✕ (C,T) ✕ ✕✕ ✕ 

13 ✕ ✕ ✕✕ ✓ (T) ✓ ✓ ✓ 

14 ✕ ✕ ✕✕ ✕ (C,T) ✕ ✕✕ ✕ 

15 ✓ ✓ ✓ ✓ (T) ✓ ✓ ✓ 

16 ✓ ✓ ✓ ✓ (T) ✓ ✓ ✓ 

17 ✓ ✓ ✓ ✓ (T) ✓ ✓ ✓ 

18 ✓ ✕ ✓ ✓ (T) ✓ ✓  ✓ 

19 ✕  ✕  ✕✕ ✓ (T) ✓ ✓ ✓ 

20  ✓ ✕  ✓ ✓ (T) ✓ ✓ ✓ 

21 ✕  ✕  ✕✕ ✓ (T) ✓ ✓ ✓ 

22 ✓  ✕ ✓  ✕ (C,T) ✓ ✓ ✕ 

23 ✕ ✕ ✕✕ ✓ (T) ✓ ✓ ✓ 

24 ✕ ✕ ✕✕ ✓ (T) ✓ ✓ ✓ 

25 ✓ ✕ ✓ ✓ (T) ✓ ✓ ✓ 

26 ✓ ✓ ✓ ✓ (T) ✓ ✓ ✓ 
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27 ✓ ✓ ✓ ✓ (T) ✓ ✓ ✓ 

28  ✕ ✕ ✕✕  ✓ (C) ✓  ✓ ✓ 

29 ✓  ✓ ✓ ✓ (T) ✓ ✓  ✓ 

30 ✕ ✓ ✓ ✓ (T) ✓ ✓   ✓ 

31 ✕ ✕ ✕✕  ✕ (C,T) ✕ ✕✕  ✕ 

32 ✓ ✕ ✓ ✓ (T) ✓ ✓   ✓ 

33 ✓ ✕ ✓ ✓ (T) ✓ ✓ ✓ 

34 ✓ ✓ ✓ ✓ (T) ✓ ✓ ✓ 

35 ✓ ✓ ✓ ✓ (C) ✓ ✓ ✓ 

36 ✕ ✓ ✓ ✓ (T) ✓ ✓ ✓ 

37 ✕ ✓ ✓ ✓ (T) ✓ ✓ ✓ 

38 ✓ ✕ ✓ ✓ (T) ✓ ✓ ✓ 

39 ✕ ✕ ✕✕  ✓ (T) ✓ ✓ ✓ 

40 ✕ ✓ ✓ ✓ (C) ✓ ✓ ✓ 

41 ✓ ✓ ✓ ✓ (T) ✓ ✓ ✓ 

42 ✕ ✓ ✓ ✓ (C) ✓ ✓ ✓ 

43 ✓ ✕ ✓ ✓ (T) ✓ ✓ ✓ 

44 ✕  ✓ ✓ ✓ (C) ✓ ✓ ✓ 

45 ✓ ✓ ✓ ✓ (C) ✓ ✓ ✓ 

46 ✕ ✓ ✓ ✕ (C,T) ✓ ✓ ✓ 
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47 ✕ ✓ ✓ ✕ (C,T) ✓ ✓ ✓ 

48  ✕ ✕  ✕✕ ✓ (T) ✓ ✓ ✓ 

49 ✓ ✓ ✓ ✓ (T) ✓ ✓ ✓ 

50 ✓ ✕ ✓ ✓ (T) ✓ ✓ ✓ 

51 ✕  ✕ ✕✕   ✓ (T) ✓ ✓ ✓ 

52 ✓ ✓ ✓ ✓ (T) ✓ ✓ ✓ 

53 ✕ ✓ ✓ ✓ (T) ✓ ✓ ✓ 

54 ✕ ✓ ✓ ✓ (T) ✓ ✓ ✓ 

55 ✓ ✓ ✓ ✕ ✓ ✓ ✓ 

56 ✓ ✓ ✓ ✓ (T) ✓ ✓ ✓ 

57 ✓ ✓ ✓ ✕ ✓ ✓ ✓ 

58  ✕ ✓ ✓ ✕ ✕ ✓ ✓ 

59 ✕  ✕ ✓ ✓ (C) ✓ ✓ ✓ 

60 ✕ ✕ ✕✕ ✓ (T) ✓ ✓ ✓ 

61 ✕ ✕ ✕✕  ✓ (T) ✓ ✓ ✓ 

62 ✕ ✕ ✕✕  ✕ (C,T) ✕ ✕✕  ✕  

63 ✓ ✕ ✓ ✕ (C,T) ✓ ✓ ✕  

64 ✓ ✕ ✓ ✓ (T) ✓ ✓ ✓ 

65 ✓ ✓ ✓ ✓ (C) ✓ ✓ ✓ 

66 ✕ ✕ ✕✕ ✓ (T) ✓ ✓ ✓ 
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67 ✕ ✕ ✕✕ ✓ (T) ✓ ✓ ✓ 

68 ✓ ✕ ✓ ✓ (T) ✓ ✓ ✓ 

69 ✓ ✕ ✓ ✕ (C,T) ✓ ✓ ✕ 

70 ✓ ✓ ✓ ✓ (T) ✓ ✓ ✓ 

71 ✓ ✕ ✓ ✕ (C,T) ✓ ✓ ✕ 

72 ✓ ✓ ✓ ✓ (T) ✓ ✓ ✓ 

73 ✓ ✓ ✓ ✓ (T) ✓ ✓ ✓ 

74 ✕ ✕ ✕✕ ✓ (T) ✓ ✓ ✓ 

75 ✓ ✓ ✓ ✓ (T) ✓ ✓ ✓ 

76 ✓ ✓ ✓ ✕ (C,T) ✓ ✓ ✓ 

77 ✕ ✕ ✕✕ ✓ (T) ✓ ✓ ✓ 

78 ✕ ✓ ✓ ✓ (T) ✓ ✓ ✓ 

79 ✕ ✕ ✕✕ ✕ (C,T) ✕ ✕✕ ✕ 

80 ✓ ✕ ✓ ✕ (C,T) ✓ ✓ ✕ 

81 ✓ ✕ ✓ ✓ (T) ✓ ✓ ✓ 

82 ✓ ✓ ✓ ✕ ✓ ✓ ✓ 

83 ✕ ✓ ✓ ✓ (C) ✓ ✓ ✓ 

84 ✕ ✕ ✕✕ ✕ (C,T) ✕ ✕✕ ✕ 

85 ✕ ✕ ✕✕ ✕ (C,T) ✕ ✕✕ ✕ 

86 ✕ ✓ ✓ ✓ (T) ✓ ✓ ✓ 
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87 ✕ ✓ ✓ ✓ (T) ✓ ✓ ✓ 

88 ✕ ✓ ✓ ✓ (C) ✓ ✓ ✓ 

89 ✓ ✓ ✓ ✓ (C) ✓ ✓ ✓ 

90 ✓ ✓ ✓ ✓ (C) ✓ ✓ ✓ 

91 ✕ ✓ ✓ ✓ (T) ✓ ✓ ✓ 

92 ✓ ✕ ✓ ✕ (C,T ✓ ✓ ✕ 

93 ✓ ✓ ✓ ✕ (C,T ✓ ✓ ✓ 

94 ✓ ✓ ✓ ✕ (C,T ✓ ✓ ✓ 

95 ✓ ✕ ✓ ✓ (T) ✓ ✓ ✓ 

96 ✓ ✓ ✓ ✓ (T) ✓ ✓ ✓ 

97 ✓ ✓ ✓ ✓ (T) ✓ ✓ ✓ 

98 ✓ ✕ ✓ ✓ (T) ✓ ✓ ✓ 

99 ✓ ✕ ✓ ✕ (C,T) ✓ ✓ ✕ 

100 ✓ ✓ ✓ ✓ (T) ✓ ✓ ✓ 

101 ✓ ✓ ✓ ✓ (T) ✓ ✓ ✓ 

102 ✓ ✕ ✓ ✓ (T) ✓ ✓ ✓ 

103 ✕ ✕ ✕✕ ✓ (T) ✓ ✓ ✓ 

104 ✓ ✓ ✓ ✓ (T) ✓ ✓ ✓ 

105 ✓ ✓ ✓ ✓ (T) ✓ ✓ ✓ 

106 ✓ ✓ ✓ ✓ (T) ✓ ✓ ✓ 
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Re-

sult 

56.60% 

60/106 

55.66% 

(59/106) 

78.30% 

(83/106) 

75.47% 

(80/106) 

91.51% 

(97/106) 

93.4% 

(99/106) 

85.85% 

(91/106) 

Time 4.04s 258.89s 262.93s 14.86s 18.90s 277.79s 273.75s 

 SBFL-8 IR - 4  TS -17    

 

Closure 
 

Bug SBFL IR  SBFL + 

IR 

Text 

Search 

SBFL +   

Text 

Search  

SBFL+I

R +Text 

Search 

IR + 

Text 

Search 

1 ✕  ✕   ✕  ✕  ✕ ✕  ✕  

2 ✓ ✓ ✓  ✓ ✓ ✓   ✓ 

3 ✕ ✓ ✓  ✕ ✕ ✓  ✓ 

4 ✓ ✕  ✓ ✕ ✓ ✓  ✕ 

5 ✕ ✓ ✓ ✕ ✕ ✓   ✓ 

6 ✓ ✓ ✓ ✕ ✓ ✓  ✓ 

7 ✓ ✕ ✓ ✕ ✓ ✓ ✕ 

8 ✕  ✕ ✕  ✓  ✓ ✓ ✓ 

9 ✓ ✓  ✓  ✕ ✓ ✓ ✓ 

10 ✓ ✕ ✓ ✓ ✓ ✓  ✓ 

11 ✕ ✕ ✕ ✓ ✓ ✓  ✓ 

12 ✕ ✕ ✕ ✕ ✕ ✕ ✕ 
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13 ✕ ✕ ✕ ✕ ✕ ✕ ✕ 

14 ✓  ✕ ✓  ✕ ✓ ✓  ✕ 

15 ✕ ✕ ✕  ✕ ✕ ✕  ✕ 

16 ✕ ✓ ✓ ✕ ✕ ✓  ✓ 

17 ✓  ✓ ✓ ✓ ✓ ✓  ✓ 

18 ✕  ✓ ✓ ✓ ✓ ✓ ✓ 

19 ✓   ✕ ✓ ✓ ✓ ✓ ✓ 

20 ✕   ✓ ✓ ✓ ✓ ✓ ✓ 

21 ✓ ✕ ✓ ✕ ✓ ✓ ✕ 

22 ✓ ✕ ✓ ✕ ✓ ✓ ✕ 

23 ✓ ✕ ✓ ✓ ✓ ✓ ✓ 

24 ✓ ✓ ✓  ✓ ✓ ✓ ✓ 

25  ✕ ✓ ✓  ✓ ✓ ✓ ✓ 

26 ✓  ✓ ✓  ✓ ✓ ✓ ✓ 

27 ✓ ✕ ✓  ✕ ✓ ✓  ✕ 

28 ✕ ✕ ✕  ✕ ✕ ✕ ✕ 

29 ✕ ✕ ✕  ✕ ✕ ✕ ✕ 

30 ✕ ✕ ✕  ✕ ✕ ✕ ✕ 

31 ✕ ✓ ✓ ✓ ✓ ✓ ✓ 

32 ✓ ✓ ✓ ✓ ✓ ✓ ✓ 
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33 ✓ ✕ ✓ ✕  ✓ ✓ ✕ 

34 ✓ ✕ ✓ ✓ ✓ ✓ ✓ 

35 ✓ ✓  ✓ ✓ ✓ ✓ ✓ 

36 ✕  ✕ ✕   ✕ ✕ ✕  ✕ 

37 ✓ ✕ ✓ ✕ ✓ ✓ ✕ 

38 ✓ ✕ ✓ ✓  ✓ ✓ ✓ 

39 ✓ ✕ ✓ ✕ ✓ ✓ ✕ 

40 ✕ ✓  ✓ ✕ ✕ ✓  ✓ 

41 ✕ ✕ ✕  ✓ ✓ ✓ ✓ 

42 ✓ ✕ ✓  ✓ ✓ ✓ ✓ 

43 ✓ ✕ ✓  ✓ ✓ ✓ ✓ 

44 ✕ ✕ ✕ ✕ ✕ ✕ ✕ 

45 ✕ ✕ ✕ ✕ ✕ ✕ ✕ 

46 ✓  ✕  ✓ ✕ ✓ ✓ ✕ 

47  ✕ ✕ ✕  ✓ ✓ ✓ ✓ 

48  ✓ ✓   ✓ ✓ ✓ ✓ ✓ 

49 ✕ ✕ ✕  ✕ ✕ ✕  ✕ 

50 ✕ ✕ ✕ ✓  ✓  ✓ ✓ 

51 ✕ ✕ ✕  ✕ ✕ ✕  ✕ 

52 ✓   ✕ ✓  ✓  ✓ ✓  ✓ 
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53 ✕  ✕ ✕  ✕  ✕ ✕  ✕ 

54 ✓   ✓    ✓  ✓  ✓ ✓  ✓ 

55 ✕  ✕ ✕  ✕  ✕ ✕  ✕ 

56 ✓  ✕ ✓  ✓ ✓ ✓ ✓ 

57 ✓  ✕ ✓ ✕ ✓ ✓ ✕ 

58 ✓  ✕ ✓ ✕ ✓ ✓ ✕ 

59 ✕  ✓   ✓ ✓ ✓ ✓ ✓ 

60 ✓   ✓   ✓ ✓ ✓ ✓ ✓ 

61 ✕  ✓   ✓ ✓ ✓ ✓ ✓ 

62 ✓  ✓   ✓ ✕  ✓ ✓ ✓ 

63 ✓  No BR  ✓  No BR  ✓ ✓ No BR 

64 ✓   ✓ ✓ ✓ ✓ ✓ ✓ 

65 ✓  ✕  ✓ ✓ ✓ ✓ ✓ 

66 ✓  ✓   ✓ ✓ ✓ ✓ ✓ 

67 ✕ ✕ ✕ ✕ ✕ ✕ ✕ 

68 ✓ ✓ ✓ ✕ ✓ ✓ ✓ 

69 ✕ ✕ ✕ ✓ ✓ ✓ ✓ 

70 ✕ ✕ ✕ ✓ ✓ ✓ ✓ 

71 ✓ ✕ ✓ ✓ ✓ ✓ ✓ 

72 ✕ ✕ ✕ ✕ ✕ ✕ ✕ 
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73 ✓ ✕ ✓ ✓ ✓ ✓ ✓ 

74 ✓  ✕ ✓ ✕ ✓ ✓ ✕ 

75 ✓  ✕ ✓ ✓ ✓ ✓ ✓ 

76 ✕ ✕ ✕ ✕ ✕ ✕ ✕ 

77 ✓  ✓ ✓ ✓ ✓ ✓ ✓ 

78 ✓  ✕ ✓ ✓ ✓ ✓ ✓ 

79 ✕ ✓ ✓ ✕ ✕ ✓ ✓ 

80 ✓  ✕ ✓ ✓ ✓ ✓ ✓ 

81 ✓  ✕ ✓ ✓ ✓ ✓ ✓ 

82 ✓  ✕ ✓ ✓ ✓ ✓ ✓ 

83 ✓  ✓ ✓ ✓ ✓ ✓ ✓ 

84 ✓  ✕ ✓ ✓ ✓ ✓ ✓ 

85 ✕ ✕ ✕ ✕ ✕ ✕ ✕ 

86 ✓ ✕ ✓ ✓ ✓ ✓ ✓ 

87 ✕ ✕ ✕ ✓ ✓ ✓ ✓ 

88 ✕ ✕ ✕ ✕ ✕ ✕ ✕ 

89 ✕ ✓ ✓ ✓ ✓ ✓ ✓ 

90 ✓ ✕ ✓ ✓ ✓ ✓ ✓ 

91 ✕ ✕ ✕ ✕ ✕ ✕ ✕ 

92 ✕ ✓ ✓ ✓ ✓ ✓ ✓ 
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93 ✕ No BR ✕ No BR ✕ ✕ No BR 

94 ✓ ✕ ✓ ✓ ✓ ✓ ✓ 

95 ✕ ✕ ✕ ✓ ✓ ✓ ✓ 

96 ✕ ✓ ✓ ✓ ✓ ✓ ✓ 

97 ✕ ✕ ✕ ✓ ✓ ✓ ✓ 

98 ✕ ✕ ✕ ✕ ✕ ✕ ✕ 

99 ✕ ✕ ✕ ✕ ✕ ✕ ✕ 

100 ✓ ✕ ✓ ✓ ✓ ✓ ✓ 

101 ✕ ✓ ✓ ✓ ✓ ✓ ✓ 

102 ✕ ✓ ✓ ✕ ✕ ✓ ✓ 

103 ✕ ✕ ✕ ✓ ✓ ✓ ✓ 

104 ✓ ✕ ✓ ✕ ✓ ✓ ✕ 

105 ✕ ✕ ✕ ✕ ✕ ✕ ✕ 

106 ✕ ✕ ✕ ✕ ✕ ✕ ✕ 

107 ✕ ✓ ✓ ✓ ✓ ✓ ✓ 

108 ✓ ✕ ✓ ✓ ✓ ✓ ✓ 

109 ✓ ✓ ✓ ✓ ✓ ✓ ✓ 

110 ✓ ✓ ✓ ✓ ✓ ✓ ✓ 

111 ✓ ✕ ✓ ✕ ✓ ✓ ✕ 

112 ✓ ✕ ✓ ✓ ✓ ✓ ✓ 
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113 ✓ ✓ ✓ ✓ ✓ ✓ ✓ 

114 ✓ ✕ ✓ ✕ ✓ ✓ ✕ 

115 ✓ ✕ ✓ ✓ ✓ ✓ ✓ 

116 ✓ ✕ ✓ ✓ ✓ ✓ ✓ 

117 ✓ ✓ ✓ ✕ ✓ ✓ ✓ 

118 ✓ ✕ ✓ ✕ ✓ ✓ ✕ 

119 ✕ ✕ ✕ ✓ ✓ ✓ ✓ 

120 ✕ ✕ ✕ ✕ ✕ ✕ ✕ 

121 ✕ ✕ ✕ ✕ ✕ ✕ ✕ 

122 ✓ ✓ ✓ ✓ ✓ ✓ ✓ 

123 ✓ ✕ ✓ ✓ ✓ ✓ ✓ 

124 ✓ ✕ ✓ ✕ ✓ ✓ ✕ 

125 ✓ ✓ ✓ ✓ ✓ ✓ ✓ 

126 ✕ ✕ ✕ ✓ ✓ ✓ ✓ 

127 ✕ ✕ ✕ ✕ ✕ ✕ ✕ 

128 ✕ ✕ ✕ ✓ ✓ ✓ ✓ 

129 ✕ ✕ ✕ ✕ ✕ ✕ ✕ 

130 ✕ ✕ ✕ ✓ ✓ ✓ ✓ 

131 ✕ ✕ ✕ ✕ ✕ ✕ ✕ 

132 ✕ ✕ ✕ ✓ ✓ ✓ ✓ 
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133 ✓ ✓ ✓ ✕ ✓ ✓ ✓ 
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