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Abstract

In machining, high thermo-mechanical loads which limit tool life and efficiency are

often managed using coolants. Appropriate coolant selection and well targeted applic-

ation can transport significant thermal loads away from the cutting region, along with

providing lubrication and aiding in chip evacuation. In this work, numerical and ex-

perimental studies of coolant applications contribute to both increasing fundamental

understanding of coolant behaviours and supporting the design of improved cutting

tools.

A multiphase conjugate heat transfer computational fluid dynamics (CFD) model is

developed in OpenFOAM to study both the coolant coverage and tool temperatures

during the application of an oil-water emulsion coolant in milling processes via through-

tool channels. Utilising this model to investigate a standard tool design has shown the

coolant jet is targeted near to the cutting edge, with coolant spreading out to cover

the tool and workpiece surfaces to provide good coverage along the cutting edge. To

support the development of improved tool designs, the CFD model has been further

utilised in an exploration of the coolant channel design space and optimisation study.

As well as providing new tool designs with minimised tool temperatures and maximised

coolant coverage in this study of the design space, key physical features such as a shift

in coolant spreading behaviour and the presence of designs with significant levels of

splashing have been identified for the first time.

Cryogenic coolants provide a cleaner alternative to oil-water emulsion coolants in cut-

ting operations. Liquid CO2 is one such coolant which has shown promise in experi-

mental machining tests. To build towards the development of a CO2 CFD model which

can support innovation of tool designs to maximise the benefits of this new coolant,

fundamental experimental and modelling work is presented in this thesis. An experi-

mental rig design has been developed to analyse heat transfer when using CO2 coolants

in a simplified setting and this has been used to successfully validate a CFD model

capturing the conjugate heat transfer when using liquid CO2 coolant.
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θ̂h and ûi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

4.2 Single objective optimisation results and optimised tool designs variables

θ̂h and θ̂v . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

5.1 Flow directed upwards and downwards from coolant jet impingement. . 100

7.1 Calibrated flow rate values for the Honeywell Airflow sensor flowmeter,

provided in Voltage readings and standard condition Litres per minute

flow rate corresponding values. . . . . . . . . . . . . . . . . . . . . . . . 168



xviii LIST OF TABLES



CHAPTER 1. INTRODUCTION 1

Chapter 1

Introduction
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1.1 Research aims . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2 Thesis layout . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

Over the last century, continuous developments in industries such as the

aerospace, automotive and energy sectors have contributed to an ever-increasing de-

mand for efficient manufacturing with advanced engineering materials. All these ap-

plications have increasing demands for high strength and heat resistant metals to build

components for extreme environments like the interior of combustion engines and along

turbine blades (Donachie & Donachie, 2002). As these advanced engineering materials

are developed, manufacturing tools and techniques must undergo continuous innovation

to match the challenge of cutting these materials into the necessary forms efficiently

(Fan et al., 2020).

In machining processes, cutting tools are used to remove material from a

less resistant workpiece material. These tools can be subjected to extremely high

stresses and thermo-mechanical loads (Aggarwal et al., 2008), with a large proportion

of the energy used transformed into heat (Huang & Yang, 2016). Effective application

of coolants is often essential since high temperatures at the cutting zone can cause

significant problems in both the workpiece and the tool, such as reducing dimensional

accuracy, introducing micro-scale cracks that can impact the life of the component,

and significantly shortening tool lifespans (Richardson et al. (2006a), Shokrani et al.

(2012b)). Appropriate coolant selection and well targeted application can directly

cool both the tool edge and workpiece, along with providing lubrication which reduces

cutting forces and aiding in chip evacuation. Providing the coolant directly through

internal channels in the tool can result in high pressure jets towards the cutting edge

and increase the effectiveness of the coolants (Bermingham et al., 2014).

An improved understanding of the fluid flow and heat transfer when using

coolants can be used to support the tool design process and analysis of machining tool

wear in testing. It can be difficult to observe coolant flow in industrial machining due

to the visual obstructions and the high temperatures and stresses creating a hostile

environment. Computational Fluid Dynamics (CFD) has been used in this thesis to
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provide insight into the coolant’s behaviour. Tool design parameters have been invest-

igated using CFD models of coolant coverage (Johns et al., 2018) and heat transfer

(Fallenstein & Aurich, 2014) for drilling operations, illustrating that CFD modelling

has excellent potential for improving the tool design process. The above studies have

highlighted the benefits of applying CFD in machining operations. There is a breadth

of applications which would benefit from CFD analysis, such as intermittent cutting

operations like milling, which can have more complex reactions to coolant behaviours

due to increased thermal shock (Uhlmann et al., 2017). Extending previous work in

the literature, CFD models can be developed to combine pre-existing models so that

coolant coverage and heat transfer can be studied concurrently.

Along with the widely used oil and water based emulsion coolants, often re-

ferred to as conventional coolants, which are well established in industrial machining,

there is ongoing research into cleaner and more efficient coolants which are cheaper

and more environmentally friendly (Shokrani et al., 2012b). Alternatives, such as cryo-

genic coolants like carbon dioxide and nitrogen, have shown promise in experimental

machining tests (Sadik et al. (2016), Pittalà (2018)). Further to being a cleaner, less

hazardous coolant, cryogenic CO2 can provide increased cooling when it expands from

high pressure due to a cold sublimating solid-gas jet (Pursell, 2012).

Development towards the extension of conventional coolant modelling to a

validated CO2 CFD model, which can support innovation of tool designs to maximise

the benefits of this new coolant, would be a significant contribution to the literature.

The fundamental understanding of how cryogenic CO2 coolant cools and interacts with

the heated surfaces under machining conditions is less well understood than when using

conventional cooling (Pušavec et al., 2019), where there is a wealth of knowledge and

testing experience (Shokrani et al., 2012b). Expansion to atmospheric pressure and

the presence of three phase flow in the CO2 coolant make the modelling much more

challenging, and more fundamental studies and simplified models are needed to make

it viable for modelling in machining settings.

1.1 Research aims

The aim of this thesis is to develop CFD models to contribute towards an improved

understanding of coolant application in milling processes. To deliver this aim, the

problem has been split into two distinct parts: firstly the modelling of conventional

water based coolant, and secondly the development of a simplified model for cryogenic

CO2 cooling. The objectives are as follows:

1.1. Implement an approach which can be used to investigate both coolant coverage
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and tool temperatures, using multiphase and conjugate heat transfer modelling

in OpenFOAM.

– Build on models described in the literature (Johns et al. (2018), Fallenstein

& Aurich (2014)) to combine coolant coverage and conjugate heat transfer

into one model.

– Perform validation and verification of this model through comparison to

both commercial software and experimental data in the literature for an

appropriate set of heat transfer results.

1.2. Explore the coolant supply and channel design parameter space to study their

effects on coolant supply to the cutting edge and the subsequent cooling of the

tool.

– Determine key parameters to include in studies of the design space, run CFD

models across a set of sample points and use the results to predict values of

output parameters across this design space.

– Analyse the variation of key output parameters to provide observations and

optimal solutions which can be of use in tool design processes.

2. Extend the modelling of coolants to a simplified model of cryogenic CO2 cooling

which can capture the heat transfer capabilities of this new coolant.

– Design and build an experimental rig to make fundamental observations of

CO2 cooling and provide a validation data set.

– Using experimental observations, propose and validate a simplified model

for cooling with liquid supply CO2 jets.

– Apply the CO2 CFD model to a machining pilot study to provide initial res-

ults and show that the model can be efficient and compatible with machining

geometries and meshes.

1.2 Thesis layout

This thesis consists of nine chapters, including this introduction. A brief outline for

each chapter is provided for the reader:

• Chapter 2 provides a review of the conventional coolant use in milling and ma-

chining processes. Coolant types and application methods are discussed with

studies from the literature spanning a range of cutting conditions. A review of

CFD modelling of conventional coolant is also provided.
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• Chapter 3 contains the details of the CFD modelling for conventional coolants.

Both visualisations of the simulation results and quantitative data are presented

and discussed.

• Chapter 4 applies the CFD modelling of Chapter 3 to explore the impact of both

coolant channel design and inlet velocity on key outputs such as coolant coverage,

velocity along the cutting edge, and tool temperature.

• Chapter 5 focuses on the analysis of coolant velocity in the chip formation region

along the cutting edge in a milling application. A new tool design is developed

and modelled which achieves an improved upwards coolant flow along the cutting

edge compared to a standard tool geometry.

• Chapter 6 begins the work with cryogenic coolants, with a review of their use in

machining operations, followed by a discussion of the physical properties of CO2

and an examination of the literature modelling CO2 releases from high pressure.

• Chapter 7 contains experimental results for CO2 cooling in a purpose designed

and built heat transfer test rig.

• Chapter 8 presents a validated CFD conjugate heat transfer model for cooling

with CO2 jets. Results also include a pilot study where the model is used to

simulate cooling of a milling tool during machining.

• Chapter 9 concludes the thesis with a summary of the findings, and suggestions

of further work.
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Chapter 2

An introduction to machining

processes and the application of

coolants

Contents

2.1 Machining of metals . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.2 Coolant application in industrial milling . . . . . . . . . . . . . . . 9

2.3 Computational studies of coolant flow in machining . . . . . . . . . 18

2.4 Chapter conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.1 Machining of metals

Machining is one of the most widely used manufacturing techniques today. In the ma-

chining process a cutting tool is used to remove material from a less resistant workpiece

material and in the process the tool is subjected to high stresses and thermo-mechanical

loads (Aggarwal et al., 2008). Some key machining definitions are provided below, and

illustrated in figure 2.1:

– Rake face is the part of the tool surface over which the chip, formed in the

cutting process, slides,

– Flank face is the part of the tool surface over which the machined surface,

produced on the workpiece, passes,

– Cutting edge is a theoretical line of intersection of the rake and the flank surfaces

of the tool,

– Workpiece is the material which is being machined,

– Chip/swarf is the material removed from the workpiece during a machining

process.
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Figure 2.1: Milling tool with features around the cutting edge highlighted. The geo-
metry shown is a result of a machining simulation for the end milling of titanium, with
the chip formation modelled using Advant Edge software and provided by Sandvik
Coromant.

There are many types of machining operation, including drilling, turning and

milling, among others. Milling is one of the most versatile machining operations. Sim-

ilar in appearance to drilling tools, milling tools have sharp cutting edges which extend

up the length of the tool, as seen in figure 2.1, meaning there are more degrees of free-

dom in milling than most operations as the tool can traditionally cut into the workpiece

from above or from the side and at a range of angles (Grzesik, 2008b).

The high mechanical loads and nature of the machining process means that

there is extensive deformation near to the cutting edge. A schematic of a single shear

plane model for a typical cutting operation is shown in Figure 2.2 and we can see

there are three major deformation areas in the cutting process, with the primary zone

located where the chip-workpiece interface experiences high shear forces and elasto-

plastic deformation (Shokrani et al., 2012b). In the secondary zone, which is found

between the chip and the rake face, the chip slides along this rake face resulting in high

frictional forces and away from the chip there can also be found a tertiary deformation

zone between the workpiece and cutting tool flank face as they slide past each other

creating large frictional forces.

It can be seen in Figure 2.2 that there is heat generated at all three deformation

zones near the cutting edge. In fact, a large proportion of energy used in machining

processes is transformed into heat at the cutting zone (Huang & Yang, 2016) and

this was defined by Shaw & Cookson (2005) as one of the main issues that affects

machinability.
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Figure 2.2: A diagram of the three main deformation regions in a typical cutting
operation. Based on illustration of single shear model presented by Abukhshim et al.
(2006).

Excess heat generation, along with high cutting forces and several other

factors affecting machining processes are often exacerbated when machining Hard-To-

Cut (HTC) materials (Ezugwu et al., 2003). There has been an increased demand in the

last century for these HTC materials which are mostly advanced engineering materials

with elevated strength and high heat-resistance (Klocke et al., 2012). Materials with

these enhanced properties are often used in applications such as aerospace and turbine

components with two widely used HTC materials being titanium and nickel based al-

loys which have high toughness, wear resistance, yield strength, corrosion resistance

and high-temperature strength and hardness.

Another frequently encountered property of these HTC materials is a low

thermal conductivity. This feature coupled with the high strength and toughness of

HTC materials can result in especially high temperatures in the cutting zone as there

are increased cutting forces required to machine the parts and limitations on how much

heat can be dissipated through the workpiece or chips due to low conductivity (Klocke

et al., 2012).

High temperatures in the cutting zone can cause significant problems in the

machined product since large amounts of heat generated in the workpiece at deforma-

tion regions leads to very high local temperatures which reduces the dimensional accur-

acy, can alter the microstructure of the material, and induce residual stress and micro-

cracks which can affect the fatigue life of the component (Richardson et al. (2006a),

Shokrani et al. (2012b)).

Further to the impacts on the life of the machined component there are sig-

nificantly shorter tool life-spans when cutting HTC materials, leading the machining

of these advanced engineering materials to be often associated with high costs and low
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productivity as cutting parameters such as speed and feed rate often have to be limited

in order to machine economically (Komanduri & Hou, 2001). The potential of high cut-

ting temperatures to negatively impact on cutting-tool life has long been recognised.

Taylor (1906) developed the empirical relationship,

V (TL)n = C, (2.1)

between cutting speed (and therefore cutting temperatures) and tool life which is still

widely used today, with cutting speed V , tool life TL, and constants, n,C which depend

on the workpiece-tool pairing.

There has been considerable work carried out with an emphasis on both in-

vestigating experimentally and mathematically modelling the cutting temperatures in

machining processes in order to understand better the temperature distributions and

the influence of various cutting parameters on these temperatures. Up until the middle

of the 20th century much of the experimental cutting temperature data was obtained

using either thermocouples to measure tool/workpiece temperatures at various loca-

tions (Shore, 1924) or calorimetric methods (Schmidt, 1949). Thermocouples are still

commonly used in more recent experimental studies (O’Sullivan & Cotterell (2001),

O’Sullivan & Cotterell (2002)) however the method has limitations, one of which is that

it is difficult to measure temperatures very close to workpiece or tool surfaces where

extreme temperature variations are found since there are limitations in placement of

the thermocouples themselves. In addition to this, it must be taken into account that

the drilling of a hole into workpiece or tool materials for thermocouple embedding is

an intrusive procedure and the method will likely affect the heat transport and cause

significant distortions in the measurements (Kato & Fujii (1997), Attia et al. (2002)).

Another, less intrusive, method is to use infrared photography (Tyler & Schmitz, 2014).

This technique benefits from fast responses, no adverse effects on temperatures and ma-

terials, no physical contact which limits thermal damage to equipment, and allowing

measurements on objects which are difficult to access (Abukhshim et al., 2006). As

with much experimental observation near to the cutting edge, however, the obstruc-

tion of the chip can make it difficult to monitor the region along the cutting edge,

where the chip formation region coincides with one of the highest temperature regions.

There are advantages and disadvantages to the use of all measurement techniques used

in machining cases, with the best approach usually depending on individual, specific

requirements of the data collection.

As computational power has increased, Finite Element Method (FEM) based

models have become more widespread and are now commonly used to predict cutting

temperatures and forces along with other machining outputs in computational mod-

elling of cutting operations. These models can be applied to better understand the

underlying physical processes and identify causes of wear or tool failure. Özel & Altan
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(2000) simulated flat end milling using commercially available software DEFORM-2D

and obtained reasonable agreement with experimental results. Very high tool temper-

atures of over 1000◦C were predicted on the rake face, at the primary cutting edge,

which Özel & Altan concluded was a key factor in the crater wear development found

here. Yang et al. (2014) studied tool temperatures in the milling of Ti-6Al-4V and the

findings that the tool temperatures were highest on the rake face for low cutting speeds

was consistent with the experimental data in the literature. Finite Difference based

models have also been successfully used to predict machining temperatures (Ulutan

et al., 2009).

Often the aim within much of the cutting temperature modelling work is to

adequately describe the complex loads acting on the cutting edge so that this informa-

tion can be applied and then suitable conditions can be chosen for each tool/workpiece

combination to maintain acceptable cutting temperatures (Klocke et al., 2012). Having

control over cutting temperatures in machining can be very beneficial as we can the-

oretically increase machinability up to a maximum according to the first law of metal

cutting (Makarow’s Law):

For each combination of tool and workpiece materials there is a cutting temperature, referred

to as the optimum cutting temperature, at which the combination of minimum tool wear,

minimum stabilised cutting force and highest quality of the machined surface is achieved. This

temperature is invariant to the way it has been achieved.

Based on this first law, Astakhov (2006) showed that increasing the temperat-

ure up to optimal cutting temperature (where the highest ratio of cutting tool hardness

over workpiece hardness is achieved) improved machinability and continuing to increase

temperature past this point led to poor machining conditions. Most commonly the nat-

urally occurring temperatures in machining are above this optimal cutting temperature

and applying coolants is the most popular technique to decrease temperatures toward

optimum.

2.2 A review of coolant application in industrial milling

and other machining settings

Coolants, or cutting fluids as they are often referred to in a machining context, have

been used for decades and their potential for enhancing efficiency in cutting processes

has been recognised since the early 20th century. They are used for a variety of reas-

ons, they can increase the machinability of the workpiece by lubricating the tool-chip-

workpiece interface and reducing friction as well as removing heat generated at the cut-
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ting zone and helping to evacuate the chips from the working environment (Shokrani

et al., 2012b).

Currently, most machining in commercial settings is carried out with the use

of large quantities of coolant. The most commonly used coolants, however, are not

environmentally friendly and often not economical to use due to the regulation for dis-

posal of the hazardous fluid. There is, therefore, substantial industrial interest in more

targeted, advanced applications of coolant to reduce usage, and in the identification

and development of alternative, cleaner coolants (Richardson et al., 2006a).

There are several types of coolant and a variety of application methods to

choose from. Water is a commonly used coolant. It is cheap and readily available,

however it has a minimal lubrication effect and can in fact wash away separately applied

lubricants and therefore increase tool wear. It can also be problematic to use water

near ferrous materials if they form part of the tool as it can cause corrosion which

can be expensive to repair. More often water miscible cutting fluids are used with a

soluble oil dispersed in the water aided by emulsifiers (Grzesik, 2008a). This addition

of soluble oils increases the cutting fluid lubrication effect and prevents corrosion of the

ferrous materials (Shokrani et al., 2012b). Oil based cutting fluids are an alternative

(Baradie, 1996). Made up primarily of mineral oils, they excel at reducing friction and

therefore friction induced heat at the cutting edge however can only be used in a lower

temperature range as at high temperatures they can smoke and make mist (Shokrani

et al., 2012b). Coolants may also be applied in various ways, either in large quantities

externally, though internal tool channels, or using a Minimum Quantity of Lubrication

(MQL) spray of particles.

The effect of cutting fluids, and their application methods, on machining pro-

cesses has been researched across a broad range of machining applications, as a result

of their popularity in metal cutting operations. The studies help to identify the benefits

and limitations of the application of cutting fluids as well as improving understanding

of which machining operations can be most enhanced by their use.

Machining experimental studies can be expensive and time consuming and

often any conclusions drawn from testing are specific to the particular workpiece-tool

pairing and the cutting conditions used (Astakhov, 2006). Abele & Fröhlich (2008)

suggested there is a set of several machining parameters which all must be considered

together and modified to achieve a good removal rate for each machining setup. Despite

these difficulties, however, over time a vast bulk of knowledge and experience has been

accumulated through experimental testing for various tools and processes (Akhtar et al.,

2014), (Sarikaya et al., 2021). These tests continue now as new methods, coolants and

workpiece materials are developed and are often the most efficient way to determine

viability of new concepts in a machining context.
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Even in some of the earliest key literature on machining there is evidence of

cooling being applied successfully in experimental tests. As early as 1883, Frederick

Winslow Taylor published experiments showing the direction of a constant stream of

water to the cutting edge allowed significant increases in cutting speed. When ‘On the

Art of Cutting Metals’ was published by Taylor (1906) later on, it contained results

of 50,000 machining tests and his design for a circulating coolant system was already

being introduced in other workshops (McCoy, 2017).

Since the work of Taylor, coolants have been developed significantly so that a

broader range of fluids can be used today. A thorough review of this development has

been carried out by McCoy (2017). Since one of the key objectives when using a cutting

fluid is to reduce the cutting temperatures, it is important to understand their thermal

capabilities. Sales et al. (2002) carried out a series of non-machining tests involving the

preheating of a test piece and then cooling with some appropriate coolants to produce

cooling curves, see Figure 2.3.

Figure 2.3: Temperature reductions through time for a standard workpiece material
cooled using five widely used coolant fluids, with a coolant free ‘dry’ cooldown included.
Republished from (Sales et al., 2002) with permission of Emerald Publishing Limited.

It can be seen that water and the synthetic coolants were the most effective

in the tests. However when Sales et al. tested the same coolants in a series of machin-

ing tests using thermocouples to monitor the tool-chip interface temperatures it was

found that the water and synthetic-1 coolant actually exhibited some of the highest

temperatures at the interface. This was attributed to a lack of natural material soften-

ing which can happen as some workpiece materials achieve a high enough temperature

so that their material properties have changed and their hardness is reduced, making

the workpiece easier to cut. If the water or synthetics applied cooled the workpiece so

efficiently that this temperature was never reached and the workpiece remained at a
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high hardness then this could be an explanation for the results. It is likely that other

factors are playing a role too, such as the lubrication provided by the coolants to the

cutting process. Any coolant providing a significant lubrication effect could showcase

lower cutting temperatures in these tests by virtue of having reduced the cutting forces.

It is important to choose cutting fluid carefully, considering both the lubric-

ation and heat removal properties required for each tool-workpiece pairing. Often a

trade off will be needed since lubrication and heat transfer cannot necessarily be op-

timised simultaneously when choosing a suitable coolant. This is illustrated in Figure

2.4, which shows water with a very high cooling capability but a very poor lubrication

capability, and alternative categories of coolants such as emulsions and mineral oils

with increased lubrication properties but reduced thermal benefits.

Figure 2.4: Cooling and lubrication capabilities for common coolants. Based on the
illustration found in (Grzesik, 2008a).

The machining operation of primary interest in this thesis is milling, which

as previously discussed is a versatile and useful machining process. It can be however

a more complex process than other single point processes such as drilling or turning,

due to its intermittent cutting whereby the cutting edge is not constantly engaged with

the workpiece but rather continuously engages then disengages as the tool rotates (Cui

et al., 2017). The use of conventional flood coolants in milling operations has had

varying results across workpiece-tool pairings and a range of cutting parameters. Gu

et al. (1998) suggested special tests were needed to evaluate whether the use of coolant

was appropriate since it is not always the case that coolant will enhance the tool life.

The following review of a selection of the available literature highlights the variability

of coolant performances.

Mixed results have been seen for milling of steel in particular. Both Ozcelik

et al. (2011) and Da Silva et al. (2011) found application of flood coolant was only

beneficial in the milling of steel at lower cutting speeds and smaller feed rates during
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their experimental investigations. In the tests of Ozcelik et al., which are plotted in

figure 2.5, only at the lowest cutting speed tested (100m/min) did the coolant test finish

successfully — while the dry cases finished all tests without reaching critical wear levels

the wet case failed the trials at relatively low cutting speeds (150m/min). At the lowest

cutting speed the improvements when using the wet coolant over dry are clear: The

wear is significantly reduced. These low cutting speeds and feeds however are not ideal

for high productivity as it limits the material removal rate significantly.

Figure 2.5: A plot of the experimental data of Ozcelik et al. (2011), comparing tool
wear for dry and wet machining cases over a range of cutting speeds.

When comparing MQL, flood, reduced flow rate and dry conditions during the

milling of medium carbon steel, Da Silva et al. (2011) found that performance again was

heavily impacted by cutting conditions. Material removed before tool failure recorded

by Da Silva et al. (2011) is shown in Figure 2.6 and highlights the variability in the best

coolant method with variations in cutting conditions. For a cutting speed of 200m/min

and a feed rate of 0.14mm/rev, flood cooling was the best condition for high material

removal, however it was the worst performing for an increased feed rate and cutting

speed of 0.22mm/rev and 260m/min respectively. Both the dry and reduced flow rate

conditions perform to a reasonable level across all tests in this study. This appears to

be consistent with the work of Ozcelik et al. (2011) and suggests strong attention must

be paid to cutting conditions.

Tool life and material removal limits are not the only parameters that need to

be considered when identifying the best cooling strategy. Coolant condition can have

a significant effect on the surface roughness or finish of the workpiece that is being

produced and sometimes this can take precedence. Thepsonthi et al. (2009) compared

dry, flood and an externally applied high pressure pulsed jet cooling condition for
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Figure 2.6: Plot of the experimental data of Da Silva et al. (2011) for material removed
before failure for various cutting conditions and cooling techniques.

the slot milling of hardened tool steel. Over the range of cutting speeds tested (125-

175m/min) the coolant approaches outperformed the dry conditions in achieving a lower

surface roughness on the finished part. The flood conditions did however also show the

highest flank wear, which was the failure mode in these cases, across all cutting speeds

here. Initially in the machining tests, the flood and dry conditions showed significantly

more flank wear than in the pulsed jet coolant condition but at later times, this flank

wear increased more slowly in the flood and dry cases than in the pulsed jet case so

that ultimately the failure times were all very similar (approx 90 minutes). Thepsonthi

et al. analysed chip colouration as part of the experiments and interestingly the chips

indicated that the flood coolant tests had resulted in the lowest cutting temperatures

of the three conditions by a significant margin. Flank wear is generally caused by the

abrasive action of the flank face over the machined surface of the workpiece and is

not usually attributed to thermal causes, so despite the effective thermal management

of the cutting edge observed by introducing the flood coolant, it was not expected

that this flank wear would be dramatically reduced as a result. Lubrication effects are

more beneficial in managing flank wear as they reduce the frictional forces between the

tool and workpiece/chip. One possible explanation for the good results produced by

the high pressure pulsed jets is that although the coolant is the same as in the flood
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condition, the high pressure application likely allowed it to pentrate further into the

cutting zone and act more effectively than in the low pressure flood case.

In a similar study by Kim et al. (2001), the tool wear and thermal characterist-

ics during high speed ball-end milling of hardened steel were compared for dry milling,

wet milling (conventional flood coolant used) and compressed cold air. As can be seen

in figure 2.7, the tool wear for the wet condition was similar to other scenarios for a

certain amount of machining but rose to the cut off level of wear in less cutting length

than the other cooling methods — indicating that the dry and compressed air coolants

would allow for a longer tool life in this case. Kim also used thermocouples to record

temperatures near the cutting zone and it can be seen that the wet cooling conditions

maintain the lowest cutting temperatures, though the compressed air conditions still

remain significantly lower than the dry condition.

Figure 2.7: Tool wear development with increased cutting edge for various cooling
methods (Kim et al., 2001). Reprinted from Journal of Materials Processing Techno-
logy, Vol 113, Kim S., Lee C., Lee D., Kim J., Jung Y., Evaluation of the thermal
characteristics in high-speed ball-end milling, Pages No. 406, Copyright (2001), with
permission from Elsevier.

Cutting Environment Temperature oC

Dry 790
Conventional coolant 350

Compressed chilled air (-9oC) 540
Compressed chilled air (-35oC) 450

Table 2.1: Maximum cutting temperatures for various cooling methods (Kim et al.,
2001).

Kim concluded that the significant temperature variations experienced cyc-

lically in the wet milling case caused tool failing thermal fatigue. The tool is cooled
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exceptionally well by the coolant, however it still experiences high thermal loads whilst

the cutting edge is engaged, so that it cycles between extreme hot and cooler temper-

atures with a greater temperature range than is expected with coolants which do not

cool the region as effectively. It can also be seen that the colder air condition results

in the second fastest tool failure (Table 2.1), again possibly as a result of the greater

temperature differences.

A similar set of results, in which lower cutting temperatures coincided with

reductions in tool lives, were observed when using coolants by Vieira et al. (2001) for the

face milling of AISI 8640 steel. A range of cutting speeds (100 – 220m/min, moderate

to high) were tested and it was found that dry cutting resulted in a longer tool life than

any of the industrial cutting fluids tested. The reduction in cutting temperatures when

applying coolant was found to be most pronounced at lower cutting speeds and over

cutting speeds of around 160m/min the difference was minimal. A variety of wear types

can be exhibited when milling steel, including chipping on the edges due to thermal

cracks, notch wear and built up edges. Vieira et al. noted that the major failure

mode in these machining tests was comb cracking. This wear is typical in milling of

steels and can be attributed to the high thermal loads as well as mechanical stresses.

Applying coolants in these conditions is rarely advised as they exacerbate the problem

by inducing strong thermal shock, which seems to explain the tool life results in this

work.

Flood cooling has been applied with more definitive success to the milling

of superalloys and HTC materials. Comparing flood, dry and MQL conditions in the

end milling of Inconel718, Park et al. (2015a) found that flood cooling resulted in the

longest tool life and lowest flank wear of the three conditions. Liu et al. (2018) reported

similar findings with flood conditions, managing to extend tool life by over 75% and

reduce flank wear considerably for milling Inconel718.

Titanium alloys can also be traditionally quite difficult to machine. Su et al.

(2006) concluded that flood coolant was unsuitable for high speed end milling of Ti-

6Al-4V, a widely used titanium alloy in the aerospace and automotive industries. It

was observed to cause massive thermal shock problems and although the cooling was

effective, the rapid thermal cycling caused thermal cracks to form and propagate. Under

flood cooling these thermal cracks grew much quicker than in other conditions observed

and lead to excessive chipping and finally fracture of the cutting tool.

In cases where flood cooling has limited benefits, the Minimum Quantity Lub-

rication (MQL) method, applying only small amounts of coolants in droplet form dis-

persed in an air jet is often tested as an alternative. Sun et al. (2006) varied several

machining parameters including the cutting speed, feed rate and depth of cut whilst

comparing MQL, flood and dry cooling conditions in the milling of the same titanium
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alloy Ti-6Al-4V. It was shown by Sun et al. that across all cutting speeds, feed rates

and depth of cuts tested the MQL coolant method performed significantly better than

both the dry and flood conditions and gave the longest tool life, highest material re-

moval and the smallest cutting force. As part of this work it was also highlighted that

at the higher cutting speeds there was very little benefit of using the flood coolant

compared to dry conditions, although a moderate improvement was still noticeable at

the lowest cutting speed tested (40m/min). It was suggested by Sun et al. that a more

efficient use of the coolant is to localise it to tool faces with well controlled, focused

jets.

High pressure coolant jets are sometimes used when there is vaporisation of

regular flood coolant before it can reach the cutting edge. The high pressure jets are able

to penetrate into the tool-chip interface and reduce the temperature gradients there as

well as improve chip breakability in difficult-to-cut materials. These high pressure jets

can either be applied externally or through the tool itself. Reznikov & Zhivoglyadov

(1989) used 2D modelling to investigate the thermal impact of including a coolant hole

in the tool and observed a reduction in temperature of over 100 degrees. This process,

called flushing at the time, was tested with a variety of cutting operations and found

to reduce flank wear and improve tool life (Wertheim et al. (1992), Mazurkiewicz et al.

(1989))

Kovacevic et al. (1995) studied the use of high pressure water jets as coolants

in milling using two application methods. The jet was injected into the tool-chip in-

terface in one instance using the flushing method through the tool rake face from an

internal tool channel and in the other via an external nozzle. Kovacevic’s results showed

a significant reduction in cutting forces and surface roughness as well as an increased

tool life for through tool high pressure cooling as opposed to flood cooling. Due to the

success of early tests and modelling investigations, through tool cooling is now widely

used in industry.

The design and application of effective through tool cooling for some HTC

materials is now a research area of significant interest. Oezkaya et al. (2016) investigated

the influence of both coolant supply pressure and coolant channel diameter for through

tool cooling of drilling with Inconel718 Nickel alloy and found that pressure had a

significant impact not only on the longest achievable tool path before failure but also

on the surface integrity of workpiece, both of which improved as pressure was increased

for the ranges tested. Where Sun et al. (2006), Su et al. (2006) found that applying

flood coolant in the milling of Ti-6Al-4V titanium alloy reduced the tool life compared

to dry conditions, through tool coolant is generally successfully used in many modern

machining settings and frequently recommended by machining companies for milling

of titanium alloys. Bermingham et al. (2014) compared through tool to flood cooling
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of Ti-6Al-4V for end milling and found that when applying through tool coolant it was

possible to increase cutting parameters while maintaining the same tool life, enabling a

higher level of productivity. By increasing these cutting parameters Bermingham et al.

achieved up to a 30% reduction in machining time and after carrying out initial cost

analysis on the process they calculated a 19% cost saving was possible when applying

the coolant through tool.

As with flood coolant, through tool coolant may not always be beneficial.

Rahman et al. (2000) varied cutting speeds, depth of cut and feed rate while milling

steel with un-coated inserts using high pressure through tool coolant. For each of the

cutting parameters tested, there existed a point where one coolant method became

more useful than the other, highlighting the variability still present in which coolant

application is preferable. Senthil Kumar et al. (2002) tested steel of various hardness

levels in end milling experiments with through tool coolant applied and found that it

greatly reduced flank wear and increased tool life but only for steel within a certain

hardness range.

As discussed here, the incorporation of active cooling through the use of cut-

ting fluids in machining process can offer many benefits including an extended tool life

and increased quality in the manufactured part. The application must be well con-

sidered however since it is evident that the benefits are not universally observed across

the broad range of machining parameters and workpiece-tool pairings that make up

many operations needed in the manufacturing industry today. The excessive use of

coolants also gives rise to environmental and safety concerns due to the hazards asso-

ciated with disposal and working in close proximity to them.

The effective use of reduced quantities of coolant through more advanced application

methods such as through tool cooling or MQL is of high interest. New methods which

can aid in the explanation of coolant variabilites would be very valuable to reduce the

need for extensive, expensive tests such as those reviewed here, which are needed for

each tool-workpiece pairing and across a broad range of cutting conditions.

2.3 Computational studies of coolant flow in machining

operations

One technique used to investigate coolants in machining is the application of computa-

tional modelling. When coolants are applied, they are intended to provide lubrication

and reduce both the tool and workpiece cutting temperatures. Although some of the

resulting effects of coolants can be observed though experiments, such as changes in

tool life, workpiece surface roughness and cutting forces, it is more difficult to get a

direct picture of the distribution of the coolant and the temperatures. Direct measuring
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using thermocouples poses challenges due to the hostile environment and there is lim-

ited success with infra red imaging because often the chip is in the direct line of sight to

the cutting edge. Calculations can be applied but many approaches lose their validity

when the workpiece is being continuously cooled so modelling using computational fluid

dynamics (CFD) can be an alternative method which allows a clearer picture of the

underlying effects of adding coolants to machining processes (Chowdhury et al., 2014).

The application of using CFD in machining has been a challenging problem within the

industry. The complex geometries coupled with the need for carefully implemented

boundary conditions make the modelling challenging (Oezkaya et al., 2016).There is

also a heavy level of interaction and interdependence between many of the solid mech-

anics and fluid mechanics aspects of the machining processes which are very difficult

to couple (Catherine et al., 2018).

One of the key areas in research within machining with CFD is the flow field of

the coolant. Using experimental techniques it is very hard to observe where the coolant

reaches in the cutting region since the area is so visually obstructed, so computational

techniques can provide great insight here. The geometries are often challenging to mesh

and include in these machining applications and often the tool is considered but the

workpiece is neglected since it adds another layer of complexity to the simulation.

Najiha et al. (2012) modelled externally applied jet flow onto a milling opera-

tion with a four-teeth milling bit. The simulations indicated that flow and lubrication

were not evenly distributed along the tool and that the cutting fluid had not completely

penetrated to the cutting edge. This work was further developed (Najiha & Rahman,

2014) to include three equally spaced external jets which the author found enabled a

much improved coolant coverage on the tool. The simulations however did not include

the workpiece which is often what prevents fluid getting to the cutting edge in machin-

ing operations (Fallenstein & Aurich, 2014), and it is possible that the flow field and

coolant distribution could be significantly altered were this workpiece introduced as is

the case in real life processes. A more recent study by Catherine et al. (2018) also used

CFD to analyse the effect of external coolant nozzles on the coolant distribution onto

the tool. Comparing the use of one and two coolant nozzles Catherine et al. found

that the coolant was significantly better distributed near to the cutting edge which

experiences the highest thermo-mechanical loads in the two nozzle experiment. The

workpiece and chip however, which commonly cause the biggest obstruction in supply-

ing coolant to the cutting edge were also not included here and would likely have a

significant impact on the coolant flow in the tool’s vicinity.

MQL flow is also of interest in machining. Comparing the flow for emulsion

and MQL coolants applied externally, López de Lacalle et al. (2006) used Pamflow

software to investigate the flow fields around milling tools under both coolant condi-

tions using a simplified single phase fluid model. The primary difference between the
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simulations is the velocity the coolant is applied at, the conventional emulsion coolant

has relatively low speeds under 10m/s at the inlet whereas the MQL which includes

pressurised air has velocities over 100m/s. This difference in velocity causes major

variations in the flow fields observed. In each simulation the rotation of the milling

bit is included which is an important factor in externally applied coolants. López de

Lacalle et al. found the rotation of the tool caused a rotational flow field around the

tool periphery to develop, caused by the tool’s movement. This flow pattern impacted

on the coolant jet path in the emulsion coolant simulations and prohibited the coolant

from effectively reaching the cutting edge. With the high speed jet used in the MQL

case on the other hand, the coolant could effectively cover the majority of the tool face,

highlighting its benefits here. The assumption made here of single phase flow simplifies

the problem and makes the simulations more manageable in this setting, and it is likely

to be valid for the MQL simulations which comprise heavily of air. For the emulsion

coolant simulations, however, where the coolant jet is predominately water, the fluid

properties should be taken into account and it is unrealistic that the flow of air around

the tool generated by the tool’s movement would be sufficient to prohibit a water jet

breaching it to reach the tool. The single phase assumption is widely adopted when

considering the flow field in machining cases seen here but the important inclusion of

tool rotation here could highlight the limits of its applicability.

Zou et al. (2013) investigated MQL simulations also and introduced a cryo-

genic element by varying the carrier air flow temperature. Through tool coolant was

simulated and a variety of internal channels considered, from single direct and double

direct channels to double helical channels. Temperature and velocity were monitored

along the tool axis path as the coolant left the tool. Reducing the temperature of the

coolant initially led to reduced temperatures along the path and an increased flow ve-

locity at the inlet resulted in increased velocity along the path, as would be expected.

Rotational velocity of the tool was also investigated and found to have only negligible

impact on the outputs considered.

More complex physical features were incorporated into MQL milling model-

ling by Zhu et al. (2018) who used COMSOL multiphysics to investigate the 2 phase

behaviour of MQL. The flow field was investigated as well as the oil droplets present

within MQL spray. Particle trajectories and spray impingement modelling was included

as part of a study into the optimal nozzle to tool distance for external MQL applica-

tions in milling. When the nozzle was very close to the tool it was found that there was

rebounding of the droplets although many of these droplets did become re-entrained

in the flow and still adhered to the tool surface if the air flow was high enough. For

too large nozzle spacing there was not sufficient kinetic energy and the droplets were

predominantly re-directed away from the tool with the carrier fluid due to the high

rotational forces applied. The study here shows the potential for CFD simulations to
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allow better understanding of the processes in fluids within a machining context and

can indicate better machining practices to be tested. Although the model is difficult to

validate, as many are in machining, optimal nozzle distances predicted by the model

were tested in a series of milling operations and the lowest surface roughness and cut-

ting forces were observed in the optimal regions, which indicates an important practical

level of validation of the model.

Evdokimov et al. (2015) proposed a method for calculating thermal fields in

machining operations by combining ANSYS CFX modelling for the cutting fluid and

air modelling and ANSYS Explicit Dynamic modelling for the calculations of cutting

parameters such as the contact length between tool and chip. Heat flux boundary

conditions were calculated according to the work of Resnikov (1986),(1963) and were

applied to the boundary between the chip and tool, which was predicted using the

Explicit Dynamic module in ANSYS. There were problems arising when importing

the complex milling tool geometry into ANSYS geometry so the authors suggested

a simplification of the surfaces although acknowledging that impacts on the quality

of the results. There was good agreement found for the maximum tool temperatures

dependent on feed rate between the results of Evdokimov et al. (2015) and experimental

results in the literature, however the details of the modelling assumptions made and the

equations to be solved are not present, either for the multiphase air-water fluid domain

or the solid-fluid conjugate heat transfer between the tool and fluid. As a result,

although Evdokimov et al. suggests this combination of modelling approaches could be

applicable to any cutting operation there would likely be difficulty in implicating the

same model and replicating the results. As such, the good level of agreement between

experiments and simulation predictions should only provide limited confidence in this

approach pending further modelling details. Tool temperature modelling was carried

out by Perri et al. (2016) in the software Fluent. A 3D model which included the milling

tool and externally applied coolant was used to compare the effects of coolant flow rate

on tool temperature. An increased flow rate resulted in decreased tool temperature in

all of a series of tests which also varied coolant temperature. The working fluid was

air in the tests and so a single phase model assumption was made. Validation of the

model was carried out using thermocouples in the tool and temperature profiles and

values match well between experiments and simulations.

The research area of CFD in a machining context is relatively new and ongo-

ing. The primary interest for this work will be in milling operations, where variability

is higher and there has been less CFD modelling focus in the literature. The works

available relating to milling show the potential of applying CFD in this discipline.

There has been significant work on CFD simulations for drilling operations to determ-

ine both distribution, flow fields, and heat transfer with conventional coolants. The

equivalent work for milling is limited though much of the modelling process and the
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methodology would be very similar and some of the drilling findings are still relevant to

other machining operations. The following research on drilling operations is included

for completeness of modelling methodologies.

Fallenstein & Aurich (2014) conducted a study on the thermal conditions in

cemented carbide drills when applying coolant which is driven down high pressure in-

ternal channels. Computer Aided Design (CAD) models with varying coolant channel

exit position were used to identify the optimum tool geometry for reducing tool temper-

atures near the cutting edge. Both the radial and circumferential position were varied

as seen in Figure 2.8. Fallenstein and Aurich applied a constant temperature boundary

Figure 2.8: Coolant channel exit positions(EP1-6) tested by Fallenstein & Aurich (2014)
for a twist drilling CFD study. Exit positions were varied over three angles and two
centre point circles (CPC). Reprinted from Procedia CIRP, Vol 14, Fallenstein F.,
Aurich J. C., “CFD based investigation on internal cooling of twist drills, Pages No.
293, Copyright (2014), with permission from Elsevier.

on the effective rake face where the tool-chip interface would be located by linearly

interpolating between nine set points. This temperature field is usually described by

a heat flux boundary condition from the chip through to the tool rake face but this

could not be applied here due to the active cooling (Agapiou & Stephenson, 1994) so

it was set to remain constant due to constant regeneration of chip boundary in real

operations. The effect of both the coolant channel position and the coolant flow rate

were found to be significant on the temperature profiles and the heat transfer. For all
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channel positions a reduced flow rate led to reduced heat transfer rates, though the

impact of flow rate was much more pronounced when the coolant channel position was

located further from the cutting edge compared to near the cutting edge.

Johns et al. (2018) also simulated coolant flow from internal channels in

drilling when the exit position was varied. Instead of investigating the heat transfer, a

two phase Volume of Fluid (VoF) model was implemented to study the distribution of

the coolant and the wetting of the tool. A machining FEM model was used to calculate

the formation of chip and workpiece in a drilling operation. This geometry was then

used by the authors in a Finite Volume Method (FVM) model in OpenFOAM where

the multiphase VoF method was used to track the interface between the coolant and

surrounding air in order to establish the wetting of the tool. This analysis allowed

insight into the regions of the tool that benefit from coolant wetting and increased lub-

rication. The ability to predict coolant coverage in this way allows for improved tool

designs which can then target coolant at the correct regions, something that would

have been difficult to do with any accuracy experimentally due to the challenges in

monitoring flow features in such a hostile, visually obstructed environment. The nu-

merical model was combined with response surface methodology to analyse the effect

of channel positioning on wetting of the tool. The meta model results indicated that

no design either fully flooded the domain or lubricated the entire tool so that there are

areas of the tool which are not supplied with coolant.

Figure 2.9: Distribution of coolant in drilling simulation with volume fraction of coolant
between 0 and 1 (Johns et al., 2018). Reproduced under creative commons license CC-
BY 3.0.

Dead zones where there is either no coolant distributed or where the flow is

very slow in single phase models were also observed by Oezkaya et al. (2016) who mod-
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elled the coolant distribution when internal channel diameter and pressure of coolant

were varied. Even at the highest pressures Oezkaya found that the areas near the cut-

ting edge only see slower velocities so again there were areas of the tool geometry which

were not being cooled or lubricated.

For internal channel cooling the geometry of the channel can be a key para-

meter for improving chip evacuation, heat transfer or coolant supply to specific regions

(Johns et al., 2018). Kao et al. (2017) investigated the flow structure for triangular

coolant channels as well as the more common circular channels in a study on MQL

drilling using both experimental and CFD techniques. The authors found that there

was a significant variation in the flow structure depending on geometry, though the

observed effects were quite specific to the MQL fine oil mist structure, it could in-

dicate that this parameter should be considered in further optimisation studies for

conventional coolant through tool channels. In gun drilling the practice of adopting

alternative geometries was shown to be beneficial in a study by Woon et al. (2016)

which highlighted the kidney bean configuration to be the best in terms of preventing

loss in hydraulic pressures over the rake face.

2.4 Chapter conclusions

In this chapter, key features of machining processes have been introduced, and the im-

portance of effectively managing tool temperatures has been discussed. Various cooling

methodologies for machining practises have been presented and some key experimental

literature around the use of oil-water emulsion coolant over a range of application tech-

niques, cutting conditions and tool-workpiece pairings has been highlighted. In review

of the findings from coolant application experimental studies in the literature, it was

clear that the majority of work presented results on machining output such as cut-

ting forces, and surface roughness of the final workpiece product. While essential to

the overall machining process, these results struggle to inform how well the coolant is

targeting key areas along the tool.

To address this and explore coolant behaviour in more detail, CFD models

have been applied to machining studies. Advanced CFD modelling including multi-

phase interface tracking methods, full geometrical complexities with tools, workpieces

and chips, and detailed temperature modelling have been shown to be successfully

applied to drilling operations. The review of the literature has highlighted a gap in

the application of these methods to milling operations. There is also the potential to

incorporate the advanced modelling methods listed into one study — for example the

multiphase fluid dynamics and the multi-region conjugate heat transfer.
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CFD modelling of coolant flows
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3.1 Introduction

Conventional oil-water emulsion coolants remain the industry standard today when

actively managing temperatures during machining operations. They are widely used

and well established across the sector. The literature review highlighted many studies
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showcasing the benefits of applying coolant in various machining processes and there is

a wealth of experimental data and industrial expertise on when coolants are effective.

Predominantly, the experience and knowledge of coolant application comes from the

observation of secondary effects in machining cases (Kui et al., 2021). These secondary

effects can include a change in tool wear extent or type, or an impact on the workpiece

surface finish (Sankar & Choudhury, 2015). Direct observations of coolant applica-

tion are difficult due to the hostile machining environment so the fundamental flow

behaviours such as wetting and cooling capabilities are not well established in most

processes.

Modelling of coolants within the cutting process using computational fluid

dynamics (CFD) gives insight into the coolant behaviour and can explain some of

the secondary effect observations. Modelling of drilling processes (Johns et al., 2018),

(Fallenstein & Aurich, 2014) has shown effective application of CFD to machining and

highlighted the potential for tool design exploration.

In this chapter, CFD is used to investigate coolant distribution and flow fields

for a milling process. Both the tool and workpiece geometries are included which is a

development on current work in the published milling literature. In a novel contribu-

tion, models to account for both the multiphase coolant-air flow and conjugate heat

transfer will be considered together using OpenFOAM software. These will be applied

to milling applications for the first time to extend on previous work for drilling and

other machining applications.

3.2 CFD machining case configuration

3.2.1 Milling process geometries

Simulations of the milling process have been carried out using geometries provided by

Sandvik Coromant and unless explicitly stated, all tool geometries refer to the CoroMill

Plura solid carbide end mill for High Feed Side milling. The tool, used in a range of

milling operations, has six flutes and coolant is delivered to each cutting edge via a

central coolant channel and six smaller channels directing the coolant to each cutting

edge through the flutes as seen in Figure 3.1.

Most machining coolant simulations in the literature with a milling focus

investigate unobstructed free flow from the tool coolant channels with no workpiece

geometry involved. In this work, both the workpiece and tool geometries are included

to create a more representative simulation for an engaged tool cutting edge (Fig 3.2).
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Figure 3.1: Sandvik CoroMill Plura solid carbide end mill geometry (left) with internal
coolant channels illustrated (right).

Figure 3.2: Tool and workpiece aligned in a milling process

The workpiece is in contact with the cutting edge during the milling process

and it has a clear impact on the coolant flow since it lies directly in the path of the

coolant jet. It is therefore deemed important to include when evaluating the tool wet-

ting and distribution of the coolant. Additionally, during the cutting process chips are

generated as the tool removes material from the workpiece. Along with the workpiece,

these chips can also affect coolant delivery by obstructing coolant accessing the cutting

geometry. It is possible to include an accurate representation of these chips in the CFD

simulation geometries. Johns et al. (2018) combined FE solid mechanics simulations of

a drilling process with CFD modelling to include accurate chip geometries along the

cutting edge where they are generated. The chips in the study by Johns et al. were

generated using ThirdWave Systems AdvantEdge software in a model which rotated
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the tool through three rotations and simulated the cutting process. The same FE mod-

elling of the machining process for a milling operation was carried out by Sandvik and

provided with the tool geometries for analysis here. It can be difficult, however, to

obtain good mesh quality since the chips formed in the simulation process are often

very thin with complex rough surfaces, as small shavings of the workpiece material are

removed. Along with the steady production of larger chips, very small fragments are

also produced in the cutting. In single region studies, including only the coolant and air

filled fluid domain, it is possible to obtain higher quality meshes whilst including chips

in the geometry, however in this work, the focus is on multi-region simulations which

allow investigation of the conjugate heat transfer. Exploratory simulations have been

run for this work using the FE milling output geometries provided by Sandvik with the

chips included, static in time as a simplification. The chips were found to reduce the

mesh quality too much and they were therefore neglected from all remaining simula-

tions and results in this work. In the multi-region cases to be studied in this work, all

non-fluid regions in the geometry are meshed and retained instead of being neglected,

as is the case in single region fluid domain cases. These solid regions include the very

small chips created in the machining process. The smallest of these chip regions can

be comprised of only a couple of mesh elements even after the refinement process and

seemed to cause instability in the solution of the energy equation for the multi-region

solver. Higher levels of mesh refinement were tested in an attempt to resolve this,

however with increased refinement, increased numbers of small solid chip pieces were

identified in the automated meshing process. Ultimately, there were hundreds of these

small regions to consider and their inclusion increased the complexity and instability

of the numerics without providing much benefit. The geometry of the chip and its

contribution to the problem is also dynamic, which poses more modelling challenges.

In further work it could be beneficial to consider the chip more thoroughly and separate

the components so that some chip regions with significant impact including the large

chip formation seen on the cutting edge is included and all other chip regions can be

discarded.

During the milling process not all of the tool cutting edges are engaged at the

same time — it is an intermittent cutting process. The primary aim of these simula-

tions is to investigate the coolant flow at the engaged (actively cutting) tool edge. A

static tool and workpiece configuration is used in these simulations since the inclusion

of a rotation of the tool would significantly increase computational cost and scope of

the work. The simulations are targeted on the fully engaged contact of the tool and

workpiece, where the tool temperatures and coolant are of the most interest. The geo-

metry is clipped to a small zone in this vicinity to enable a targeted investigation into

the region of interest. The CFD model is configured to capture the flow leaving one of

the radial coolant channels and interacting with the cutting edge and workpiece in the

cutting zone, with the region of interest used as the fluid domain shown in Figure 3.3
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where the fluid domain is highlighted in white in the context of the machining geomet-

ries. To summarise, in this chapter we are modelling the tool in an engaged state, and

including both the tool and workpiece geometries, with chip features neglected.

Figure 3.3: Fluid domain viewed through workpiece perspective (left), and tool per-
spective (right), with the fluid domain shown in both and marked with an arrow.

3.2.2 Limitations of a static model

Although this modelling work will proceed with static tool and workpiece configuration,

it still needs to be recognised that the rotational behaviour of the tool has an impact

on any modelling. An example engagement of the tool through a rotation is shown in

Figure 3.4. Schematics at the top show the coolant channel position along with the

outline and positions of the top and base of the flute, further around the tool, in greyed

out regions. The edge which tapers off more and leads the rotation is the flank edge at

the top of the flute, and the following edge at the back of the grey region is the rake

edge, which meets the tool more abruptly. Only one flute’s top and bottom are shown

in the schematic, as well as the direction of that flute’s coolant channel. In the 3D

models accompanying them, this is the flute indicated by a white star.

The figure begins with the base of the flute already partly engaged, as the

flank region is engaged here, but the rake is not. As the tool turns, the base of the

rake edge and flank of the same leading cutting edge also becomes engaged in the

second image. After further rotation, the coolant begins to impinge on the workpiece

and supply coolant along the cutting edge wherever it is also engaged. As the tool

continues to turn, the region of engagement of the edge rotates around. The base of

the tool becomes disengaged. These points can be seen for the flank in the fourth

image and the rake in the fifth. Continuing further through the rotation, a point will

be reached, as seen in the final image of Figure 3.4, when the coolant application will

also no longer impact on the workpiece but be jetted into the surroundings instead.
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Figure 3.4: Engaged region of the tool shown in red as it rotates through a cut. As the
tool is turned through a rotation, a white star marker is used to identify one flute of
interest. Schematic of a simplified 2D impression which rotates clockwise along with
the full 3D geometry is included above the 3D model, with the coolant channel, and
the base and top of the cutting region flute shown in grey. The figure begins with the
base of the flute partly engaged on the left, and ends as the tool is rotated to the point
where the coolant channel no longer impinges on the workpiece, on the right.

From that point onward, there is no new coolant provided up to the rest of the rake

edge which can be still engaged and cutting, especially if the axial engagement, ap is

high. For the work in this study, the modelling has been carried out with the tool

and workpiece geometries rotationally positioned so that the cutting edge is as engaged

in the coolant application region and is kept consistent between models. A study of

average coolant coverage on the engaged section of the cutting edge has been carried

out using rotations of the tool geometry about its central axis to determine the impact.

The results are presented in Figure 3.5, where there is shown to be a short range of

≈20° where a consistent high coolant application is seen. As the tool is rotated out of

this region the coolant distributed along the rake edge reduces and once the tool rotates

out of the -40° - 50° range no coolant is applied successfully to the cutting edge. This

90° range makes up a quarter of the tool’s rotation, and highlights the very transient

nature of the coolant application in milling processes.

The coolant coverage and heat transfer through a full transient rotation would

be of significant interest in any further work, although here it is considered out of scope.

A rotational CFD model could incorporate this feature, but the modelling would have

increased computational expense.
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Figure 3.5: Mean coolant coverage results along the rake face in the cutting region are
plotted for a series of modelling results with the tool rotated to varying degrees. The
0° point is the standard configuration, with the angle of rotion taken as positive in the
clockwise direction.

3.2.3 Meshing

To apply CFD to this problem, good quality meshes need to be generated in all regions

of interest in order to successfully solve the discretised governing equations (Fabritius

& Tabor, 2016). In this study snappyHexMesh has been chosen to mesh both the

fluid and solid domains. This is done by firstly creating an underlying mesh over the

desired region made up of regular hexahedral mesh elements using the OpenFOAM

tool blockMesh and then transforming this mesh so that the domain volume conforms

to the geometry extracted from the CAD file using the snappyHexMesh tool. The

snappyHexMesh tool first refines the background hexahedral mesh in any cells which

see an intersection with the CAD files for the tool and workpiece so that there is

considerable refinement near all the boundaries (Fig 3.6).

The meshing tool proceeds by splitting the domain up, taking the CAD surface

files as boundaries between each region. Regions intended for use in the CFD model

are returned whilst the mesh elements in regions not intended for use are discarded.

Once unnecessary elements are removed, the elements near the boundary are then

transformed to reflect the surface of the CAD files provided. Those mesh points near

the surfaces are attracted towards them in a ‘snapping step’ which creates a conforming

mesh.

For simulations focusing only on the coolant flow, the fluid elements are retained,

however for conjugate heat transfer simulations multiple regions are required — the

fluid, workpiece and tool mesh regions. Individual meshes for each region are created
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Figure 3.6: Mesh refinement of tool region at tool and workpiece interfaces.

from the snappyHexMesh output using the splitMesh utility which separates the main

mesh along the internal boundaries and saves all regions as distinct meshes. The meshes

created in this chapter contain approximately 14.5 million cells, which was determined

suitable in a mesh sensitivity study presented later in section 3.8.3.

3.3 Combining Conjugate Heat Transfer and Two Phase

Flow

The numerical modelling used for the machining simulations comprises of two separate

models with a one-way coupling between. The first model, referred to as the multiphase

fluid model, is used to investigate the coolant distribution and flow field. This two-

phase fluid model uses a VoF method to track the coolant-air interface throughout the

simulation, following the method of Johns et al. (2018). The second model, referred

to as the conjugate heat transfer model, is used to solve the energy equation across

the tool, workpiece and fluid region containing the coolant and air as solved in the

first multiphase model. The one-way coupling means that the multiphase fluid model

runs independently of the conjugate heat transfer model, however the conjugate heat

transfer model is dependent on the multiphase fluid model.

Both models are implemented in OpenFOAM, an open-source C++ toolbox

utilising the FVM to solve partial differential equations, particularly those relating to

fluid dynamics. Advantages of the OpenFOAM software include the accessibility of the
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source code which allows for user development and modification along with the wide

range of features available and the large, active user community (Rojas-Sola et al.,

2016). The code structure of the multiphase and conjugate heat transfer libraries in

OpenFOAM are significantly different and do not allow for easy integration into one

combined solver hence the breakdown of the simulations into two separated models

here. This approach limits the solution to a one-way coupling between energy and

flow which could be unsuitable in some applications where the flow has compressibility

effects causing temperature changes or where buoyancy has a significant impact.

Since both phases in the multiphase model here (the coolant and surrounding

air) are assumed to be incompressible (Ma < 0.3) the need for a two-way coupling

between the models due to thermal effects of expansion and density changes is removed.

Buoyancy is also predicted to have negligible impact due to the very low Richardson

number,

Ri =
gβ(Thot − Tref)L

U2
≈ 4× 10−05 << 0.1, (3.1)

which in thermal convection problems relates the importance of natural convection

relative to forced convection, for gravity, g, thermal expansion coefficient, β, temperat-

ures Thot and Tref for the hot wall and reference temperature, characteristic length, L

and characteristic velocity, U . This very low Richardson number indicates that forced

convection is dominant over natural convection in this case. Taking into account these

assumptions, the coupling between energy and flow is reduced to one-way and the mod-

elling approach taken here to separate the solution process is valid.

3.3.1 Multiphase Fluid Model

Applying through-tool coolant flow in milling provides high pressure, locally focused,

coolant jets which has advantages over flood application in many machining settings.

With this method however there is a need to better understand the coolant flow and

distribution to ensure that it is focused in the most beneficial area. A multiphase model

capable of accurately simulating the two phases present, the coolant and surrounding

air, and tracking the interface between them is needed. In these simulations the coolant

simulated is a water-oil emulsion with the oil making up a small volume fraction, ≈ 5%,

of the coolant and having properties similar to those of water. As such the coolant is

modelled as water.

Following the multiphase modelling method of Johns et al. (2018), a Volume of

Fluid (VoF) free surface modelling technique, first developed by Hirt & Nichols (1981)

and implemented in OpenFOAM by Weller et al. (1998), is used to track the interface

between the two phases. The volume fraction, α, of coolant, referred to herein as water,
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is traced through each element in the mesh, with elements comprising entirely of air

having phase fraction α = 0 and those of only water, α = 1. For cells containing part

of the fluid interface, a value between 0 and 1 is assigned 0 < α < 1.

Fluid properties such as density, ρ, and viscosity, µ, are calculated in each cell

as a combination of the two phases representative properties using a weighted average:

ρ = αρw + (1− α)ρa, (3.2)

µ = αµw + (1− α)µa. (3.3)

Subscripts w and a refer to the water and air components respectively.

The VoF fluid method must combine the interface tracking with the solution

of a single set of Navier Stokes equations,

∂uj
∂xj

= 0, (3.4)

∂(ρui)

∂t
+

∂

∂xj
(ρujui) = − ∂p

∂xi
+

∂τij
∂xj

+ ρgi + fγi, (3.5)

describing both fluids in the mixture where u represents velocity, gi the gravitational

acceleration, p the pressure, τij the viscous stresses and surface tension fγi.

Accounted for as a body force in the momentum equation (3.5), the surface

tension at the coolant interface with the surrounding air generates an additional pres-

sure gradient (Navascues, 1979). This is evaluated using the continuum surface force

(CSF) model proposed by Brackbill et al. (1992) in equation (3.6) for surface tension,

γ, normal vector of the interface, n̂, the interface delta function, δs and the mean

curvature of the interface, κ, defined in equation 3.7:

fγ = γκn̂δs, (3.6)

κ = ∇ ·
(

∇α

|∇α|

)
. (3.7)

An additional transport equation (3.8) is solved for the phase fraction in the

VoF method,
∂α

∂t
+

∂

∂xi
(αui) = 0. (3.8)

This is required to conserve the various components of the multiphase fluid mixture

(OpenFOAM, 2018).
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A modification is made to the conventional transport equation above in the

implementation in OpenFOAM (Deshpande et al., 2012). In order to sharpen the

interface and manage the numerical diffusion an additional compression velocity term,

uc is added,
∂α

∂t
+

∂

∂xi
(αui) +

∂

∂xi
((uc)iα(1− α)) = 0 (3.9)

The compression term only acts in the vicinity of the interface since it is combined with

an (α(1− α)) term (Rusche, 2003). Compression velocity factor, uc, is defined here as

uc = Ca

∣∣∣∣ ϕSf

∣∣∣∣ n̂, (3.10)

for ϕ = uf · Sf where uf is the velocity vector at face f , Sf the cell face area vector,

Ca is an adjustable compression coefficient and n̂ again the interface unit normal. This

governing set of equations for the VoF model is implemented in OpenFOAM as the

interFoam solver. The solver has been widely employed and validated across a range

of multiphase fluid applications (Deshpande et al., 2012).

3.3.2 Conjugate Heat Transfer Model

Heat transfer across a combination of fluid and solid components is commonly referred

to as conjugate heat transfer. One of the main causes of tool wear in machining can be

high temperatures along the cutting edge. The effect of coolant on these temperatures

is a key point of interest in simulations since it is so difficult to monitor experimentally

due to the adverse conditions with high temperatures and mechanical loads. Only by

conducting conjugate heat transfer studies and including both the fluid and solid key

components such as the tool, workpiece and coolant, can a study of the heat transfer

in this application be carried out.

As described in section 3.3, the heat transfer and multiphase solutions are

separated here and limited to a one-way coupling, so that only the energy equation

is solved in the conjugate heat transfer modelling. The solution from the multiphase

model is applied to the case to give a realistic coolant distribution and flow field — it

effectively acts as a frozen flow field base that the energy equation can be solved on

top of.

In this frozen flow fluid region, the energy equation is solved using a one

fluid method. In order to account for the thermal properties of both fluids present,

relevant fields such as thermal conductivity, λ, and density, ρ, are constructed using

the properties of both components, appropriately weighted in each cell. This is done

by reading in the volume fraction field, α, from the VoF solution which provides the

water volume fraction in each cell, and then using it to create a weighted average of
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the required fluid thermal properties:

ρ = αρw + (1− α)ρa, (3.11)

λ = αλw + (1− α)λa. (3.12)

The conjugate heat transfer solver available in OpenFOAM, chtMultiRegionFoam,

solves the following energy and temperature equations in fluid and solid domains re-

spectively:

ρ
DE

Dt
= ρ

De

Dt
+ ρ

DK

Dt
= ∇(σ · u)−∇ · q + F · u+ r, (3.13)

∂T

∂t
=

λ

ρCp
∇2T. (3.14)

The fluid energy equation implemented is often in terms of total energy, E,

or internal energy, e and kinetic energy, K where E = e + K and comprises of both

thermodynamic and mechanical components. Terms include, q, the heat flux vector,

r, the heat source, F, the body forces and the stress tensor, σ = (τ − pI), made up of

the thermodynamic pressure, p and the viscous stress tensor τ . The heat transfer in

the solid is modelled using a somewhat simpler Laplacian equation, with parameters

including the thermal conductivity, λ, density, ρ, and specific heat capacity, Cp.

Regions are usually coupled using a compressible::turbulentTemperature-

RadCoupledMixed boundary condition which solves to match temperature and heat

fluxes across each boundary.

To solve the thermal field over the multiphase fluid region, a temperature

equation is implemented in the fluid region in place of the full energy equation. For

the sake of completeness a short section here illustrates the transition from the en-

ergy equation previously implemented to a simplified temperature advection-diffusion

equation.

Considering the kinetic energy per unit mass, K = 1
2u

2, the material derivative

is given as

ρ
DK

Dt
= uρ

Du

Dt
= u(

∂ρu

∂t
+∇ · (ρuu)). (3.15)

Substituting in the relation ∂ρu
∂t +∇ · (ρuu) = −∇p +∇ · τ + F from the momentum

equation 3.5 here gives

ρ
DK

Dt
= −u · ∇p+ u∇ · τ + u · F. (3.16)

Further substituting this equation for ρDK
Dt back into the energy equation eliminates
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most of the mechanical terms when the stress tensor σ = (τ−pI) is expanded as follows.

ρ
De

Dt
− u · ∇p+ u∇ · τ + u · F = −∇ · q + r +∇ · (τ · u)−∇ · (up) + u · F (3.17)

ρ
De

Dt
= ∇ · (τ · u)− u∇ · τ + u · ∇p−∇ · (up)−∇ · q + r (3.18)

ρ
De

Dt
= τ∇u− p∇ · u−∇ · q + r (3.19)

Following the method of Bird (2002), the internal energy is now given in terms

of enthalpy, h, using the relationship e = h− p/ρ to leave

ρ
Dh

Dt
= τ∇u+

Dp

Dt
−∇ · q + r (3.20)

This equation is combined with the following relation for enthalpy in an element of

moving flow (Bird (2002) Eq 9.8-7)

ρ
Dh

Dt
= ρcp

DT

Dt
+

[
1 +

(
∂lnρ

∂lnT

)
p

]
Dp

Dt
(3.21)

Equating these we can get the energy conservation equation in terms of temperature

as opposed to total energy or enthalpy:

ρcp
DT

Dt
= τ∇u−∇ · q + r

(
∂lnρ

∂lnT

)
p

Dp

Dt
(3.22)

This is required due to the fact the specific heat capacity, cp, is used to construct the

enthalpy or energy variables and this process is now non-trivial since the fluid domain

contains both air and water, each with its own value of Cp. Using temperature in place

of enthalpy or total energy is perfectly acceptable within the context we are interested

in since the fluids are incompressible and there will be no shock waves or similar features

which have been found to require use of either enthalphy or internal energy in place

of temperature as the solution variable. Under the assumption of incompressible flow,

which results in (∂lnρ / ∂lnT = 0), negligible viscous dissipation and the absence of a

heat source, the thermal equation reduces to

ρCp
DT

Dt
= −∇ · q (3.23)

Now using Fourier’s law q = −λ∇T with the thermal conductivity λ and assuming this

is constant,
DρT

Dt
=

∂ρT

∂t
+ ρu · ∇T =

λ

Cp
∇2T (3.24)

There are certain limitations accepted when applying this simplified thermal
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model. Due to the sharp interface between the two phases in the VoF fluid results there

will be discontinuities in the thermal properties across the domain. Near to the interface

of the component fluids there are expected to be limitations in the accuracies of solvers

of this type, as has been noted with other software using a similar approach (Fluent

User Guide). In addition, certain features of thermal flow, such as buoyancy effects, are

no longer modelled due to the reduction from a two-way to one-way coupled system,

which, while not foreseen to be an issue here due to very low Richardson numbers,

could be desirable in other applications. Other terms, such as source terms, which have

been neglected from the fluid equation here for simplicity could be re-incorporated with

reasonable ease and may be considered in any further work, if found to be suitable for

machining cases. What has been provided by this solver is the capability in OpenFOAM

to investigate conjugate heat transfer in applications where the fluid flow is a multifluid

problem in itself.

3.4 Turbulence Modelling

The coolant is applied at high pressures to generate the high flow rates needed to cool

the tool effectively. As such, we are predominantly working with fully turbulent flow

in the simulations in this work. This is confirmed by considering the ratio of inertial to

viscous forces, commonly referred to as the Reynolds number, Re = ρuL
µ , which is often

used to indicate laminar or turbulent flow. The transition region between the laminar

and turbulent regimes is identified using a critical Reynolds number which can depend

on the geometry. For a straight pipe channel flow, Recrit ≈ 2000 (Versteeg et al., 2007)

and in the milling process setting the central coolant channel Reynolds number lies in

the range 50000 < Re < 80000 which means the flow is fully turbulent.

Though difficult to formally define, turbulence can be very significant in de-

termining flow features and has a large impact on mixing and heat transfer among other

things (Tennekes & Wyngaard, 1972). Under turbulent conditions, flow fluctuations on

various length scales are present. The Navier-Stokes equations (3.4, 3.5) are capable of

resolving across these varying length scales using Direct Numerical Simulation (DNS)

methods but this approach can be very computationally expensive since extremely fine

mesh resolution is required to resolve the smallest length scales.

Turbulence modelling is often introduced across CFD applications to eliminate

the need for resolving all length scales where this is infeasible. Large Eddy Simulation

(LES) models resolve the large scale turbulence structures (large eddies) directly and

only use modelling approaches for the small scale (sub-grid-scale) turbulent motion

(Zhiyin, 2015). LES methods retain much of the accuracy of DNS techniques since

the length scales for variables such as turbulent energy are captured by resolving the
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larger structures, but they also benefit from computational cost and mesh density

requirements by modelling over the smallest scales. Another widely employed approach

is to use the Reynolds-Averaged Navier-Stokes (RANS) equations which model across

all turbulent length scales. There are many RANS models available to suit various

applications since no one turbulence model has thus far been found to suit all cases,

however all boast a significantly reduced computational cost compared to fully resolved

DNS solutions. For a more in-depth study of turbulence modelling the reader is directed

to Spalart (2000). For the purpose of this work the computational cost of LES and

DNS approaches are considered too high and RANS modelling is utilised. An overview

of the RANS equations and three popular models, the k−ϵ, k−ω and k−ωSST models

are outlined below along with a discussion of near-wall treatments.

3.4.1 RANS modelling

Fundamentally, RANS modelling operates on the process of splitting each fluid flow

component into two parts, a mean value and a fluctuation,

ui = ui + u′i, (3.25)

where ui is the mean value over a period of time t and u′i is the fluctuating part.

Substituting the Eq (3.25) into the full Navier-Stokes equations (3.4), (3.5), gives

∂

∂xi

(
ui + u′i

)
= 0, (3.26)

ρ

(
∂

∂t

(
ui + u′i

)
+
(
uj + u′j

) ∂ (ui + u′i)

∂xj

)
=

∂ (p+ p′)

∂xi
+ ν

(
∂2 (ui + u′i)

∂xj∂xj

)
+ ρ

(
fi + f ′

i

)
.

(3.27)

These equations are then time averaged. The fluctuation components average to zero

over time so that for example u′i = 0. With this and other minor manipulations the

equations can be written as
∂ui
∂xi

= 0, (3.28)

ρ

(
∂ui
∂t

+ uj
∂ui
∂xj

)
=

∂p

∂xi
+ ν

(
∂2ui

∂xj∂xj

)
+ ρfi − ρ

∂u′iu
′
j

∂xj
. (3.29)

The final term in the RANS momentum equation, (3.29), ρu′iu
′
j is known as the Reyn-

olds stress term and creates a closure problem which different models attempt to close

by defining in terms of known variables.
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Boussinesq (1877) was one of the first to approach the closure problem when

he proposed the relation

ρu′iu
′
j =

2

3
kρδij − νt

(
∂ui
∂xj

+
∂uj
∂xi

)
, (3.30)

where k is the turbulent kinetic energy and νt is the turbulent eddy viscosity. Equation

(3.30) can then be used in the equation (3.29) to replace the Reynolds stress tensor.

The governing equations for the system now include an additional two variables however

and these need to be solved for or approximated. Many models have been proposed

which introduce additional equations for the new turbulence variables, such as the k−ϵ

and k − ω models.

k − ϵ Model

One of the most popular and widely used two-equation turbulence model is the k − ϵ

model (Launder & Spalding, 1983). It is well established and has been extensively tested

across a breadth of CFD applications (Leschziner & Launder, 1993). Two transport

equations are needed, one for the turbulent kinetic energy, k:

∂k

∂t
+

∂kuj
∂xj

=
1

ρ

∂

∂xj

(
νt
σk

∂k

∂xj

)
+

νt
ρ

(
∂ui
∂xj

+
∂uj
∂xi

)
∂ui
∂xj

− ϵ, (3.31)

and another for the turbulent dissipation rate, ϵ:

∂ϵ

∂t
+

∂ϵuj
∂xj

=
1

ρ

∂

∂xj

(
νt
σϵ

∂ϵ

∂xj

)
+

C1νt
ρ

ϵ

k

(
∂ui
∂xj

+
∂uj
∂xi

)
∂ui
∂xj

− C2
ϵ2

k
, (3.32)

In the model the eddy viscosity, νt is defined from k and ϵ,

νt = Cµ
k2

ϵ
, (3.33)

where Cµ is a dimensionless constant. The five constants for the model, Cµ, C1, C2, σk, σϵ

are usually provided as standard values in any CFD software and calculated from com-

prehensive data fitting of a range of turbulent experimental cases (Bardina et al., 1997).

Although the k − ϵ model is generally very robust, it can struggle to predict flow for

certain applications such as wall bounded flows (Mansour et al., 2012).

k − ω Model

Alternatively to the k−ϵ model family, a range of k−ω models have been developed and

are also widely used.Proposed by Wilcox (1988), the k−ω model utilises the turbulence
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frequency, ω,

ω =
ϵ

k
(3.34)

as the second variable of interest alongside k. The turbulent viscosity is instead now

defined as

µt = ρ
k

ω
. (3.35)

One main advantage of the k − ω model is its improved performance near to the wall

compared to other models such as the k − ϵ (Yusof et al., 2020). The following two

equations are solved for k and ω,
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The turbulent kinetic energy is set to zero and turbulence frequency tends to infinity

as the wall is approached. In these cases a large value can be applied near to the wall

at the closest mesh point (Wilcox, 1988). The sensitivity to this set value has been

shown to be reasonably low in the extensive use of this model (Versteeg et al., 2007).

It is away from the wall, under free-stream conditions that the k−ω model has

exhibited limitations. In this region both the turbulent kinetic energy and frequency

tend to zero which is problematic when calculating turbulent viscosity µt. An assumed

free-stream value is taken for ω instead, limiting the accuracy in these regions (Menter,

2012).

k − ω SST Model

Proposed by Menter (1994), there is a popular modified shear stress transport (SST)

formulation of the k−ω turbulence model. It combines the favourable features of both

the k − ω and k − ϵ models. The k − ω model is employed near to the wall in the

inner parts of the boundary layer throughout the viscous sub-layer and incorporates

the k − ω accuracy of near-wall regions. The SST model switches to a k − ϵ behaviour

in the free-stream regions which allows it to avoid the sensitivity of the k−ω model to

the free-steam turbulence properties. The turbulence model is solved for:

∂ρk
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∂ρkuj
∂xj
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∂
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µt =
ρa1k

max(a1ω,ΩF2)
(3.40)

Here F1 and F2 are the blending functions which determine where the model

operates as either k − ϵ (F1 = F2 = 0) away from the boundary or as k − ω (F1 =

F2 = 1) near to the boundary. The nature of the blending functions helps to handle

the numerical instabilities that can arise when switching between the models and their

differing calculations of properties such as the turbulence eddy viscosity. In the CFD

modelling of machining cases in this work, the k − ω SST RANS turbulence model is

used due to its success in modelling near-wall turbulence features which are key in heat

transfer applications (Menter & Esch, 2001).

3.5 Boundary conditions

Alongside a relevant geometry, good quality mesh and representative governing equa-

tions, carefully selected boundary conditions are required to set up the CFD models.

The fluid model domain is shown in Figure 3.7. The view is through where the tool

would be placed, with the workpiece behind the domain from this perspective. The

domain is shown with tool and workpiece geometry in figure 3.3 for improved visual-

isation.

The domain is defined with an inlet boundary located within the coolant

channel in the tool geometry, a wall boundary along both the tool and workpiece

surfaces which correspond to the boundaries between the solid and fluid region meshes,

and several regions which comprise the outlets of the model where the coolant and

air flow out. The OpenFOAM boundary conditions applied at these boundaries are

summarised in Table (3.1).

Inlet Outlet Fluid-Tool/Workpiece

U 60 ms−1 inletOutlet noSlip

p zeroGradient 1 atm zeroGradient

α 1 zeroGradient zeroGradient

k 5.4 Jkg−1 inletOutlet wallFunction

ω 700 s−1 zeroGradient wallFunction

Table 3.1: Boundary conditions applied to the CFD model of milling for parameters in
the multi-phase fluid model.

The 60m/s velocity boundary condition applied at the inlet is of fixed value

type and directed suitably along the coolant channel. The α variable representing the

phase fraction of coolant is set to 1 at the inlet to model a 100% coolant volume frac-

tion incoming flow into the domain that is initially filled with only air (α=0). The
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Figure 3.7: Fluid model domain, labelled with boundary regions, without tool or work-
piece geometry since they obstruct the region boundaries.

zeroGradient Neumann condition with no flux added or removed at the boundary is

applied in several places, including for pressure at the inlet, and is simply an extra-

polation onto the boundary from the nearest cell so that no specific value is imposed,

values are effectively inherited from calculated simulation output. Initial values for k

and ω have been estimated at the inlet using the general relationships in equations

(3.41 - 3.44) with turbulence intensity, I, over turbulent length scale, L.

I = 0.16Re−
1
8 (3.41)

k = 1.5(uI)2 (3.42)

ϵ = C
3
4
µ k

3
2L−1 (3.43)

ω = k
1
2L−1 (3.44)

The noSlip boundary condition used along walls describes a fixed zero velocity

condition. As the tool rotates, these walls actually move relative to the tool at a fixed

speed depending on the spindle speed of the machining operation. For the current tool

geometry with a diameter of 16 mm, and a cutting speed, vc, of 90m/min this results in
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a speed of 1.5 m/s of the workpiece surface, which has been neglected due it being small

in comparison with the large coolant application velocity of 60 m/s. If a significantly

higher cutting speed or smaller tool geometry were used then it would be beneficial

to include this as a fixed velocity boundary representative of the cutting parameters

used. The inletOutlet condition applied at the outlets stipulates a zeroGradient

boundary condition for all outward flow however constrains any inflow back into the

domain, with the condition transforming into a fixedValue of 0m/s in the case of inflow

here. A constant atmospheric pressure condition is applied at the outlet. Along the tool

and workpiece walls there are wall functions applied for the k and ω boundaries and

the blending option has been implemented which smoothly blends the wall modelling

between the viscous sub-layer and log layer above depending on y+ value. This allows

for a transition from applying wall functions at larger values of y+, to resolving the

turbulence for lower values, since a variation was observed here due to the two phases

present with varying flow properties and the complexity of the near wall refinement in

the mesh.

Thermal boundary conditions are introduced into the conjugate heat transfer

simulations, where the boundaries between regions are coupled to match the temper-

atures and heat flux across all solids and fluids of interest. All domain edge solid

boundaries and the fluid outlets are given zeroGradient conditions and the coolant

inlet temperature is taken as 293K.

The high machining temperatures are incorporated into the CFD model by

setting a small region of the cutting tool, at the cutting edge, to a fixed high temperature

of 773K, which is an estimate for a cutting temperature of milling titanium alloys,

though this is very variable over cutting conditions (Kikuchi, 2009).

3.6 CFD Methodology Summary

To summarise the approach for the CFD methodology here when modelling the coolant

flow and heat transfer in machining, the key stages are shown in a flow chart in Figure

3.8.

The CAD geometries for both tool and workpiece are used to construct real-

istic and accurate machining fluid and solid domain regions and meshes. Once all

meshes have been generated and separated, the fluid mesh is used to run a multiphase

VoF model to track the liquid - air interface as the coolant is applied from the tool’s

internal channels towards the cutting edge where the tool and workpiece meet. This

simulation is run in a transient configuration for a real time duration of 0.001 seconds.

This time is long enough for the coolant flow to reach the required region and stabilise.

The simulated flow in the fluid region is not truly steady state as it includes elements of
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Figure 3.8: Flow chart for CFD methodology.

splashing and transient features. In a realistic application, the cutting edge would also

not be engaged throughout the full rotation either. In order to assess the heat transfer

under average conditions while the cutting edge is fully engaged, the flow fields are time

averaged over the last 0.0002 seconds of the simulation results to create a time averaged

data set for the fluid domain. Averaging over this length of time was determined to

give a representative mean value of the developed flow field, including the region which

experiences the regular, consistent supply of coolant, and that which can be covered

with occasional splashing coverage. The results of this time averaged flow field are then

substituted into the conjugate heat transfer model as a fixed flow field, with the multi

region thermal model subsequently solved for all fluid and solid regions.

The conjugate heat transfer model is run to a steady state convergence, with

the recording of temperatures in the tool from probe data and monitoring of the CFD

solution residuals used to manage the process. Results from the heat transfer model

are then post-processed to extract the results of key variables along the cutting edge

which is the critical region for machining.
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3.7 Machining model CFD results

3.7.1 Observations of coolant flow behaviours and effects

Observing the coolant distribution along tool and workpiece surfaces is incredibly dif-

ficult in real machining settings due to the difficulty in gathering visual experimental

data of the high temperature, highly loaded cutting region and inherently obstructing

machining parts. A key output of these simulations is to be able to visually inspect the

coolant behaviours and distribution. The results in the fluid domain cover both the

coolant and air phases. By filtering these results to show only cells with a value of α

greater than 0.5 we can obtain a good visualisation of the interface between the phases

and the coolant distribution onto the workpiece from the tool channels.

The nature of the application and geometry being used in these simulations means that

any visualisation of the area of interest along the cutting zone is highly obstructed by

both the tool and workpiece in the simulations as well as in the experiments, as can

be seen in Figure 3.9. Although the tool and workpiece obstruct the view somewhat

they are often needed to provide some context to the results and coolant flow. In Fig-

ure 3.9, the view is directed along the cutting edge as it engages with the workpiece.

The coolant jet can then be seen impacting on the workpiece surface, very close to the

tool edge. Following this impact, coolant can be seen to spread across both tool and

workpiece surfaces and creates some splashing effect as the small amounts of coolant

become separated from the bulk flow.

Figure 3.9: Results of the fluid region multiphase model showing the coolant impinging
jet along cutting zone. Simulation results have been filtered to show only mesh elements
containing > 50% coolant to allow visualisation of the coolant distribution.
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For a simplified view of the coolant behaviour, a 2D slice is presented in Figure

3.10 which gives a clearer visualisation of the domain while still including the tool and

workpiece geometries for context. The velocity of the coolant is plotted as a contour, so

that the structure of the jet can be seen and a clear stagnation region is observed as it

impinges on the workpiece. The machining case here is very 3D in nature so although

these thin cross sections of results can be useful to attain an initial understanding of

the flow, they can be misleading if used to investigate details such as impingement

proximity to the cutting edge.

Figure 3.10: Coolant velocity magnitude results shown in 2D as a slice angled to match
the coolant jet trajectory. Tool and workpiece geometries are included for context, with
all surroundings in black.

3D images of the domain, viewed through either the tool or workpiece posi-

tions, provide the most insight into the coolant distribution. Figure 3.11, with the tool

geometry not shown, allows a clear view of the fluid domain. The coolant impacts the

workpiece, just above the cutting edge, closer than Figure 3.10 would have indicated,

emphasising the importance of considering the results in 3D. The coolant coverage

across the length of the lower cutting edge can be observed. The coolant can also be

seen to reach and well cover the cutting zone above the impingement.

The Sandvik end milling tool used in the modelling work includes a cooling booster

feature along the flank face of the tool in the form of small flow grooves which can be

seen in the geometry (Figure 3.1) and from closer up in Figure 3.9. Here, in Figure

3.11, the flow can be seen to cover the surfaces of these coolant grooves at the higher

cutting edge above the coolant application. Designed to increase the removal of heat

from the cutting edge, these coolant grooves significantly increase maximum contact

surface area for the coolant to encounter at the cutting edge.

The flow around a cooling booster groove is inspected using glyph vectors,

coloured and sized according to flow rate in the vicinity of a groove in Figure 3.12.

This view, from the workpiece position and with the tool geometry included for context

shows that the flow has aligned with the direction of the groove and is flowing generally
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Figure 3.11: Coolant coverage in the fluid domain, shown by filtering CFD results to
display elements with α > 0.5, and coloured according to velocity. Tool geometry is
omitted for improved visualisation here.

Figure 3.12: Glyph vectors showing flow near to cooling booster features of the tool
geometry. Vectors are coloured and scaled according to the velocity magnitude.

down the groove away from the cutting edge. This is due to the fast flowing impinging

jet forcing coolant flow across the workpiece surface and upwards to the higher cutting

edge where it encounters a region of high pressure and the flow is redirected back along

the tool surface and through the cooling grooves. The results show a moderate flow

rate of over 20m/s is observed through the groove and these speeds along with the

high surface area and good wetting in the region could help explain the effectiveness

of these grooves in improved temperature management found when employed in high

feed milling situations.

Other features of the coolant application and flow include a stagnation region,
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observed where the jet impinges on the workpiece. Figure 3.13 (a) which captures the

coolant velocity just above the workpiece surface shows the region clearly, just above

the lower cutting edge and extending down to make contact with the cutting edge. A

similar view with glyph vectors applied in Figure 3.13 (b) shows the region of low flow

magnitude and also the higher magnitude flow around it. The highest speed flow is

directed straight down the cutting edge, which is beneficial for cooling in the region,

likely due to the vertical angle of the impinging jet and coolant channel which provides

significant downward momentum to the coolant as it is applied.

Figure 3.13: Impingement and stagnation region seen from workpiece perspective (a)
Velocity field in the coolant (b) Glyph vectors, coloured according to velocity mag-
nitude.

Tool temperatures from the final steady state results show effective cooling

of the tool region near to the cutting edge. Contour temperature lines along the tool

have been applied. Figure 3.14 (a) and (b) present the results with a focus on the rake

and flank sides of the cutting edge respectively. The area where the coolant has been

applied between the two cutting edges investigated shows much improved cooling to

those regions not cooled. Across both cases the maximum temperatures is still very

high due to the fixed temperature hot boundary condition. The effective cooling of

the rake face near to the lower cutting edge then indicates a very steep temperature

gradient in this region with the contour lines close together.

3.7.2 Quantitative output along the tool cutting edge

In addition to the visual inspection and interpretation of the simulation, results need

to be quantified to gain more information and enable comparisons between different
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Figure 3.14: Tool temperature contours for two views, focusing on (a) rake face and (b)
flank face. The two edges surround the flute which is modelled with coolant application,
and the temperatures are reduced on the rake and flank in this flute.

geometries and cutting parameters. The results of primary interest are the wetting

of the tool near to the cutting edge, the velocity of the coolant in the chip forming

region and the temperatures of the tool. These aspects have been chosen since the

wetting analysis can provide insight into how well the coolant is being distributed and

lubricating the area near to the cutting edge, the velocity of coolant in this region is

used to predict the successful removal of chips from the area and the temperatures in

the tool can help to understand the levels of thermal wear experienced and predict the

formation of chips.

Post processing and analysis of results is needed in areas near to the cutting

zone. To enable easy extraction of the relevant cells, the rake face has been isolated on

the tool geometry and is used in conjunction with the workpiece to identify the mesh

elements required. Mesh elements within 0.1 mm of the cutting edge are sampled to

record the fluid velocity, U , and wetting, α, values which are then averaged over the

area. For tool temperatures a similar process is used to extract cells inside the tool

region within 3mm of the workpiece. The numerical results from the standard tool

model are included in Table 3.2. This output supports the observations made, based

on visualisation output, that the coolant coverage is already excellent along the cutting

edge, with an average coolant volume fraction of 97.8%.

Output Result

Wetting, α 97.8%
Vertical coolant speed, uz -12.7 m/s

Tool temperature, T 626.9K

Table 3.2: Quantitative results output for key variables along the cutting edge.
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3.8 Model validation

Part of the motivation for developing CFD techniques for machining processes is due to

the difficulty in carrying out experiments in the hostile environment near to the cutting

region, where the extreme temperatures and forces are at their peak. This difficulty

extends to validation of the CFD work due to the absence of extensive experimental

data.

The VoF fluid solver interFoam has been extensively validated for a range of

applications (Deshpande et al., 2012) for both inertia and surface tension dominated

flows. A further qualitative validation was carried out by Johns et al. (2018) for a

twist-drilling machining application in particular, which remains relevant for this work

since the Reynolds numbers of the coolant flow of between 40,000 and 80,000 are the

same in drilling as the milling work studied here. Using a specialised polymer coating

on a drilling tool, Johns et al. was able to compare the wetting results for experimental

and numerical tests and observed that the regions with predicted high levels of wetting

in the simulations corresponded well to the regions where the polymer had been washed

away in the experiments.

Validating the temperatures predicted in the tool is difficult so the model and

implementation has been validated through other methods. Firstly the implementation

of the new conjugate heat transfer solver, chtInterFoam, was tested to verify that it

reads in correct thermophysical properties for either water or air depending on indicator

function α. Channel flow cases with a single fluid present (water/air) were modelled

by applying either α = 1, 0 throughout the domain in the new solver. These results

exhibited a near exact match when compared to the already available conjugate heat

transfer solver in OpenFOAM, chtMultiRegionFoam, which is suitable for single phase

flow applications, providing confidence in the implementation and numerical solution.

To further validate the model, the full solution approach incorporating both

the multiphase and conjugate heat transfer components has been bench-marked against

a commercial solver, ANSYS Fluent, for a simplified cooling jet case. Further to this,

the chtInterFoam solver has been compared to experimental cooling data in another

case with simplified geometries from the literature. At the full complexity of the ma-

chining case a mesh independence study has been carried out to ensure independence

of the machining simulation outputs from grid sizings.

3.8.1 Benchmarking with alternative software

There are several benefits in comparing simulation results between various software.

Comparing a new solver against well established and widely used code allows confid-
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ence in the implementation and model used. Benchmarking open-source codes such as

OpenFOAM against commercial software can also be important when deciding which

tool to use.

When comparing between the two softwares here the primary focus is on the

temperature predictions across the domain. Other elements such as the multiphase

and turbulence modelling approaches have been investigated in other work and have

been widely reviewed and evaluated in the literature Deshpande (2014), Jasak (2009),

Singh et al. (2020). A simplified test case of a water jet impinging onto a heated plate

is used to compare the two softwares. The 2D geometry used, shown in Figure 3.15,

includes both a solid and fluid region. Although this test case is highly simplified

when compared to the full machining case setup it has much in common in terms of

the underlying physics and is primarily used to verify the model implementation here.

Although the geometries are complex when working with machining tools, at the most

fundamental level we are applying an impinging water jet onto a heated surface. The

model has therefore been benchmarked here to verify these fundamental aspects.

The solid component is taken to be aluminium and is heated from below with

a fixed temperature boundary condition of 270K. The fluid region is initially filled with

air and an inlet boundary defined at the top of the domain on the left introduces a

high speed (20m/s) water jet at a fixed temperature of 250K.

Figure 3.15: Multi-region geometry for a simplified benchmarking test case. A solid
and fluid rectangular region are created.

A symmetry plane at the centre of the jet is used to reduce the computational

complexity of the simulation. Outlet boundary conditions on the right hand side allow

the out flow of fluid (both water and air) and manage the properties of any inflow along
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the boundary. Any flow back into the domain via either the top boundary or outlet on

the right hand side enters the domain with ambient temperature to match the initial

conditions at 260K.

To maintain consistency in mesh quality and refinement between both soft-

wares being compared, the same mesh is used in both. Generated in ANSYS mesher,

a mesh of 55250 elements is used with refinement near to both the fluid-solid region

boundary and the symmetry boundary where much of the higher speed liquid flow is

expected.

In OpenFOAM the solution process is applied in two stages, for firstly the

multi-phase fluid model and secondly the multi-region conjugate heat transfer model,

as described in previous sections 3.3.1 and 3.3.2. In Fluent, these physical models are

coupled. This creates a small difference in the modelling, since buoyancy will now

be incorporated into the Fluent simulation as a result of including the gravity which

is necessary for the multiphase VoF component. Other differences can be expected

in the modelling and numerics between the two solvers. Where possible, similar finite

volume schemes and solvers have been selected but it is difficult to completely eliminate

differences. The flow in these test cases is highly turbulent and the k − ω SST model

has been applied. This may also cause minor differences to arise in the cases since

in Fluent any near wall treatment is applied internally and automatically depending

on simulation conditions whereas in OpenFOAM each boundary condition must be set

explicitly to determine this approach to the modelling at the walls.

To compare results from the two softwares a series of temperature profiles are

sampled vertically along the domain from the fixed temperature heated wall at the

base of the solid up to the atmospheric condition at the top. One of these profiles,

shown in figure 3.16, shows the well matched profiles along the height of the domain

given by both softwares. Each has a temperature of 270K at H = 0 on the heated

wall. The temperature then shows a smooth, steep decrease across the solid region

down to the lower temperature at the wall where solid and fluid regions meet. Here

Fluent predicts a slightly higher wall temperature of 252.8K whereas OpenFOAM gives

a lower prediction of 251.6K. The discrepancy at the fluid-solid boundary could be due

to the small differences in near-wall turbulence discussed previously or in different

implementations of heat transfer between multiple regions in conjugate heat transfer

simulations, however, as the difference is only small, there is still reasonable agreement

between the OpenFOAM and Fluent simulations.

Increasing the height along the temperature profile, the temperature decreases

rapidly to 250K in both cases as we move through the water flow over the solid plate.

The bulk of the water flow is at 250K which is the same as the inlet value, with only

small increases near to the wall and air interfaces. In the fluid region there is very good
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Figure 3.16: Temperature profiles from Fluent and OpenFOAM benchmarking simula-
tions over the height, H, of the multi-region geometry, at x=0.02m from jet centre line.

agreement between Fluent and OpenFOAM, across both the water flow, ambient air

and the interface between. The profile shows a gradual increase in temperature just

above the air-water interface which is found along this profile at H = 0.032m. In this

region the air near to the jet flow has been slightly cooled. Moving further up through

the domain, the temperature reaches the ambient condition of 260K and remains there

throughout the rest of the profile.

A collection of these samples taken across the domain show high levels of

consistency and a good similarity in the results. These are shown in Figure 3.17 where

they are overlaid onto the test case geometry with the resulting water-air interface, as

recorded in Fluent for context. The temperature results have been normalised to scale

well into the diagram using the inlet temperature Tin=250K.

The comparison between OpenFOAM and Fluent shows very good agreement

on temperature throughout the fluid region of the simulations. This was the particular

region of interest in this benchmark case, as the model being tested introduced the

multiphase aspect into the fluid region in OpenFOAM. Observing the excellent match

across both the water and air, as well as over the interface, provides great confidence

in applying this model further to the machining applications.

3.8.2 Validation of the model against experimental data

The model has also been validated against experimental results. Validating the chtInterFoam

solver against a machining case is relatively difficult due to the complexity of the geo-

metries and the difficulty in obtaining relevant experimental data. A reasonable altern-

ative is to identify experiments for simpler systems which retain many of the physical
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Figure 3.17: Fluent and OpenFOAM benchmarking simulations temperature pro-
files across the domain, scaled with inlet temperature Tin and distance from the jet
centreline, x, to put results in visual context.

characteristics. The case of cooling using impinging jets was identified as a good repres-

entation of the machining coolant process when comparing with alternative software.

The chtInterFoam solver is here tested using experimental data from the literature

(Dou et al., 2014) for an impinging water jet onto a metal block with embedded ther-

mocouples. The metal block is initially heated up to a temperature of 1200K before

being cooled by the impinging water jet in a transient process.

A geometry is set up to replicate that used by Dou et al. (2014). The con-

figuration is very similar to the previous test case (Fig 3.15) and is comprised of two

blocks, a solid region and fluid region with a symmetry plane at the centre line of the

jet to reduce computational expense. In the previous case, a planar 2D approach was

taken when comparing between the softwares. In this case, an axisymmetric approach

is used instead to better represent the circular impinging jet. In OpenFOAM a wedge

boundary condition designed for these axisymmetric cases is used with the axis taken

as the centre line of the jet. An inlet boundary is defined at the top of the domain

with the neighbouring boundaries in the fluid domain used as atmospheric boundaries.

At the inlet, the water volume fraction α is set to 1 since the incoming flow is pure

water, whereas the surrounding domain is initialised with only air present, α = 0. The

inlet is given a velocity boundary condition of 18.4m/s while the outlet conditions are

provided with a zeroGradient boundary condition, allowing fluid to both leave and

enter the domain as required. Surrounding air will be entrained into the jet as it devel-

ops and so it is important that fluid be allowed to enter through the top boundary and
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leave with the jet as it flows along the plate and out of the domain to best represent

the most natural flow structures. The boundary between the solid and fluid regions is

coupled using a compressible::turbulentTemperatureRadCoupledMixed boundary

condition, which is used in OpenFOAM to couple the temperatures and heat fluxes

across two regions for conjugate heat transfer simulations.

Visualisations of the flow in Figures 3.18 (a) and (b) show the high speed,

highly turbulent water jet impinging onto the hot plate. In both figures there is a clear

stagnation region as the jet impinges, a feature which was also observed in the full

machining cases and one which can have a significant impact on heat transfer.

Figure 3.18: Underlying flow for impinging jet in Dou et al. (2014) validation case,
shown for the simulation domain (a), and extended to a 3D representation of the
axisymmetric case (b).

The fluid flow of the jet is in the turbulent regime with a Reynolds number

of 4.1 × 105. Several RANS turbulence models were tested here including the k − ϵ,

k − ϵ Realisable and k − ωSST. Initially the k − ϵ Realisable model was chosen due

to its suitability for turbulent jets and efficiency however when this model was utilised

here to predict the coolant flow, the conjugate heat transfer simulations that followed

predicted the test block was cooling much faster in the OpenFOAM simulations than

in the experimental results of Dou et al. (2014), as seen in Figure 3.19.

It has been reported in the literature (Singh & Doom, 2017) that the k − ϵ

turbulence models can over-predict the turbulent energy in the stagnation region for

impinging jets which has in turn led to predictions of increased heat transfer and would

explain the faster than expected cooling of the test block initially observed here. To

rectify this, other turbulence models were tested, with the k−ωSST model performing

best and showing very good agreement with experimental results (Fig 3.19).

In the experimental study, Dou et al. (2014) monitored temperature across
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Figure 3.19: Comparing cooling curves using various turbulence models to experimental
results from the literature Dou et al. (2014).

multiple points in the solid test block and the locations of the probes are shown in

Figure 3.20.

Figure 3.20: Thermocouple locations used by Dou et al. (2014), with radial distances
to the centre of the test block labelled. Reprinted from Applied Thermal Engineering,
Vol 62, Dou R., Wen Z., Zhou G., Liu X., Feng X., Experimental study on heat-transfer
characteristics of circular water jet impinging on high-temperature stainless steel plate,
Pages No. 738, Copyright (2014), with permission from Elsevier.

One notable difference found between the experimental results from the lit-

erature and the CFD cases in this study was that the probes showed a very uniform

cooling down across the width of the block when using the k− ωSST and other turbu-
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lence models which has led to only small differences across test sites in the simulations

with the cooling curves for probes 1 and 6 only exhibiting ≈ 1oC difference. For the

corresponding thermocouples in the experiment there were variations observed across

the block, as can be seen in Figure 3.21.

Figure 3.21: Comparison of CFD model results and experimental data (Dou et al.,
2014) for probes in locations one and six.

The cooling curves experimental data did not necessarily follow a trend that

would be expected such as a reduced cooling rate as distance from the jet centre in-

creased. Thermocouples in positions 1,3 and 4 gave very similar readings to each other

across the experiment of Dou and these values were well predicted by the k − ωSST

model here. There was less agreement between the CFD and experimental data for

thermocouples in positions 0,2,5 and 6. Table 3.3 with Figure 3.20 shows the average

error at t=40 for these values predicted compared to experimental results and there

does not look to be an obvious pattern or trend in the error locations. One possible

explanation for this is that there are perhaps some 3D effects not being captured prop-

erly by the 2D OpenFOAM geometry used here or that there was some feature in the

experiments that affected only certain thermocouples. In fact, thermocouples 7, 8 and

9 were removed from experimental results by Dou et al. due to them breaking. Based

on the good correspondance with a selection of thermocouples places over the block,

reasonable agreement has been managed for the chtInterFoam solver.

The turbulence model used for the machining simulations is the k−ωSST since

this proved superior for validating the temperature fields and heat fluxes for impinging

jet style simulations in this validation case.
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probe R0 R1 R2 R3 R4 R5 R6

% error 28 0.5 25 0.8 0.8 22 15

Table 3.3: Errors for each probe location for simulation compared to experiments.

3.8.3 Mesh sensitivity study

At the full scale machining simulation level, a mesh sensitivity study has been carried

out to ensure independence of the simulation output from parameters such as cell sizings

and number of cells. Carrying out this study also allows for progression with the lowest

reasonable number of cells for any large scale geometry exploration requiring many

simulations. The computational cost can be greatly reduced by managing mesh element

numbers effectively which is highly desirable, especially in industrial applications where

a quick turn around for CFD simulations is of great importance.

For this study, two key outputs of the machining simulations are investigated:

the wetting of the tool edge in the fluid domain, and the temperature of the tool near to

the cutting edge. These parameters, described previously in section 3.7.2 are compared

for a series of meshes of varying levels of refinement. The meshes have been refined

as underlying block meshes at the beginning of the automated process. The further

surface refinement is scaled accordingly with this as part of the meshing process. Final

meshes for the domain range here from just under 500,000 cells to 17.5 million elements.

The results for wetting near to the tool edge, shown on the left in Figure 3.22,

indicate no strong dependence on grid sizing for most of the wetting results here. Since

this is a fluid volume fraction integrated over an area and a very large scale feature this

is reasonable. Only small variations are seen across most of the meshes tested in this

study - with a 1.2% difference between all results.

Tool temperature had a more obvious dependence on the grid sizing up to

a point, as seen on the right in Figure 3.22. Where the results for wetting appear

very consistent across the meshes used, the tool temperature exhibits a convergence

like behaviour, with very coarse meshing showcasing low tool temperatures which are

increased as the number of mesh elements is increased. The heat transfer is highly

dependent on small flow features near to the tool and workpiece walls as these have

a key impact on turbulent heat transfer. To conclude the study, the mesh sizing of

14.5 million cells is taken as suitable to progress with for further work investigating

geometries. The mesh refinements chosen are highlighted on the Figure with a red

marker. Increasing the number of elements to 16.5 million results in a temperature

change of less than 1 degree from the chosen mesh density.
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Figure 3.22: Left: Wetting results for mesh sensitivity study. Right: Tool temperature
results for mesh sensitivity study.

3.9 Conclusions of the chapter

A new solver, chtInterFoam, has been implemented in OpenFOAM which combines a

multiphase capability into the standard conjugate heat transfer solver available. The

solver can be used to combine the a multiphase volume of fluid method with a multi-

region heat transfer simulation using a one-way coupling method.

This model has been used to investigate the coolant flow and temperature

profiles in a milling machining case. The visual output provides great insight into

the behaviours of coolants in machining which are very difficult to observe in practice

due to the obstruction of the cutting environment by the tool, workpiece and chip

geometries. The coverage of the coolant and interaction with various features on the

cutting tool has not been previously identified and the visual results presented here

can be used by tool designers to better observe the coolant flow behaviour and inform

any tool design improvements. The coolant flow spreading out over the workpiece

was shown to interact and cover both the rake edge and flank edge, indicating that

the current tool design provides lubrication to both regions. The combination of the

visualisations presented and the quantitative results extracted at the rake cutting edge

confirm that this Sandvik tool model has excellent coolant coverage at the cutting edge

where the lubrication is most required. The impact location of the jet can be identified

in the simulation results and could be of interest in further work on chip formation and

breaking and local thermal wear.

The OpenFOAM model implementation has been compared to an equivalent

physical configuration in the commercial CFD software ANSYS Fluent for a simplified

impinging jet case, which incorporates many of the physical features seen in machining,
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and has successfully been benchmarked against this code. Further validation has been

carried out using experimental results for an impinging water jet from the literature

to assess the suitability of the model in these applications. Although there was more

variation in temperature across the test block observed in the experimental data from

Dou et al. (2014) than was predicted by the CFD model a very good agreement was

seen between the new model and the experiments in several thermocouple locations

and we can now move forward with the validated model for further investigations of

machining configurations.

In further work, the modelling of the coolant distribution and heat transfer

could be extended to include the rotation of the tool for this intermittent cutting

operation. A short study presented here on the importance of the rotational position

of the tool provided valuable insight into the impacts of rotation and showed this would

be very important to include if looking at the intermittent features of milling in more

detail. It was shown that the cutting edge receives no coolant during the rotation while

the impingement region of the cutting edge is not actively cutting.

The new solver will next be used to test a variety of new tool designs for

milling applications to find an optimised tool design.
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Chapter 4

Coolant Channel Analysis

Contents

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

4.2 Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

4.2.1 Creating Design of Experiments (DoE) points - latin hypercube 64

4.2.2 Validations of models . . . . . . . . . . . . . . . . . . . . . . 66

4.3 Design space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

4.3.1 Variables for consideration . . . . . . . . . . . . . . . . . . . 68

4.4 Optimisation Study I: Coolant flow rate and horizontal coolant chan-

nel angle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

4.4.1 DOE setup . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

4.4.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

4.5 Optimisation Study II: Vertical and horizontal coolant channel angles 77

4.5.1 DoE setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

4.5.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

4.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

4.1 Introduction

In chapter 3, modelling of coolant flow for a standard milling tool was introduced. In

this chapter, the model is applied to investigate optimal tool designs using surrogate

modelling and optimisation techniques. Firstly, the surrogate modelling and optimisa-

tion approaches are introduced; this describes the generation of a Design of Experiment

(DOE) sample plan, the use of radial basis functions to interpolate response surfaces

over the design space and different validation methods for these models. Next, vari-

ables of interest are identified from both a tool design and machining parameter space

and their potential impacts are discussed. Finally, two DOE cases are explored and

analysed to identify potential new, optimal designs for the key objectives of maximised

coolant distribution and minimised tool temperatures.
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4.2 Theory

When working towards designing an improved process or product — such as a new

machining tool — the entire design space would ideally be considered and evaluated to

observe which design could provide the best outputs.

In reality, it is rarely feasible to test the outputs over the full design space. There

are usually some limitations which prevent this practice — these are often time and

money related. In an experimental setting, testing for a new tool design could mean

prototyping the tool for each design of interest and then testing for the desired results.

This practice is very time consuming and labour and resource intensive, as well as ex-

pensive. Using a CFD approach, there is still an element of manual interaction time

costs since each geometry needs to be generated, but the main limitation is computa-

tional resources. Each simulation in this case can take around 1,200-2,000 CPU hours

to complete which limits the number of CFD simulations which can be run.

Given the limitations here which prohibit the investigation of the whole design

space, a measured approach must be taken. A manageable, fixed number of data points

can be sampled and this information and output is then interpreted to build up a clear

picture of the whole design space.

4.2.1 Creating Design of Experiments (DoE) points - latin hypercube

To get the most information about the design space from a set number of points, a good

sampling plan is needed. Techniques used for selecting the best data points to test are

often referred to as experimental design, or design of experiments (DOE) techniques.

There are many DOE techniques available, suiting various needs and with different

levels of complexity (Cavazzuti, 2013). Here the latin-hypercube method is used. For

this method, the design space is divided up in to Nn blocks or subgrids for the number

of sample points needed, N , and the number of design variables, n. These blocks grid

the entire design space and along each orthogonal axis, blocks are chosen so that only

one sub volume is used, as can be seen in an example (Fig ??). A random sample is

chosen from each selected block to carry out the experiment or simulation.

When identifying the subgrid regions to use in the LH, technically, a selection

of only diagonal subgrids would meet requirements of one selection per row/column.

However, it is clear that the majority of the design space would remain unexplored

in this configuration due to the high correlation of the subgrid choices. In addition

to fulfilling the minimum requirement of achieving only one selection per row/column,

usually a space-filling algorithm is employed to ensure the selected subgrids are spread

out in the domain and reduce correlations.
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[̇Latin hypercube subgrid and sample points schematic](a) Latin hypercube subgrids
for N = 15, n = 2, (b) Sample points within the latin hypercube subgrids.

These methods are often evaluated using a ‘space-filling’ metric which con-

siders the distances, d, between all pairs of points in the sample plan (Johnson et al.,

1990).

Here the Morris-Mitchell condition (Morris & Mitchell, 1995) is used which maximises

the distance between all points, calculated using a p-norm(p=1 is rectangular distance,

p=2 is euclidean norm),

d(x(i1), x(i2)) =

 k∑
j=1

|x(i1)j − x
(i2)
j |p

1/p

(4.1)

A detailed explanation of the theory and example of an implementation of the method

in MATLAB can be found in Forrester et al. (2008)

Metamodel theory

After the sample points for the DOE have been finalised, the CFD simulations are run

with the finalised input parameters. Results from these simulations are processed to

extract key outputs we would look to optimise or improve. The results for the output

variables are used to approximate these key variables across the design space. The

response surface, characterised by a variable y is an unknown function of the design

variable parameters. At each DOE sample point, the value of the response surface is

known from the CFD output and fixed at this value, and in the spaces between, a

surface is interpolated from the data.

To build the metamodel using the CFD output data, a Radial Basis Function (RBF)

approximation to the surface, f̂ , is needed:

f̂(x) = w′ϕ =

nc∑
i=1

wiϕ(||x− c(i)||), (4.2)
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where x is the position in the design space, w is a vector of weighting values and

ϕ is the nc vectors containing the values of the actual basis functions, evaluated at

the euclidean distances between the prediction site x and the centres c(i) of the basis

function (Forrester et al., 2008).

There are many basis functions that could be used:

– linear: ϕ(r) = r

– cubic: ϕ(r) = r3

– Gaussian: ϕ(r) = e−r2/2β2

– multiquadratic: ϕ(r) = (r2 + β2)1/2

– inverse multiquadratic: ϕ(r) = (r2 + β2)−1/2

with the linear and cubic functions being examples of fixed bases and the further three

including the β variable being parametric basis functions.

The vector of weights, w, is calculated from an interpolation condition,

Φw = y, (4.3)

f̂(xj) =

nc∑
i=1

wiϕ(||xj − c(i)||) = yj , j = 1, 2, ..n. (4.4)

The results y = [y(1), y(2), ...y(n)]′ on the surface are known at the n sample points,

x = [x(1), x(2), ...x(n)]′. Φ is the Gram matrix, Φi,j = ϕ(||xi = xj ||) for i, j = 1, ..., n.

This creates a response surface, which coincides with the DOE dataset at sample sites

but creates an interpolated surface over the remaining domain. The models which are

parametric in approach and include a tuning parameter, σ, can be tailored to provide

better responses through further analysis and validation.

4.2.2 Validations of models

To ensure the response surface is predicting the results accurately across the design

space, it will be subjected to cross-validation.

A collection of the CFD data points are held back from the data set while the response

surface is constructed and then the surface is evaluated by considering the disparity

between its predictions and true values at those withheld data points.

The error for the surface can be defined using several approaches:
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– Root Mean Squared Error

RMSE =

√√√√ 1

n

n∑
i=1

(f̂i − fi)2, (4.5)

– Relative Average Absolute Error

RAAE =

∑n
i=1 |f̂i − fi|
nσsd

, (4.6)

– Relative Maximum Absolute Error

RMAE =
max{|f̂1 − f1|, |f̂2 − f2|, ..., |f̂n − fn|}

σsd
, (4.7)

with σsd here being the standard deviation of observations. As the values of RMSE,

RAAE and RMAE tend to 0 it signifies the improvement of the model. Through cross

validation methods the parameters can be tuned and improved, with the goal being to

reduce the RMSE or other error quantifier. There are several validation methods which

can be used. Two used here are detailed below:

Leave-One-Out

Leave-One-Out cross validation is an example of an exhaustive validation method. In

turn, each of the DOE sample data points is held back and the remaining become the

training set and are used to construct the response surface. Error is then evaluated

by comparing the ‘left out’ data point CFD result to the prediction by the generated

surface.

k-Fold

K-fold validation on the other hand is an example of an in-exhaustive method. A

random subset of k points are held out, with the N − k remaining being used as the

training data to build the response surface. Errors are calculated at each of the k

validation points and an optimisation algorithm can be used to iteratively reduce the

error.

An optimal tuning parameter is found here using a golden search algorithm

together with cross-validation methods and error calculations. Iterating through values

of σ while validating and assessing errors mean the final results surface predicts the

response as well as possible with the data that is available.

Once the response surfaces are created they can be analysed over the design

space and used to investigate the response of key parameters over the design space
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and highlight any scope for improved or optimised designs. Running CFD simulations

can be expensive and time consuming and in this application, if calculating new input

parameters during the optimisation algorithm iterations and then running simulations

at these points, the computational time and cost would be too high. The meta-model

created here means that the design space can be explored in an optimisation algorithm

with output from the response surface presumed to well-predict CFD results across the

design space. With these predictions used instead from the response surface, optim-

isation techniques become much more practical to use to identify the local and global

maxima and minima.

4.3 Design space

Within machining and, more specifically here, milling, there are lots of potential vari-

ables to consider when looking to make improvements to the cutting process. Some

of these variables are related to the tool design and coolant channel configuration and

some are related to the running conditions.

4.3.1 Variables for consideration

The variables and parameters which fully define a tool design are extensive and complex.

These can include things like the number of flutes on the tool, and the angle of the

cutting edge. The majority of these variables are fine tuned to individual cutting

applications and have been through an extensive design processes. During this targeted

study with a focus on coolant application, tool design parameters which link to the

design of cutting edges and would affect the cutting mechanism or process extensively

have not been considered. Even if significant improvements were observed here for

coolant objective outputs, the designs would have to be further considered from a solid

mechanics perspective. In further work, if a combined model which combined analysis

of the structural integrity and cutting process with the coolant application were used

these would be good variables for consideration, but it is beyond the scope of the work

in this case.

Modifications made to the design of the coolant channels do not have a heavy

influence on the cutting process itself and yet have the most significant impact on

coolant management, making them ideal candidates for exploration. Machining condi-

tion parameters also have the potential to have large impacts on the coolant application

results here and exploring a parametric study with these conditions can also be con-

sidered. A collection of some potential design variables for internal coolant channels

can be seen in Figure 4.1.
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Figure 4.1: Schematic of potential parameters for design space exploration. Vertical
and horizontal coolant channel angle are shown at the top, with coolant channel exit
height, H, shown on the bottom left, and coolant channel diameter, D, on the bottom
right.

Targeting coolant application well with internal coolant channels is one of

the primary objectives in thermal management of machining. Three variables that

dictate the direction and impingement site of the coolant jet are the horizontal and

vertical channel angles, θh, θv, and the coolant channel exit height, H. Managing these

variables, there is complete control of application of the coolant within feasible limits.

As well as dictating the impinging jet location, the channel angles also affect the coolant

flow velocity as it enters the cutting zone. This influence on the coolant direction could

dictate whether the bulk of flow is directed upwards or downwards along the cutting

edge for example, which would have great importance to chip evacuation in some cases.

A steep vertical angle typically results in the bulk of coolant flowing downwards of
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the jet impact point and wetting the tool/workpiece below this point as opposed to

a straight horizontal channel which causes the coolant to flow into the domain much

more evenly. The angle of impingement has also been found to affect local heat transfer

coefficients in flat plate tests (Attalla & Salem, 2014) so this is of interest in machining

too.

The tool design variables listed above have the advantage of being applicable

to a range of operations. Once prototyped and tested, new tool designs could still be

investigated further with a focus on machining conditions for different applications.

It is important to have designs which operate well under a range of conditions and

considering the machining condition parameters alongside the tool design parameters

can highlight some of the limitations of even some of the best tool designs across a

range of operating conditions.

Although there are several ways to control the impingement centre of the

coolant jet by modifying tool design as mentioned here, there are only small changes

that can be made to the distance, L, between the coolant jet exit from the tool to

impingement on the workpiece. This could be somewhat important when considering

the local heat transfer on the tool and workpiece surfaces. One of the characteristic

parameters for heat transfer in impinging jets is the ratio of distance between channel

exit, L, and channel diameter, D. For most milling cases using standard channel

diameters the characteristic impinging jet parameter is around L/D ≈ 2. This value is

smaller than is generally optimal for impinging jet coolant (Baughn & Shimizu, 1989).

The coolant channel diameter can be varied to some extent, however reducing the

channel sizes significantly also greatly increases the pressure drop over the system, and

therefore increases the pumping power needed to deliver coolant at similar flow rate

magnitudes.

Changes to coolant flow rate would have the potential to have significant

impacts on the cooling capability, not only due to the introduction of higher convection

and turbulence, but the capacity to shift the location of high heat transfer points (Sagot

et al., 2008). In addition to coolant flow rate, the machining condition parameters of

interest could be the tool engagement, both axially and radially. These settings are

often changed to achieve different results in machining and have a significant impact

on the levels of thermo-mechanical load experienced by the tool. They are important

to consider from a coolant perspective, as it would be beneficial to have the coolant

targeted at a suitable region along the cutting edge, and if the axial engagement was

very small for example, then coolant would ideally be directed at that small region near

to the tool tip. In large radially engaged settings, a longer stretch of the cutting face

is engaged at any one time, and a good distribution of the coolant over the larger area

might be more beneficial.
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Here a combination of both tool design and machining condition factors are

investigated, with two DOE studies undertaken, each with two design variables used.

One takes both a machining condition parameter and a tool design parameter to in-

vestigate, and the second explores two tool design parameters together.

4.4 Optimisation Study I: Coolant flow rate and hori-

zontal coolant channel angle

4.4.1 DOE setup

The first optimisation study investigates the coolant speed, U , and horizontal channel

angle, θh as the two design variables considered. This combination will provide insight

into both a tool design parameter and machining condition parameter and the case can

be used to determine the relative impact of each.

The full range of horizontal channel angles used is 12.5o ≤ θh ≤ 45o and a standard

vertical angle, θv of 30° is taken. A small horizontal angle aims the coolant at the cutting

edge and results in a larger distance between the channel exit and the impingement

surface of the workpiece. At the minimum angle, the coolant jet should impinge with the

centre slightly above the cutting edge. This minimum horizontal angle is limited by the

process used to create the channels — when the coolant channel intersects the cutting

edge of the tool then the design becomes non-feasible since these coolant channels are

machined into the tool externally and adding the channel would damage the cutting

edge in the event of an intersection. Figure 4.2 shows this minimum horizontal angle,

as the view is directed along the coolant channel axis. Any further direction towards

the cutting edge and it is clear that the cutting edge itself would be compromised by

an overlap.

For the maximum angle value of 45o the coolant channel exits the tool through

the flank edge which follows the cutting edge. This angle value is also on the limit of

feasible geometries, since a further increase would see the channel path interfering with

the tool surface in the flute above. Exiting the tool at the flank edge means much of the

coolant is expected to cover this edge and generally leads to a much smaller distance

before the coolant jet impinges on the workpiece surface.

Coolant speeds ranging from 30-80 m/s are used for the simulations. A sample

size of 25 points is used across the design space, located according to the optimised latin

hypercube shown in Figure 4.3. This N=25 value is chosen for this study based on the

balancing of successful capturing of the output variables response against computational

limitations, as it is not mandated when using an optimised Latin hypercube sampling
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COOLANT CHANNEL ANGLE

Figure 4.2: View down coolant channel axis at maximum value of horizontal angle.

approach. In this study of the design space, 25 samples were deemed to represent

the behaviour across the design space well, with Leave-One-Out cross validation of the

response surface fitting resulting in a Root Mean Squared Error (RMSE) of 0.043, 0.08,

0.169 for wetting, vertical coolant speed and tool temperatures respectively. The tool

temperature has a higher RMSE than wetting and coolant speed. If possible, more

sample points would have been used in the regions of low horizontal angle, where there

is more variation in the response of the tool temperature results in order to reduce this

value, however this was not possible due to computational cost and time. In further

work an adaptive methodology whereby further sample points could have been added

into the regions of high variability would be an improvement and more efficient use of

computational resources.

For each of the 25 sample points a new tool geometry design is created in Solid-

works. The geometries are each automatically meshed following the process described

in section 3.2.3 using surface ‘standard triangle language’ (STL) files from the tool

geometries and the same snappyHexMesh script. Refinement process and background

base meshes are consistent between all cases.

Simulations are each run on 40 cores on the University of Leeds ARC clusters to a final

time of 0.001 seconds. Data between 0.0008-0.001 is then extracted and time-averaged

using python scripts to offset any unsteadiness in the simulations.

The required variables are post processed to calculate average values for the

solid and fluid regions of interest, following the process described in section 3.7.2.
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Figure 4.3: Sample points generated using an optimised Latin hypercube method on
a 2D unit square for a DOE study with two design variables, coolant inlet speed and
horizontal coolant channel angle.

4.4.2 Results

Radial basis functions have been used to create response surfaces for each output vari-

able in the DoE case. Each response surface has been fitted using an inverse multi-

quadratic radial basis function and an optimised tuning parameter and validated using

a leave-One-Out cross validation. The β tuning parameters are provided with each set

of results and have been optimised using a golden search algorithm, with the results

included in Figure 4.4

Figures 4.5-4.7 show the response surfaces for wetting, vertical coolant flow

in the chip formation zone, and tool temperatures, with the red points representing

the CFD simulation output at the DoE sample points. Across each response surface

a yellow point also shows an optimised value on the surface where each variable has

either been maximised or minimised according to the desired outcome.

The results for wetting % in Figure 4.5 show horizontal channel angle has a

clear impact on the coolant distribution, with the low angles which direct towards the

cutting edge exhibiting the highest coolant flooding here. This would be the expected

outcome and is intuitive given the directing of the coolant, though even as the channels

are directed instead towards the rake face, where wetting is the lowest, the values are

still over 40% coverage. This is significantly lower than the > 85% maximum but would

likely still be vastly improved on a dry machining case. The coolant speed appears to

have very little impact on wetting % across these ranges compared to the channel angle.
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Figure 4.4: Tuning parameter optimisation results from a golden search approach for
(left to right) wetting, vertical coolant speed, and tool temperature. The β tuning
parameter is plotted against RMSE.

For the vertical speed results, Uz, shown in Figure 4.6 all the results are

negative. This is likely due to the standard vertical coolant channel angle used across

these simulations which is 30°. All flow entering the domain and impinging on the tool

is directed downwards as a result of this and a generally downward flow as a result is

expected. A positive flow would be beneficial to evacuate chips upwards in a full-slot

milling case, however minimising the magnitude of downward flow can also be beneficial

as there are cases where there be multiple priorities to consider which do not allow for

an upward flow configuration.

Aiming the coolant flow at the flank face with a high θh value means a larger

proportion of the coolant is directed upwards once interacting with the cutting edge.

Increasing the coolant flow entering the domain makes this effect more pro-

nounced and we can see a more significant increase in magnitude when increasing

the channel angle at the highest speed of 80m/s (ui = 1) compared to the lowest.

Low speeds generally show a smaller magnitude of Uz across the results, since a lower

coolant speed applied results in a smaller magnitude flow across the domain in general.

Where wetting results showed a strong dependence on the θh parameter, and
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Figure 4.5: Response surface fitted using an inverse multi-quadratic radial basis func-
tion for coolant coverage, α, along the rake face for DoE study of the coolant inlet
speed, ui, and horizontal channel angle, θh parameters.

Figure 4.6: Response surface fitted using an inverse multi-quadratic radial basis func-
tion for vertical coolant flow, uz, along the rake face for DoE study of the coolant inlet
speed, ui, and horizontal channel angle, θh parameters.

the vertical coolant velocity results depended on both θh and ui, the response surface

for tool temperatures (Fig 4.7) show greater dependence on ui across the design space.

Generally, as the coolant inlet speed is increased, the tool temperature is decreased.
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There is a small region of exception to this across the domain where θ̂h is at its minimum

value of 0 and there is low coolant inlet speeds. Here the tool temperature remains high,

with similar values to those around the maximum of 620K seen for the lowest coolant

flow supplies. The tool designs with this minimal angle direct flow more successfully

along the cutting edge instead of over the whole tool surface, which can reduce the

cooling capacity in these simulations. This feature is further discussed in the results of

4.5, where it is more prominent and critical to the results analysis.

We would expect a good correlation between low temperatures and high wet-

ting as the coolant is applied to decrease tool temperatures. Instead of a similar profile

however, the tool temperature is shown to be much more dependent on coolant speed

than the level of coverage on the cutting edge in this instance. This emphasises the im-

portance of the consideration of both machining conditions and tool design parameters

in tandem since a change in conditions could drastically change outputs across the case.

Tools need to be robustly designed to perform well across a range of conditions instead

of at the absolute best in a very narrow and unsustainable set of ideal conditions.

Figure 4.7: Response surface fitted using an inverse multi-quadratic radial basis func-
tion for tool temperature, T , along the rake face for DoE study of the coolant inlet
speed, ui, and horizontal channel angle, θh parameters.

It can also be observed from Figure 4.7 that fairly small temperature ranges

are observed across the design space. This is due to a fixed high temperature boundary

condition being applied between the workpiece and tool. In reality, the high tem-

peratures generated here would be dependent on friction and a range of machining

conditions. High levels of coolant coverage near to this boundary introduce a good

covering of lubrication which is one of the main benefits of applying the coolant. This
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is turn would reduce the actual temperatures generated here and if this were taken into

account, the results would likely be more closely corresponding to the wetting surface.

Using the meta-models created for the response of the key variables wetting, vertical

coolant speed and tool temperature, tool designs can be optimised to maximise or min-

imise any of these results. Single objective optimisation to maximise coolant coverage

and minimise vertical coolant speed and tool temperatures are presented in Table 4.1.

Variable Optimised output ûi θ̂h
α 88% 0.13 0.0
uz -8.65 ms−1 0.0 0.83
T 595.2K 0.98 0.96

Table 4.1: Single objective optimisation results, maximising α, minimising uz and tool
temperature T , with optimised tool designs variables θ̂h and ûi.

The investigations into the design space here have allowed the comparison

of the impacts of a tool design variable, θ̂h, and a coolant supply condition variable,

ûi. It was noted that both impacted on the simulation output parameters to different

extents, with the coolant channel design having a more significant impact on the coolant

distribution along the cutting edge and the coolant supply inlet speed having a more

significant impact on the tool temperatures.

4.5 Optimisation Study II: Vertical and horizontal coolant

channel angles

4.5.1 DoE setup

The second design exploration case considered takes two tool design parameters as the

design variables used. This combination allows much more versatility in the direction

and location of coolant jet impingement. The full vertical channel angle range of 0-

45° is taken as the fixed range. A vertical channel angle, θv, of 0° means the coolant

channel lies in the horizontal plane. Having the flute coolant channels directed upwards

from the horizontal would cause an unnecessary pressure drop and predominantly the

desired cooling region is below the coolant point anyway so there is little to be gained

from increasing above the horizontal plane.

Minimum and maximum horizontal angle are again dictated by what it is

possible to machine. If the angle becomes too large the cutting of the coolant channel

interferes with the following cutting edge, and if it is too small, with the preceding

flank face. In the first optimisation study at a fixed vertical angle this range was fixed

and easier to explore. When the vertical angle is varied in tandem, there are more
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complicated limitations on horizontal angle.

At the smallest vertical angle of 0°, there is room for a wider range and so we

vary horizontal angle between 12.5° and 55°, whereas at a 45° vertical angle that range

is limited to 19° - 37° to maintain feasible tool designs. A DoE is generated across a

regular unit square design space, as shown in Figure 4.8 (a), and then scaled dependent

on vertical angle as indicated in Figure 4.8 (b).

The response has been more complex in this second design space exploration and an

increased number of sample points, 80, are generated, with geometries created and

meshed for each new tool design. Ideally, further sample points would be added in the

region of the smaller horizontal channel angle, since this is a high change region.

Figure 4.8: Sample points generated using an optimised Latin hypercube method on a
2D unit square for a DOE study with two design variables, the vertical and horizontal
coolant channel angle.

Examples of the extreme geometries which would represent the corner points

in the design space can be seen in Figure 4.9. The extra range which is attained for the

small vertical angles is clear here, with the geometry (a) cooling channel exiting the

tool right through the flank edge and the geometry (c) coolant channel with the larger

vertical angle exiting the tool in the flute instead. Comparing the geometries (b) and

(d) with maximum horizontal angles, the geometry (b) cooling channel exits the tool

much deeper into the flute than the geometry (d) cooling channel.

4.5.2 Results

In general the results from the second DOE case here exhibit less clear trends in the

behaviours across the design space. Particularly in regards to the tool temperatures

and vertical component of the coolant velocity near to the cutting edge. Increasing the

number of tool design parameters used as design variables from one to two between
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Figure 4.9: Extreme geometries (a) θv = 0, θh = 12.5 (b) θv = 0, θh = 55 (c) θv =
45, θh = 19 (d) θv = 45, θh = 37.

these cases has exhibited a clear increase in complexity of the response across key

outputs. In other cases where more design variables could be considered to try to fully

parametrise the coolant channel design by also including, for example, coolant channel

vertical position, a significantly higher number of data points would be required to

capture the details of the response surface. At 20 sample points for two variables there

appear to be limitations still and global maxima and minima observed could be non-

physical and due to over fitting.

Response surfaces for the second design space exploration are presented in figure 4.10 for

wetting, vertical coolant speed and tool temperature. In each of the response surfaces,

there is a region with a clear isolated peak/trough at around θh = 37°, θv = 35°. This is

clear on the plots as an outlying high region in the vertical speed and tool temperature

response surfaces, and a low region in the wetting.

This region is small and there is no obvious geometrical reason for the variable

behaviour compared to other tool designs within close proximity in the design space.

There is confidence that the results correspond to a real feature of the flow in this

region of the design space, since although there is one tool design in the space which

predominantly creates the extreme peak values shown, a neighbouring tool design has

results which lie nearly half way up the steep slope near the extreme points and out of

the range of all remaining points in the design space. Further examination of these CFD

results show a very limited consistent coolant coverage for the two results in question.

Visualisations of the coolant coverage are shown in Figure 4.11 from multiple angles and

the coverage on the workpiece is not the solid red which corresponds to consistent high

levels of coolant, as was seen in Chapter 3. Instead there appears to be a significant
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Figure 4.10: RBF response surfaces fitted using an inverse multi-quadratic radial basis
function for (a) wetting of the cutting edge (%), (b) Vertical speed, uz, (c) Tool tem-
perature, T .

amount of splashing flow in the flute and a good coverage on the flank edge above

the flute being modelled. There is no obvious reason why these tool designs would

create a higher amount of splashing, as the impingement point is not especially close

to a complex region of the tool-workpiece cutting interaction or any other particular

feature. From this set of results it is found that any design which exhibits this excessive

splashing flow is to be avoided if possible, since it has contributed to a low coolant

coverage and a very high tool temperature. The response surface fitted to the DOE

results is also impacted by the inclusion of these outlying values in the domain, with the

surface nearby over-fitted with local peaks and troughs to compensate for the values.

To progress the analysis of the rest of the domain, the splashing points in the isolated

region are omitted from further analysis, in order to analyse the domain under more

regular conditions.

The same set of results, with response surfaces refitted while witholding the

two tool designs which showcased outlying splashing features are presented and dis-

cussed below. Each response surface has been fitted using an inverse multi-quadratic
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Figure 4.11: Visualisation of tool design with θ̂h = 0.61, θ̂v = 0.69. The fluid flow
presented is at the end time of 0.001s in the simulation, but is coloured with the time
averaged results for coolant coverage. The fluid domain is filtered to show only coolant
filled regions with α > 0.5 and significant amounts of splashing flow can be seen in the
tool flute.

radial basis function and an optimised tuning parameter. The β tuning parameters

are provided with each set of results and have been optimised using a golden search

algorithm, with the results included in Figure 4.12

With the splash generating tool designs removed, the results for coolant cover-

age are shown in Figure 4.13 with a mostly smooth response. Neither of the two angles

are seen to dominate the design space, with both clearly having an impact. There is

excellent wetting at the lowest values for θ̂h and θ̂v, where the coolant is directed at the

cutting edge with a low vertical angle. Generally, reducing the vertical angle appears

to increase the coolant coverage across the domain, although interestingly, this is far

more pronounced when directing the coolant at the cutting edge with low θ̂h values. At

high values of θ̂h, the vertical channel angle, θ̂v, has very little impact since the coolant

is impacted further away on the workpiece surface and spreads out evenly, which gener-

ates a generally good coolant coverage up the rake face on the cutting edge. Reducing

the θ̂h values from a maximum of 1 to ≈ 0.5 increases the wetting on the rake across

the full range of θ̂v angles, as the coolant is directed more towards the cutting edge.

After the θ̂h is decreased below ≈ 0.5 however, the wetting starts to depend strongly

on the θ̂v parameter. At the lowest value of θ̂h, when the coolant is directed directly

towards the cutting edge, a small θ̂v angle creates a well spread out coolant application

and shows the highest wetting, however at the minimum θ̂v the coolant distribution

is reduced to ≈ 40%. This coverage is a reduction compared to the ≈ 60% values

achieved for high θ̂h values, with the coolant now directed steeply down towards the
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Figure 4.12: Tuning parameter optimisation results from a golden search approach for
(left to right) wetting, vertical coolant speed, and tool temperature. The β tuning
parameter is plotted against RMSE.

base of the cutting edge, and much of the coolant then flowing to the base of the tool,

with less flow travelling up the cutting edge to provide the even coverage needed for a

high average α result.

The response surface results for the vertical velocity along the cutting edge

rake face is presented in Figure 4.14. Once again all vertical speeds recorded are

negative, with the coolant directed downwards on average. A large part of the domain

results in a flow of around -15m/s along the cutting edge, while the corner of the

design space with the lowest θ̂h and θ̂v values have a significantly higher magnitude

of downwards flow, closer to -25m/s. This coincides with the tool design region where

high wetting was observed in Figure 4.13. At this point, coolant impacts at the highest

point in the domain and is directed at the cutting edge, so almost all flow then travels

down the rake edge, causing the high magnitudes seen here.

It was hoped that including small vertical angles in the range would allow

the opportunity for some more significantly reduced downward flow over the cutting

edge, and although this has been successful to some extent it has been offset by the

fact that decreasing the vertical angle has actually raised the point of impingement
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Figure 4.13: Response surface fitted using an inverse multi-quadratic radial basis func-
tion for coolant coverage, α, along the rake face for DoE study of the horizontal and
vertical channel angles parameters, θh and θv.

on the workpiece in the domain. As the site of impingement moves upwards in the

domain, naturally more of the coolant flow spreading out from the site is directed

downwards along the cutting edge since most of the region of interest is now below

this site. To fully explore this further with a targeted investigation of Uz, the vertical

height of the coolant channel would also be a variable of paramount importance. A

small vertical angle coupled with a lower vertical exit/ impingement point would seem

a strong candidate.

Results for the tool temperature are more difficult to interpret in this DOE

with two channel angle parameters taken as the design variables compared to the pre-

vious study in section 4.4. The response surface shown in Figure 4.15 shows greater

variability than observed in the previous case, and a higher RMSE was seen in Figure

4.12 for the validation and optimisation of the tuning parameters for the radial basis

function fitting. The number of sample points was increased from 25 to 80 between

the first and second optimisation studies conducted in this chapter in an attempt to

capture the tool temperature response, however even more sample points would be

ideally used if the increased computation cost could be allowed, since this is a complex

variable response across the design space.
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Figure 4.14: Response surface fitted using an inverse multi-quadratic radial basis func-
tion for vertical coolant speed, uz, along the rake face for DoE study of the horizontal
and vertical channel angles parameters, θh and θv.

The surface shows a region of low temperatures near to the middle of the

design space, with tool temperatures rising as the horizontal angle, θ̂h, becomes close

to either the maximum or minimum points at the edges of the design space. The tool

temperature also rises as the vertical channel angle, θ̂v, is reduced to its minimum

value of 0, for a level horizontal channel where the maximum temperatures of just over

630K are observed. Low tool temperatures were expected to correlate to regions of

high wetting for these studies, however these CFD results and response surfaces show

very little correlation between the two results outputs. In fact, the region of highest

tool temperature occurs in the low θ̂h and θ̂v corner which resulted in the maximum

coolant coverage for the rake edge. To investigate this counter intuitive relationship,

two tool designs are selected and presented from different view points below in Figure

4.16. Marked on the response surfaces in (a), a high wetting, high temperature model

is highlighted with a black ring and shown in (b), while a moderate wetting, low

temperature model is highlighted with a white ring and shown with detailed views in

(c). The spread of coolant along the workpiece surface is good for both models, as

shown on the left hand of (b) and (c) where the tool is included for visual context. To

the right of this, two views of each model are included showing the coolant coverage

on the tool surface in the flute, from different angles. The central images showing
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Figure 4.15: Response surface fitted using an inverse multi-quadratic radial basis func-
tion for tool temperature, T , along the rake face for DoE study of the horizontal and
vertical channel angles parameters, θh and θv.

the coolant coverage over the tool surface show much better coverage for the model

at the bottom, shown in (c), which had reduced temperatures compared to the model

above it (b). The third visualisation, on the right hand side, for the two models shows

that (b) has a much thicker and more concentrated layer of coolant application along

the cutting edge than the model (c) below it, which shows good coverage but in a

thinner layer. This is the reflection of the wetting results in (a) and are due to the

coolant being well targeted towards the cutting edge for this model shown in (b), so

that the coolant travels along the cutting edge in larger quantity and with high speed.

From this analysis, the tool temperature looks to be more dependent on a good coolant

coverage over a broader area of the tool, rather than a concentration near to the high

temperature tool tip. A larger contact region between the tool and coolant enhances

the heat transfer in these cases and makes the tool designs which spread the coolant

more evenly appear to be the best option for thermal management.

The closer dependence of tool temperature on coolant coverage over the en-

tire tool surface is confirmed by considering the correlation of results for each variable.

There is a very low correlation of 0.08 between the tool temperature and coolant cov-

erage of the cutting edge, whereas a correlation of -0.60 is found for tool temperature

and wetting of the whole tool surface in the flute. It should be noted however, that

although there is not a clear link between the tool temperature’s response and the

wetting results at the cutting edge in this work, this is not likely to be realistic. The

good application of lubricating coolant to the cutting edge would significantly reduce
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Figure 4.16: Two models to consider in more detail are highlighted on the wetting and
tool temperature response surfaces in part (a), with a black ring for a high wetting,
high temperature tool design, and a white ring for a moderate wetting, low temperature
tool design. There CFD models are presented from three viewing angles in (b) and (c)
respectively. Visualisations in (b) and (c) show the fluid domain coloured according to
wetting, with red regions having high coolant coverage and blue having none. The left
hand side view shows the flute as though through the workpiece, the middle shows the
view as from the centre axis of the tool, and the right hand side view shows the cutting
edge side of the flute more clearly.

friction and any associated heat generation at these cutting edges. To develop this
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work further, a realistic factor which accounts for successful lubrication of this inter-

face could be incorporated when setting up thermal boundary conditions and tool tip

temperatures in the conjugate heat transfer model.

Using the meta-models created for the response of the key variables wetting,

vertical coolant speed and tool temperature, tool designs can be optimised to maximise

or minimise any of these results. Results of single objective optimisations to maxim-

ise coolant coverage and minimise vertical coolant speed and tool temperatures are

presented in Table 4.2.

Variable Optimised output θ̂h θ̂v
α > 100% 0.16 0.04
uz -10.26 ms−1 1.0 0.49
T 612.0K 0.25 0.52

Table 4.2: Single objective optimisation results, maximising α, minimising uz and tool
temperature T , with optimised tool designs variables θ̂h and θ̂v.

The optimal tool designs do not coincide for the results presented. Since the

tool design cannot be optimal for each output simultaneously, a trade off is required

and a series of optimal tool designs is found using a multi-objective optimisation. The

results of a multi-objective optimisation minimising tool temperature and maximising

wetting (minimising (1− α)) are shown as a Pareto front in Figure 4.17.

The maximum wetting of 100% corresponds to an optimal design with tool

temperature of 624K, while the minimum temperature of 612K accompanies a wetting

of just over 50%.

4.6 Conclusions

In this chapter, two design space exploration studies have been carried out considering

both a machining coolant supply parameter and tool design parameters. The first

considered one coolant supply parameter and one tool design parameter, and the second

considered two tool design parameters. Across these studies, CFD simulation output

has been generated at sample points over the design space and meta-models have been

created using radial basis function methods.

Over both studies, results for coolant coverage, vertical coolant velocity and

tool temperature on the rake face of the cutting edge were analysed. The first study

investigated a design space with two design variables, ûi and θ̂h and found that the

coolant inlet velocity, ûi, had a significant impact on the tool temperatures and vertical

coolant velocity along the cutting edge, with higher inlet speeds resulting in lower tool

temperatures and higher magnitude downwards coolant flow. On the wetting, the inlet
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Figure 4.17: Pareto front results for a multi-objective optimisation which maximises
the tool wetting along the cutting edge rake face, and minimises tool temperature for
a design space varying θh and θv.

velocity had only minimal impact, however the horizontal coolant channel angle, θ̂h,

significantly altered the wetting, with small values of θ̂h directing the coolant as far as

possible towards the cutting edge resulting in the highest levels of wetting.

The results of a second study which considered both the vertical, θ̂v, and

horizontal, θ̂h, coolant channel angles as the two design variables showed increased

variability in the results across the design space for all the response surfaces analysed

for coolant coverage, vertical coolant velocity and tool temperature. Instead of a clear

dependence on one of the parameters, the response surfaces show dependence on both

design variables across the domain for each output variable. The highest levels of

wetting were found for small values of θ̂h and θ̂v when the coolant is directed at the

cutting edge, however for large values of θ̂h the variation with θ̂v was significantly

reduced compared to the steeper decrease in wetting as θ̂v increases at very low θ̂h.

Tool temperatures in this second analysis were very variable over the domain,

and in any further work or later optimisation studies, it would be beneficial to target the

work on a smaller design space and increase the number of sample points to fully capture

the response surface accurately. Across these results, the tool temperature generally



CHAPTER 4. COOLANT CHANNEL ANALYSIS 89

was decreasing as θ̂h decreases, which corresponds to the increase in wetting and is

intuitively expected. There was however a region of high tool temperatures at the corner

of the design space with minimum θ̂h and θ̂v which resulted in the maximum coolant

coverage. Explored in more detail, it was found that the tool temperatures actually

correspond more closely to the overall tool surface wetting, instead of the small region

near to the cutting zone, and in this corner of the design space the spread of the coolant

was significantly reduced as it was focused along the cutting edge. This change in

behaviour of the coolant flow in milling operations has not previously been observed or

noted but could be critical in tool design and performance. Another unexpected feature

that was identified in the coolant channel design space exploration results was a region

of tool design which created an extremely inconsistent flow with significant amounts of

splashing. The results of simulations in this small region of the design space, at around

θ̂h=0.65 and θ̂v=0.8, were shown to have low wetting, and high tool temperatures,

making this very undesirable in most applications. No immediate explanation for where

this splashing development is obvious, and it is possible that the Reynolds number could

impact where the splashing flow develops. In further work, the presence of this type

of coolant flow should be experimentally verified where possible, and further sample

points in the vicinity could be added to better understand the effect. The location of

the splashing flow could vary in the design space with Reynolds number or other coolant

supply parameters which would also need to be taken into account as tool designers

look to avoid this region in the future.

The results presented for the design space exploration in this chapter can

provide information to tool designers. One can use these results to drive forward

suggestions for improvements depending on the application and the requirements of

the coolant.

One area for development of the model used in this work could include an

incorporation of a correlation between the coolant coverage at the rake face, and the

fixed temperature boundary condition at the cutting edge which represents the heat

generated in the cutting process. In reality, the application of coolant here reduces

frictional forces and heat generation significantly , but this is not captured in the model

here and further work on the tribological effects of the coolant application would be

required to accurately implement an appropriate correlation.
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5.1 Introduction

In Chapter 4, two surrogate model studies investigating the design space for face milling

processes were studied, with over eighty new internal coolant channel designs simulated.

One finding from these parametric studies was that the vertical component of coolant

flow along the cutting edge was a negative, downwards flow in all cases. The coolant

flow speed magnitude could be reduced compared to the original standard geometry

model but the average flow remained downwards. In many milling applications this

would not necessarily have a negative impact, but there are cases which rely on an

upwards flow to evacuate chips in an effective way (De Lacalle et al., 2001). Full slot

milling is one such application. Examples of full slot milling with various tools are

shown in Figure 5.1, with the solid carbide end milling tools modelled in this thesis

being observed on the far side.

While face and side milling applications which have previously been considered

in chapters 3 and 4 have only a moderate overlap between tool and workpiece (the radial
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Figure 5.1: Full slot milling examples with various Sandvik cutting tools (Sandvik
Coromant website, accessed July 12th 2022).

engagement, ae), full slot milling involves a complete engagement as the tool is used to

machine horizontally into the workpiece, instead of removing material along one side.

The clear increase in radial engagement is highlighted in Figure 5.2.

Figure 5.2: Schematic showing different extents of radial engagement, ae, for a side
milling configuration (left) and a full slot operation (right).

Having the tool fully engaged can make full slot milling a demanding oper-

ation due to an increased contact length between tool and workpiece, which leads to

significantly higher thermo-mechanical loads (Adesta et al., 2018). These increased

loads can be managed to various extents depending on the workpiece material. In most

materials, decreasing the cutting speeds and feeds can reduce the temperatures and

forces respectively on the cutting edge and the high temperatures observed (Sun et al.

(2009) Daymi et al. (2009)). Reducing the depth of the slot (axial engagement ap) can
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also offset the increased width of cut by in turn reducing the depth of cut, and has

been seen to reduce cutting forces (Lai, 2000).

Another common difficulty of full slot operations can be the problem of chip

evacuation. In face milling there is an adequate amount of open space near to the cut-

ting zone in which chips are usually evacuated to naturally, due to the coolant assisting

the evacuation and the natural momentum gained through being cut away. In the full

slot cases the cutting region is much more contained (Fig 5.2) and the chips aren’t

always easily removed from this zone (Patil et al., 2014), as can be seen in Figure 5.3.

These chips that remain too near to the cutting zone can cause problems such as chip

Figure 5.3: Chip jamming and re-cutting illustration for a milling tool with inserts
shown for a slot operation (Sandvik Coromant website, accessed July 12th 2022).

jamming or the re-cutting of chips. Problems with chip management can cause damage

to the tool and reduce the surface finish quality on the workpiece. Whilst the chips

remain in the cutting zone, they also keep large amounts of thermal energy trapped

with them (Pabst et al., 2010), meaning the potential for increased thermal wear can

be introduced.

Usually chip management with coolant can direct the chips down along the

cutting edge and they are removed as the tool turns and the cutting edge in question

is disengaged. In the deep slots which can be created here, evacuating the chips down-

wards is not always so beneficial as they are likely to interfere with the tool base and

become trapped. If they are instead evacuated upwards they could leave the cutting

zone in any direction. A strong upwards flow along the bulk of the cutting edge would

be needed for this to be successful. The previous findings of chapter 4 gathered data

for the average flow down the edge and found all of these to be directed downwards. A

deeper understanding of the flow is needed before further modifications can be added

to the tool.

In this Chapter, the Coromill Sandvik standard milling tool geometry used in
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Chapter 3 is simulated in a full slot milling process, with an appropriate new workpiece

geometry and the flow near to the cutting edge is analysed. The results for coolant

flow in chapter 4 were provided as averaged values over the entire cutting edge region.

In reality there could be smaller regions of both upwards and downwards flow and the

locations of these could prove critical to chip evacuation. Using these new CFD results

for full slot milling and a deeper investigations into coolant flow along the cutting edge,

along with the results of the DOE study carried out in Chapter 4, a new tool design

is conceived to promote upwards flow and aid chip evacuation for full slot milling.

Initial testing of this design is conducted, with a study of the internal channel flow

using a single phase model. Once a suitable design is identified, this geometry is tested

using the full external flow model described in chapter 3. The new design is compared

to the standard geometry using the deeper analysis of the cutting edge flow and the

improvements have been quantified.

5.2 Variations in coolant flow near to the cutting edge for

a full slot milling case

5.2.1 CFD Case set up

Full slot milling is chosen as the focus of the more detailed study of coolant flow along

the cutting edges of the tool, since chip evacuation problems are common in this applic-

ation. Since the machining application has been changed to a full slot configuration,

the setup of the CFD case needs to be updated from the approach presented in chapters

3 and 4. New geometries are needed to simulate the coolant flow. The standard tool

geometry remains consistent, with the Sandvik Coromill Plura cooling booster being

used again, however the workpiece geometry has been substituted with an appropriate

full slot configuration. The two parts are shown together in Figure 5.4.

In previous case setups (chapters 3 and 4), a smaller fluid model domain

covering one flute near to the base of the cutting edge was all that was simulated since

the axial engagement of the tool was so much lower and the length of the cutting region

on the tool was less in the face milling cases.

It can be seen from Figure 5.4 that for the full slot geometries used now, ap-

proximately half of the tool’s cutting edges are engaged at any given point in rotation.

This region of the cutting edge is highlighted in Figure 5.5 for both face and slot milling

and it can be seen that the full slot milling cutting region (right) is significantly larger

than the face milling cutting region (left). We are interested in a larger horizontal and

vertical region in these full slot cases, so a new domain size has been chosen to reflect

this. Similarly to the case set up in chapters 3 and 4, one tool flute is the focus of
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Figure 5.4: CAD geometries used for a full slot milling application. A CoroMill Plura
solid carbide end mill by Sandvik, and the workpiece with a machining slot, cut in at
a axial depth of 32mm.

Figure 5.5: Engaged cutting edges of the tool for side milling operations (left) with
lower radial engagements, and full slot milling (right) with total radial engagement.

the simulations, however, this single flute now extends across a larger radius of the

tool, as can be seen in Figure 5.6. As a result, the domain has been extended both

in terms of height and reach around the tool as it is preferable to include as much of

the simulated flute as possible. Due to the high axial engagement chosen here it is not
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possible to have an entire flute fully engaged with both flank and rake edges contact-

ing the workpiece over the full height but a good configuration should still have each

predominantly engaged and the domain needs to capture this. The highlighted flute

shown in Figure 5.6, for example, has both rake and flank edge mostly in the engaged

light grey section but there is a region of disengaged flank at the base of the tool and

a region of disengaged rake at the top.

Figure 5.6: Views of the engaged region of a single flute (blue) from both sides of the
tool. Dark grey colouring shows the disengaged regions of the tool, with light grey
showing the engaged regions. The blue coloured single flute spans the height of the
tool and can not be seen in entirety from a single perspective.

In this study, the primary focus is on the coolant flow field along the tool. In

order to save time and resources therefore, a single region simulation is run in these

cases, instead of the full multi-region conjugate heat transfer approach used in previous

chapters. This single region simulation method requires a significantly smaller mesh

since the tool and workpiece regions do not need to be meshed — but also means a

lower level of refinement is needed across the fluid region since mesh independence is

observed at coarser refinement levels for these larger scale behaviours than was required

for the heat transfer aspect in Chapter 3. This reduction in both meshing requirements

and simulation time is beneficial since the domain sizing has been extended signific-

antly. Once meshed, the fluid model applied is the same as described in section 3.3.1.

The OpenFOAM volume of fluid solver interFoam is used to solve the Navier-Stokes
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equations and an additional advection equation to track the coolant-air interface and

coolant volume fraction. The coolant enters an air filled machining domain via one

of the tools internal coolant channels, with a velocity of 50m/s and impinges onto the

workpiece surface and tool edge. The tool and workpiece surfaces act as walls in the

simulations with no-slip boundary conditions. Outlets at the edge of the domain at

the top and bottom of the flute allow the coolant to flow out of the domain after its

application. A full list of boundary conditions can be found in chapter 3, table 3.1.

Once the flow has become fully developed, the results are time averaged for the entire

region to calculate mean velocity in each mesh element.

The averaged results for the two cutting regions along the flank and rake

edges of the tool are then extracted by taking cells within a distance of 0.3mm from

both the cutting edge and the workpiece to obtain the mesh regions of high interest.

Time averaged velocity fields for the extracted mesh regions can then be processed to

spatially average the data and provide results for wetting of the cutting edge dependent

on the vertical height along the tool edges.

5.2.2 Visualisation of the coolant flow field

As well as the more detailed quantitative results along the cutting edge, visualisations

of the flow are again informative for broader behaviours in this full slot application.

In Figure 5.7, the development of flow for these full slot simulations is observed. This

view of the coolant coverage of the fully engaged portion of the tool faces is seen

through the workpiece perspective as it impinges on this surface, with the red regions

showing the coolant and the blue regions having only air present. Beginning at time

t=0.0001 seconds, the jet impinging on the workpiece can be seen in Figure 5.7 (a).

The coolant jet then spreads out radially across the tool flute being simulated to the

top and bottom edges of the flute, which are the rake and flank respectively (b-f).

Observing the development of the flow is useful to inform the beginning of the time

averaging period, which in this case has been taken to start at time = 0.00065 seconds

(Figure 5.7 g) and shows that the simulations reach a level of steady behaviour with

the flow in the regions of interest having a broadly similar appearance after this point.

The coolant coverage appears very good below the impingement point and covers most

of the flute and both edges for the lowest parts of the tool. The rake face which lies

at the base of the flute in these visuals, also shows coolant flowing up the length of

the tool edge, though the quantity is reduced compared to below the impinging point.

There is also a reduced application of coolant above this point on the flank edge (at

the top of the flute); for a large region at the top of the flank edge there appears to be

very little coolant reaching the space at all, and even the coverage that does find the

middle region of the flank appears to be less consistent and more splashy in nature,
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with the wetted red regions sporadic and spread over the edge instead of covering a

large region, as was seen on the rake face.

The impingement point in the new full slot case is relatively low in the domain now

that the domain and cutting edge are extended to greater vertical heights. This means

that a lot more of the cutting edge being used lies above the coolant application point

and is likely to see more positive vertical flow than was found previously in chapter 3.

Figure 5.7: Wetting of workpiece surface with the development of the flow field.
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The magnitude of the coolant velocity near to the workpiece surface is shown

in Figure 5.8. The key features are the same as seen in the face milling case in chapter 3,

with a clear stagnation region where the jet impinges and high speed flow surrounding

this region. The flow speeds below the stagnation point are higher than those seen

above the same point, which is likely caused by the direction of the coolant jet as it

is applied — with a high vertical angle and a natural downwards momentum due to

the coolant channel design. There is a high speed flow of between 40-60m/s over much

of the workpiece region below the impingement point, but the region above shows the

flow slowing down as it travels up the rake edge. The same region on the flank edge

above also shows significantly slowed flow.

Figure 5.8: Contour plot of velocity magnitude (m/s) for coolant flow applied at 50m/s
from the coolant channel inlet for a full slot milling application. Results are filtered
using a volume fraction (α > 0.5) to show only the mesh elements containing high
quantities of coolant.

The better coolant coverage and higher flow speeds below the jet impinging

point suggests the bulk of coolant is applied to the lower section of the tool which is

confirmed by analysing the volumetric flow radially around the coolant jet. A sample is

taken along the axis of the coolant jet at a small radius and split in two to determine the

upwards and downwards flow out from the jet site. The sample location is highlighted

in Figure 5.9 with the sample over the red dashed surface presumed to flow down the

tool and the sample over the blue dashed line presumed to flow up.
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Figure 5.9: Coolant flow is sampled over through a sample slice at a fixed radius. The
sample region for coolant flow direction is taken over a fixed radius of 1mm from the
centre of the impingement (shown with a black dot in the figure). The sample has been
divided into flow directed up the tool (through the blue dashed sample line) and flow
directed down the tool (through the red dashed sample line). The sample region is
shown here with glyph vectors representing the coolant velocity for context.

Direction Velocity magnitude Volumetric flow of Percentage of
average (m/s) coolant (m3/s) coolant

Upwards 49.75 10.00×10−4 21.8%
Downwards 59.82 3.58 ×10−3 78.2%

Table 5.1: Flow directed upwards and downwards from coolant jet impingement.

The results are filtered to only consider the region of the sample surface which

contains coolant since this is the element interested in and any high speed air flow

in the vicinity could skew the results. Results, shown in table 5.1, make clear the

disparity, with over 78% of the coolant directed downwards from the impingement site.

This directing of the coolant somewhat offsets the benefit of having such a low down

application site on the flute which was expected to generate upwards flow due to the

extended space above.

5.2.3 Numerical results along the cutting edges of the tool

Numerical results have been collected along both the rake and flank edges and the

variation with height has been monitored. The data has been averaged in 50 bands

which split the velocity data over vertical height intervals. The results for this standard

tool geometry for coolant coverage and velocity are shown in Figures 5.10 and 5.13

respectively for a fully engaged cutting edge. Firstly the results for wetting/flooding
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of coolant are considered (Fig 5.10). The time averaged results are given by the solid

red line and the standard deviation over the time period used for averaging has been

shaded on to indicate the variation over the domain during the chosen sampling period.

Figure 5.10: Average profiles for coolant volume fraction over the length of tool cutting
edges (left: flank face, right: rake face). Time averaged results are plotted as mean
value in red and one standard deviation over the time period is shaded on either side
of the mean values in grey.

As expected from visual inspection, the coolant coverage is very good at the

base of the tool for both edges with the flooding/volume fraction values averaging close

to one. The volume fraction of coolant stay very high at a near maximum value of 1

along the majority of the engaged rake face. About half way up the coverage begins

to decrease sharply. The rake edge starts to disengage the workpiece earlier than the

flank side and the full contact reduces from a height of roughly 0.019m. This likely

is having a large impact but the flow is reducing before this point and the reduction

in flooding starts lower down in the domain than this point and it could be seen in

the visual examination that flow appeared to be reducing in quantity and speed as it

spread up the cutting edge. Across the whole engaged rake edge however, a coolant

flooding percentage of over 30% is seen, which still indicates a quantity of coolant is

reaching the entire region and hasn’t shown any length of the tool edge receiving no

coolant at all.

Although the coolant distribution along the rake edge decreases quite quickly from the

maximum value of one to minimal coverage as the position along the height of the tool

is increased in figure 5.10b, there is actually a layer of coolant covering the cutting
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edge surface the whole way up the edge to the point of disengaging. The quantity and

therefore flooding percentage in this thin sample instead decreases so a thinner layer

of coolant is seen as one moves up the tool. This behaviour is clearly shown in Figure

5.11 where the layer of coolant applied reduces significantly near to the top of the tool

edge.

Figure 5.11: Flooding near to the top of the rake face in the sample region. The base
of the sample region shown here has a high volume fraction in red, but the proportion
of blue colouring in the sample increases as one moved up the height of the tool. The
coolant region becomes a thinner layer but remains located along the edge.

This smaller layer of coolant would still most likely be enough to provide the

important layer of lubrication to the cutting edge and reduce friction here along the

whole length but the reduction in the quantity could have other impacts. A reduced

amount of flow is less capable of providing the strong carrier for chip evacuation which

is beneficial in full slot and it could have further impacts on the heat transfer near

to the cutting edge. In addition to the layer thinning as it progresses up the tool,

it is arriving at the top of the tool having already travelled over the hot cutting edge

surface which could limit its potential for transferring heat away at these higher regions.

The isothermal simulations carried out here cannot address the possibilities and a full

study including the multi-region conjugate heat transfer model would be needed to

fully establish this behaviour.

Figure 5.10 shows that the coolant distribution along the flank edge is more

variable. The mean value shows sharp fluctuations across the length of the tool and

the standard deviation shaded in grey is larger than the rake face observations. Visual

inspection of the flank edge showed a much less consistent wetting in Figure 5.7, but

upon further inspection, much of the coverage remains roughly steady as the time steps

advanced, leading to these sharply defined regions of high and low flooding on the flank.

The features can be matched between the graph and visualisation results, as seen in

Figure 5.12.

Figure 5.12 shows the simulation results scaled according to the graph y-axis
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Figure 5.12: Feature mapping of coolant on the flank edge. The spikes in volume
fraction flooding (Fig 5.10) in the numerical results match to the regions of consistent
coolant application in red in the visualisation.

and the spikes correspond to the region with streams of coolant interacting with the

flank edge in the visualisation, with the generally larger spikes seen as the background

coolant reduces as one moves up the edge. Nearly a third of the edge sees no coolant

at all (the top third) and low supply (< 50%) is seen for most of the flank. Again,

this would provide an element of lubrication to the edge but that is less useful on the

flank as it was on the rake edge since the flank follows the actual cutting edge instead

of preceding it.

The results for the vertical component of the velocity along both edges is

shown in Figure 5.13. Flow along the flank edge shows a relatively low speed for most

of the tool edge and this is negative for the bottom third of the tool edge, which co-

incides with where all the high wetting was seen in Figure 5.10, and suggests the bulk

of coolant applied to the flank edge has a downwards vertical component. There is

a region of positive vertical flow in the middle third of the tool edge where a lot of

the splashing and inconsistent wetting was seen. Much of this region however shows a

very high standard deviation, suggesting the flow is less steady here which is perhaps

expected in this area of high splashing.
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Figure 5.13: Average profiles for coolant vertical flow over the length of tool cutting
edges. Time averaged results are plotted as mean value in red and one standard devi-
ation over the time period is shaded on either side of the mean values.

The magnitudes for the flow on the rake face are generally higher values, with

a maximum upwards flow of 26.8m/s and maximum downwards flow of 38.7m/s. The

largest magnitude values are observed on either side of the impingement location with

a smooth acute change between the two extremes seen around ≈ 0.007m. Moving away

from the impingement site, the magnitudes of both the upwards and downwards flow

decreases, either to the base of the tool or disengagement with the workpiece. Since

the point of impingement is low here and the axial engagement is so high, the majority

of the edge actually sees good upwards flow, which is beneficial for the chip evacuation.

The flow is also very consistent, with only negligible standard deviation over the fully

engaged region of the tool. We know however that the actual volumetric flow of the

coolant shows a heavy downwards directional bias which was highlighted in the Figure

5.10 for the rake edge.

Even though the standard tool geometry shows improved vertical flow in the

full slot application compared to face milling - there were still design potentials high-
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lighted in the Design of Experiments study in Chapter 4 which showed improvements

could be made. Previous results showed a reduction in the vertical angle of the coolant

channel and a reduction in coolant speed both reduced the average magnitude of the

downwards coolant flow. A new tool design could enhance the upwards flow further

and potentially deliver it in higher volumes up the rake or flank faces.

5.3 New tool designs

There were several important parameters which were not explored in the previous

design space studies in Chapter 4. Two important variables for vertical coolant flow

were expected to be the vertical channel angle, θv and the channel exit height, H.

Although the vertical angle was chosen as a variable for study in the second DOE case

in Chapter 4, there were only small improvements which could be achieved even when

reducing the channel angle to 0 degrees. The problem in these low angle cases was that,

although the coolant was directed more evenly across the tool/workpiece impingement

surface than in cases with a large vertical angle, the impingement site itself was higher

in the domain. If the site of impingement could be lowered while maintaining this

small vertical angle then there is a good potential for considerably increased upward

directed flow. Channel height exit, H, was raised as another variable of interest when

the design space was analysed and reducing it here would achieve the desired shift in

coolant application site. The channel exit height could be reduced to a very small value

in theory. This would lower the site of impingement to be down towards the tip of the

tool, however this is not usually desired for solid end-mill tools such as this. In practise,

as these tools are used and wear down, they can often be reconditioned so that the end

is reshaped and sharpened to promote a much longer tool life (Kumar et al., 2015).

Having coolant channels very near to the tip limits this practise as they would interfere

with the new tool shape once it had been cut down.

A new tool design will be tested here, combining the small vertical angles

where the best vertical speed, Uz results were observed previously, with a parameter

study on the channel exit height. The height, H, will be tested over 4 values between

5 - 20 mm. This is seen in context in Figure 5.14 on the left where the tip of the

tool at height 0mm is marked as (f), the axial engagement, and therefore the top of

the workpiece, is marked (a) at 32mm, and the letters (b) through (e) mark the new

channel heights to be tested at 20,15,10 and 5mm.

To further introduce more coolant near to the base of the tool a new design

concept is also introduced. In drilling tools, through-tool coolant exits the tool near to

the tip and this results in a largely upwards flow and greatly assists chip evacuations.
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Figure 5.14: CAD geometry and drawing of channel heights and new axial channel
features
Left : New tool design with vertical coolant channel angle, θv equal to 0 degrees. Ad-
ditional height markers (a),(f) show maximum axial engagement and tool tip heights
respectively. Markers (b)-(e) show the points at which the coolant channel exit height
will be 20,15,10 and 5mm from the tool tip.
Right : Internal coolant channel configurations shown in red with a new axial channel
accompanying the six radial channels.

Although milling tools profit more from the radial coolant channels in each flute which

are used here, a new axial coolant channel will complement these in a trial design to

investigate the effect of the contributions. Along with the six radial coolant channels,

an axial channel is added as seen in Figure 5.14 on the right.

5.4 Internal channel analysis

The addition of an axial coolant channel to the geometry is a concept that needs to be

investigated at a simplified level initially. The quantity of coolant which will be directed

through axial or radial channels and the changes in pressure drop over the system need

to be assessed to identify suitable designs. A small internal channel flow parameter

space is investigated using a DoE with the axial and radial channel diameters taken as

the two design variables. The axial channel diameter is varied between 0.5 to 1.5mm
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and the six radial channel diameters are varied between 0.75mm to 1.5mm. They are

usually fixed at 1.29mm for the standard tool geometry. 20 sample points are generated

over this design space, using an optimised latin hypercube method. For a full meth-

odology of the DOE process, please refer back to chapter 4. A ‘blank’ tool template

is used as a foundation for the geometries. This simplifies the external features of the

tool and provides clear features for the channels, as seen in Figure 5.15.

Figure 5.15: Blank tool geometries with the outer cutting features to the tool simplified
to a smooth cylinder are used for the internal channel simulations.
Left : Full tool geometry example. Middle: Interior of blank tool geometry. Right :
Domain used for internal channel simulations which includes all internal channels.

It is expected that the tool channels will be flooded with coolant and so a

single phase model is used here. The OpenFOAM solver simpleFoam is used for a

steady state, turbulent simulation with the k− ϵ turbulence model used. The geometry

is once again automatically meshed using the snappyHexMesh tool, with only the fluid

region retained. Once the simulations have converged, results are extracted on slices

of the domain at the end of each of the channels. Coolant speed is extracted from

both the axial and radial channels in each simulation and the pressure relative to

the zero pressure channel outlets is recorded at the inlet. From this data, and using

the dimensions of the coolant channels in each case, volumetric flow rates have been

calculated, along with the proportion of the coolant flow which will be applied through
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the new axial channel.

This case setup and simulation has been carried out at each of the twenty

sample points in the design space, with the design variables of both coolant channel

diameters varied. Radial basis functions have been used to create a metamodel from

the extracted simulation results following the methodology outlined in section 4.2. A

multiquadratic function has been used to fit the response surfaces and they have been

validated using a k-fold cross validation approach with 3 points left out in each case and

a golden search algorithm applied to tune the β parameter in each case. The RMSE

variation with β as it is optimised is shown for each case in figure 5.16.

Figure 5.16: Plot of tuning parameter β against RMSE for the axial flow speed, radial
flow speed and system pressure drop during golden search algorithm optimisation. Op-
timal minima for each β value are marked with crosses.

Response surfaces for the coolant speeds and pressure drop can be found in

Figures 5.17, 5.18 and 5.22.

The results for the coolant channel exit speeds in both channel types are shown

in Figures 5.17 and 5.18. In both sets of results, the ranges over the design space for

coolant speed were observed to be roughly the same (≈ 40 − 130 m/s). The radial

channel diameter seems to be the dominant variable; The smaller the radial channel

diameter, the higher the flow rate for both axial and radial outlets. For the axial chan-

nels this will be due to higher volumes of coolant exiting in this direction due to the

increased pressure and constriction of other channels. For the radial channel results,

the effect can be explained due to the fact that a smaller channel diameter increases

the flow speed and so increases in pressure drives higher speeds and is enough to offset

the decreasing volumetric flow rates.
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Figure 5.17: Response surface fitted using an inverse multi-quadratic radial basis func-
tion for axial coolant channel exit speed for DoE study of the axial and radial channel
diameter parameters.

Figure 5.18: Response surface fitted using an inverse multi-quadratic radial basis func-
tion for radial coolant channel exit speed for DoE study of the axial and radial channel
diameter parameters.

The effect of increasing the axial diameter is to reduce the coolant speed in

the radial channels across all radial diameters. Axial channel speed on the other hand

increases with axial diameter at large radial diameters, but at small radial diameters, it

decreases with increasing axial channel diameter. At some point across this transition,

the increased flow rate is beginning to have a larger impact than the increased pressure.
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Figure 5.19: Axial coolant channel volumetric flow rate calculated from the response
surface for axial coolant channel velocity (Fig 5.17).

Figure 5.20: Radial coolant channel volumetric flow rate calculated from the response
surface for radial coolant channel velocity (Fig 5.18).

Results for volumetric flow rate are given in Figures 5.19, 5.20. The highest

volumetric flow rates for each channel are found near the design space corner where

that channel diameter is largest, and the other is smallest, which is an intuitive result

as it maximises flow through these channels. For the axial results this is much clearer,
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but for the radial results in Fig 5.20 there are high volumetric flow rates along most of

the region with low axial channel diameters - not just in the corner where the radial

diameter is highest. These low axial channel diameters force the large bulk of the

coolant to flow through the six radial channels and so, although we saw in the response

surface for radial channel speed that there was a significant change in flow speed, the

actual volume of coolant is only minimally affected.

The percentage of coolant from the central supply channel to the new axial

coolant channel is given in Figure 5.21. The surface shows the same trends as that

of the volumetric flow rate surface for axial flow. The percentage remains under 50%

throughout the design space, which is expected since there are six radial channels and

only a single axial channel, so even attaining a 50% coolant flow here is high compared to

the 8% which would be resultant in each of the radial channels. The axial diameter has

a large impact on this flow percentage; Where the axial diameter is low the percentage

is under 10% and a higher diameter is needed on this channel to ensure a substantial

amount of coolant exits through the new channel. It is as of yet unknown what % of

coolant is needed to change the external flow dynamics for a full external model test

similar to those carried out in Chapter 3 and achieve the desired goal of increasing the

upwards flow along the cutting edge.

Figure 5.21: Response surface calculated for the percentage of coolant flowing through
axial coolant channel compared to the total supplied through the main inlet channel
for DoE study of the axial and radial channel diameter parameters.

Finally, the pressure drop over the internal channel design space has been

studied in Figure 5.22. The design space corner with both channel diameters at their

smallest is the location of the largest pressure drop, which was to be expected. There
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is a steep increase in the pressure drop near to this point, with many solutions in the

near vicinity offering significant reductions. There is a reduction of almost 75% in the

pressure drop as axial channel diameter is increased from minimum to maximum value

— even while retaining the minimum diameter option for the radial channel.

An internal channel simulation with a standard model was carried out in order

to get some context for the pressure drop and flow rates seen here. The pressure drop

in the standard case was 1713 Pa, which is lower than most of the values seen in the

new channel designs. Even though an additional channel has been added with an extra

outlet for the coolant, the channel diameters are extended to a range smaller than

the standard tool geometry uses which has caused this increased pressure drop. If

there were significant improvements to be made, a small increase in the pressure drop

and hence power needed to pump the coolant could be considered, but this could not

extend to the highest pressure drop seen here of over 19,000 (an increase of an order of

magnitude).

Figure 5.22: Response surface calculated for the pressure drop over the internal coolant
channels system for DoE study of the axial and radial channel diameter parameters.

When developing the new tool design and including the axial coolant chan-

nel, a large proportion of coolant may need to exit through the new channel to have

a significant impact. Some of these high axial flow percentage tool designs, however,

have been seen to coincide with significant pressure drop increases as the radial channel

diameter decreasing is the largest contributing factor. As well as each of the individual

results set being searched for an optimum solution in single objective optimisation stud-

ies, here a multi-objective optimisation is carried out to minimise both pressure drop

and the percentage of coolant through the radial coolant channels (therefore maxim-
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ising percentage flow through the axial channel). A multi-objective genetic algorithm

implemented in MATLAB has been utilised to identify a series of optimal points in the

design space.

This allows the selection of tool design where an appropriate trade off can be

made. A selection of optimal Pareto points is found throughout the design space which

provide points for which any improvement for one of the objective functions would

mean a compromise in the additional objective function. The pareto front of optimal

points can be seen in Figure 5.23. The pressure drops were limited in this results set

to 3000, in order to maintain feasible designs. This limits the radial flow percentage to

a minimum of over 70% and as a result, means a maximum axial percentage of under

30%.

Figure 5.23: Plot of optimal results in a Pareto front for design space varying axial and
radial channel diameters for multi-objective optimisation to minimise pressure drop
and maximise coolant percentage through the new axial channel.

To provide some context for the pressure drop of the current system, the

pressure drop observed in the original milling tool geometry before any modification

has been overlain in red, with an increase of 25% of this shown in blue. Here we can see

that if an optimal point were chosen to comply with current pressure drop and system

power requirements, a minimum radial percentage of 74.92% is predicted. Increasing

the pressure drop allowed over the system by 25% provides 73.28% of coolant flow

through the radial channels. For the significant increase in power this would need,

less than a 2% difference is seen in the flow through each set of channels. For this

exploratory study, a new tool design is chosen that operates with the same pressure

drop as the standard tool geometry in order to compare the results of the simulations

with similar pumping power requirements. This configuration has an axial channel

diameter of 1.5mm and a radial channel diameter of 1.17 mm. This tool design will be

modified to also vary the heights to the four heights selected previously and shown in
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Figure 5.14.

5.5 External flow models

We use the optimised design from the previous section and apply the axial and radial

channels at the proposed diameters. Multiple geometries with these configurations are

generated, varying the channel exit height H. In all geometries generated, the vertical

angle, θv, is kept at zero, and the horizontal angle, θh, is chosen as close to the cutting

edge as possible without impacting its shape, to maximise the coolant distribution here.

Previously, it was discussed that capturing a fully-engaged flute, for a given

tool position, is a challenging prospect. In the standard geometry case in section 4.2,

a rotational (horizontal) position was chosen which gave a full engagement at the base

of the tool for both the rake and flank faces, however, this limited the engagement

at the top of the tool. To effectively compare geometries, we would like to keep the

configuration as consistent as possible. If the tool maintained a fixed rotational orient-

ation between simulations and the same flute were considered in each, there would be

simulations which featured coolant jet impingement near to the edges of the domain

which would not provide a full picture of the local flow field. To mitigate this the tool

orientation is varied so that for all geometries, the angular position of the tool has

been chosen to direct the coolant to the most engaged section of a flute, as seen in

Figure 5.24. As a result of this setup however, not all the tools experience the same

engagement over the rake and flank edges but the local area around the impingement

site should remain comparable and deductions about the behaviour at the base and top

of each flute may be needed to some extent.

Figure 5.24: Full slot schematic showing the coolant channel (b) orientation directed
towards the centre of the engaged region (a) of the tool (c) and workpiece (d) shown
as simplified here.
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The simulations are set up with a single computational region, the fluid region,

as was described in the full slot milling modelling with the standard tool geometries in

section 3.2.3. Two separate patches are created in the mesh for each of the inlets and

velocities of 46 and 56 m/s are directed along the radial and axial inlets respectively.

This is compared to the 50 which was applied for the standard geometry case at the

radial inlet and shows that for the radial channels in the new design, there is a clear

reduction in volumetric flow rate observed since both the flow speed and radial diameter

has been reduced.

5.5.1 Analysis of the coolant flow from the new axial channel

An initial simulation is run applying coolant through only the new axial coolant channel

to determine the flow this produces without interference from the additional radial

channels. The results, presented in Figure 5.25, showcase the flow as seen from the

base of the tool, as though looking up through the workpiece surface. The shape of

the fluid domain is seen as curved and then straight which follows the shape of the

workpiece which confines the tool and fluid. The domain extends past the region of

engagement slightly and along the cut slot to provide more insight and fully include

the axial channel flow, which exits the tool tip from the central axis. As seen in Figure

5.25 on the left, the flow impinges on the workpiece underneath the tool and spreads

across this surface evenly. As it spreads out from the tool centre point, the even flow is

disrupted by the six contact zones with the tool at the tips of each flute. This is seen

in both the images in Figure 5.25 as it separates the flow at these points and creates

regions with no coolant present (areas seen in blue). Apart from this disruption to the

flow, the coolant covers the base of the slot in the workpiece until it reaches the the

edges of the domain. At this point, the coolant either flows out of the domain along

the workpiece surface (seen at the bottom of figure 5.25) or reaches the sides of the slot

and is redirected upwards along the workpiece (the top and side boundaries of 5.25)

Figure 5.26 shows the flow up the sides of the workpiece, using a threshold

filter to select only areas of the domain which are occupied by coolant and coloured to

represent the velocity within these regions. Again, the view is technically as though

looking through the surface of the workpiece, which is not shown due to the obstructive

nature of its placement. Here we can see the coolant flow from the axial channel once

it has flowed over the base of the workpiece. Once the coolant reaches the side walls of

the workpiece region it is forced to change direction and flows upwards over this surface

until it interacts with the tool cutting edge and then appears to be diverted to flow

upwards along this surface instead to provide a well flooded region along the base of

the flank edge.

The curve of the tool means that the contact zones at the base almost com-
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Figure 5.25: Axial channel coolant flow shown by looking up at the tool base from the
workpiece perspective. Coolant coverage (left) is represented as volume fraction with
red regions showing the presence of coolant and blue showing the surrounding air. Flow
speeds in the coolant region are shown using glyph vectors for the same view on the
right.

Figure 5.26: Visualisation of the coolant flow up the tool flutes resulting from the
supply via the axial coolant channel, shown here using a threshold filter so that only
the mesh elements with high proportions of coolant are visualised.

pletely restrict any of the new axial flow from reaching the rake face. This was the

primary region of interest for an introduction of new upwards flow in order to combat

the strong downwards flow usually seen here and to remove chips from the region. As
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a result this may limit the success of this new design feature. There could likely be

modifications made to the tool in order to combat this behaviour. Some small deform-

ation of the back of the cutting edge on the flank side could redirect the upwards flow

along the rake edge instead or the axial coolant flow could be modified at the base of

the tool. This could mean increased complexity of applying it through six individual

channels at the tool base instead of through a central one or modifying the base of the

tool to better direct the coolant towards the rake face from underneath the tool. Most

of these modifications would require some addition or change to a part of the tool in

contact with the workpiece — since most of the flow observed is dictated by flow along

the workpiece. This would effectively either change or introduce a new cutting zone

which is outside of the scope of this work but has potential for future work which incor-

porates the machining mechanics more comprehensively to ensure the cutting design is

not compromised.

The coolant flow from the new channel does introduce a good flow along the

tool base however where we could potentially get chip re-cutting usually. This could

prove to still have a positive impact if any chip which reaches the base of the tool is

then carried outwards towards the workpiece and up along the rake face until the tool

has rotated sufficiently to remove the chip from the tool zone. Keeping the chip in the

vicinity means that a lot of heat from the cutting process would also remain nearby

however and evacuating the chips low down in the domain into the previously cut slot

region may become problematic if another pass is made to deepen the slot at a higher

axial engagement. If chips littered the region then they may obstruct the tool as it

begins to cut again. It is difficult to assess the overall contribution of the axial flow in

this chip evacuation without the inclusion of actual chip geometries in the simulation.

5.5.2 Results for new design full external flow models

After studying the axial flow independently, the complete new designs are now con-

sidered. The four new tool design geometries have been simulated and the data time

averaged over the same period as described for the standard tool geometry full slot

milling case in section 5.2. The results are also post processed in the same manner,

with the data taken along the length of the tool to provide a clear idea of the behaviour

throughout the regions of high interest.

Figure 5.27 displays the coolant coverage for each of the new designs, with

the red regions seeing full coolant coverage and the blue regions containing only the

surrounding air. The view looks through the workpiece surface, which is not displayed

due to its obstruction of the results. The results look directly onto the centre of the

cut slot region and the impingement point of the coolant jet.
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Figure 5.27: Coolant distribution for four new tool designs. Left to right, channel exit
height, H, 5mm, 10mm, 15mm, 20mm. Red regions show high coolant distribution
with volume fraction, α = 1, blue shows air filled regions with volume fraction,α = 0.

Considering the coolant coverage on all the designs, they appear very similar

in broad behaviours, with a good coolant covering on the length of the rake edge

for the sections in sight and a reasonable spread of coolant through the flank face

in addition. This is a marked change when compared to the standard tool geometry

simulation results which showed large areas of the flank edge received no coolant. This

improvement is likely due to the minimal vertical angle of the coolant channel which

is now zero. Instead of directing the coolant heavily down the rake edge, the coolant

appears to spread much more evenly.

The axial flow contributions to other flutes also appear somewhat different,

though this in itself should not be affected by the changing of radial channel height,H.

The introduction of the radial flow, however, through only the single channel used in

these simulations has potentially caused a bias in the flow at the base of the tool, since

it is impacted on by the flow from the used flute, though in reality it would experience

the same impact from all engaged flutes and any differences observed here are not

believed to be truly physical in a situation where all flutes are in use. The interaction

between radially and axially provided coolant flows could be greater for the smaller

values of H, since the application sites proximity is increased.

Results for the velocity over a filtered threshold of the domain are shown

in Figure 5.28. The velocities also show the same profile across all channel heights

used. The high speed flow seen around the stagnation points on these models however

is evenly spread around the point instead of being greater in the region underneath

the impingement only, as was seen for the standard geometry with a higher vertical

channel angle. Here the flow speed is even instead, and again the distribution of flow
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from the coolant application appears much more even in these new designs. The high

speed regions clearly move up the height of the tool with the impingement points as

the channel exit heights increase.

Figure 5.28: Coolant velocity magnitude for four new tool designs. Left to right,
channel exit height, 5mm, 10mm, 15mm, 20mm.

For the standard geometry simulations the results for flooding volume fraction

and vertical velocity were analysed over the lengths of each tool edge in the flute being

modelled here. In Figure 5.29 the same values for the new models have been plotted

alongside the standard tool results. The primary objective of the new designs was to

promote upwards flow along an increased portion of the cutting edge to aid in chip

evacuation. This is most important on the rake edge since this is where the chips are

formed. The vertical velocity results on both edges are seen in Figure 5.29.

The rake edge on the right shows a very similar profile across all the new

designs. They feature both a region of positive and negative vertical flow, which trans-

itions across the impingement point coincident with their exit heights. The geometries

show very similar maximum positive Uz values of between 25 and 30 m/s, which would

be expected since the coolant flow rate at the inlet of each radial channel was the same.

Interestingly, the values observed for the Uz above the impingement point for the new

tool designs also lie in the same range as that observed for the standard geometry case,

which is also included in the graphs. The higher magnitude flow rate applied through

the radial channels in the standard geometry simulation was expected to provide higher

velocity values in all directions around the impingement point, however the lower flow

rates used for the new designs have still managed to match the maximum Uz above

this point. In addition, all the new geometries also showed a decrease in maximum

magnitude for the negative vertical flow below the impingement site, reducing the

magnitude from nearly 40m/s to just over 25m/s. There is also a difference in the

velocity flow at the base of the tool for the new geometry with channel height H=5mm.

This geometry is the only truly comparable geometry at the tool base since it is only
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Figure 5.29: Plot of time-averaged vertical velocity against height along both the flank
(left) and rake (right) edges of the tool. New designs with radial outlets at 5,10,15,20mm
are included alongside the standard geometry results.

these two which see both flank and rake fully engaged at the base. Where the standard

geometry results show a slow decrease in magnitude in the downwards flow under the

impingement point, the new design with H=5mm decreased in magnitude again quite

quickly to head more directly towards 0m/s at the base. The other models H=10,15mm

in green and yellow respectively also show a smoother decrease towards zero at the base

of the tool where the rake edge does still remain engaged for these models. This reduc-

tion in magnitude here could be a result of the axial flow provided by the new coolant

channel. It was not expected to impact heavily on flow on the rake face but if it were

to have an effect, this would be most significant near the base.

The new tool design with the H=5mm configuration seems to outperform the

standard tool in terms of the vertical velocity along the rake. Not only in the im-

pingement region movement to further down the tool, which results in a larger section

experiencing upwards flow, but the region of downward flow sees a significant reduction

in magnitude. The other models with channel exit heights of H=10, 15 and 20mm do

not provide clear improvements on the upwards flow objective immediately, however

they could still prove to be the best option going forward with full slot milling opera-

tions.
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The models of 5mm and the standard case in red and blue have impingement

centres very low in the domain. As a result of this configuration, less of the top of their

flute’s rake and flank edges remain engaged. It can be seen that the lines for vertical

velocity end at around 0.025m in the figure, which is the height that the sample ends

and the tool edge disengages. This is not the same height as the axial engagement

however and the exit of this flute is not at the top of the workpiece but to the rear of

the tool as the flute turns around the tool centre. Although the engagement of the tool

ends here, the results seem to indicate no reason why the rake edge would not continue

to see upwards flow at the same steady decreasing magnitude up to the top of the tool

if it were engaged. It could be possible therefore that these low impacting models like

the H=5mm configuration could see even more of the tool experiencing upwards flow

than is shown here.

On the other hand, however, it should be noted that there are potential down-

sides to the low impact point which appears, at least on the surface, to be very successful

here. The current orientation shows the flute exiting to the rear of the tool, as was

mentioned. What this potentially means is that, although so much of the tool sees a

good upwards flow along its cutting edge and may remove all chips successfully with

this flow, they are not necessarily removed from the path of the tool permanently. If

the chips exit the flute with the coolant as part of this stream out to the rear of the tool

where the slot has been cut, they are not truly effectively removed from the area since

if they are then trapped in the slot and fall to the base they could still obstruct the

tool on the next pass. As such, an alternative geometry may be preferable so that it is

mostly ejecting chips through a fully engaged flute at the top of the cutting zone. The

models H=15,20mm have fully engaged rake faces and a good magnitude of upwards

flow along them at the exit point. These models would likely provide a better, more

permanent evacuation of the chips at the current orientation. At all chosen heights of

channel exit height, H, there are always time periods which will see the flute exiting

behind the tool instead of over the workpiece, but this is reduced as the channel height

exit point increases in height.

The impact of rotational position on coolant distribution on the tool surface

was discussed in section 3.2.2, and it was pointed out that the impact is especially

significant in milling cases with a high axial engagement, as is seen in these full slot

simulations. It was highlighted in a schematic (Figure 3.4) that for a deep axial engage-

ment, there is a considerable portion of the cutting edge yet to complete its engagement

before the coolant supply to the flute ends — the top of the rake for example has not

even begun to engage the workpiece yet. If the axial engagement is very high and the

coolant impact point is low, therefore, there is actually only a small window of coolant

delivery to the cutting edge for most of the cutting window. Much more of the tool

edge sees at least some wetting over the cut if the coolant is located closer the the
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middle of the tool height, as opposed to very close to the base.

These contributing factors ultimately mean there are pros and cons of choosing

an outlet height at any point on the tool flute. Placing the channel outlet very close to

the tip has been shown to provide the greatest proportion of the tool with upwards flow

to aid chip evacuation. Setting the channel outlet towards the middle of the tool will

theoretically spread the coolant best through time as the tool rotates and still provides

a significant amount of upwards flow along the tool edge, which does not reduce as

significantly as in the lowest positioned options. Placing the channel exit towards the

top theoretically may evacuate the chips more effectively as they leave the tool zone,

however very few chips would make it to the point of evacuation since the bulk of the

cutting edge sees only downwards flow and hence the majority of the chips would be

carried downwards along the tool edge and could cause chip jamming.

As well as fluid velocity along the rake edge, Figure 5.29 also shows the flow

along the flank edge. In general the flow shows smaller magnitudes and greater variabil-

ity, which was the case along the flank in the standard model too due to the slightly more

unsteady and splashy distribution of coolant to this edge. Once again, the H=5mm

new tool design shows increased upwards flow along the tool edge compared to the

standard model, which mostly encounters downwards directed flow.

This study with the four new tool designs has found an improved tool design

for the initial objective of increasing the amount of upwards flow along the rake edge.

The new design with the configuration of channel exit height, H=5mm provided a

greater proportion of the tool with upwards flow and decreased the magnitude of the

downwards flow where it was found. The benefits of other models tested were also

hypothesised to have potentially greater benefits than either the standard model or new

improved design in a more realistic machining setting with variable levels of engagement

as the tool rotates, however this would require a fully rotating time variable model to

be developed.

5.6 Conclusions

In this chapter, the standard cooling booster design has been investigated in a full slot

milling application, which has a high axial engagement. The behaviour of the coolant

flow and coverage along the rake and flank edges of the tool has also been examined

in more detail. Full slot milling has not previously been assessed using CFD modelling

and the results presented in this chapter show the development of the coolant jet as

it reaches and interacts with both the rake and flank cutting edges. The standard

tool geometry was found to direct most of its coolant to the small region beneath
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the low down impingement point. An analysis of the spread of flow showed that over

78% of the coolant supplied to the cutting edge flowed downwards after impinging on

the workpiece surface, which looked to be at least partly driven by the high vertical

angle of the standard model. Despite this, the transition from face milling to full slot

application showed an improvement in the overall upwards flow as the coolant coverage

and vertical flow remained reasonably high across the long portion of the edge above the

coolant application. The high percentage of downwards flow helps explain and support

the findings in Chapter 4 which observed only negative vertical velocity components

on the cutting edge across the design space.

Results tracking the vertical coolant velocity component and wetting along

both the rake and flank edges were extracted to provide more detail in this study,

compared to the averages along the whole region used in Chapter 3. These results

highlighted the dramatic change in coolant velocity direction across the impingement

point, below which lies the largest negative vertical magnitude and above which lies

the largest positive vertical magnitude.

Observing the findings and combining these with the results from the DoE

study investigating coolant channel angles in Chapter 4, a new tool design was trialled,

which minimised the vertical angle of the coolant channel and added an additional

coolant channel, exiting at the base of the tool, with the hope of introducing some

upwards flow to the region at the base of the tool which rarely experiences a strong

upwards flow. The size of the axial channel relative to the radial channels was optim-

ised to maximise the percentage of coolant flow through the new axial channel while

minimising the pressure drop. Internal channel single phase CFD modelling for a range

of sample points in a design of experiments was used to create a response surface and

perform a multi-objective optimisation.

Four versions of the new tool design were tested, each with the radial channels

having different channel exit point heights. Improvements in vertical velocity along the

rake face were observed with this new tool design, with all new designs showing a

significantly reduced downwards velocity magnitude compared to the standard tool

model. For the lowest channel exit height of 5mm, the height of the impingement

point was also lower than the standard model, resulting in an improvement for upwards

coolant flow along the majority of the tool cutting edge and an attractive candidate tool

for further analysis and development. The implications of other outcomes of changing

channel exit height were also discussed in detail and are recommended for further

consideration using an extended version of the current model which extends the static

case to consider the variability of the tool’s rotational position through time.
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Conventional emulsion coolants are a well established and accepted cooling ap-

proach in a range of machining tasks (Zheng Yang et al., 2022), however, in recent years

there has been a growing need to find alternatives to oil and water-miscible coolants.

The costs associated with using conventional cutting fluids accounts for approximately

16% of total manufacturing costs (Byrne & Scholta, 1993). A large chunk of these

associated costs can be attributed to the disposal of the coolants after use, which can

be up to twice as much as the price of the coolants in the USA and four times as much

in Europe (Hong et al., 1999). There are also significant environmental and health

concerns associated with conventional coolants. They often contain chemical additives

which are hazardous substances to both work with and dispose of, and they can be

difficult to clean off of finished manufactured products.

Gas or vapour phase fluids can be used as alternative coolants and are thought

of as a more environmentally friendly alternative. Carbon dioxide, nitrogen and helium

are among the most widely used gas based coolants, although they often need to be

chilled or compressed to enhance their ability to remove heat from the cutting zone

since gases in general have poor thermal conductivity and cooling capability (Shokrani

et al., 2012b).



126 6.1. AN INTRODUCTION TO CRYOGENIC COOLANTS

Gases can also be liquefied and are often then referred to as cryogenic coolants.

Liquid nitrogen and liquid carbon dioxide in particular have exhibited enhanced cooling

behaviours and are being extensively tested in this form (Shokrani et al., 2012b). Their

low temperatures can generate high temperature gradients to increase heat transfer

away from the cutting edge (Jawahir et al., 2016).

In Chapters 3 and 4, modelling work of conventional coolant was presented

and used to predict and support improved coolant channel designs. Ultimately, sim-

ilar work would ideally be carried out for liquid CO2 coolants in machining, however

more groundwork is required to build up the knowledge of the cooling and tribological

processes involved when using CO2. In the following chapters, both experimental and

modelling methods will be extended to build towards the improved understanding of

liquid CO2 as a coolant in machining.

In this chapter, the use of cryogenic coolants in machining is discussed, with a

focus on the properties and use of liquid CO2. The physical properties which enhance

heat transfer when using CO2 coolant are reviewed, followed by the machining results

available in the literature where CO2 has been applied in cutting operations and com-

pared to alternative coolants. To support further studies in this work, a review of the

process of a CO2 release from high pressure is then presented, with both experimental

and numerical work available in the literature. A fundamental understanding of this

release process is required to better understand the variability of success in machin-

ing applications and build towards the development of a model which can be used to

predict the heat transfer when using cryogenic CO2 coolant.

6.1 An introduction to cryogenic coolants

In general, when cryogenic cooling has been implemented on an uninterrupted cutting

process such as turning, there have been several positive effects including increased tool

life and reduced surface roughness (Shokrani et al. (2016), Ravi & Kumar (2012), Ravi

& Kumar (2011)). In contrast to this, the effect of cryogenic cooling on interrupted or

intermittent operations such as milling is less well understood (Tyler & Schmitz, 2014).

Intermittent machining operations can already be prone to large temperature variations

and the addition of a significantly colder cutting fluid has the potential to increase

thermal cracks and fatigue so it is less commonly investigated and applied (Yildiz &

Nalbant, 2008). There has, however, been research showing that implementation of a

cryogenic cooling system can boast significant improvements over dry and conventional

cooling in milling processes (Yildiz & Nalbant, 2008), and a deeper understanding of the

processes involved could lead to improved machining and reduced cutting temperatures
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across milling operations.

Liquid nitrogen (LN2) is perhaps the most commonly researched cryogenic

coolant in machining. It offers significant cooling capacity due to very low temperatures

(the boiling point at 1 atm is -195.8 °C), and also possesses lubrication properties that

are desirable in coolants (Hong, 2006). In a range of published work, it can be seen that

LN2 cooling has the potential to reduce cutting temperatures, improve surface finish

and increase tool life relative to both dry and wet machining conditions dependent on

the cutting parameters and workpiece (Ravi & Kumar (2011), Shokrani et al. (2012a),

Su et al. (2006), Nalbant & Yildiz (2011), Islam et al. (2017)).

Although LN2 is the most popular choice for cryogenic cooling there are several

disadvantages in using it. Consumption of LN2 can be high which increases the overall

cost of machining (Kalyan Kumar & Choudhury, 2008), it also pre-cools the workpiece

due to extreme low temperatures which can have adverse affects on the cutting forces as

the workpiece hardens (Hong & Ding, 2001). Another significant limitation of the LN2

coolant is the difficulty in supplying it to the cutting site. All connections and piping

supplying liquid nitrogen have to be thermally insulated and specifically engineered

(Shah et al., 2020). It has to be supplied externally in the vast majority of situations

since the practicalities of running the coolant through tool are challenging due to the

insulation difficulties (Park et al. (2015b) Sivaiah & Chakradhar (2018)).

Another coolant commonly referred to as cryogenic is compressed or chilled

air. Although not technically cryogenic since it has often not been cooled or pressured

enough to achieve liquid form, chilled compressed air has been successfully applied in

several tests. Compressed air is already used in cooling methods as it makes up the

carrier fluid in MQL coolants most of the time. Cooled air is perhaps the cleanest and

most environmentally friendly coolant among cryogenics (Su et al., 2011).

Reducing the temperature or the air component in MQL operations can have

significant benefits from a cooling perspective in machining. The milling of titanium

alloy Ti-6Al-4V using a cooled air MQL approach was researched by An et al. (2006),

with the small particles of coolant carried by a high pressure jet of cold air at -20°C.

Implementing this system greatly reduced both the temperature in the cutting zone

and the flank wear found on the tool. The effect of the carrier air temperature was

investigated using CFD modelling by Chowdhury et al. (2014) who decreased the MQL

mist temperature from the usual 25°C to -50°C and saw a reduction in the modelled tool

interface temperature from over 550°C to around 480°C. In a similar study Yuan et al.

(2010) varied MQL mist temperatures between -15 and -45°C and found evidence of

reduced wear compared to tests using room temperature MQL coolant, dry conditions

or flood conditions. Although initially the vast majority of research into cryogenic

machining focused on LN2 (Shokrani et al., 2013) there has since been significant work
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carried out with cryogenic CO2.

In the following section, several key physical properties of CO2 which increase

its capability as a coolant are discussed, before a review of the use of CO2 in machining

is presented.

6.2 Physical properties of cryogenic Carbon Dioxide

Carbon dioxide, CO2, is a compound of carbon and oxygen which is most commonly

found in gaseous state and is part of the make up of our atmosphere. There are

several physical properties of CO2 which make it an interesting candidate for cooling

applications. Originally studied by Joseph Black in the 18th century, it was often called

by other names such as fixed air or carbonic acid gas until the term dioxide came into

use in the late 1860’s (West, 2014). It was first liquefied by Humpry Davy and Michael

Faraday under applied pressure and then observed in solid form by Thilorier soon after

as a product found when liquid form CO2 is released from the pressurised state (Roller

& Thilorier, 1952).

Many gases can be liquefied under high pressures, low temperatures, or often

a combination of both, but once released back into atmospheric conditions they will

return to their natural gaseous state. The phase change processes involved in releases of

liquid CO2 from high pressure containers to (eventually) gaseous CO2 at atmospheric

pressure conditions are of particular interest due to the location of the triple point

(Pursell, 2012).

A triple point is defined as the temperature and pressure combination where

all three phases (solid, liquid, gas) of a substance can exist simultaneously in thermo-

dynamic equilibrium. As can be seen in the phase diagram of CO2 shown in Figure

6.1, the triple point is located at a pressure of 5.1 bar (≈ 0.52 MPa) and a temperature

of -56.7°C. This means that liquid carbon dioxide cannot exist at atmospheric pressure

and so a release from high pressure causes a phase transition process from a liquid state,

followed by a saturated two-phase liquid/vapour mixture to a solid/vapour mixture at

atmospheric pressure where the solid phase sublimates to eventually give CO2 gas in

single phase as it absorbs heat from the surroundings (Pursell, 2012).

The presence of sublimating solid CO2 particles in the coolant jet after ex-

pansion has the potential to offer additional cooling benefits. By taking in additional

thermal energy from the jet and absorbing it as latent heat of sublimation, the coolant

jet will retain its cold temperature for longer before starting to exhibit an increase in

temperature once the solid CO2 has all sublimated.
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Figure 6.1: CO2 phase diagram for solid, liquid, gas and supercritical phases with the
triple and critical points. (Adapted from Witkowski et al. (2014))

A CO2 expansion process is often assumed to be an isenthalpic process (Mazzo-

ldi, 2009) with constant enthalphy, h. In the isenthalpic expansion of CO2 across

nozzles, temperature and volume changes accompany the pressure drop observed. The

limiting ratio of the temperature change, ∆T , to the pressure change, ∆P , is given

below in equation 6.1 with µJT known as the Joule-Thomson coefficient.

µJT =

(
∆T

∆P

)
h

(6.1)

Measured extensively by Roebuck et al. (1925), carbon dioxide has a particu-

larly high Joule Thompson coefficient compared to other common gases, meaning that

as it experiences the pressure drop from the high pressure reservoir it will have a greater

corresponding change in temperature, a factor which may be beneficial in the cryogenic

cooling applications in machining. As well as a high Joule-Thomson coefficient and

a triple point located above atmospheric pressure, several other factors make CO2 an

attractive option for a machining coolant. As highly compressed CO2 is released to

atmospheric conditions and is allowed to depressurise, it also expands and can form a

wider diameter cooling jet than is seen in single phase conventional coolant applica-

tions. This has the potential to cool regions on the cutting tools which were previously

difficult to target. CO2 is also significantly cleaner to work with than conventional
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coolant. Applied in liquid form, the final waste product is gas phase CO2 which can be

vented to the atmosphere. This process can be made more environmentally friendly if

recycled CO2 is sourced.

6.3 Machining studies with CO2 cooling

In this section, a review of machining studies applying CO2 coolant will be presented.

The available literature covers a range of cutting parameters and machining operations,

as well as the application of CO2 via both external and through tool methods. The

range of studies and their collective results are discussed to assess the variable success

in industrial applications of CO2 as a coolant. The results will be shown to be sensitive

to a range of machining variables, including cutting parameters, workpiece material,

and coolant application method.

As with most cryogenic coolants, the available literature has predominantly

been focused on turning operations especially for metals and ‘hard to cut’ materials

(Fig 6.2).

Figure 6.2: Number of studies available in the literature for cryogenic machining re-
search (Shokrani et al., 2013), plotted according to machining operation.

Jerold & Kumar (2012) investigated the effect of using CO2 as a cutting fluid

on cutting temperatures, tool wear, cutting forces and surface finish in a turning of steel

machining operation. The application of CO2 gas reduced the cutting temperatures

significantly compared to cases with dry and conventional cooling, and less flank and
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crater wear was observed on the tool. Similarly, in the turning of titanium, Biermann

et al. (2015) found that using CO2 as a cryogenic coolant increases the tool life when

turning the alloy Ti-6Al-4V. However, the same did not apply in that study for the

turning of another higher strength titanium alloy, Ti-6Al-2Sn-4Zr-6Mo, which required

a combination of CO2 and MQL to increase tool life, highlighting the variability of

machinability of workpieces. Machai & Biermann (2011) used CO2 ‘snow cooling’ when

carrying out turning operations on another high strength titanium alloy, Ti-10V-2Fe-

3Al and found that when supplied close to the cutting edge, the CO2 could decrease

the tool wear development compared to emulsion cooling conditions, however the CO2

stream was still found to be unable to effectively penetrate the tool-chip interface and

reduce contact and friction between the tool and chip.

Over the last decade there has been a significant interest in applying CO2 to

milling operations as promising tests have encouraged enthusiasm within the industry.

A study carried out by Nimel Sworna Ross & Manimaran (2019) found that CO2

outperformed MQL, dry and wet cutting conditions in the milling of a difficult-to-

machine Nickel-Cromium alloy. CO2 was the best coolant tested in terms of cutting

forces, cutting temperatures, minimal tool wear and a reduced surface roughness. The

reduction in cutting temperatures was particularly notable as seen in Figure 6.3. The

Figure 6.3: Cutting temperatures for dry, wet, MQL and liquid CO2 cooling conditions
(Nimel Sworna Ross & Manimaran, 2019). Reproduced with permission from Springer
Nature

application of CO2 by Nimel Sworna Ross & Manimaran was through an external

nozzle directed towards the cutting zone, an application technique already seen to

be commonly used for conventional coolants and MQL. CO2 can also be successfully

targeted at the cutting zone through internal channels in the cutting tool. Cordes et al.

(2014) investigated the milling of high strength stainless steel using a specially adapted

tool with internal channels allowing coolant flow of cryogenic CO2 and compressed air
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simultaneously. Comparing tool life between dry and cryogenic conditions, Cordes et al.

observed a 63% lower flank wear in the cryogenic case compared to dry under the same

cutting conditions. Investigating the potential for increased productivity, Cordes et al.

found cutting conditions could be increased in the cryogenic case from 320m/min to

400m/min and 0.4mm feed rate to 0.55mm feed rate and still maintain the same level

of tool wear as in the dry conditions - resulting in a 72% increase in material removal

rate.

As was the case with conventional coolants, significant research has been car-

ried out with a focus on titanium alloy Ti-6Al-4V due to its low machinability and

high demand. Nimel Sworna Ross & Ganesh (2019) tested liquid CO2 as a cryogenic

coolant in the milling of Ti-6Al-4V. Employing an external application method, with a

nozzle 20mm away from the cutting zone, it was found that the cutting temperatures

and surface roughness were considerably reduced compared to wet conditions.

Considering the productivity benefits when milling Ti-6Al-4V with liquid CO2

coolant, Sadik et al. (2016) found a significant increase in tool life compared to con-

ventional emulsion coolant. Sadik et al. used CO2 for through tool cooling and tested

3 nozzles of different diameter while comparing flank wear and notch wear on the tool.

Tool wear was examined throughout the test for all nozzles in both the conventional

and cryogenic coolant experiments. Initially, the tool wear progresses at a similar rate

for both coolants however the notch wear, which is the failure mode for these cases, is

delayed to much later machining times in the cryogenic cases and for the case using

nozzle A (that with largest diameter and thus highest CO2 flow rate), the tool life in

the cryogenic experiment was 350% longer than that of the conventional experiment.

Interestingly, the cracks that often form due to extreme thermal cycling when milling

titanium alloys propagated differently in the cryogenic and conventional cases here.

Sadik et al. found that instead of the propagation in the usual direction which causes

chipping of the cutting edge, the cracks instead propagated laterally, delaying the tool

failure. The application of CO2 coolant did not reduce all types of tool wear however,

in fact the non-limiting flank wear observed at the end of tool life was slightly higher

in the cryogenic case compared to the conventional. Flow rates were also varied for

the milling operations with findings suggesting that the flow rate does have an influ-

ence and that higher flow rates lead to a longer tool life, though the effect was more

pronounced in the cryogenic case than in the conventional coolant case.

Pittalà (2018) carried out a similar end milling study comparing conventional

coolant to cryogenic CO2 coolant for a milling operation on Ti-6Al-4V. Instead of the

indexable endmill tools used in the study by Sadik et al., solid end mills were used

with a central internal CO2 supply and 5 radial channels supplying coolant to each

flute. Both the diameters of these channels, and their positioning were varied between

two locations as can be seen in figure 6.4 with configuration ‘A’ in the middle of the
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flute and the configuration ‘B’ channel directed towards the cutting edge. Both flank

wear and notch wear were examined with the dominant being the flank wear. The

configuration A gave reduced tool wear results compared to B, which is likely due

to better cooling of the flank side of the tool (Pittalà, 2018) and whilst channel exit

dimension had little impact on the wear for configuration B, there was a significant

reduction in wear for the larger radial hole compared to the smaller in configuration A,

which is possibly attributable to increased flow rate of CO2 in this case. For the cutting

parameters used in this case there was no dramatic difference in tool wear between the

cases using CO2 and those using conventional coolant. In the configuration B, for a

cutting speed of 130m/min and feed rate of 0.14mm/tooth, the CO2 case showed less

tool wear than the conventional however as the feed rate was reduced to 0.088mm/tooth

and configuration A was used, there was a slightly reduced tool wear for conventional

coolant compared to CO2, though in both of these examples the difference was within

the range of experimental error. Therefore, although there was no dramatic increase

or decrease in tool life as was seen by Sadik et al. (2016) and Tyler & Schmitz (2014),

CO2 has been shown to be a viable alternative to conventional coolant for this milling

operation and performance may be further improved with tailoring of tool and nozzle

design.

Figure 6.4: Channel exit positions for CO2 cryogenic milling trials by Pittalà (2018)
Reproduced under creative commons license CC BY-NC-ND 4.0

Investigations into cutting and tool temperatures have also extended to mod-

elling for cryogenic coolants. Augspurger et al. (2019) modelled cutting temperatures

for a variety of coolants including MQL and CO2, applied internally through the spindle

in seperate channels. Validated using thermocouples embedded in the tool, the model

showed reduced temperatures at the tool tip with CO2 compared to MQL cooling.
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Not all tests with CO2 have indicated an improvement in tool life over al-

ternative coolants however. Although it has shown great potential compared to dry

conditions (Sadik et al., 2016) several studies indicate that there are limitations in

using CO2 compared to MQL. Tapoglou et al. (2017) compared dry, flood, through

tool emulsion, through tool CO2, MQL and a combination of CO2 and MQL in the

shoulder milling of Ti-6Al-4V. In contrast to the study by Sadik et al., the findings of

Tapoglou et al. suggested that the emulsion coolant performed better in the milling

of this titanium alloy than CO2 when they assessed tool wear. Between the two cases,

the cutting parameters are a clear difference in otherwise similar work. Where Sadik

et al. used lower cutting parameters, with a cutting speed of 80m/min and a feed

per tooth of 0.15mm, Tapoglou et al. used a 100m/min cutting speed and a feed per

tooth of 0.45mm, indicating that as seen with conventional coolants, there may be

regions within the cutting parameter space where certain cooling/lubrication methods

may outperform others and careful consideration should be paid in each case. It was

seen in the study by Pittalà that the optimal channels for conventional coolants are not

necessarily the most effective channels for CO2 application and it could be possible here

that tailoring the tool geometry may increase the range of cutting parameter ranges

where an improvement using CO2 would be possible.

Although the conventional coolant performed best in the studies of Tapoglou

et al. (2017), the performance of CO2 could be improved by combining it with MQL.

Combining the cooling and lubricating properties of these two methods resulted in a

better tool life than when using either method independently in the first trials conduc-

ted. The improvement of the CO2 and MQL combination relative to the MQL stand

alone coolant was also found to be dependent on cutting conditions. As cutting speed

increased the improvement in tool life allowed by combining MQL and CO2 was re-

duced and at the highest cutting speeds in the 5 insert tests there was only a nominal

difference observed and in fact the MQL showed the higher tool life.

CO2 is a decidedly more complex cutting fluid than the conventional oil or

water based options due to the rapid phase changes and behaviour as it depressurises

in the cutting zone. The fundamental physics involved are not typically investigated

in this setting and usually only machining parameters are of interest in the studies

undertaken. Pušavec et al. (2019) investigated the underlying heat transfer capabilities

of CO2 in a non-machining set of experiments, comparing it to LN2 and conventional

coolant. The coolants were applied through a nozzle directed towards a heater with

a thermocouple included. Such fundamental work can give great insight into the heat

transfer capabilities and is incredibly useful to help interpret machining results when

they are somewhat varied as has been seen with the milling of Ti-6Al-4V for example.

Pušavec et al. tested two nozzle orientations, one with a perpendicular angle to the

heater and one at a 60°. Comparing the cooling capabilities at 60° showed relatively
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similar performances between the three coolants, though the cryogenic CO2 and LN2

slightly outperformed the emulsion when the heater was at a lower temperature.

Although similar performances were observed for the angled nozzle across the

coolants tested there was a clear increased cooling capacity observed for the emulsion

coolant in the perpendicular nozzle case, and the disparity greatly increased as heater

temperature increased. Overall, the fundamental study carried out by Pušavec et al.

indicated a reduction in cooling capacity when using the cryogenic coolants compared

to conventional options. Although the cryogenic coolants can provide enhanced heat

transfer by increasing the thermal gradient in the region due to their low temperatures,

they are still predominantly comprised of the gas phase in the heat transfer region

and so can transfer less heat away than their liquid conventional counterparts. Such

research is very valuable in interpreting the findings in machining tests and giving

insight into some of the complex cryogenic behaviours. A more fundamental study of

CO2 cooling was also carried out by Gross et al. (2019) who monitored CO2 coolant

jet temperatures as they developed from the outlets of an application nozzle. The

temperatures, measured with a mimumum just under -70°C were observed to be not

strongly dependent on CO2 mass flow rate or channel diameter, although the distance

from the release point/nozzle that remained cold did depend on these factors. They

observed, as a result, that the best CO2 cooling in machining would be found when

decreasing the distance between nozzle and cutting region.

Further to the non-machining tests, Pušavec et al. (2019) also conducted a

series of milling tests using Ti-6Al-4V. Applying the same three coolants though in-

ternal tool channels and monitoring the cutting temperatures it was found that emulsion

enabled the lowest temperatures, followed by CO2 and finally LN2. These machining

test findings correspond well to the fundamental heat transfer experiments conducted

in the same work, but potentially differ with some of the surrounding literature. Al-

though no direct comparisons can be made due to the variations in specific cutting

conditions it is interesting to look at the work alongside that of Nimel Sworna Ross

& Ganesh (2019) who also considered the cutting temperatures for milling of Ti-6Al-

4V but instead noticed a significant decrease in temperatures when milling with CO2

compared to wet conditions. One key difference to note is that where Pušavec et al.

applied coolant through tool, Nimel Sworna Ross & Ganesh used an external applica-

tion which could explain the disparity. It is also highly likely that the performances of

coolants as stand alone and relative to each other are dependent on cutting conditions

applied. Success in reducing cutting temperatures with coolants should also be treated

with caution since tool temperatures that cycle rapidly as can be observed when using

coolant in intermittent cutting operations have the potential to significantly reduce

tool life instead of improving it. As suggested by Pušavec et al., tool life experiments

are needed along with cutting temperature monitoring to obtain a fuller picture of the
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effects of these coolants.

Throughout much of the literature researching coolants in milling operations,

one of the standout features is the variability of the results. Coolant performance

depends on workpiece material, tool composition and properties, cutting parameters

and coolant flow parameters among others.

Fernández et al. (2019) tested through tool CO2 coolant in the milling of in-

conel 718, Gamma Ti-Al and Steel with varying success. In the inconel case, an equally

short tool life was observed for both the emulsion and CO2 tests and considerable cracks

were observed. In contrast, the titanium alloy workpiece tests resulted in a 100% longer

tool life when using CO2 compared to emulsion. An even greater increase in machining

time of 175% was seen in the steel tests. Interestingly, although the tests show a clear

variation in tool life increases it can be seen that for none of the workpieces considered

here has the CO2 coolant reduced the tool life compared to conventional.

Tyler & Schmitz (2014) applied coolants externally into the cutting zone of a

milling operation of Hastelloy X, a nickel-chromium superalloy. The cooling methods

compared were MQL and a CO2 spray which was a mixture of a compressed air jet

and a jet comprised of gaseous and solid CO2 (dry ice particles) which is formed when

CO2 expands from compressed liquid form back to atmospheric pressure. The tool life

of CO2 cutting experiments was considerably lower than those achieved using MQL for

the low speed tests (the change in tool life was approximately 90% for the lowest cutting

speed). Only at the highest speed tested did the CO2 spray give a longer tool life than

the MQL spray. To investigate the difference in tool life further, Tyler examined the

tools under a microscope and found that the failure mode was different for the CO2

case compared to the MQL case. For the MQL cooled case, the tool life was ended

when the flank wear reached a maximum allowable limit but for the CO2 case there

a chipping of the cutting edge which then caused a catastrophic failure of the tool

soon after. Thermal analysis was carried out by Tyler to compare temperatures of the

cutting process and it was found that maximum cutting zone temperatures were similar

for both cooling strategies though the minimum observed temperature in the CO2 case

was -4°C compared to 14°C in the MQL case. Tyler also observed that the CO2 does

cool the cutting edges outside of the cut but cannot penetrate to the cutting zone itself

where temperatures are highest. This improved cooling of the edges on the cutting edge

periphery however, increases the effect of the thermal cycling for intermittent cutting

temperatures and likely causes thermal fatigue.

Jebaraj et al. (2019) investigated multiple workpieces under both cryogenic

and conventional coolant conditions. Externally applying LN2 and CO2 while end

milling Al6082-T6 alloy (Jebaraj & Pradeep Kumar, 2019) it was found that wet con-

ditions reduced the cutting forces the most, closely followed by CO2, and LN2 showed
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higher forces. A reduced surface roughness in the workpiece was also observed for wet

coolant here. The cryogenic coolants reduced the cutting temperatures, with LN2 res-

ulting in the lowest temperatures. Investigating slot milling of 55NiCrMoV7 die steel

(Jebaraj et al., 2020) cutting temperatures were also found to be significantly reduced

when using the cryogenic coolants, especially at higher feed rates. At the highest feed

rate of 0.04mm/rev there was a reduction from roughly 190°C degrees to 90°C when

using CO2 coolant compared to emulsion. Although the reduction in temperatures

shows a similar trend between these two workpieces investigated, the results for sur-

face roughness and cutting forces show opposite trends, with the cryogenics instead

performing best in reducing both surface roughness and cutting forces for this work-

piece instead of the conventional, as seen in Al6082-T6. A third workpiece material,

SKT4 steel, was later considered by Jebaraj et al. (2021). Again, cutting temperatures

were significantly reduced for CO2 cooling compared to wet cooling, with a decrease of

between 3 - 51%. For this steel, an analysis of the tool wear was included in the study

and when using the cryogenic CO2 coolant in place of conventional, it eliminated the

tool edge chipping and reduced the cutting wear which had been observed under wet

conditions.

Also exploring the effect of various parameters, Iqbal et al. (2020) kept the

workpiece consistent in a parametric study, using Ti-6Al-4V in all tests and varied

other key parameters. The first parameter varied was cutting fluid, LN2 was compared

to throttled CO2 flow and MQL. Also varied was the cutter’s helix angle, the milling

orientation and the cutting speed. Iqbal et al. concluded from the results presented in

this work that the MQL coolant was more favourable than the two cryogenic options

in all outputs considered including tool wear and surface finish. The results published

by Iqbal et al. were extensive and showed the effects of all parameters considered

in some detail. Although the MQL coolant appeared to achieve the best results for

reduced flank wear across the design space in general, the results are interesting and

over all the parameters tested, the trends and best performances vary with coolant type

significantly. Extracted results, shown in Figure 6.5, at a cutting speed of 100m/min

the lowest value for tool wear found in the tests was 0.05mm flank wear, seen in the

MQL down milling test with a 32 degree cutter angle, the the MQL up milling test

with a 42 degree cutter angle and in the LN2 down milling test with a 42 degree cutter

angle.

At the same cutting speed however, CO2 showed a 0.06mm flank wear in the

down milling test with a 42 degree cutter angle, showing that it still has potential as an

alternative coolant. Given that the MQL coolant has performed particularly well here it

could indicate that lubrication is required for successful milling on Ti-6Al-4V. Previous

tests comparing emulsion have mostly shown an improved performance for the CO2

coolant. It could be, however, that MQL may still be the preferred method for milling
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Figure 6.5: Flank wear for machining tests by Iqbal et al. (2020)

this alloy under certain cutting conditions. Introducing more lubrication could combine

the benefits of this with the cooling capabilities of the CO2 and LN2 cryogenic coolants

to provide yet more effective coolants. The heavy dependence on many parameters is

again highlighted in this study by Iqbal et al.. In the 100m/min down milling case in

particular, it can be seen that between the three coolants tested here, there are three

very different responses to cutter angle on the tool. In the MQL case using the 42

degree angle more than doubles the tool wear compared to the 30 degree case, whereas

in the CO2 tests the opposite effect is seen and the 42 degree angle shows a significant

reduction in flank wear compared to the 30 degree case. The LN2 coolant in these

tests on the other hand show very little dependence on cutter angle under these cutting

conditions. Comparing these cases directly shows clearly that a certain configuration

or set of cutting conditions that have provided good results with one coolant by no

means guarantee good results with a different coolant, although good results have

still be possible. It highlights again the point raised by Pittalà (2018) that coolant

application methods developed to optimise performance from conventional coolants may

be different to those which will result in a good performance from cryogenic coolants

and attention should be paid to develop new methods or tool geometries to investigate

optimal configurations for cryogenic coolants also.

In a further study investigating the milling of Ti-6Al-4V with a sustainability

focus, Iqbal et al. (2021) assessed tool wear, productivity and the consumption of

fluid and power to compare the sustainability of different coolants. The externally

applied, choked CO2 flow was found to be the most sustainable option in these tests

when drawing on both economical and environmental factors. The most sustainable

conditions identified were at the highest cutting speed and CO2 mass flow rate, however
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the flow rates considered in this work only reached a maximum of 0.6kg/min which is

significantly lower than that seen elsewhere (Up to 10kg/min Pittalà (2018)). The

findings cannot necessarily be assumed to be valid under such different conditions, as

tool wear may not decrease as much as fluid costs increase, for example.

The emphasis on increasing sustainability is usually the primary reason for

the investigation and adoptation of alternative coolant methods. Another study assess-

ing the sustainability of CO2 use in milling by Jamil et al. (2021) calculated carbon

emissions in a variety of cooling approaches. Interestingly, the carbon emissions are

actually lower in CO2 cooled machining than in dry, MQL and liquid nitrogen aided

machining. Further to being the most sustainable choice, Jamil et al. also found that

the tool wear and temperatures were lowest for the CO2 coolant in Ti-6Al-4V milling.

Considerable work has been carried out by Pereira et al. (2015, 2016, 2017b,

2017a) in investigating possible developments of coolant applications for CO2. Initial

investigations into both converging and converging-diverging nozzles employed compu-

tational fluid dynamics (CFD) and experiments to investigate the coolant jet speeds

and spreading. These initial tests indicated that although greater jet velocity is gen-

erated when using a converging-diverging nozzle it also produced a more dispersed jet

and so a converging nozzle was chosen for the machining tests as it was deemed more

important to concentrate the coolant on the cutting edge.

Later machining tests milling inconel 718 (2015) applied coolant externally

through the developed nozzle and observed that CO2 coolant application improved

tool life compared to dry conditions. Tool life was reduced, however, to 68% of that

seen in wet conditions. CO2 combined with MQL was also tested in these experiments

and although the tool life of wet conditions could still not be matched, the tool life times

were much closer with the CO2MQL combination showing a 93.5% tool life compared to

wet. Applying the coolant instead through tool Pereira et al. (2017b) compared internal

CO2MQL to several other coolants again and found that although conventional coolant

still enhanced tool life the most, the CO2MQL approach outperformed the standard

MQL and were more environmentally friendly. The external vs internal applications of

CO2MQL were also compared here, with the internal application better managing tool

life. This was attributed by the authors to the cooling being targeted at the tool and

not the workpiece so hardening of the workpiece material could be avoided.

Halim et al. (2019) also investigated the cryogenic milling of inconel 718 and

utilised a modified system to adapt the cooling to crygogenic CO2. The coolant used

was combination of liquid and gas CO2 along with compressed air, combined in a cooling

system designed to control the phase changes in the system by regulating the pressure.

The coolant was applied externally through a nozzle 40mm away from the cutting zone

and results showed a 70% increase in tool life compared to dry conditions, which agrees
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with the findings of Pereira et al. (2015) who also observed significant improvements

for CO2 over dry using this workpiece material.

CO2 has also been investigated as a coolant in machining in its supercritical

form. CO2 becomes a supercritical fluid when it is heated and pressurised beyond 304.13

K and 7.3773 MPa respectively and in this state embodies some physical properties from

both the gaseous and liquid phases.

Supercritical CO2 has been tested for potential as an alternative to near-

dry (MQL) conditions and dry conditions for the milling of Ultra-high-strength-steel

(UHSS) by Mulyana et al. (2017). Supercritical CO2 was tested as a coolant both with

and without the addition of lubricant and in both forms performed well compared to

dry and MQL machining conditions with regard to reduction of cutting temperatures

and prolonging tool life. The addition of lubricant improved the CO2 as a coolant by

reducing cutting forces and cutting temperatures. It made the most marked difference

in extending tool life however, there was a much more significant improvement in tool

life for the CO2 plus lubricant coolant than the for the CO2 alone compared to the

MQL, as can be seen in figure 6.6.

Figure 6.6: Cutting distance and time before tool failure for set cutting conditions un-
der various cooling strategies (Mulyana et al., 2017) Reprinted from Journal of Cleaner
Production, Vol 164, Mulyana T., Rahim E. A., Md Yahaya S. N, The influence of cryo-
genic supercritical carbon dioxide cooling on tool wear during machining high thermal
conductivity steel , Pages No. 950-962, Copyright (2017), with permission from El-
sevier

Wika et al. (2019) investigated milling of steel using scCO2 with MQL dis-

solved into it and applied the coolant through tool. The tool life improvement compared
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to flood was considerable, the maximum increase of 324% was achieved at the lowest

cutting parameters of 0.5mm/tooth feed rate and a cutting speed of 215m/min.

Cai et al. (2020) tested scCO2 alone and compared it to the results for two

scCO2 MQL combinations as well as dry conditions in the peripheral milling of Ti-6Al-

4V. The externally applied coolants all reduced the cutting temperatures compared to

dry conditions, although they were most reduced when the MQL was incorporated into

the CO2.

To summarise, clear potential has been found in the application of CO2 as a

coolant in milling operations over the last few decades. As observed in milling with

conventional coolants, the response of machining outputs such as surface roughness and

tool wear can be somewhat unpredictable when adding coolants and a fundamental un-

derstanding of the physics involved would allow better informed decision making in

the tool design and machining processes for both types of coolants. Extensive experi-

ments have provided a wealth of information on the benefits and drawbacks of applying

coolants in a wide range of situations but there are alternative methods of investigation

available including simulations and modelling.

In the use of conventional coolants, the properties of the coolants are reas-

onably well understood and usually close to those of water. CFD models are often

employed to investigate further the causes of discrepancy between coolant behaviour

across various cutting conditions. There is however a limited understanding of the

behaviour of CO2 as a coolant as it undergoes phase changes and expansions to cool

the tool and workpiece. The physical processes involved in the CO2 multiphase flow

need to be better understood so that the variability in its performance as a coolant

can be explained and tools can be developed to best exploit its cooling capabilities.

These knowledge gaps in the machining industry, along with the sheer complexity of

the two or three phase flow, make it more difficult to model CO2 coolant processes.

Research into more fundamental aspects of CO2 flow and heat transfer could signific-

antly advance the efforts to switch to this more sustainable cooling method. In the

following section, a brief overview of the physical behaviours of carbon dioxide during

releases from high pressure systems is presented. These high pressure releases cover the

application of CO2 in most machining coolant applications, where the CO2 is supplied

from high pressure cylinders through a series of tubing or internal tool channels to the

cutting edge.
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6.4 Carbon Dioxide Release from High Pressure

The depressurisation of CO2 from a dense phase state to atmospheric pressure is a

complex process and experimental observations can provide great insight into the phe-

nomena occurring in the near-field expansion.

There are three stages in the release of CO2 from a high pressure reservoir

to atmospheric conditions, the first stage involving the flow between the reservoir and

orifice, which may be along pipes or channels, the second being the rapid expansion

downstream of the orifice and the third a slower expansion due to the entrainment of

air. The process is illustrated in the schematic in Figure 6.7.

Figure 6.7: Three stages of depressurisation of CO2 from high pressure reservoir to
atmospheric plane (Pursell, 2012). Contains public sector information licensed under
the Open Government Licence v3.0.

6.4.1 Experimental studies of CO2 depressurisation features

There has been significant interest in the release process within the Carbon Capture

and Storage (CCS) industry due to the need to quantify all the hazard consequences

associated with any CO2 pipeline failure (Webber, 2011). The UK Health and Safety

Executive (HSE) has funded the development of an experimental facility at the Health

and Safety Laboratory (HSL) and an experimental rig was used by Pursell (2012) there

to study a high pressure release. Pursell (2012) carried out an experiment focusing

on the release of CO2 from a vessel using two sizes of nozzle and reservoirs of either

saturated liquid CO2 or saturated vapour CO2. Measurements of the fast, near-field

expansion stage, which is assumed to be isentropic, included the recording of temper-

ature and pressure at both the vessel and nozzle. Measured values for the flow rate

at the nozzle were compared to those calculated based on the initial conditions under

the assumption of isentropic flow. This allowed a calculation of the quantity of gaseous
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CO2 for two different cases tested, cases with a reservoir tank full of saturated vapour

CO2, and cases with saturated liquid CO2 in the vessel. It was found that between

the vessel and orifice there was a condensation of 10-11% of the gaseous CO2 to liquid

for the saturated vapour case and a vaporisation of 14-16% of the liquid CO2 from

the saturated liquid CO2 case depending on nozzle size. In addition, calculated ideal

flow rates and flow rates measured at the orifice are used by Pursell to calculate a

discharge coefficient for each case. The lowest discharge coefficient was calculated to

be 0.63 in the case using the larger 4mm diameter nozzle and a vessel of saturated

liquid CO2 as the feed phase and the highest calculated discharge coefficient was for

saturated vapour feed phase and a nozzle diameter of 2mm. When comparing discharge

coefficient for a consistent nozzle diameter the saturated liquid cases had lower values

in both cases. It could also be seen that for both feed phases the discharge coefficient

decreased as the nozzle sizes increased. Coefficients were compared by Pursell to the

values experimentally determined by Richardson et al. (2006b) and fell in the same

range.

Pursell also made calculations of the mass fraction of solid CO2 at the at-

mospheric plane using a pressure-enthalpy diagram, in all cases under the assumption

of adiabatic expansion between orifice conditions and atmospheric pressure. The short

distances and time-scales involved as well as the higher than ambient pressures are used

by Pursell to justify this assumption. Solid contents were calculated to be 3 and 34%

for the vapour and liquid feed phase cases respectively which is a significant difference.

Figure 6.8: Backlit images of CO2 expansion jets from (a) liquid feed phase, (b) gas feed
phase. (c) a schematic of the typical shock structure in an under expanded jet (Pursell,
2012). Contains public sector information licensed under the Open Government
Licence v3.0.

Backlit images capturing the structure of the jet can be seen in Figure 6.8 and

clearly show the higher solid proportion resulting from a liquid phase release, with the

dark, opaque jet containing a larger proportion of solid particles. For case (b) using

the gaseous feed phase the shock structures are clearly visible and match well with the

sketch. For the image in (a) from the liquid feed the higher proportion of solid phase

CO2 makes it very difficult to see any of the jet’s internal structure which is a common

problem with CO2 jet visualisation. Obtaining the outline of the jet flow still allows
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for estimations of the length of the expansion zone and the resulting effective diameter

of the flow after expansion. Both expansion length and effective diameter depended

on the nozzle width and increased for the larger diameter. The effective diameter also

depended on the initial feed phase with liquid feed phase diameters giving roughly 30%

larger values than seen for initial gas phase diameters.

The structure of CO2 jets were shown to depend on the feed reserve pressure

by Ahmad et al. (2013). The change in structure over time, whilst a reservoir is reducing

in pressure was recorded by Ahmad et al. (2013) with the use a high speed camera.

Images taken very early in the jet release showed evidence of a superheated liquid jet,

before the boiling near the nozzle changed the structure to that of a diverging jet within

1 second of the release beginning. This is consistent with the work of Li et al. (2014)

who also described a fully developed flow after 1 second.

Temperature profiles for a CO2 jet were recorded by Toesse et al. (2013)

who found that the location of minimum temperature was approximately 80mm away

from the nozzle in the case of 1mm nozzle diameter and CO2 reservoir conditions of

6MPa and 293K. There was however very little difference in temperature from the

minimum (205K) location to very close to the nozzle where temperatures of 210K were

recorded and the temperature only began to rise again significantly after distances

of over 100mm. The effect of reservoir pressure on minimum temperature value and

location was investigated by Ahmad et al. (2013). Vessel pressure was varied between 40

and 105 bar. For all experiments there was only nominal effect on the distance from the

nozzle where the minimum temperature was recorded, though the thermocouple density

was perhaps not high enough to be sure. The initial pressure gave very similar minimum

value temperatures for three measurements in the range of 30-75 bar, however the test

with 105 bar pressure in the vessel showed a significantly higher minimum temperature

(approx -40°C compared to -80°C). One suggested explanation for this given by Ahmad

et al. (2013) is that there is a delayed boiling effect observed at the start of the release.

Pursell (2012) also studied temperature fields while varying nozzle diameters.

In addition Pursell also compared the temperatures when the reservoir contained differ-

ent phases - saturated vapour phase and saturated liquid phase. Using pressures of ≈50

bar and nozzle diameters of 2 and 4 mm the author found minimum temperatures of

≈ -80°C for both nozzles using a liquid feed phase which is in good agreement with the

results of Toesse et al. (2013). For the gas phase, the minimum recorded temperature

was significantly higher for both nozzles, as can be seen in Figure 6.9. The liquid feed

phase results also exhibit a low temperature for a greater downstream distance than

their gaseous counterparts.

Analysis of solid CO2 particle size was presented by Toesse et al. (2013) for

a free jet from a 6MPa reservoir and an orifice of size 1mm using close up images
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Figure 6.9: Temperature in the expanding jet of CO2 recorded by Pursell (2012)

of various sections of the jet structure. Some particles between sizes 20-80µm were

observed in the outer part of the jet but the centre was shown to be opaque, making

assessment of particle sizes and velocities using close up images impossible. Laser

diffraction analysis was instead used to investigate this region and found a peak of

particles with characteristic size around 1µm. This result showed good agreement with

the values measured by Liu et al. (2012) who found that primary particles ejected from

the nozzle were about 1µm under similar experimental conditions to those used by

Toesse. Lui et al also observed significant agglomeration of the particles to sizes of

around 100µm.

Teng et al. (2018) researched the evolution of particle size as they travelled

further away from the nozzle and found that they decreased in size as sublimation

begins to take place and the solid phase transitions to gas (Figure 6.10).

The vast majority of the research concerning CO2 de-pressurisation and ex-

pansion including the works on temperature fields and shock structures has focused on

free jets where the jet expands into free space. For the application to machining, which

is the primary motivation of the CO2 work in this thesis, the under-expanded CO2 jets

will be impinging on the complex tool and workpiece geometries.

A study by Kim & Dongsu (2017) used compressed CO2 and N2 to investigate

the heat transfer of under-expanded impinging jets. The focus of Kim & Dongsu’s

study was to investigate a relationship between heat transfer and shock structure for

under-expanded impinging jets therefore the bulk of the work involved nitrogen due to

the visualisation difficulties with CO2. The initial state of the CO2 was gas in these

experiments since pressures remained below the 5.1 bar triple point value so there was
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Figure 6.10: Dry ice particle sizes dependent on distance from nozzle in high pressure
CO2 release. Reprinted with permission from Teng et al, 2018. Copyright 2018 Amer-
ican Chemical Society

no liquid-vapour to solid-vapour transition although the expansion still generated solid

CO2 particles. These sublimating particles were predicted to enhance heat transfer due

to the increased energy absorbed as they change phase from solid to gas.

Figure 6.11: Multiphase CO2 gas-solid jet observed by Kim & Dongsu (2017). Repro-
duced under creative commons license CC BY-NC-ND 2.0 KR

The experimental rig design, which is shown in Figure 6.11, consisted of an
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adjustable nozzle fed by pipes from the compressed gas storage vessels and a copper

block embedded and sitting above a heating element. Both the distance to the test

block and the diameter were adjustable. Pressure and temperature were recorded at

the converging nozzle and the temperature of the block was recorded using an array of

embedded thermocouples as well as an infra-red camera directed at the surface.

Kim assumed a uniform 1D heat flux with no thermal spreading and used

Fourier’s law to evaluate the surface temperatures in both the CO2 and N2 experiments

using thermocouple readings from the copper block. Images taken using an infrared

camera show that there were variations in temperature across the surface of the block

(Fig 6.12), but with a discernible cold spot in the block centre where the jet was focused.

Figure 6.12: IR camera results for CO2 and LN2 jets block temperatures (Kim &
Dongsu, 2017). Reproduced under creative commons license CC BY-NC-ND 2.0 KR

For the thermocouples embedded at the same height in the copper block only

small variation was found in temperatures recorded compared to the differences between

the block temperature and nozzle inlet and outlet temperatures. This could be for

several reasons, the copper block has a high thermal conductivity so it is possible that

there was enough heat transfer in a horizontal direction as well as a vertical one to

maintain similar temperatures at this depth in the block. Another explanation is that

the surface temperatures themselves were also fairly uniform with less localised spot

cooling than expected.

A parametric study on Reynolds number and nozzle to block distance by Kim

& Dongsu showed a large reduction in temperature for an increase in Reynolds number

for all distances, L, away from the copper block as can be seen in Figure 6.13a. There is

a consistent decrease in stagnation temperature recorded as the nozzle gets closer to the
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impingement plate however this is most exaggerated at the highest Reynolds numbers

shown. To accompany this the heat transfer coefficients increase with Reynolds number

and the highest is found when the nozzle is closest to the block.

Figure 6.13: Temperature and calculated heat transfer coefficient for varying Reynolds
numbers using an under- expanded CO2 jet (Kim & Dongsu, 2017). Reproduced under
creative commons license CC BY-NC-ND 2.0 KR

6.4.2 Modelling the Decompression of Carbon Dioxide

The thermodynamics and fluid dynamics involved in the release of CO2 is challenging

to both measure experimentally and model (Toesse et al., 2013). Historically, there

has been interest in the modelling of CO2 expansion from within the CCS field. In

these settings, large quantities of highly pressurised dense phase CO2 are transported

in pipelines and there are safety concerns associated with this process since pipes can

rupture or crack causing a release of CO2. As such, the mechanisms around these CO2

releases have been studied in detail, both experimentally and through the development
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of specialised models (Pham & Rusli, 2016). The modelling methodology for a CO2

release from a pipe orifice has a similar physical conditions to that of CO2 application

as coolant through small channels or converging nozzles. In this section, CO2 release

modelling methods are reviewed and assessed for suitability to industrial applications

of cooling in machining cases.

The modelling of CO2 release in CCS can be broadly split into three main

disciplines, the decompression of the CO2 filled pipeline, the near-field modelling which

captures the complex expansion region, usually with a substantial pressure drop and

phase change, and the far-field dispersion modelling which concentrates on the transport

and concentration of CO2 in the environment. An extensive review of the modelling

approaches applied in all three disciplines can be found in Pham & Rusli (2016). Mod-

elling approaches have included varying levels of computational complexity, with the

key differences usually in the equations of state applied to the calculation of physical

properties, and the multiphase model utilised.

Equations of State

An Equation of State (EoS) is a constitutive equation providing a mathematical rela-

tionship between state variables (ρ, T, V ) for a substance. It is required to close the

system of equations when a compressible flow is modelled since the density of the fluid

is then assumed to be variable. Early work on equations of state trace back to 1662 as

Boyle and Mariotte investigated the relationships between pressure, P , volume, V , and

temperature, T , of air at low temperatures and derived the Boyle-Mariotte Law which

was later combined by Clapeyron with the equations of Charles-Gay-Lusac to find the

first statement of the ideal-gas law.

PV = R0T (6.2)

Victor Regnault applied Avogadro’s hypothesis from there to get the ideal gas

law,

PV = nRT, (6.3)

with the ideal gas constant R and number of moles n which has been a well established

and widely used EoS since its derivation. While the ideal gas equation gives a reason-

able level of accuracy for gases at low pressures and higher temperatures, it becomes

increasingly inaccurate at higher pressures and low temperatures (Poling et al. (2001),

Orbey & Sandler (1998)). This can make it a less suitable choice for simulations of a

carbon dioxide expansion from high pressure.

Many Equations of State have been developed which modify the the ideal gas
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equation to better represent gases in other thermodynamic regions (Liu, 2016). Most

early EoS described either gases or liquids but there is now the capability to describe

two-phase regions. The Redlich–Kwong (RK) EoS, an analytical cubic equation de-

veloped by Redlich & Kwong (1949), is a popular choice due to its ease of use and

simple form:

p =
RT

V − b
− a/T 0.5

r

V (V + b)
(6.4)

Tr =
T

Tc

a = 0.42748
R2T 2

pc

b = 0.08664
RTc

pc

Tc, pc, V,R are the critical point temperature and pressure, molar volume and

universal gas constant. It was the modifications of Soave (1972), however, in an updated

SRK EoS that allowed the RK-equation to better stand on its own in modelling vapour-

liquid equilibria (Tsonopoulos & Heidman, 1985). Soave replaced the T 0.5
r term with a

function α(ω, T ) where ω is the acentric factor and with this modification improved the

vapour-liquid modelling so that the SRK EoS can be used to predict CO2 properties

in gas, liquid and supercritical state (Liu, 2016).

The Peng-Robinson (PR) EoS is a cubic equation of state developed in 1976

which has been shown to predict carbon dioxide properties well and is widely used since

it is simple to implement (Liu, 2016). The Peng-Robinson EoS,

p =
RT

V − b
− a

V 2 + 2bV − b2)
, (6.5)

a = 0.45724
R2T 2

c

pc

(
1 + κ(1−

√
T/Tc)

)2
,

b = 0.0778
RTc

pc
,

κ = 0.37464 + 1.54226ϵ− 0.26992ϵ2, (6.6)

has similar form to the SRK EoS and gives similar performance in the gaseous

phase but has been shown to be superior in predicting liquid densities in many cases

(Perrot, 1998). It remains widely used in industrial settings, however, it often fails to

predict pressure well in the liquid phase. Later developed by Martynov et al. (2013) the

PR can be extended below the triple point to model the solid-vapour equilibrium that
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is often observed in the multiphase jet upon release. This is managed by applying the

usual equations (6.5) above the triple point but modifying coefficients a and b below

this to those which better reflect the solid-vapour equilibrium line.

An EoS that does represent the gas and liquid properties of CO2 well is the

Span & Wagner (1996) EoS which is a complex equation built using a fit to all available

data for CO2. Having approximately 50 terms, it is not favourable for numerical meth-

ods implementation due to the computational expense associated with evaluating it,

however, the fit to the data is good and where realistic to use, it is accepted to provide

very accurate predictions (Liu, 2016). The applications of SW EoS are also somewhat

limited due to the fact that the experimental data used to fit the model does not take

into account data below the triple point, which limits its accuracy in this region.

As much interest arose in Equations of State for natural gases and mixtures

of substances an EoS was developed by the European Gas Research Group / Groupe

Europeeen de Reserches Gazieres (GERG) for single component systems or mixtures of

up to 21 components including carbon dioxide, methane, hydrogen, etc, known as the

GERG-2008 EoS (Kunz & Wagner, 2012). Valid for a wide range of temperatures and

pressures and for gas and liquid phases the GERG-08 EoS is widely accepted as one of

the most accurate to use (Wareing et al. (2013b), Liu (2016)).

The various equations of state developed over the years for CO2 each have

strengths and weaknesses. The very accurate models such as those of Span & Wagner

(1996) and the GERG-2008 are complex and computationally expensive whereas the

cubic equations are often inaccurate at certain pressures or in the multiphase saturation

region. A composite EoS developed byWareing et al. (2013b) incorporates the strengths

of each by applying the PR EoS to model the gaseous phase and using tabulated Span

& Wagner (1996) data in the liquid and equilibrium regions.

Multiphase modelling approaches

As CO2 is released from high pressure, it can be seen from the phase diagram, shown

previously in figure 6.1, that a change of state is expected if the CO2 is previously held

at a pressure over 5.1 bar. The presence of multiple physical states of CO2 has been

included in several modelling approaches of both decompression, near field and far-field

releases. The most popular approach is to incorporate a Homogeneous Equilibrium

Mixture (HEM) model. This model assumes that the phases are in the same conditions

of velocity, temperature, and pressure, so that the conservation equations for any fluid

present can be added together, as seen for liquid and vapour here for a mass, momentum

and energy equation:
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∂ρ

∂t
+

∂ρu

∂z
= 0 (6.7)

∂ρu

∂t
+

∂ρu2 + p

∂z
= 0 (6.8)

∂E

∂t
+

∂u(E + p)

∂z
= 0 (6.9)

as functions of time, t, and space, z. E represents the total mixture energy defined as

E = ρ(e+ 1/2u2).

The properties of the mixture with vapour mass fraction xv, and liquid mass

fraction xl are taken as:
1

ρ
=

xv
ρv

+
xl
ρl
, (6.10)

e = xvev + xlel, (6.11)

The assumptions of thermal and mechanical equilibrium associated with the

HEM model are reasonable provided the dense phase CO2 liquid drops or solid particles

are sufficiently small (Woolley et al., 2013), however it is limited in some applications

due to the neglecting of phase-slip and non-equilibrium liquid/vapour transition (Ben-

intendi, 2014), (Woolley et al., 2013), (Brown et al., 2013). Non-equilibrium two-phase

models which can capture a delay in phase changes and be utilised when particle sizes

are found to be sufficiently large have been developed using a relaxation of the ther-

modynamic equilibrium by the introduction of a vapour mass fraction term. This re-

laxation approach, the Homogeneous Relaxation Mixture (HRM) model, adds a scalar

transport equation to the HEM model:

∂x

∂t
+ u

∂x

∂z
=

Γ

ρ
. (6.12)

The Γ term represents the interface mass exchange per unit volume, and is

calculated as follows,

Γ = K(ϕ− ϕeq), (6.13)

from a relaxation parameter, K and variable ϕ, which can be chosen as phase

fraction, pressure, enthalpy or any other relevant thermodynamic variable( Brown et al.

(2014), Zheng et al. (2017), Woolley et al. (2013)).

For the solid phase CO2 particles, the HEM model could still be applied to

find the concentration of solid particles in a dispersion setting. To more accurately

model particle interactions and behaviours, an alternative Lagrangian particle tracking

method could be used. Particles were explicitly tracked by Wareing et al. (2015a) in

their modelling of turbulent particle-laden sonic CO2 jets.
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Combined CO2 CFD modelling approaches

A range of these modelling approaches has been applied in different combinations in

the literature, across all regimes of the CO2 high pressure release. Several modelling

approaches have been used to consider the decompression in pipes. This modelling usu-

ally only requires a simple quasi-one dimensional system, though the modelling tools

can be complex and computationally expensive. Martynov et al. (2018), for example,

included conjugate heat transfer modelling between the CO2 and pipe walls, and phys-

ical properties calculated from the complex GERG2004 equation of state for liquid and

vapour phases, and the extended Peng-Robinsion equation of state (Martynov et al.,

2013) for vapour and solid CO2 phases from along the sublimation line. A series of pub-

lished work by Mahgerefteh (2006, 2008, 2012) presents a pipeline decompression model

using the HEM mode for pipeline full bore ruptures and puncture failures. Properties

near the wall such as heat transfer coefficients and friction are applied using standard

correlations and the Peng-Robinson Gas EoS is used to calculate fluid properties. The

conservation equations are used in wave form and solved using a method of character-

istics. The modelling approach has been validated against multiple data-sets, including

the National Grid CO2 pipeline decompression tests (Cosham et al., 2012). A similar

modelling approach was used by Teng et al. (2016) who modelled and experimentally

investigated decompression over different flow conditions. Pressure monitor profiles

were well validated for a vapour initial flow condition, but began to deviate from each

other in both liquid and supercritical flow condition tests. For a comprehensive review

of pipeline decompression modelling, the reader is referred to Zheng (2018). In further

work these modelling approaches could be highly useful in application to the depres-

surisation of CO2 in the supply pipelines in machining tools, since there is a release

to atmospheric pressure at the end of the tool channel, and to predict and tailor the

conditions here would be beneficial in enhancing the cooling control and understanding.

For the current work, this is out of the scope and the focus is on the CO2 cooling of the

tool edge upon application, and the models applied have been almost exclusively using

a quasi-one dimensional approach which would be too limiting for machining studies

which have intricate 3D geometries.

There has also been significant interest in the dispersion and far-field mod-

elling of the CO2 releases as this is the element of the CO2 release which can be a

serious hazard to a widespread area. The UK Health and Safety Executive (HSE) have

published a number of papers on CO2 release and dispersion modelling. In-house tools

and specialist codes are common in the modelling of CO2 since it is a complex phys-

ical modelling problem with significant industrial interest. One heavily used software

is PHAST, a hazard analysis suite which includes multiple models for CO2 disper-

sion and consequence analysis. The software has been used for analysis of discharge

and atmospheric dispersion of carbon dioxide, over a wide range of scenarios includ-
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ing high-pressure cold releases (liquid storage) and high-pressure supercritical releases

(vapour storage) from vessels, short pipes or long pipes (Witlox et al., 2011). The

PHAST software has been validated against experimental results (Witlox et al., 2014),

(Gant et al., 2014) with the flow rate predicted accurately by the PHAST discharge

models (within the accuracy at which the experimental data were measured), and the

concentrations found to be predicted within a factor of two accurately by the PHAST

dispersion model. Commercial codes such as Fluent have also been used to successfully

model the dispersion. Liu et al. (2014) used a turbulent flow HEM model with a PR

EoS to predict the downwind concentration of CO2. Hill et al. (2011) used the CFX

CFD package to study the effects of particle size on the dispersion a the released CO2

mixture. It was shown that the particle size has negligible impact on the prediction of

downwind concentration, however the temperature of the plume retains a lower value

nearer to the sublimation temperature for longer as particles are included in the model,

and as they increase in size. The significant amount of research into far-field modelling

is useful to some extent in machining processes, as the presence of solid dry ice particles

could contribute to the heat transfer in the cutting region.

Modelling of the near-field region is less prevalent in CCS applications, and

usually only seen as a means of generating the input parameters for dispersion modelling

instead of being a core focus in its own right. It is also a particularly complex region to

model due to the need to incorporate the expansion and shock behaviours of the CO2, as

was needed in the pipeline decompression, with a more real-world geometry in 2D or 3D.

A specialised in-house code developed at the University of Leeds has been widely used

to generate inputs for dispersion modelling. First presented by Wareing et al. (2013a),

a composite two-phase method is developed and used to predict the thermodynamic

physical properties of carbon dioxide (CO2) above and below the triple point. RANS

modelling was used to study a CO2 release from typical storage conditions and the

sonic CO2 jet that forms was found to require a three-phase equation of state including

the latent heat of fusion to accurately simulate its characteristics. This work was then

validated (Woolley et al., 2013) using both data available in the literature and new

experimental results. Excellent agreement with experimental data was achieved for the

fluid and sonic structure and temperature measurements, and good agreement with

respect to composition data. Later work by this group has included the incorporation

of Lagrangian particle tracking to more accurately model the solid CO2 within the

expanded jet ((Wareing et al., 2013c), (Wareing et al., 2015b)), and extended the

applications to both ruptures (Wareing et al., 2015a) and punctures (Wareing et al.,

2014) of pipes and the flow of CO2 from craters. The in-house nature of this code can

make it difficult to access and apply across a breadth of other CO2 modelling cases

however, and there are limitations to the geometry and meshing capabilities of the

software. An advanced mesh refinement algorithm, which refines the mesh along regions

of steep gradients in physical properties, is used as part of the numerical modelling. The
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geometry to solve for CO2 applications numerically however is configured in an input

file for the code and as a result is not currently suitable for running on complex 3D tool

and geometries at this time. The code has been successfully applied to a machining

application using simplified tool geometries to model a free jet from a nozzle using

machining conditions however and would be a valuable tool in predicting the near field

expansion upon tool coolant channel exit in future work.

Another near field model was implemented by Wang et al. (2021) which used

commercial package Fluent and a computationally cheaper mixture model to account

for the different thermophysical properties between phases. The Peng-Robinson EoS

was used to accurately predict the jet shape and shock structures for the gas phase

release experimental results of Pursell (2012). Fluent provides the built-in implement-

ations of Peng-Robinson EOS, however it is limited to use under saturation conditions

(Fluent, 2018). A User-Defined Real Gas Model (UDRGM) for Peng-Robinson EOS

was implemented instead. This model captures many of the key features of the CO2

jet release, however the minimum temperatures predicted along the jet centre-line were

identified by Wang et al. as being unrealistically low who suggested this could be due

to the use of the PR EoS which is not valid across the solid phase.

One of the main interests from a machining perspective is to model the heat

transfer near to the cutting edge. Although the expansion, development and dispersion

of CO2 flow is considered in the extensive CCS work available, there is no heat transfer

component considered. Predicting the jet temperature accurately is likely to be the

most essential component in successfully modelling impinging CO2 heat transfer. The

temperatures in the CO2 jet release are often predicted with some accuracy but im-

pingement and conjugate heat transfer modelling are not considered, and temperature

predictions in the jets have proved less reliable than other jet properties.

Outside of the CCS industry, two phase jet impingement and its potential for

increased heat transfer are of increased interest. A CFD model for CO2 sublimation

cooling was presented by Kwak & Lee (2018). Combining a Euler-Euler multiphase

model in Fluent which treats the solid phase as a pseudo-fluid and an incorporated

sublimation model, heat transfer of a sublimating jet on a heated block was predicted.

The modelling was configured to correspond to the experimental study of Kim & Lee

(2016). The gas phase carbon dioxide was modelled as a compressible ideal gas. A

simple carbon dioxide sublimation rate model was assumed with the sublimation rate

taken as a linear function of temperature difference between the solid phase CO2 and the

surrounding gaseous phase. The CFD modelling predicted an increased heat transfer

coefficient when the sublimation model was included, compared to the values observed

without it. The predicted average temperature of the heated block being used as an

impingement surface was also reduced when the sublimation model was included. As is

often the case in the CO2 modelling recorded here, some level of assumption is required
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when setting initial and boundary conditions for the models. The amount of vapour

and solid phase was presumed to be 90-10% and a constant CO2 particle size of 100µm

was assumed based on experimental observations of Kim & Lee (2016). Although these

simulations were set up to match the experimental rig of Kim & Lee (2016), it should be

noted that no results were compared between the model output and the experimental

results as of yet.

6.5 Chapter Conclusions

In this chapter, a review of CO2 cooling in machining operations, and more specifically,

milling operations, was presented. In collection and comparisons of published work in

the literature, the variability of CO2 as a coolant was established and discussed. As

has been shown in many works, CO2 has viability as a coolant to both match and

exceed the current standards for tool life and producibility observed in the utilisation

of conventional emulsion coolants.

A gap in the literature in explanations of CO2 behaviour near to the cutting

edge has been identified. This behaviour is likely a culmination of its heat transfer, lub-

rication and flow field features. The following work in this thesis will seek to contribute

to understanding of CO2 flow fields and heat transfer in the cutting region, with both

experimental and CFD modelling methods.

To support this, the chapter has also presented an introduction to the physical

processes involved in the release of carbon dioxide from high pressure, and a range of

modelling approaches previously applied to CO2 CFD modelling. Much of the exper-

imental work around CO2 releases has considered the evaluation of an unobstructed

CO2 jet expansion, however a vapour phase release of CO2 as an impinging jet for heat

transfer applications was studied in detail by Kim & Dongsu (2017). If extended to

high pressure liquid phase releases, this configuration would be applicable to machining

research. The CFD modelling work available in the literature details many advanced

techniques, some of which have even been applied to machining studies. There is often

a difficulty in setting correct initialisation conditions for these modelling approaches,

especially in far-field dispersion work. This is accompanied by a heavy reliance on

initial conditions, often provided by difficult to validate and complex modelling of the

expansion region of the jet. There is a gap in the literature for a model which can be

applied to the full complexity of machining simulations and 3D meshes, such as those

used in Chapters 3 and 4. The physical modelling would likely need to be simplified in

order to attain reasonably efficient computational results. A simple and robust model

which can be applied with a manageable computational expense to complex geometries

is required for the modelling of CO2 to be valuable and efficient in industrial machining
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applications. A valid contribution to the literature would be to identify if such a model

could capture the physical reality of the CO2 coolant application.
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Experimental investigations into

a high pressure release CO2 jet

for heat transfer applications
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In Chapter 6, the use of CO2 coolant in machining applications was discussed

in a review of the available literature. Experimental studies of CO2 coolant in machin-

ing settings have shown it to be a viable alternative to conventional oil-water emulsion

coolants under the right conditions. Although significant improvements in thermal cut-

ting wear have been observed in machining tests with liquid CO2 compared to emulsion

coolant, this has been very inconsistent and varies depending on cutting parameters,

coolant application, and machining operation.

The heat transfer potential of CO2 as a coolant is relatively little understood

compared to the machining industry standards of water, emulsions and even the mod-

erately new MQL. In this chapter, to obtain a more fundamental understanding of the
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CO2 flow and heat transfer an experimental rig has been designed and tested which

removes the complexity of the machining geometries and will provide an opportunity to

investigate the physics at play in a simplified setting. This experimental work will both

provide essential validation data for a CO2 CFD model and novel experimental results

for the heat transfer of CO2 cooling jets with studies on the effect of key experimental

parameters.

7.1 Experimental Aims

Through these experiments the application of a liquid-fed CO2 jet to a heated block

will be investigated. Heat transfer coefficients will be calculated and their variability

under different experimental parameters analysed.

The profile of local heat transfer coefficients will be considered in order to determine

the heat transfer profile across the impingement surface.

CO2 mass flow rates are also of significant interest in relation to the heat transfer

coefficient, since the possibility of incorporating CO2 as a viable coolant in machining

applications is desired to be an environmentally friendly alternative to oil emulsions.

Where very high flow rates are required for adequate heat transfer, this environmental

benefit could be reduced and running costs increased — making the CO2 an unsustain-

able option.

The experiments are designed with a geometrically basic set up in order to provide a

simplified case to be used in validation of CO2 conjugate heat transfer CFD modelling.

A validated model would then be able to be used in more varied machining cases or to

test out new geometries.

The aim of these experimental studies is to provide a set of validation data

for a CFD model in a fundamental setting, and to allow for direct observation of the

features of a CO2 impinging jet and record any observations particularly relevant to

machining applications.

7.2 Experimental rig design

An experimental rig has been purpose designed and built to investigate the use of CO2

as a coolant. The outline of the rig design is similar to that built by Kim & Lee (2016).

The design includes a CO2 supply delivered to a heat transfer test bench, which is

monitored to investigate heat loss through a series of transient data collections. Where

the design of Kim & Lee (2016) investigated a gas feed cooling, the design in this work

is modified to include a liquid feed of CO2. Experimental parameters have also been

chosen to more closely correspond with machining conditions than those used by Kim
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& Lee (2016), such as an increase in the mass flow rates of CO2 used to investigate

the heat transfer, and a decrease in nozzle diameters, required to regulate the higher

pressure liquid phase flow.

CO2 supply and delivery system

The CO2 supply to the test bench was required to be regulated and well contained due

to the hazardous asphyxiate properties of CO2 and the large quantities in use here. A

liquid feed CO2 tank is used to supply CO2 to the test bench via a series of regulating

and safety valves through to a converging nozzle.

The CO2 is drawn from the bottom of the high pressure cylinder to enable

liquid supply even as a pressure decreases and the cylinder then begins to hold saturated

liquid and vapour phases in equilibrium. A regulator assembly with flexible hose then

links to 1/4” Swagelok tubing before passing through a needle valve where this tubing

size is reduced to size 1/8” outer diameter (OD) piping for the remaining supply line.

The CO2 is then passed through a safety cryogenic solenoid valve; this valve can be

remote operated and can be used to shut down the CO2 flow in case of an emergency.

The solenoid valve requires an electrical supply to operate, and needs a small pressure

difference on either side of the valve to be turned on. To facilitate this, a bypass section

of tubing surrounds the valve to flood the line with high pressure CO2 at the beginning

of each test set to allow it to be turned on. The bypass line is then closed and the

safety valve can operate effectively during the experimental runs.

The final valve in the piping is a Swagelok needle valve which is used more

locally to the CO2 application point and acts to control the flow rates and turn the

flow on and off for short periods between tests.

Finally, the CO2 is passed through connectors to a nozzle. The nozzle is fitted

to the tubing using a Female/Female converter to connect to the pipe fitting. In any

further experimental work, this would have been the location a pressure monitor could

have been included in the rig to capture the CO2 pressure in the tubing work directly

above the nozzle.

The nozzle itself is a converging steel nozzle, the internal nozzle geometry

can be seen in Figure 7.1. A selection of 3D printing nozzles were used with nozzle

diameters, D, ranging from 0.25 - 0.8mm. The nozzle diameters used here are smaller

than the 1 mm diameter nozzle used by Kim et al. (2001) who studied gas feed flow

and the 2 and 4 mm nozzles used by Pursell (2012) who measured flow rates of up

to 270kg/hr in their liquid-fed work, which are significantly higher than those to be

investigated in this work. Pušavec et al. (2019), who studied the cooling of a heated
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probe using CO2 used 0.8mm nozzles in their investigations of liquid CO2 with flow rates

of 6 and 12 kg/hr which align with those seen in machining cooling applications and

correspond more closely to the setup in this work. Enhanced nozzles with coatings to

reduce friction in the converging internal channels were used to minimise any blockage

risk in the case of solid CO2 formation and promote smooth, steady flow. Decreasing

the friction in the nozzle is also important to minimise the pressure drop and limit any

transition of the CO2 to vapour phase.

Figure 7.1: CAD drawing detailing the converging nozzle used in the experimental rig.
The cut away slice shows the internal profile, with the nozzle converging to a diameter,
D. Nozzles used here have diameters varying from D = 0.25mm to D = 0.8mm.

The converging nature of the nozzle and the high pressures in the tubing is

expected to create a choked flow of CO2 from the nozzles, as was reported by Pursell

(2012) for a liquid-fed CO2 release. Ideally, straight nozzles would have been considered

alongside converging nozzles for this heat transfer study, since this is the current stand-

ard for through-tool machining channels, however, the choking of the flow is what en-

ables the majority of regulation of the flow rate and keeps the pressure high in the

internal pipes. This high pressure is needed to maintain a liquid CO2 state, which is
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preferable in these experiments since it is expected to significantly enhance the heat

transfer if a high liquid volume fraction can be delivered to the nozzle. In addition, if a

straight nozzle were used and the CO2 were not regulated elsewhere in the system, the

flow rates would be likely significantly higher and unmanageable in the current rig due

to the CO2 levels of the work space. As CO2 consumption would increase, this would

also lead to higher expense and be unsustainable and far less attractive as an option

for alternative coolants in machining applications.

During the experiments, the nozzle and piping needs to be supported effect-

ively and fixed in place. To this end, it is attached to aluminium support fittings.

During any test runs the nozzle is set to a fixed distance from the heated test bench,

H, as seen in Figure 7.2. Over the course of the experimental investigation this distance

is varied between 3 and 30mm as part of a parametric study. The changing height of

the nozzle fixture is enabled through the loosening of the surrounding fittings to allow

the pipework to flow at small angles downwards up to the needle valve instead of being

perfectly straight. This method limits any bending or stress on the pipes and valves

supplying the CO2.

The application of CO2 to the heated test bench is carried out inside of a

sealed test cell. This sealing of the application region within a suitable container was

required to maintain safe working levels of CO2 in the vicinity. The adoption of this

sealed test environment was a required alteration to the rig design used by Kim & Lee

(2016) due to the higher mass flow rates of CO2 being applied in liquid-fed applications

here and the limit on allowable concentrations in laboratories. The approach here is

more closely aligned to that of Pursell (2012) who carried out their experiments in a

suitable extraction chamber due to the use of liquid-fed CO2 applications. The test

cell is constructed out of clear perspex to retain unobstructed visual access to the CO2

release point and test bench throughout the experiments and is chosen to be large

enough so that the impact of a surrounding container on the flow rate is thought to

be reduced to minimal. Sealing the box also provides the opportunity to monitor the

flow rate of the CO2 easily. In order to avoid a significant pressure build up during the

test runs an outlet for the expanded CO2 gas is needed. This outlet has been created

in the back wall of the test bench container and has a flow meter fitted to it. As well

as providing a safe CO2 release, which is then easily directed up the ventilation chute

in the laboratory, the CO2 consumption can be monitored accurately using this flow

meter.

Two additional holes are required in the panes of the sealed container. These

include an 1/8” hole in the top of the box for the CO2 supply piping, and another access

point with a bulkhead seal for electrical cabling. These cables power components in the

test bench and relay measurement data to loggers outside the container. The container

is well sealed, with sealant applied around all permanent edges and a foam seal used
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Figure 7.2: A schematic showing the CAD parts as follows. The tube fitting at the top
(a) connects to the converging nozzle (b) via a female-female in-house fitting (c). The
nozzle directs the flow at a copper test block (d), at a fixed distance, H, which sits over
a ceramic heater (e).

on the access door pane which is tightly secured during each run.

The whole experimental rig is operated in a engine test-cell bay as an addi-

tional measure to improve safety and reduce CO2 levels in the operating environment.

The CO2 flow which exits the rig via the flow-meter is well ventilated out of the room

using an active ventilation system. For personal safety of anyone operating the rig,

a Gas Alarm Systems Ltd CO2 monitor is used to ensure appropriate working levels

of CO2. The monitor is set up to notify if either the long term working air quality

exposure limit of 5000ppm in 8 hours, or the short term exposure limit of 15000 ppm

in 15 minutes is reached.

The clear seal-able container, along with test bench and nozzle with fittings

can be seen in figure 7.3.
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Figure 7.3: CAD model of the experimental rig section. Parts include the clear perspex
box which contains the CO2 application and allows it to be ventilated, the heating
element, the copper test block and the nozzle and fittings to the pipework. All parts
are in the correct proportions.

7.2.1 Heated test block design

As the CO2 is released from the nozzle, it is applied to the heat transfer testing appar-

atus in the rig. This part of the test bench consists of a copper test block which has

been pre-heated to a fixed temperature. The cooling rate of the block under application

of CO2 coolant can then be monitored under different experimental set up parameters.

The copper block, heater and nozzle with fittings was shown from a side profile

in Figure 7.2. The heater used is a flat, square ceramic heater with a power of 125W.

This is a low power supply when compared with the incredibly high power output

generated and mostly converted into heat when machining, but there were limitations

with size and safety due to surrounding components melting points. The heater used in

this work has a higher power than the 12W heater used by Kim & Lee (2016), however

was not able to supply a fixed power due to safety limitations when powering the heater

element in the laboratory. The top of the ceramic heater is not flush against the copper

and a seal of solder was applied to the connections between, along with a thermocouple

to monitor the temperature at the interface. The copper block sits over the top of the

heater element with a lip to secure the test block in place.

For the heated test plate, copper was chosen as the material to use due to its
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high thermal conductivity and melting point. A 74 × 74 × 34 mm block was cut, with

a square indent of 4mm height at the base which was used so that it fit over the ceramic

heating element more securely. The copper block used in this study has been increased

in size compared to the rig design of Kim & Lee (2016) since the use of liquid-fed CO2

is expected to result in increased expansion of the resulting CO2 jet and a smaller block

could prevent the full expansion being captured. The temperature throughout the block

was recorded with 8 thermocouples. Built to order by Thermosense, the thermocouples

were J type to withstand both the high and low temperatures they would be exposed to

in the rig, with a 50mm probe length, which was long enough to extend from the edge

of the block to the middle and take readings in the desired locations, with additional

room to remove the high temperature pot seal from the vicinity of the CO2 flow and

insulate from the cold temperatures or any moisture if necessary. A probe diameter of

1.5mm was used, which compromised the need for a small diameter probe in order the

limit the interference with heat transfer in the block, and the minimum diameter which

could be machined effectively into the copper to such a depth. The thermocouples were

embedded in the test block at different locations, shown in the part schematic in Figure

7.4.

Five thermocouples were placed near to the top of the block to capture any

difference in surface temperature between the centre where the CO2 jet is to be applied

and the outer edges. A further three were located lower down in the copper, with the

goal to map the temperature field over the whole block. As seen in Figure 7.4, all

thermocouples were inserted to the same depth, to capture the central plane of the

block.

From Figure 7.4, it can be seen that the locations of the thermocouples are

spread out to span almost the full width of the block, which is in order to minimise any

interference. As the heat transfer is assumed to be approximately axisymmetric, the

locations of the thermocouples can be mapped to a single plane running through the

middle of the block where the jet is applied. In Figure 7.5, the thermocouple locations

are mapped onto such a shared plane to illustrate their radial and vertical locations.

Results taken at these locations can be interpolated to analyse the temperatures across

the block.

7.3 Initial Testing and Experimental Process Development

Once the experimental rig was designed and built, initial testing was required to es-

tablish the best experimental approach and procedure to gather the data investigating

heat transfer in this application. The two key areas of iterative development have

been focused on the establishing of a suitable CO2 flow and determination of consistent
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Figure 7.4: Engineering drawing of the copper test block with thermocouple positions
shown. The top left drawing shows the block from one side, with the locations of the
thermocouple insert holes all shown. The drawing beneath shows the equal depth all
the thermocouple insert holes are drilled to in the copper block, and also includes the
small square lip at the edge of the block, which allows it to sit over the heater. The
third drawing on the right shows an isometric view, and the thermocouple locations
are seen drilled into the centre of the copper block.

sampling of the flow rates, and in identifying best practices and temperature ranges to

use when setting up the heated test section for each data collection run.

7.3.1 CO2 Flow Stabilisation

In this heat transfer application, a steady flow of CO2 is desirable to obtain the clearest

data on heat transfer coefficients and the behaviours and capability of CO2 as a coolant.

A flow meter has been used to record the CO2 volumetric flow rate leaving the sealed

box during experimental runs. This flow meter outputs a voltage reading which then

needs to be converted into a flow rate for further analysis. Calibrated flow rate data

for the voltage to litres per minute (LPM) flow of air is shown in Table 7.1. Values for

the volumetric flow of CO2 are then calculated using a density for CO2 of 1.96 kg/m3.

With the calibration data calculated for CO2 flows, an interpolation is fitted for the
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Figure 7.5: Shaded visualisation of the copper block with all thermocouples shown
mapped onto one quarter slice plane, assuming even thermal energy transport from the
centre of the block.

Flow meter readings (V) Volumetric flow rate (LPM)

1 1
2.99 25
3.82 50
4.3 75
4.58 100
4.86 150
5 200

Table 7.1: Calibrated flow rate values for the Honeywell Airflow sensor flowmeter,
provided in Voltage readings and standard condition Litres per minute flow rate cor-
responding values.

relationship between volts and flow rate. A Gaussian curve fit of the form

f(V ) = a1e
−(V x−b1)/c1)2 + a2e

−((V−b2)/c2)2 (7.1)

is used to map the relationship between the voltage, V , and flow rates, f in kg/hr. The

fitted parameters are a1 = 68.7, b1 = 10.05, c1 = 1.603, a2 = 0.0038, b2 = 6.054, c2 =

2.436.

The fitted curve, along with calibration data points scaled to CO2 flow in

kg/hr is shown in Figure 7.6.
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Figure 7.6: Fitted calibration curve to interpolate the Table 7.1 calibration data using
a Gaussian curve fit (eqn 7.1). Voltage readings from the Honeywell flow meter output
are calibrated to corresponding CO2 specific mass flow rates in kg/hr.

Flow meter readings were used in the initial testing of the rig to investigate

the flow development. It was observed that when the CO2 supply to the rig was turned

on, there would be a consistent flow development sequence. Immediately after turning

on, the flow would create an under-expanded jet and show an expansion zone, which

was clearly visible, as seen in Figure 7.7.

Shortly after establishing, the jet would then become near transparent and

much more difficult to visually observe, although it was still clearly audible, before

returning once again to a white, clearly visible jet, and remaining as such until the flow

was stopped. It is assumed that the white opaque appearance of the jet is caused by

solid phase dry-ice CO2 particles which are formed on expansion from high pressure

in these releases. In releases from both liquid and gas states, Pursell (2012) found

that there was a much higher presence of solid particles formed in higher liquid phase

fractions than in the case of gaseous releases. It is expected that there is some mech-

anism occurring while the flow is establishing which causes the pressure to drop for a

small time, or an expansion in some of the pipe work upon the initial release which

causes, for a short term period, a gas phase expansion resulting in a smaller amount of

solid particle formations. Monitoring with the flow meter supports this hypothesis, as

the flow rate reduces in the same time window, between two regions of higher flow, as

highlighted in Figure 7.8. The development and flow of the CO2 whilst in the piping
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Figure 7.7: Photograph of the experimental rig in use, with the CO2 supply pipe
running through fittings to the nozzle, an expanding clearly visible CO2 jet, and the
copper test block on which it is impinging.

systems is out of scope of these experiments, as they were time limited and there are

no measurements taken to provide more insight into these behaviours, but this could

be of interest in future work.

The development of the flow, however, must still be taken into account in

these experimental studies. Any sampling should be taken over consistent conditions,

and so as a result of these observations, all results will be recorded only once the gas

phase release period has been observed and finished to show a developed consistent jet.

In observing the flow rate data recorded in an experimental run in Figure

7.8, it can be also seen that there is a level of noise in the readings. Any noise in the

readings from the flow meter in volts gets scaled to larger variations when converting

into kg/hr due to the exponential terms in the Gaussian fit in equation 7.1.

To reduce any effect of noise of the flow results reported, the experimental
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Figure 7.8: A graph of the CO2 flow rate testing run output in volts over a sample
with 15000 data samples. The beginning and end of a short period of reduced flow
rate is highlighted between red dashed lines and corresponds to a temporary gas phase
release.

process was altered to take a time averaged reading. The flow data will be recorded

over the length of any heat transfer test run and a mean value of flow rate calculated

and used. In each case, the flow data will be checked to ensure that no lower readings

from a shorter term gas release have been included in the test runs. An example of a

thirty second sample period with a mean value included is shown in Figure 7.9.

Testing was also completed to determine the level of control possible on flow

rates with the needle valve closest to the application point. A series of runs were carried

out with the needle valve open to varying extents. In these tests, a significant change in

flow rate was observed when the needle valve was restricted to a point which resulted

in an expansion and phase change in the tubing and a gas jet release of CO2 at the

nozzle, which exhibited much smaller flow rates. This expansion in the piping over a

prolonged experimental run caused a significant temperature decrease in the piping,

marked by the air surrounding the rig frosted onto the outside extensively.

There was only nominal control over the flow rate whilst in the liquid phase,

with the output being difficult to control as real-time feedback includes only the noisy

pre-processed data, making the flow hard to tune to a particular value. A far more

effective way of managing the flow of CO2 was found to be the modification of nozzle
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Figure 7.9: A graph of flow meter output in volts during a sampling period in an
experimental test run. The sample length is 30 seconds long and is recorded, with an
average value calculated which is plotted in red and taken as the mean flow rate for
this period.

diameter. A range of nozzles was tested in the initial stages, with diameters of 0.25,

0.3, 0.4, 0.5 and 0.8mm. Flow rates across the varying nozzles was assessed, with the

results shown in Figure 7.10.

The flow rates across the smallest four nozzles roughly level off to a steady

value, though they appear to take a longer time to reach this developed flow as the

nozzle diameters are reduced. The smallest nozzles could be taking longer to develop the

liquid-fed jets expected due to the increased likelihood of small blockages, an increased

impact of friction along the inside of the nozzle surfaces, or a reduced quality of the

nozzle itself as they become more intricate to machine. The largest nozzle is not run

long enough to be confident in a levelled off steady value for the flow rate. This was

due to the significant increase in CO2 consumption, which is already evident in the

results, causing the safety alarms to register for the short term limit so that the test

runs could not be continued.

The 0.25 and 0.3mm nozzles will only be used in limited test cases following

these results, since the flow rates are lower then generally used in most machining

applications. They also appeared to have very stuttering flows visually, with the jet

appearing to fade back to gas for very short periods of time intermittently, though this
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Figure 7.10: Experimental study of the CO2 mass flow rates observed for five different
nozzle diameters tested. The five nozzle diameters, 0.25,0.3,0.4,0.5 and 0.8mm were
sampled over periods of varying lengths to establish an estimate of flow rates.

was not pronounced enough to affect the flow readings in these tests significantly, it is

not something that is desired in the full test bench runs. The 0.8 mm nozzle appears to

allow too high a flow rate for any extended use. It can still be utilised for short tests,

but is not suitable for longer tests in this setting.

7.3.2 Heating apparatus

As part of the development of the experimental process, the heating element was used

to assess the heat soaking of the copper test block. The planned experimental process

involves the cooling of the copper block from a fixed temperature. This temperature

would ideally have been as high as possible (around 200°C with this heater), but the

heat soak temperature profiles shown in Figure 7.11 highlight the significant lengths of

time it would take to soak the copper, and a high temperature would limit the number

of runs possible due to time pressure in the laboratories. An initial temperature of

150°C is chosen as the temperature to heat the block to, though there is capacity to

reduce this as needed in the experimental programme.

Initial testing was carried out to investigate the possibility of running the

experiment to a steady equilibrium, by leaving the heater on, supplying a constant
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Figure 7.11: Thermocouple temperature profiles for eight different positions in the block
during a heat soak test of the copper. The thermocouple profiles are indistinguishable
and all show the increase in the temperature of the block. A quick initial increase
in temperature is followed by a more gradual approach to the maximum temperature
reached of around 180°C.

amount of energy to the test bench, and establishing a steady CO2 jet until a thermal

equilibrium could be reached.In this instance, the amount of thermal energy which was

being removed by the CO2 cooling jet could be established.

In these initial tests the copper block was allowed to heat up to a high temper-

ature and then the CO2 was applied without turning off the heating element. Results

from one such test can be seen in Figure 7.12. The cooling curve, which includes all

thermocouples in the copper block, shows a decrease in temperature when the CO2

is turned on and a decrease of nearly 100°C in 4 minutes. The curve does begin to

decrease in gradient and near a steady state towards the end of the run, however at 11

minutes the CO2 supply had to be turned off due to the CO2 alarm being triggered at

the high limit. There is a small increase in temperature at this 11 minute mark in the

results, as the CO2 supply is removed and the heater remains on.

Even if the CO2 levels had remained above the short term working exposure

limit, both the low temperatures reached ( -60°C) and the increase in CO2 consumption

over the extended time span of this experimental run make this approach unsuitable

within the scope of this work and rig design. Although most components in the test

cell were specifically sourced and rated to work at low temperatures, the flow meter
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Figure 7.12: Thermocouple profiles showing the temperature decrease of the copper
block under the application of a CO2 impinging jet using a 0.4mm diameter nozzle at
a distance of H = 30mm between the copper block and nozzle exit. The sample runs
for 11 minutes, with a decrease in the block temperature from 140°C to -70°C.

accuracy is reduced at these low temperatures and any water vapour contained in the

box when it is sealed for the test run condenses and subsequently freezes onto various

points in the box. The proximity of several electrical components and the ceramic

heater meant these working temperatures and conditions would ideally be avoided.

The quantity of CO2 used under a steady state experimental process is also a severely

limiting factor, as it effectively divides the number of test runs possible by 10 compared

to the proposed 1 minute tests.

In any further iterations of this experimental design, one key component to

work on improving would be the heating element used here. The goal here was to use

a small element since the box is contained and the CO2 jet and nozzle are small. After

observing the cooling capabilities of the CO2 paired with the thermal conductivity of

copper, a larger heated block would likely still be suitable and this would allow for a

larger, higher powered heater. The method for using this heater could also be improved.

In its current iteration, the heater responds to a thermocouple placed on its surface

acting as a thermostat, to ensure it did not exceed the working temperature range.

However, the nature of this set-up meant the power supply was not constant and the

heater was not on continuously. In reality a continuous supply of power is needed to

reach a steady state equilibrium with the CO2 cooling jet, and the installation/workings

of the heater could be addressed. Alternatively, the rig could be improved by modifying

it to be closer to a machining setting. The heat/power generated in the rig could be
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created in a manner more similar to machining, with a turning part on a motor creating

a high friction point against another fixed surface.

Initial testing results providing cooling curves, shown in Figure 7.12, included

data from all thermocouples present in the copper test block. The copper block surface

and volume are relatively large compared to the apparent area of the CO2 jet, which

can be seen in Figure 7.7. As a result, it was anticipated that differences would be

seen in results between the spread-out thermocouples as the temperature of the block

decreased upon CO2 application. Instead, the results are shown to be very similar,

and only record a couple of degrees difference in temperature between the hottest and

coolest thermocouple data at any point in time. The testing results indicate that the

high thermal conductivity of the copper block is managing to conduct the heat through

the block quickly.

The results of the thermocouples in the initial cooling tests can be interpolated

to visualise the temperature profiles across the copper block’s entire volume. The

interpolated values, shown as a contour over a cut slice of the block in Figure 7.13,

show the small 2°C temperature difference observed. It can also be seen that the

lowest temperatures during the cooling region are at the centre of the block, near the

top surface where the CO2 jet is applied. The temperatures then gradually increase

moving away from this point, to be warmest at the outside edges.

Figure 7.13: Contour plot of the internal temperatures of the copper block, as inter-
polated values from the thermocouple readings obtained during a cooling curve test.
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Due to the small differences in temperatures across the block throughout the

cooling tests, the temperature readings in the experimental investigations will be aver-

aged to provide one mean temperature value across the volume of the block.

7.3.3 Final Experimental Methodology

Using the initial testing stages, an experimental methodology has been finalised for this

work.

1. The rig will be set up by initially heating the block to a fixed temperature of

150°C.

2. The CO2 piping will be flooded to achieve high pressure and all safety valves will

be turned on.

3. The needle valve near to the test bench container will be turned on to initialise

the CO2 flow

4. Once the jet has developed and returned to a stable, visible appearance a sample

can begin

5. Temperate and flow rate data are collected over a sample of at least 30 seconds

6. CO2 supply is turned off at the needle valve

7. The data is processed to calculate an average flow rate over the sample length

and a mean start and end temperature over the copper block volume for the same

period.

7.4 Characterisation results

The high pressure release of CO2 in these experiments develops into a highly under-

expanded multiphase jet. The form of the jet is complex compared to a single phase

coolant release of oil-water emulsion. Observations of the properties of the jet are

recorded here to provide insight into any behaviours and to help investigate or explain

the heat transfer results more fully.

The visual inspection of the jet showed it to be visible through the entire core

of the jet from the nozzle tip to the impact point on the copper block in Figure 7.7. A

high speed camera was used to make additional observations, with a frame shown in

Figure 7.14. The camera recorded footage at a frame rate of 8000 fps, which was the
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Figure 7.14: A frame from a high-speed camera recording of the application of the CO2

jet to the copper test block. Illuminated with flood lighting from behind, the shape of
the jet is captured to show the outline and expansion of the jet from the nozzle.

upper limit due to the accompanying short exposure times and darkening of the visuals

above this fps rate.

The high speed camera images show the shape of the CO2 jet for application

from the 0.4mm diameter nozzle. There is a clear bow shape to the jet as it expands

upon exiting the nozzle and at the top of the jet the shape has a clear, sharp outline.

The flow further from the nozzle seems to expand slightly still as it interacts with the

surrounding air and has softer outlines, while the centre of the jet still appears darker.

Upon impacting on the test block, some CO2 can be seen moving along its surface,

outwards towards from the centre of the jet. This is consistent with the shape and

behaviours observed by Pursell (2012) for liquid-fed results.

Visual inspection of the CO2 under expanded jet flow indicates that the cir-
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cumference of the jet core that impacts onto the copper block is much greater than the

nozzle diameter. In machining applications, where the angle of the coolant channels

directed towards the tool’s cutting edge is limited by the obstruction of the tool body,

this feature of the jets could promote the supply of coolant to otherwise unreachable

regions, since the applied CO2 expands to cool a wider area outside of its direct line

and size of application channel. The expansion of the jet can be assessed from the

images of the jet releases here, and an expansion ratio for the expansion diameter, De,

to the nozzle diameter, D, is calculated as De/D = 10.5 for the jet release in Figure

7.14. This is similar to the liquid release expansion recorded by Pursell (2012), who

studied free jet releases, of 9.15 for a 2mm nozzle.

Further to recording of the copper block temperatures, a thermocouple has

also been used to collect temperature data from various positions in the core of the

under-expanded jet. Multiple readings were taken of the temperature at the base of

the jet, where it impacts on the copper block, at a height of H/2, midway between the

block and nozzle, and near to the top of the jet, just inside the expanding region. For

each height tested, the thermocouple was inserted into the jet multiple times across the

jets diameter at that height. The results of each study are plotted as profiles in Figure

7.15.

Figure 7.15: Thermocouple temperature profiles for assessments of temperatures inside
the core of the CO2 jet. Different samples at the top, bottom and midpoint of the height
of the jet were sampled, with multiple readings taken in each profiled sample site. The
sublimation temperature of CO2 at atmospheric pressure is included for reference.
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The temperature profiles show sharp changes as the probe was entered and

removed from the CO2 jet, but across the three heights and different radial positions

within the jet where there is a sharp decrease in temperature, the resulting low temper-

atures are very similar. In all cases the results decrease to around -80°C. This appears

to support the proposal that there is a significant quantity of solid dry ice particles

within the expanded CO2 jet. The CO2, upon expanding from the dense phase liquid

release, has formed a gas and solid particle jet, since these are the only two phases

which can exist at atmospheric pressure. The temperature at which the CO2 solid

particles sublimate to gaseous form is -78.5°C. The sublimation temperature, added

on to Figure 7.15 as a dashed line shows the temperature profiles of the jet touching

it at several points and sitting near to it in others, which suggests the gas jet being

monitored is made of the gas-solid equilibrium, as expected. The temperature of the

jet cools to the sublimation temperature and seems to remain consistently around this

value for the length of the jet between the expanded region and the copper test bench.

There were some increases to around -60°C as the probe was moved further from the

centre of the jet and along the copper block just outside the main skirt of the jet (yel-

low profile, ≈1250 seconds from start). At this location, the jet is less densely filled

with solid particles and mixes with the air more, which could contribute to the higher

temperatures. Alternatively, the readings were also taken on the copper block, which

had some residual heat (≈40°C) and could have impacted on the readings more outside

of the dominant region of the jet.

Readings with other diameters of nozzle were also tested for temperature pro-

files and revealed the same behaviours, with the minimum value of just above -80°C

being encountered throughout the body of the jet. Applying these characterisation

analyses to cooling applications, the temperature of the jet appears to be consistent

across the range of experimental parameters considered here. Within the small dis-

tances from the nozzle (up to H=30mm) and the nozzle diameters considered (0.5mm,

0.3mm), the jet temperatures reduce to around the sublimation temperature (-78.5 °C)

across the core of the jet. Similar temperatures have been recorded for under-expanded

liquid-fed CO2 jets by Pursell (2012) who observed a minimum temperature of -82.9◦C

and -80.8◦C for 2 and 4 mm nozzles respectively. Pušavec et al. (2019) recorded a tem-

perature of -71.2◦C in the region near to the nozzle outlet in a liquid-fed release. The

downstream temperatures recorded by Pursell (2012) showed that the CO2 jet reached

these cold temperatures immediately after the outlet and remained low for a range of

over 100 mm in the 2 mm nozzle case and nearly 300 mm in the 4 mm nozzle case.

This shows excellent agreement with the findings in this work that the jet remains near

sublimation temperature up to the impingement surface, which is only a maximum of

30 mm away from the nozzle outlet. The temperatures recorded for gas phase releases

by both Pursell (2012) and Kim & Lee (2016) were higher, with a minimum of -48.3◦C

recorded.
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7.5 Exploration of experimental parameters

To expand on the characterisation experiments carried out, an exploration of some of

the experimental rig parameters was completed to determine their effect on the heat

transfer using the CO2 coolant jet. Variables of interest included the nozzle diameter

(and therefore the CO2 flow rate and jet diameter), and the distance, H, between the

nozzle and heated plate.

In these experiments, a heat transfer coefficient, h, is calculated which quan-

tifies the convective heat transfer of the CO2 flow over the copper test block. The

thermal energy change, Q of the block during the sample period is calculated as,

Q = mCp(Tf − Ti) (7.2)

for the mass of the copper block, m, the specific heat capacity of copper, Cp, and the

temperature of the block at the initial and final times, Ti, Tf . The heat flux, q, is then

calculated by dividing through by the surface area of the heat transfer region, A, and

the length of time, t,

q =
Q

At
(7.3)

Finally, a heat transfer coefficient, h can then be calculated by dividing by the difference

in temperature between the copper block and the jet.

h =
q

∆T
(7.4)

Experiments have been repeated at least twice for each configuration to de-

termine reliability, with results of all experimental runs included below.

7.5.1 Variation of nozzle to plate distance, H

The distance between the CO2 supply nozzle and the copper test block, H, has been

varied between 3 and 30mm. Results of the testing with one nozzle diameter, D=0.4mm,

are shown in Figure 7.16. They show the calculated heat transfer coefficient and how

it varies with the distance, H.

Error bars have been added to the data points to show the uncertainty in

the experimental data. The heat transfer coefficients have been calculated using input

from multiple independent variables, including thermocouple output and dimensions of

heat transfer surfaces, and these have been combined into one value for the uncertainty

using the formula for Propagation of Error (Ku et al., 1966) for the standard deviation

σ of a function f(a, b, c), of variables a, b and c and the standard deviations of each
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variable, σa, σb and σc respectively,

σf =

√(
∂f

∂a

)2

σ2
a +

(
∂f

∂b

)2

σ2
b +

(
∂f

∂c

)2

σ2
c (7.5)

In these experiments, the measurements which are used to calculate heat

transfer coefficients are the measurements of surface area and copper block dimensions,

which are determined to have a tolerance of ±0.5 mm, the measurements of temperat-

ure, which are from thermocouples with a tolerance ±0.5 K, and the flow rate calculated

from the flow meter voltage output.

The flow meter voltage readings are time averaged due to the variance seen in

readings over the recorded sample periods for each experimental run (shown in Figure

7.9). For these samples, the standard deviation over the sample period is used in the

calculations of error propagation.

The heat transfer coefficients varied between ∼ 380 - 510 W/m2/K. As far as

possible, every experimental variable was kept consistent across these tests apart from

the distance, H, however there is significant variation in the results observed. At each

value of H the experiment was run twice to assess repeatability and there appeared to

be discrepancies across all data points. Repeated data points for a fixed value of H lie

outside of the experimental uncertainty for other data points at the same value of H

at several locations. Upon analysis, although every effort was made to run the tests

with consistent flow rates, the limited control over the flow rates using the needle valve

and the absence of real time flow data during the runs made it difficult to control and

there was also variation in flow rates observed over the test sets.

Given the spread of the data it is difficult to make statements or draw con-

clusions on the trends of the data with the variation of H with any strong confidence,

however the results for the heat transfer coefficient do seem to increase somewhat at

the smallest value of H. To provide more clarity in the results, the flow rate is used

to normalise the data in Figure 7.17. Once the heat transfer coefficients, h, have been

divided by the flow rates the data is much less scattered and a trend is more obvious.

This shows a significant sensitivity in the heat transfer coefficients to the mass flow

rate of CO2, ṁ. This sensitivity to flow rate of CO2 in jet cooling has been observed in

several studies ( Chen et al. (2021), Kim & Lee (2016), Pušavec et al. (2019)). There

appears to be a sharp increase in h/ṁ as H is decreased and the nozzle moves closer to

the test plate. This agrees with the findings of Kim & Lee (2016) who also reported an

increased heat transfer coefficient with reduced nozzle to plate distances. The results in

this study show a reduction of 4% in the heat transfer coefficient when H/D is increased

from 5 to 10, which is the same order of magnitude of the reduction seen by Kim &

Lee (2016) of ≈ 7% for the same H/D values. There is an increase in h/ṁ again from
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Figure 7.16: Calculated heat transfer coefficients h for experimental study with nozzle
diameter, D = 0.4mm and distances H varied between 3 and 30mm.

the minimum at around H = 20 as H is increased further. This could be a genuine low

point in the heat transfer being observed, or a levelling out of the trend. Either way

it is not possible to predict with any certainty the behaviour as H increases from 30

in this case. Further work to develop these experiments could include a larger sealed

container for the rig which provides the possibility to extend H past 30 and also, with

more time a more extensive set of test runs could be run to better establish the trend

seen.

For the smallest values of H, where the nozzle and plate are in close proximity,

the coolant jet is applied and is still in the near-field expanding phase upon making

contact with the heated block. Inside this expansion bow shape, complex jet structures

and supersonic flow features could be playing more of a role in the cooling process. In

the very top of the jet, there will be significant proportions of dense phase CO2. If there

is a mach disk in the expansion zone then there could be liquid phase present in the

core of the jet which would then be applied onto the CO2. The exact nature and phase

composition of the jet cannot be observed within the current set up of the rig, and the

impingement on the plate would have an impact on any shock features compared to

a free expansion which means there is limited opportunity for further investigation of

this possibility.

It is also possible that the increase in heat transfer coefficient at the smal-
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lest value of H is largely due to the more targeted application, with less mixing and

dispersion of the high speed jet flow before it impacts on the copper block.

Figure 7.17: Calculated heat transfer coefficients h, normalised by diving by the CO2

mass flow rate, ṁ, for experimental configurations with nozzle diameter, D = 0.4mm
and distances H varied between 3 and 30mm.

7.5.2 Variation of nozzle diameter and flow rate

Another key parameter which has been varied in the experiments is the nozzle diameter,

which in turn leads to variations in CO2 mass flow rates. The flow rates are of interest,

since a requirement for very high quantities of CO2 in cooling applications in machining

is unsustainable and expensive as well as more hazardous to anyone in the working

environment.

As seen above, even when varying the distance H, the flow rate of CO2 had to

be taken into account, since it was observed to have a significant impact, even for the

small differences in flow rate observed in those cases. Changing of the nozzle diameter,

as was shown in Figure 7.10, results in substantial changes to the flow rate, with a

change in diameter from 0.3 to 0.5mm resulting in over a 200 % increase in flow rate.

Results of the experimental investigation of the effect of nozzle diameter and flow rate

on the heat transfer coefficient are shown in Figure 7.18.



CHAPTER 7. CO2 HEAT TRANSFER EXPERIMENTS 185

Figure 7.18: Experimental results showing the relationship between CO2 mass flow
rate ṁ, and heat transfer coefficient, h. The data is coloured and marked according to
the nozzle diameter, with the square markers for D = 0.3mm, dots for D = 0.4mm,
diamonds for D = 0.5mm, and stars for D = 0.8mm.

The graph includes result from four different nozzles (0.3mm, 0.4mm, 0.5mm

and 0.8mm), with all data sets distinguishable by markers and colours. There are

distinct groups of data which correspond to each individual nozzle and the resulting

ranges of flow rates. As observed in the initial testing of nozzles and flow rates (Figure

7.10), as the nozzle diameter is increased there are increases in flow rates. With this

increase in D, and accompanying increase in ṁ, there is an increase in heat transfer

coefficient, h, shown in the results. The relationship between the flow rate and heat

transfer coefficient seems to be linear, with a clear trend over at least the first three

nozzle sizes tested. Two data points using the 0.8mm nozzle have been included, but

gathering test data for this nozzle was limited by the supply and safety issues noted in

the rig development, so that only two full tests were completed. The trend over these

points could indicate a non linear relationship after this point, as the heat transfer

coefficients look to be departing from the previous data points linear trend. This,

however, would require further study to analyse as the data is limited in this case.

The results shown in Figure 7.18 predominantly include the liquid-fed release

CO2 which is of interest. To extend the graph down to lower flow rates of CO2, the

needle valve was restricted for two tests using both the 0.3mm and 0.4mm diameter

nozzles. The results for these tests are included in the graph and they are the four
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lowest flow rates, which sit apart from the rest of the data in the bottom left corner of

the graph. In these data collections, the flow was restricted, with CO2 depressurisation

and expansion to multiphase flow in the pipes, marked by the freezing around the

pipes on and immediately following the needle valve. In these four cases, the jet was

not clear to observe, since it seemed to have a significantly reduced solid phase presence

indicating the pressure in the pipes after the needle valve had dropped to provide a

predominantly gas phase supply to the nozzle. Interestingly, in these four gas phase

releases, the flow rate and heat transfer coefficient relationship appears to follow the

same behavioural trend as the rest of the high pressure, liquid release experimental data

points. This implies that the liquid reaching the tip of the nozzle and the resulting high

percentage of sublimating solid particles which are formed may have little significant

cooling advantage over the gas phase release. Instead the quantity of coolant supplied

has more impact.

In a machining application, where there is potentially more difficulty in con-

trolling the CO2 supply conditions and a pressure drop or restriction in the delivery

conditions is more likely, there could be expansion in the system before the CO2 reaches

the intended supply point. This is especially likely if the CO2 coolant channels exit

the system using straight nozzles and not the converging style nozzle used in this ex-

periment (Figure 7.1). With a straight nozzle, the retaining of the high pressure in the

piping needed to maintain liquid phase is difficult and an equilibrium with a lower dense

phase fraction would be likely. An analysis of the phase fractions of CO2 release from

different configurations is outside the scope of this work, but it can still be highlighted

here that the behaviours of the restricted, gas phase release could still be predicted

using the same methods as the liquid as they appear to follow the same behavioural

trend in this parameter space.

The data shown in Figure 7.18 was collected over a range of configurations

and the distance between the nozzle and plate, H, was varied throughout. Figure 7.19

shows the same data points, this time coloured according to the distance H. The effect

of varying H was observed for the 0.4mm diameter nozzle in Figure 7.17 and it was

found that the smallest distances between the CO2 and copper block corresponded to

the highest values of the heat transfer coefficient. Here, in Figure 7.19, an extension of

this behaviour is seen, and it seems to be observable over the range of flow rates seen. In

each set of results, the darkest blue data points are close to the top of the data clusters,

and the light green, which represents the largest distance ofH = 30mm is at the bottom

of the data groups. The increased impact of the nozzle to plate spacing, H, with flow

rate is observed in Figure 7.19. The range in heat transfer coefficient experimental data

increases as the flow rate increases, with the largest variation between the light blue

H = 30 mm data and the darkest blue H = 3 mm data found at the higher flow rates.

This agrees with the same behaviour observed by Kim & Lee (2016)
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Figure 7.19: Experimental results showing the relationship between CO2 mass flow
rate ṁ, and heat transfer coefficient, h, replicated from Figure 7.18, but coloured with
distance H between the nozzle and copper block for values between 2 and 30mm.

7.5.3 Local heat transfer coefficient predictions

Experimental results to this point have included a heat transfer coefficient, h, which

assumes the area of active heat transfer is the entire top surface of the copper block.

This area is relatively large compared to the small observable region where the CO2

jet is impacting on, and very large compared to the nozzle diameter where the CO2 jet

is being applied from. The heat transfer coefficient will be compared to other coolants

and applications in the machining industry as a means to assess the benefits of different

coolants. The precise application of the CO2 coolant may mean it is only cooling a

relatively small area on the top of the copper block. One of the limitations of using

copper as the material for the test block is that the very good thermal conductivity

means it is difficult to observe large temperature gradients over the block, making it

difficult to know where on the block surface the cooling is most prevalent.

In order to get a more accurate heat transfer coefficient and better understand

the local distribution of heat fluxes across the copper block surface around the jet

impingement point, a second set of experiments is run. These experiments used the

same set up as presented above (section 7.3.3), but controlled the exposure of the top

surface area of the copper block with an insulation addition. Different amounts of the

copper block surface are exposed over a series of tests, as a circular region is cut out
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from the centre of the insulation, centred where the jet impinges. The reference change

in temperature of the block while fully covered with insulation is tested and recorded as

(∆T )0. As the uncovered surface area of copper is extended, the values of the change

in temperature of the block over the sample time, ∆T , are recorded and compared to

the fully insulated reference value (∆T )0. This process, carried out at three different

configurations of H = 6, 10, 30mm, provides insight into the thermal energy which is

removed from the block as the exposed surface of the block is increased. The results

are shown in Figure 7.20 show the ∆T − (∆T )0 values, which are the reductions in

temperature of the block over the sample time compared to the fully insulated block.

These values are plotted against the radius of the circular exposed region of the copper

block, r.

Figure 7.20: Changes in temperature of the copper block for a thirty second sample,
for a given amount of circular exposed surface area with radius r, compared to the
change in temperature in the fully covered copper block over a thirty second sample.
Profiles for three different H configurations are included, with all tests using the nozzle
diameter of 0.4mm. Experimental data sets for each value of H have been fitted with
a second order polynomial.

The three data sets for the different nozzle to plate distances have each been

fit with a quadratic function. This fit provides a prediction for the change in thermal

energy corresponding to the exposed surface area of the block up to a radius of 50mm.

These values have been used to predict local heat transfer coefficients across the radius

of the block. Shown in Figure 7.21, local values of h for each of the distances,H, indicate

an increase in heat transfer coefficient very close to the centre of the jet impingement.

This value tends to infinity in the calculations here, since the heat transfer coefficient

is calculated by estimating the heat flux as the thermal energy removed from the block

in the sample time over the exposed area. The exposed surface area tends to 0 as r is

decreased faster than the change in thermal energy, causing the steep rise.
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Figure 7.21: Local heat transfer coefficients, calculated from the fitted second order
polynomials in figure 7.20, over varying radial positions. Three configurations of H
are included. All interpolations are limited to radial values over 1.5mm to exceed the
smallest data collection point and avoid extrapolation in regions or high error.

The error at the smallest exposed areas is very high, since the margins of both

temperature change (≈ 1oC), and the exposed surface area (≈ 7× 10−6m2) are small,

so extrapolation of this data towards 0 is unreliable.

The values for the heat transfer coefficient are higher across most of the surface

while using these local estimations of heat flux compared to the previous values which

have assumed the heat flux over the entire copper block surface. It can be seen that

within the data ranges considered, the heat transfer coefficient seems highest at small

radial distances from the centre of the jet, with a steep drop off and a levelling out to

more consistent values as the radius increases. The results show the levelling out of the

local heat transfer coefficient at radial values much higher than the radius of the nozzle

diameter, showing that the CO2 is enabling high rates of heat transfer far beyond its

expected impingement point under a non expanding assumption.

The local heat transfer coefficients over the region of interpolation for this data

have been plotted as a contour in the context of the copper block surface in Figure 7.22

for the H = 6mm tests.

The local heat transfer coefficients highlight the distribution of the heat flux

over the surface and emphasise the differences and increase in heat transfer at the

centre of the jet, but they also show that although the values of h decrease towards

the edge of the samples taken, a significant amount of heat is still removed from near

the edges of the block, even though the CO2 jet is not as visible in these areas. A high

speed flow of cold CO2 gas is likely spreading over the surface and maintaining a good
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Figure 7.22: Contour plot of the local heat transfer coefficients calculated in figure 7.21,
showing the scale and distribution of the local values of h in the context of the copper
block used. The contour plot is extended to radial values of 25mm, with the remainder
of the block shaded grey.

cooling effect over the whole surface.

7.5.4 Comparisons to gas phase release

Previously, in the discussion of results with low flow rates in Figure 7.18, the beha-

viour of gas phase release in the context of these liquid-fed results was discussed. The

relationship between flow rate and heat transfer coefficient continued out of the liquid

phase region and into the gas phase region with no obvious change. Even though there

appeared to be a much lower volume fraction of dense CO2 in the restricted flow rate

results set, the experiments remained liquid draw, so that at some point in the system,

there was ultimately an expansion. This is expanded on here by comparison with data

from the literature which utilised a gas phase release.

The experimental setup of Kim & Lee (2016) was very similar to the rig used

in this experiment, with the key differences being that they used a gas feed CO2 draw



CHAPTER 7. CO2 HEAT TRANSFER EXPERIMENTS 191

from the cylinder supplies. A smaller copper test block was used by Kim & Lee, a

square length of 12.7mm compared to the 74mm used here. The nozzle used by Kim &

Lee was fixed at a 1mm diameter, larger than those used here, but the flow rates were

roughly similar.

Using the local heat transfer coefficients calculated in section 7.5.3, a com-

parison between the gas and liquid-fed can be made. The experimental parameters of

H = 6, D = 0.4mm used in this work correspond to an L/D = 15 configuration which

was considered by Kim & Lee. An average change in temperature, ∆T − (∆T )0, for an

exposed surface area to match the size of the block in the Kim and Lee experiments is

interpolated from Figure 7.20. This is used to calculate a heat flux and surface average

heat transfer coefficient for the experimental data presented in this work for the same

surface area as was used by Kim and Lee.

A plot of heat transfer against flow rate from Kim & Lee (2016) is recreated

in Figure 7.23. A curve has been fitted to the data from the gas feed experiments and

extrapolated to a higher flow rate of 10 kg/hr. The interpolated value for the heat

transfer coefficient for this size of surface area calculated from the liquid-fed results

presented in this chapter is included in the plot. The data from this liquid draw CO2

cooling was not included in the curve fitting for the gas draw data of Kim and Lee, but

it can be seen to correspond very well and sit close to the fitted line.

This close correlation between the results for the gas-fed from the literature

and the liquid-fed results presented here was unexpected, since it seemed likely that

the liquid-fed CO2 would have different heat transfer behaviours to the gas feed due

to the significant expansion zone and high proportion of dense phase remaining at the

nozzle outlet. It was noted by Kim & Lee that although the CO2 used was gas feed,

for the highest flow rates of CO2, the converging nozzle did see a large increase in

pressure and a corresponding increase in dry-ice solid particles observed in the jet flow

as well as a larger reduction in temperature and an expansion of the CO2 jet. These

features correspond closely with the liquid-fed releases and suggest more similarities

than predicted at the outset.

Further comparison between the gas-fed data from the literature and the

liquid-fed data in this work would be useful to provide increased confidence in the

observations made here, but there is limited cross-over in compatible experimental

parameters.

There is a change in gradient observed on the curve fitted to the experimental

data of Kim & Lee, with the low flow rates seeing a shallower gradient than the two

highest points which were identified as having increased solid particles. The liquid-fed

data added from this work lies on the extrapolation of the steeper gradient and it could
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Figure 7.23: Experimental results of Kim & Lee (2016) are shown and fitted with a
third order polynomial. A data point from this work, which has been extrapolated to
the same surface area as used by Kim & Lee is included to show the correlation between
liquid phase and gas phase releases.

be that there is some transition point in the heat transfer coefficient as the pressure is

increased building up to the converging nozzle choke point, which would correspond to a

higher proportion of dense phase. A larger nozzle of 1mm diameter is used in the study

by Kim and Lee, compared to a diameter of 0.4mm which is used in the comparison

data point here, which has resulted in higher flow rates than was achievable for gas

releases in this work which required restriction of the flow.

Throughout the experimental results presented and discussed in this chapter,

it has been the case that the key parameter to have a significant impact on heat transfer

coefficient is the mass flow rate of CO2, ṁ. In Figures 7.16 and 7.17, the small changes

in flow rate had to be taken into account to normalise the flow before being being able

to observe the varying values of h for changes in H. Comparing the results here to gas

releases from the literature and observing the agreement between the data sets, it can

be noted that there is a strong link between the heat transfer coefficients, in spite of

the differences in nozzle diameter and phase composition. The collection of findings

across the experiments conducted here indicates that mass flow rate is a good predictor

of heat transfer coefficient across the range configurations.

In terms of the true level of thermal energy removed from a heat source, liquid

CO2 looks to have an increased level compared to gas phase releases despite having

approximately consistent values for h. The difference in temperature between the CO2

jet from liquid phase and gas phase is potentially large, Kim & Lee noted nozzle inlet
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temperatures of -11.1°C to -21.9°C, compared to the consistent -80°C measured here.

The colder sublimation temperatures of liquid release CO2 jets will result in a larger

value of T − T∞, and so for a consistent value of h, a larger heat flux, q. In short,

the colder temperature of the liquid phase jet results in a higher heat flux and energy

removal, while maintaining a similar value of h.

7.6 Conclusions

The work presented in this chapter includes the design and development of an exper-

imental rig to assess the heat transfer of a CO2 jet applied from high pressure. The

development of the rig provided the environment to conduct novel research into the

cooling capability of CO2. Heat transfer coefficients have been calculated under dif-

ferent cooling configurations, with the distance between nozzle and plate, H, and the

nozzle diameter, D and mass flow rate, ṁ of CO2 being varied.

The distance, H, between nozzle tip and heated test plate was varied, and

showed an increased heat transfer coefficient for the smallest distances tested, 3mm.

Heat transfer coefficient results appeared sensitive to small variations in flow rate, which

was the dominant parameter. The importance of flow rate was then examined through

the variation of converging nozzle diameters, and a linear relationship was observed

between heat transfer coefficient and mass flow rate of CO2.

A closer study of the heat transfer coefficients was presented which used a

secondary set of experimental data with gradually increasing surface areas exposed

on the copper test block. From this results set, local heat transfer coefficients were

calculated, with the highest values observed towards the centre of the jet, and steep

decreases as the radial distance was increased.

A comparison of the liquid-fed results investigated in this experimental con-

figuration were compared to gas feed CO2 cooling jet results from the literature, and

agreement in the trend and relationship between heat transfer coefficient and mass flow

rate was found. It was established that the mass flow rate seems to be the experimental

parameter with the most significant impact across the range of experimental configur-

ations considered in this chapter, with the phase composition, distance between nozzle

and plate and nozzle diameter having relatively low impacts in comparison.

Alongside the results presented for heat transfer coefficients and the effect of

experimental parameters, observations were made of temperatures and the expansion

and shape of the CO2 jets. Temperature readings across the profile of the cooling jet

were recorded, with a consistent reading near the sublimation temperature point of -

78.5°C. These observations can be taken forward and incorporated into simplified CFD
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modelling of CO2 cooling.
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8.1 Introduction

Accurate CFD modelling of CO2 cooling processes would be a useful component in the

adoption of this cooling technique within wider industry. Despite the clear potential

shown for improved machining tool lives and reduced wear found in certain trials (Sadik

et al. (2016), Nimel Sworna Ross & Manimaran (2019), Jerold & Kumar (2013)), the

improvements are not always significant and can be hard to predict. To realise the

potential of CO2 coolant, the capabilities should be established and maximised. CFD

modelling which could accurately predict the cooling capabilities of CO2 application

would be a valuable tool in this process.

The physical properties and processes observed in a CO2 release from high

pressure are complex to capture. Specialised models which include phase changes and

supersonic flow and shock features are required to realistically capture the phenomenon,

which makes this a computationally challenging problem. In chapter 6, the current state
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of this modelling work was reviewed. There are advanced, CO2 specific, modelling

approaches available which have been validated for a variety of features detailed in

the literature, however due to either computational costs or geometrical limitations

none were identified as immediately suitable for use here. A CFD modelling approach

which is computationally inexpensive, open-source and compatible with complex 3D

tool geometries is desired to become a part of the suite of tools used to assess CO2 as

a coolant and optimise tool design for this specific application within industry.

Based on the experimental observations in Chapter 7 and the literature, the

CO2 release from high pressure can generally be separated into two main regimes.

A highly compressible expansion region, and a multiphase gas-solid jet region. The

regions of the jet are highlighted in Figure 8.1 with region (a) marking the expansion

near-field region and region (b) marking the high speed jet which is resulting from the

depressurisation and expansion.

Figure 8.1: Schematic of the under-expanded CO2 jet development observed in the
experimental results. The near-field region (a) contains the CO2 expansion from the
nozzle orifice to atmospheric pressure, with a high presence of dense phase CO2. Region
(b), the far-field region, shows the expansion due to entrainment and interaction with
the ambient surroundings up to the point of impingement on the copper block.

The phase change and compressible flow features which are key to determining

high pressure CO2 release are predominantly observed in the expansion, region (a). The

compressible region at the nozzle exit is where a CO2 specific, complex physical model
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would be likely essential to capture the expansion region and mach disk sufficiently

well. After this point, a more conventional cooling jet is proposed to form in region

(b). The main objective of this work is to propose and validate a simplified CFD

model which removes much of the complexity usually included in work with CO2. The

secondary region is modelled here to assess whether an assumption of a simplified gas

jet can feasibly capture the heat transfer at an impingement surface for CO2 jets. Once

investigated and validated, such a tool would be extremely valuable in the development

of tool geometries for CO2 specific cooling.

In this chapter, a simplified CO2 modelling approach is firstly introduced and

the assumptions made to remove complexity are discussed and analysed for potential

limitations. Then the model is validated against the experimental results in chapter 7 in

two studies. These validation studies cover both moderate and small distances between

the nozzle and heated surface. This is required in order to assess the limitations of the

simplified model and ensure that the model can predict the cooling with CO2, even

when the jet has not fully expanded. A sensitivity study is then carried out on certain

initial conditions which may be more difficult to observe in other applications. Finally

the validated CFD model is utilised in a machining geometry setting, with a variety of

flow rates considered and a comparison is made to conventional coolant.

8.2 Modelling heat transfer with CO2 cold gas jet

A priority when modelling CO2 from an industrial machining standpoint is to cap-

ture the heat transfer capabilities accurately. The compressible expansion and complex

phase changes associated with CO2 application are potentially a crucial part of mod-

elling and predicting this heat transfer correctly, however they are computationally

complex to resolve. A simplified model which can both capture the heat transfer be-

haviours and still be applied to a variety of geometries would be a valuable tool in

industrial applications. Such a model could be used to inform tool design and optim-

ise CO2 coolant delivery using a similar process to that with conventional coolant in

Chapter 4. An incompressible simplified model is tested here to assess whether or not

this is a feasible tool which can predict the cooling capacities well, while not including

any compressible features of the CO2 coolant application. The study evaluates the

effect of this simplification, and will provide insight into whether modelling of CO2

cooling can proceed while neglecting multi-phase flow and compressibility.
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8.2.1 Model

The model used for the CO2 simulation in the expanded jet region is a multi-region

conjugate heat transfer model, with an incompressible single phase CFD model applied

for the CO2 fluid component. Several assumptions have been made to simplify the CFD

modelling and make it more feasible for the requirements of industrial applications.

The fluid simulated comprises only of CO2, with any surrounding air or other gases

neglected. Although a quantity of air is likely to remain in the vicinity of the simulation

regions during real world CO2 jet cooling, to model the mixing and diffusion of multiple

gases adds complexity and reduces computational speed. The quantity of CO2 applied,

and observations from the experiments of the CO2 gas flow along the copper surfaces

surrounding the impingement point suggests there is very little air which would remain

in contact with the solid elements due to the high CO2 flow. The CO2 flow is applied

at high speed from the expansion region, and so is expected to not mix significantly

with the air before its application to the heated surfaces. If slower regions of flow were

observed this assumption would need to be examined further to consider whether a

mixing of air and CO2 would be necessary to combine the thermal properties.

A second assumption of incompressible flow has been applied to the fluid

region in this model. This assumption is being implemented due to the simplicity it

allows in the CFD model, with the neglecting of compressible effects. In best practice,

the flow should be modelled as compressible even in the secondary region below the

expansion point of the jet due to the high speed flows modelled. The Mach number

is calculated to around 0.37 at the inlet point, with incompressible assumptions only

really advised below a Mach of 0.3 (Maia et al., 2020). One aim in the application of

this model is to assess the limitations of a heavily simplified model which would be

feasible for quick running simulations in industry. As such, the assumption is included,

but is noted as being applied outside of the advisable regime.

This modelling approach for the CO2 application also simplifies the real world

presence of multi-phase equilibrium flow in the CO2 to instead assume a single phase

gas CO2 flow. An inspection of the experimental operations discussed in Chapter 7 in

conjunction with the CO2 phase diagram (Figure 6.1) indicates that a gas-solid particle

equilibrium is formed upon the release of the dense phase CO2 from the converging

nozzles investigated here. Although solid CO2 particles have been modelled using a

variety of implementation methods in the literature, they are neglected from this model

in favour of the single phase CO2 gas jet.

With all the assumptions included above, the modelling of the conjugate heat

transfer using a cooling CO2 jet uses incompressible Reynolds Averaged Navier Stokes

(RANS) equations (8.1, 8.2), which are solved for the CO2 fluid component.
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A k − ω SST turbulence model is applied, due to its success in modelling

near-wall turbulence features which are key in heat transfer applications (Menter &

Esch, 2001), with additional equations for the length scale and turbulent dissipation as

follows,
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µt =
ρa1k

max(a1ω,ΩF2)
. (8.5)

For full details of the k − ωSST turbulence modelling please refer back to

section 3.4.1.

The conjugate heat transfer model for the simulations solves an energy equa-

tion in both the liquid (Eq 8.6) and solid regions (Eq 8.7):

ρ
Dh

Dt
+ ρ

DK

Dt
−∇(αEff · h) = ρUg + r, (8.6)

∂T

∂t
=

λ

ρCp
∇2T. (8.7)

The fluid energy equation 8.6 in the model solves for enthalpy, h, and kinetic

energy, K. Terms include, αEff , the effective thermal diffusivity, r, the heat source

terms, and ρUg to include any buoyancy effects.

The liquid and solid regions are paired with a mapped OpenFOAM bound-

ary condition compressible::turbulentTemperatureRadCoupledMixed to maintain

consistent temperatures and heat fluxes between regions.
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8.3 Validation study

In this section the CFD model outlined in section 8.2 is validated against experimental

data from the test rig described in section 7.2. The model is outlined in the previous

section. Initial and boundary conditions, along with the geometry, are taken to be

corresponding to the experimental configuration and data, given below.

Geometry

A multi-region 3D geometry is used, with a solid copper region and a fluid CO2 region,

as shown in Figure 8.2.

Figure 8.2: Multi region fluid and solid geometry used for CO2 validation simulations.
The fluid region has a square width of LF and the solid region sits centrally inside this
square, with a width of LS . The height of the solid region from the base of the domain
is denoted HS , and the height of the fluid domain from the same base is denoted HF .

The solid copper region is defined as a rectangular block with dimensions of

LS x LS x HS (74 x 74 x 30 mm) to correspond to the size of the copper test block cut

for the experiments. The CO2 region geometry is defined based on the experimental

configuration we are validating against. The domain does not extend to the walls of

the perspex box to capture the entire flow region due to computational limitations and
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the additional resources this would require, but the region defined is presumed large

enough to not heavily impact on the modelling and simulation of the CO2 flow around

the block. It is sized to surround the copper block, with cross sectional area of LF x

LF (100 x 100 mm), with the copper block located in the centre. The height of the

outer fluid region, HF , is determined by the distance, H, between the nozzle and block

in the experiments, so that the CO2 geometry outer diameter is 100x100x(H+30)mm.

An inlet boundary is defined by splitting the top patch of the defined geometry into

an inlet and surrounding region using the features of experimental results in this case.

Combining fixed experimental parameters, such as the distance between the nozzle and

copper block, H, with visual results provided by high speed camera images (shown in

Figure 8.3), the diameter of the jet can be calculated. The dashed horizontal line in

the figure marks the jet diameter at the end of the expanding region, at a distance of

He from the nozzle. At this point, the jet becomes less defined at the boundaries and

begins to mix and interact with the surrounding air more.

Figure 8.3: High speed camera image of the experimental CO2 jet expansion. The
height of the jet from nozzle exit to impinging on the block is denoted H, with the
height of the near field expansion region noted He. The width of the expanded jet at
the distance He from the nozzle is indicated with a horizontal dashed line.

He is used to define the circular inlet geometry for the CFD model, defined

in the centre of the top patch, directly over the middle of the copper solid region. The

model becomes limited when using this method of defining the inlet since it is taken

from additional experimental observations. A well validated compressible expansion

model could be used to inform this input alternatively.

Mesh

A regular hexahedral mesh is generated for both the solid and fluid regions. An initial

mesh of ≈ 380, 000 cells is created, with a grading of the cells to refine the mesh near

to the centre of the domain along the core of the jet. The mesh covers a rectangular
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block of dimensions LF x LF x HF , as shown in Figure 8.2. This mesh is then split to

the two regions, copper and CO2, and further refinement is added to the CO2 mesh.

Layers are introduced using the OpenFOAM snappyHexMesh tool along the boundary

where the CO2 region meets the copper block, with the refinement shown in a clipped

section of the mesh for the CO2 region in Figure 8.4. The copper block is shown in grey

with the mesh outline of part of the CO2 region in blue. The CO2 region was clipped

to highlight the meshing features as the two regions meet. In the three boxes below

the main image, more detail of the layers added to the CO2 region on the surface and

around the corners of the copper block are included and show the heavy refinement in

this region. A final image of the meshing refinement features is included to highlight the

additional refinement localised around the core of the jet, with the initial hexahedral

block mesh refined near to the centre for both the CO2 and copper regions where the

core of the jet is located.

Layers were required in the CO2 region to ensure sufficient y+ values in the

simulation and resolve the region near to the wall for the highly turbulent, fast moving

fluid flow. A total of 15 layers were added to the wall to reduce the y+ values to around

1, which resulted in a mesh of ≈ 440,000 elements.

Initial and boundary conditions

The validation simulation cases are set up to replicate the experimental conditions

outlined in section 7.2. An initial condition is set with a hot copper block at constant

temperature, TH , which is taken as the starting temperature of the cooling curve in

the experimental sample data which is being compared against. The surrounding CO2

fluid is initialised at a temperature of 273K, with the inlet set to a fixed value of 195K,

around the sublimation temperature of CO2, which was recorded in the experiments.

Initially, the fluid domain consists of stationary CO2 which fills the space. The

inlet conditions are taken from experimental results, and mass flow rate data recorded

in the experimental test run used to configure the inflow of CO2. The mass flow rate

is used to set a corresponding fixed velocity at the inlet, with a constant value applied

over the boundary. Compressible CFD modelling of CO2 flow in the literature indicate

a slow region in the core of the jet which follows the mach disk (Wareing et al., 2013c),

whereas in most developed flows a higher velocity would be expected in the core of the

jet, as the outer regions are slowed by interactions with the slower flowing surrounding

fluid. The fixed velocity used over this boundary is chosen due to the desired simplicity

of the model and the limitations when employing a potentially more sophisticated inlet

condition. In the experimental study, it was not possible to record the velocity profile

across the jet, although no dramatic temperature changes were observed in the core of

the jet near to the expansion region which would correspond to the slow flow region
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Figure 8.4: CO2 validation simulation mesh features. The mesh of the fluid region is
shown at the top, partly cut away to show the placement of the solid region within.
Features of the meshing approach are highlighted below. These three images include the
refinement of the mesh around the corners of the copper block (left), and the top/sides
of the copper block (centre) using the addition of layers. These mesh layers were added
to reduce the y+ values sufficiently in the simulations and remove the need for wall
functions with the turbulence model. The mesh was also refined through the height of
the domain around the centre of the jet (right) since this is the region with much of
the development of the high speed flow.

seen in the compressible simulations in the literature. In CFD modelling of coolants

in machining, an accurate and well validated inlet profile would likely be even more

difficult to establish, and therefore the simplified profile is taken here as part of the

feasibility study for a reduced complexity model.

The remainder of the domain exterior is defined as an outlet boundary, with

flow allowed to leave the region in any direction. In the experimental rig, a larger

contained volume was provided in the perspex test call than that modelled here, but
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CO2 was still contained in a closed volume, with recirculating flow observed as CO2

flowed with high speed along the top of the copper block and into the perspex sur-

roundings. From there, it was recirculated back towards the heater surface and could

interact with the sides of the copper block. A zeroGradient flow condition is applied

to the outlet, which allows CO2 to return into the domain as well as be removed from it.

The temperature of the flow re-entering through an outlet boundary is fixed at 243K,

which is chosen based on the cooling of the surrounding CO2 in the box during the

sample period and experimental observations of these surrounding temperatures and

the incoming flow being predominantly from redirected cold high speed flow which is

directed by the boundaries of the experimental setup.

8.3.1 Results for H=30mm, D=0.5mm

A validation of the model for a configuration with nozzle diameter, D, of 0.5mm and a

distance, H, of 30mm between nozzle and block is carried out. The results are shown

in Figure 8.5, with experimental data points from thermocouple location 1 plotted with

black markers, and the CFD cooling curve plotted in red.

Figure 8.5: Plot of validation study results for tool temperature, with the experimental
data from marked in black crosses and the CO2 simulation data plotted alongside taken
from the same location within the copper block.

Good agreement is found between the experimental results and the cooling

predicted by the CFD model, the CFD simulation cooling curve can be seen to match

well with the experimental data, and sits within the points with a similar gradient.
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The simplified model appears to capture the cooling rate well, which indicates that this

model would be feasible for use in industrial applications. Simplifying the model by

only considering the incompressible flow and removing the multiphase physical features

does not appear to lead to a compromise on accuracy in this instance. The configuration

tested in this study modelled the largest distance possible between nozzle and plate,

and assumptions may be less valid as this distance decreases and the jet is not fully

expanded before impacting on the copper block.

Along with cooling curves, local heat transfer coefficients were also calculated

from experimental data. The HTC values presented using the experimental data in

Chapter 7 results were limited, with errors increasing significantly nearest to the centre

of the jet impingement. Heat transfer coefficients calculated from CFD simulations are

compared to the experimental results for a distance of H=30mm and shown in Figure

8.6. Throughout the radial distances included, the results from the CFD data fall within

the predicted error range of the experimental data, although they are consistently at

the bottom of this range instead of nearer to the experimental predictions.

Figure 8.6: Comparison of heat transfer coefficients from the experimental data and
CFD results. The values calculated from experimental results tend to infinity as the
distance from the centre of the jet increases, and the margin of error also becomes very
large in this region. The CFD results, shown in red lie within the error predictions of
the experiments, which are shown in a shaded grey region.

The predicted heat transfer coefficients show markedly different trends at the

smallest distances from the jet centre, with the experimental interpolated results in-
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creasing towards an infinite value as the surface area is reduced and the CFD results

rising by a much smaller amount to a finite value peak at the centre of the jet. The

experimental predictions were expected to be limited in accuracy at these impingement

regions, and could have been heavily impacted on by small misalignments in the ap-

plication of the jet or disruptions to surface flow caused by the insulation applied to

the copper surface. Where these effects are expected to have smaller impacts and the

error is lower, the CFD and experiments show reasonable agreement, with the CFD

results predicting a slightly lower value then the experimental results. With a validated

model, these more reliable HTCs from the CFD can be used to analyse the locations

of cooling on the surface of the block, and on machining surfaces in the future. The

HTC values remain high relatively far away from the peak value at the centre of the

jet, with the outwards CO2 flow over the surface having a potentially significant effect.

8.3.2 Results for H=3mm, D=0.5mm

The CFD modelling results were shown to match the experiments very well for the val-

idation case shown previously with a nozzle to plate distance of 30mm. The successful

validation showed that the simplified model could be applied to the expanded region of

the jet. When the model was proposed and limitations discussed in the sections above,

it was considered that the model may only be valid in the expanded region of the jet

and therefore limited to use at larger nozzle to plate distances. Here, this model has

been applied at a much smaller nozzle plate spacing of H=3mm. In experimental ob-

servations of the jet shapes shown in Figure 7.14, the expansion distance is considered

to be larger than this distance of 3mm, so that in this case the jet impinges on the

heated copper block before it is fully expanded. Comparing the CFD model against

such an experimental case means the limitations of the model can be examined and

any breakdown of the modelling assumptions in the expansion region can be identified.

These distances are also much closer to distances seen in tool design, which makes it

especially important to identify any limitations at this proximity.

The details of the model remain largely consistent with those used in the

previous case described in section 8.3.1. The only modifications are to reduce the

domain height to reflect the new configuration with a nozzle to copper block distance

of H=3mm. The inlet diameter and coolant velocity is maintained as the full width of

the jet, despite the fact that the simulation now begins in the narrower, still expanding

region for this validation case. The results for the H=3mm validation study are shown

together with the results from the H=30mm validation case in Figure 8.7.

The figure shows there is still excellent agreement in the results for the H=3mm

case, with the gradients matching very well. The thirty second sample is taken at

different points in the two cases shown according to when the flow stabilised in the
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Figure 8.7: Validation results graph for both the nozzle to plate distances of H=30mm
and H=3mm. Experimental and CFD simulation temperature results are extracted
from the same fixed location in the copper block.

experiments, hence the different temperatures. Otherwise, the actual rates of cooling

are also very similar in these two nozzle to plate distances. Each case shows a very

smooth decrease in temperature for the thermocouple reading of ∆T
∆t = −0.58 for H=30

mm and ∆T
∆t = −0.63 for H=3 mm.

The validation of the model has now been extended to smaller nozzle to plate

distances, which indicates that this simplified modelling approach can be used across

a variety of machining cases, even when the impingement point may lie inside the

expansion region.

8.3.3 Sensitivity study to inlet conditions

In the validation studies conducted in this chapter, CFD boundary conditions were cal-

culated and applied based on experimental observations. The most important condition

to model was the CO2 jet at the inlet. The temperatures of the CO2 jet were found to

be close to the sublimation temperature of -78.5°C across a range of nozzle diameters

and distances from the nozzle, seeming to not be sensitive to changes in configurations

and making the inlet conditions easier to predict. An extraction of the dimensions of
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the jet in Figure 8.3 was applied to calculate the size of the inlet boundary, which de-

termines the speed of flow for a fixed mass flow rate inlet. A limitation of separating the

compressible and incompressible parts of the simulation, is that the expansion region

diameter becomes an additional parameter for the incompressible model. Although

experimental results were available in this instance to set up the CO2 case, this is not

necessarily a sustainable practise in other cases, such as when the model will be applied

to machining cases.

Mass flow rate is a quantity that is consistently monitored and regulated in

CO2 coolant testing in machining cases, however, the diameter of the expanded region

of the jet could vary dependent on orifice diameter and outlet conditions of the coolant

channels on the tool flutes. A discrepancy between the expected expanded jet diameter

and that which is physically developed directly impacts the coolant velocity in the jet

and could have a significant impact on cooling.

A sensitivity study is presented here to examine the impact of error in the

jet diameter in the H=30mm validation case. A CFD case is setup with the diameter

of the CO2 inlet jet boundary increased by 10%, and the velocity of the jet reduced

accordingly to ensure an equal mass flow.

By increasing inlet diameter by 10% the results show a reduction in cooling in

Figure 8.8. The gradient, ∆T
∆t , is 8.4% smaller, showing that the cooling rate is sensitive

to inlet jet diameters and flow speeds.

An accurate compressible region model would benefit by determining inlet

diameter for the incompressible model, although achieving a 10% margin of error would

potentially be challenging with the complexity of the flow at hand, and experiments

observing the jets diameter across a range of machining tools would be needed and used

for either validation purposes or to be used directly in incompressible models. Even

the use of a compressible CO2 specialised model in the expansion near-field region here

would require inlet conditions, however, and since the supply system of CO2 to the

tool channel exit positions is not easily comparable to a simple pipeline system, there

would likely still be inaccuracies or difficulty in the modelling. CO2 supply lines are

dependent on individual tools and supply systems and therefore also vary considerably

between uses. The greater contribution of any further work could be to increase the

measurement capability of CO2 flow at the tool channel exit or vicinity.

8.4 Modelling of CO2 cooling in machining applications

A CFD model for conjugate heat transfer and cooling with CO2 jets has been proposed

and validated against experimental results in this chapter in order to provide a tool for
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Figure 8.8: CFD sensitivity results to the jet diameter at the inlet. CFD results from
the original simulation and the new sensitivity results are plotted together with the
experimental results. In this case a wider inlet is included and shows a slower decrease
in the temperature then the original inlet and experimental results.

use in machining applications. This model is now used here to simulate cooling with

compressed CO2 in a machining application.

8.4.1 Simulation configurations

A pilot study for CFD simulations of CO2 cooling in a milling process has been modelled

using geometries provided by Sandvik Coromant, consistent with the approach used for

conventional coolant modelling in chapter 3. The CoroMill Plura solid carbide end mill

for High Feed Side milling tool, which can be used in a range of milling operations, is

used in this study. The tool geometry used directs the coolant close to the cutting edge,

which was found in chapter 4 to improve the cooling of the cutting edge region. In this

study the geometry of the CoroMill Plura, which will be called Geometry 1, is modified

to direct coolant towards the flank edge, known as Geometry 2. In trials with CO2

cooling in milling, it was found by Pittalà (2018) that the optimum configuration for

conventional coolant channels were not the best geometry for CO2 cooling. Instead, a

coolant supply near to the flank side of the cutting edge reduced the wear by over 30%.

Both models are considered together here across a range of flow rates to investigate

this further.
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The CO2 flow conditions in the central core of the tool are not possible to

experimentally measure and are difficult to predict. Due to regulation of the flow in

the supply system between the high pressure CO2 cylinders and the tool, a significant

pressure drop is expected compared to the feed pressure. There are also complex

features on the inside of the tool such as the central coolant supply channel splitting

into six smaller channels. Ultimately, this leads to the pressure of the CO2 supply

in the smaller delivery channels being difficult to predict without the aid of direct

physical monitoring. As such, the expansion of the CO2 from the channel outlet is

difficult to predict and should an area of further study to develop the understanding

of CO2 flow in machining tools. There is no convergence at the end of these smaller

coolant channels to choke or limit the CO2 flow at the outlet, and a opaque CO2

expansion with significant solid particle presence is not reported in test cases, though

they appear to be present in smaller quantities. An approximate expansion needs to be

determined for this study in order to set the inlet boundary condition appropriately.

Without experimental observation data, the expansion is loosely here presumed to

have a diameter of between D and 2D for the coolant channel diameter, D. If there

is significant pressure decrease further back in the CO2 supply system, a cold gas

with minimal expansion at the channel outlet is expected. The upper estimate of an

expansion of 100% requires further attention in any later study, as it was noted that

the diameter size has a observable impact on cooling rates. Here is it is used as an

estimate and to demonstrate the use of the CO2 modelling in milling but a well justified

expansion should be finalised in any further work before application of this model for

cutting tool development studies. To cover the D - 2D expansion range for this plot

study, CFD cases are run for a zero expansion configuration, using a tool geometry

with a regular inlet of diameter D, and for CFD cases where expansion is included to

double the effective jet diameter to 2D are configured with a tool geometry with an

channel diameter increased accordingly, as seen in Figure 8.9.

The workpiece geometry is a solid metal block which is in the process of

being milled, and engaged with the tool at an axial engagement of 16 mm and a radial

engagement of 4 mm, as was studied in the conventional coolant analysis in chapter 3.

Following the methodology for machining simulations in chapter 3, a multi-

region mesh is created, covering the tool, workpiece and CO2 regions. A hexahedral

mesh is used as a base covering all the regions of interest, and then refined and trans-

formed to conform to the geometrical features of the tool and workpiece. The Open-

FOAM tool snappyHexMesh automates this process, and the refined mesh is then split

to allow for simulation over the solid and fluid regions as needed.

The simulation is run as steady state, with a heated contact region between

tool and workpiece fixed at 500°C. A CO2 single phase gas jet is applied through the

coolant channel at the sublimation temperature of -78.5°C. Since CO2 cooling in milling
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Figure 8.9: Geometry modifications to the tool to represent an expansion of the jet of
100% by increasing the coolant channel diameter outlet from D to 2D.

is a relatively new process, appropriate flow rates are still being experimentally trialled.

For these modelling cases mass flow rates of 1, 4, and 10 kg per minute are tested, which

have all been used in experimental machining in the literature (Grguraš et al. (2019),

Pittalà (2018) Cordes et al. (2014)). These are presumed to flow evenly between the

six flutes here, so that one sixth of the total flow is supplied to each cutting edge.

A no slip condition is applied at all walls along the tool and workpiece in the

simulation, and an inletOutlet condition is used at the outlet boundaries so that CO2

can leave the cutting region. Along each region boundary, the conjugate heat transfer

model solves to ensure consistent temperatures and heat fluxes to conserve energy in

the simulation.
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8.4.2 Tool temperature results under CO2 cooling

Tool temperatures near to the cutting edge have been extracted and averaged across

all CFD models and the results are presented in Figure 8.10. The two geometries,

Geometry 1 directing the coolant flow to the rake side of the cutting edge, which is

preferred in conventional coolant, and Geometry 2 which directs the coolant to the

flank side of the cutting edge, are included with both a minimal and 100% expansion of

the CO2 jet at the tool channel outlet. All four configurations are shown with average

tool temperature results for the three CO2 flow rates tested, 1, 4 and 10kg/min.

The first thing to note is that the results show significantly higher tool temper-

atures across all CFD results for the CO2 cooling simulations compared to conventional

coolant. Conventional coolants for these tool geometries resulted in a 341°C average

tool temperature for Geometry 1 and 343°C for Geometry 2. In all the CFD results

shown in Figure 8.10, the tool temperatures are above 450°C.

The improvements in tool life for CO2 coolant compared to conventional

coolant in milling trials could be due to reduced thermal shock based on these res-

ults. The tool cutting edge is being cooled to some extent, but the effect is much more

subtle than in the conventional coolant cases, and this could limit the extremes of the

thermal cycling which is inherent in milling operations and often contributes heavily

to thermal wear (Yellowley & Barrow, 1976).

Until more studies have been carried out on the pressure in coolant channels

and expansion of CO2 at the exit, the real world expansion diameter of CO2 cooling

jets is difficult to predict with confidence in the CFD modelling. Here both Geometry

1 and 2 are shown with results presuming both 0% and 100% expansion, and the

improvement in the cooling for the wider diameter cooling jet is clear for the cases

with expansion. The increased diameter jet results in application directly towards the

cutting edges in each model and covers a wider region. It would be beneficial to take

this into account when designing the CO2 coolant channels for any new specialised tools

if the aim is to increase the cooling of the tool. Even increasing the flow rate by ten fold

for the 0% expansion cases from 1kg/min to 10kg/min was not able to cool the tool as

efficiently as the wider diameter jet in these cases. If a converging nozzle was included

in the tool geometry somehow through additive manufacturing or another advanced

technique and a high pressure choking of the flow was achieved as the coolant exited

the tool, the amount of CO2 required could potentially be reduced while maintaining

good cooling, which would be an effective use of CO2’s physical properties. With a

straight coolant channel currently used in internal cooling methods, a smaller pressure

drop is expected and significantly reduced expansion. Interestingly, it was found in the

results presented in Figure 8.8 that a wider (more expanded) inlet actually contributed

to reduced cooling. In the results here, this indicates that the reduced temperatures
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achieved under the 100% expansion cases are likely solely due to the additional hot

contact region which is now targeted under the expanded jet.

Figure 8.10: CO2 machining modelling results for tool temperature. Two models are
shown for cases both with and without an enlargement of the coolant channel to imitate
expansion, and a range of flow rates.

Another interesting result from the CO2 behaviour is the cooling of the tool

under minimal expansion as the flow rates increase. At the lowest flow rate of 1kg/min,

the Geometry 1 which is near optimal for conventional coolant results cools the tool

the most, however at both of the higher flow rates of 4 and 10kg/min the Geometry 2

tool provides the lower average temperature. This would qualitatively agree with the

findings of Pittalà (2018), that the optimum coolant channel location for CO2 cooling

may be closer to the rake as this cools the tool better. The reason for this improved

cooling is not obvious, though the CO2 may spread out more evenly when impacting

high in the domain, while requiring high volumes to still provide enough CO2 to the

regions. The improved cooling for Geometry 2 is not observed for cases which include

a 100% jet expansion. The Geometry 1 results have lower average tool temperatures

over all flow rates considered, though the differences between the two geometries is

reduced to less than 2 degrees for the higher flow rates. For both model 1 and model 2

under the 100% expansion inlet condition, the tool temperature does not consistently

decrease with flow rate increases, which was the pattern in the results with minimal

expansion. Instead, the tool temperatures actually increase as the flow rate rises from

1 to 4kg/min. The reasoning for this trend is unclear, though with the wider diameter

cooling jets, a larger stagnation region under impingement would be expected and this

could potentially be located over the warmest regions. This should be explored further
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in any further research which considers the cooling of these expanded jets.

To further analyse the locations across the tool geometry which were seeing

effective cooling by the CO2 jet, heat fluxes were post processed from the CFD results

and plotted as contours over the tool surface within the domain for all tool set ups

under a flow rate of 1kg/min. The contour plots for the four CO2 jet configurations are

shown in Figure 8.11, with a fifth contour plot showing the heat fluxes over the same

surface for the conventional emulsion cooling with the standard geometry, Geometry 1.

Figure 8.11: Contour plots of wall heat flux (W/m2) on the tool for (a) Geometry 1,
0% expansion, (b) Geometry 1, 100% expansion, (c) Geometry 2, 0% expansion, (d)
Geometry 2, 100% expansion, (e) Geometry 1, conventional coolant. The tool geometry
is included with the contours for context.

The heat fluxes for the CO2 results are two orders of magnitude lower than

that for the conventional coolant results, which was expected due to the significantly

increased cooling observed in the conventional coolant CFD results compared to the

CO2 simulations. What is of more interest in these results is the cooling regions, and

how they differ across the set of results. In the un-expanded cases (a) and (c), which

use Models 1 and 2 with inlet diameter, D, the cooling on the rake side of the cutting

edge is highest around the middle of the region, and does not extend across the length

of the cutting edge. This is different to the cooling regions observed when conventional

coolant is observed in case (e) where a high level of cooling is seen across the length of

the cutting edge. The specific heat capacity of water is approximately 5 times higher

than that of CO2 gas, so as the energy is transferred from the tool to the fluid, the CO2

will heat up much quicker than the water, and be less effective in cooling the tool in
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regions away from the impingement. In the expanded cases, (b) and (d) for Models 1

and 2 respectively, the cooling is spread much more evenly across the tool surface than

either the un-expanded or water cases. The most even cooling over the tool surface is

seen for case (d) which is the Geometry 2 expanded case, directing the coolant to the

flank side with the expansion effect included.

8.5 Conclusions

In this chapter, a CFD model for CO2 cooling jets applied to impingement surfaces was

proposed, validated, and applied to a pilot machining study. The model incorporates

several assumptions to simplify the approach, including the assumption of largely in-

compressible, single phase flow after the expansion region of the jet between the nozzle

and return to atmospheric pressure. The assumptions have been detailed and justified

and the CFD model has subsequently been validated against experimental data col-

lected using the rig detailed in Chapter 7. The model predicted the cooling rate of a

copper block for both high and low nozzle to plate distances, which supports its use in

machining applications.

The results were found to be sensitive to inlet conditions, which are difficult to

produce with great accuracy either experimentally or computationally in a machining

setting. A pilot study with estimated inlet conditions was carried out for CO2 cooling

of a milling operation. Results for tool temperatures and heat fluxes across the tool

rake face indicated that an expanded jet would offer significant cooling benefits over a

CO2 application without expansion. The results of this pilot study are informative for

tool design processes. Any method or modification to the tools manufacture to include

or enhance a convergence in the tool channel geometries at the outlet would encourage

this expansion and offer this benefit.

Further work in this area could include the development of the machining

models by implementing more realistic inlet conditions. This would require experi-

mental monitoring of CO2 conditions at the coolant channel outlets and the expanded

region, or the development of a pipeline and expansion mode for the CO2 internal sup-

ply system to the tool spindle. With the availability of more reliable input data for the

tool channel outlet, the model could be applied to investigate specialised optimal tool

designs for CO2 cooling conditions. Modelling could also be extended to incorporate

and assess the simplifications made in this work. The incorporation of sublimating

solid particles and their impact on the heat transfer would be useful to quantify fully.
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9.1 Thesis Conclusions

In this thesis, a collection of modelling tools and methods have been developed and

applied to investigate the application of coolant in milling operations. The work has

presented novel modelling results of oil-water emulsion coolant applications in milling,

with both coolant distribution and flow studied, as well as tool temperatures. A simpli-

fied modelling approach for new CO2 coolant applications is also presented, with a pilot

study highlighting its potential and experimental and CFD validation work presented.

In this chapter a brief summary of the thesis’ key results is presented. Following this,

avenues for further work are discussed.

In Chapter 3, the application of conventional water-oil emulsion coolant in

milling operations has been modelled. Extending on work in the literature, CFD mod-

elling of both coolant flow and distribution as well as tool temperature has been presen-

ted for a milling tool application. These results and methodologies provide a valuable

tool to aid in the improved understanding of coolant flow in milling and pave the way

for increasingly informed milling tool designs with targeted coolant applications. The

visualisations of coolant flow along the cutting edge show the interaction of the applied

flow with the rake and flank edges of the tool, which has not been previously observed

due to the highly obstructed nature and high temperatures and forces in the cutting

region during the cutting process. The combination of the visualisations presented and

the quantitative results extracted at the rake cutting edge confirm that this Sandvik

tool model has excellent coolant coverage at the cutting edge where the lubrication is

most required.

In Chapter 4, the coolant channel design space for a milling tool was explored

in two studies, using the CFD model presented in Chapter 3. Quantitative results for
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coolant application and tool temperatures were analysed across a range of horizontal

and vertical coolant channel angles and coolant inlet velocities, which allowed the pre-

cise targeting of coolant to different positions within the cutting environment. The

first study investigated a design space with two design variables, ûi and θ̂h and it was

found that the coolant inlet velocity, ûi , had a significant impact on the tool temper-

atures and vertical coolant velocity along the cutting edge, with higher inlet speeds

resulting in lower tool temperatures and higher magnitude downwards coolant flow.

The inlet velocity had significantly reduced impact on the wetting of the tool, which

was instead heavily dependent on the horizontal coolant channel angle, θ̂h, with the

highest levels of wetting achieved for small values of θ̂h, which directs the coolant as far

as possible towards the cutting edge. When both the horizontal and vertical coolant

channel angles were considered together in the second study of the design space, res-

ults showed dependence on both design variables for all the response surfaces analysed,

coolant coverage, vertical coolant velocity and tool temperature. The highest levels

of wetting were found for small values of θ̂h and θ̂v when the coolant is directed at

the cutting edge, however for large values of θ̂h the variation with θ̂v was significantly

reduced compared to the steeper decrease in wetting as θ̂v increases at very low θ̂h.

Tool temperatures were found to generally decrease as θ̂h decreases, and the coolant

is directed further towards the cutting edge, with the highest levels of wetting. One

of the key findings of this work, however, was in the identification of a change of be-

haviour in the coolant wetting and tool temperature response as the coolant flow was

directed very close to the cutting edge. As the coolant was directed straight towards

the cutting edge, with a minimum horizontal angle on the coolant channel angle in the

tool design, the coolant flow followed the line of the cutting edge with high quantities

applied to this edge and significantly reduced spread over the remainder of the tool

surface, compared to other tool designs. This concentrated coolant distribution at the

cutting edge coincided with higher tool temperature in the simulation results, showing

that a good coolant coverage over a larger heat transfer area on the tool has provided

better cooling here than a concentrated application to the cutting edge alone, using

these modelling assumptions.

The application of full slot milling was modelled using the multiphase fluid

model in Chapter 5, with more detailed analysis of the impingement location of the

coolant jet and resultant coolant flow direction along the cutting edge presented and

discussed. The standard tool geometry was found to direct most of its coolant down-

wards to the cutting edge below the impingement point, driven by the high vertical

angle of the coolant channel. Detailed results of the vertical coolant velocity com-

ponent along both the rake and flank edges were extracted for a full slot milling case

which highlighted a dramatic change in coolant velocity direction across the impinge-

ment point. The novel work investigating coolant flow in full slot milling included the

modelling of a new tool design concept with an additional axial coolant channel along-
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side radial coolant channels. The new tool design concept was developed and tested

with both internal and external coolant modelling and showed promising results, with

a significantly reduced downwards coolant velocity near to the tool tip. For one of the

designs tested, with a reduced radial coolant channel exit height of 5mm, the height

of the impingement point was also lower than the standard model, resulting in an im-

provement for upwards coolant flow along the majority of the tool cutting edge and an

attractive candidate tool for further analysis and development.

Further to contributions in the modelling of conventional coolants for milling

tool operations, early technology readiness work on the coolant behaviours of CO2

coolant have been explored, with experimental results presented in Chapter 7 following

the development of a purpose built rig, and a validated CO2 conjugate heat transfer

model presented in Chapter 8. Experimental results in Chapter 7 include observations

of the CO2 jet shape, temperature, and composition, all of which contribute to better

understanding of CO2 jet releases onto impingement surfaces. Observations of the

experimental features of the CO2 releases was also crucial to inform the development

of a simplified CO2 CFD model. Alongside characterisation experiments, analysis of

the heat transfer in the experimental rig under varying conditions including the nozzle

diameter, D, and distance between CO2 jet release point and heated impingement

surface, H, was presented. A significant dependence on CO2 flow rate was observed in

the heat transfer results during the experiments, with higher flow rates of CO2 enabling

the greatest rates of cooling. Improved cooling with the CO2 jets was also shown for

reduced nozzle to impingement surface distances, which can be applied to tool design

processes.

The CFD modelling of CO2 application for heat transfer in Chapter 8 provides

a simplified model of the complex processes which comprise cooling with CO2 from high

pressure releases. Assumptions of incompressible, single phase flow from the point of

expansion have allowed the development of a model which could now be used in tool

design applications in industry. The simplifications make the simulation more robust

and computationally cheaper than more physically realistic models of the expansion

region and phase changes which are detailed in the literature. This is especially valu-

able in this industrial application since the model will be used with intricate meshes

which are needed to capture the tool geometries accurately. The validation of this

model in a heat transfer application using the results of the experiments collected in

Chapter 7 showed excellent agreement and has provided confidence that this modelling

approach captures the fundamental cooling behaviours of the CO2 coolant. An initial

pilot study utilising the CO2 model in a milling application presented a technique for

incorporating the CO2 jet expansion by increasing the coolant channel inlet size to

create a representation of the expanded jet. The results of this study highlighted that

the cooling with CO2 jets in milling is significantly enhanced if some expansion of the
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coolant around the cutting edge can be achieved. This corresponds to similar findings

in Chapter 4 which highlighted that an improved coolant coverage area across the tool

surfaces was very important for heat transfer. Maintaining the high-pressure feed of

CO2 to the coolant channel outlet by means of a restriction in the channel diameter

near to this point would be a good candidate for a tool design since it would enhance

the expansion, which has been shown to be beneficial here, while maintaining a similar

CO2 consumption.

9.2 Further work

Through this work, the modelling of milling processes has investigated a fully engaged

milling tool in a static configuration with a workpiece. A short study on the impact of

rotational engagement position in section 3.2.2 highlighted the intermittent coverage of

coolant as the tool moved through a rotation. In future work, the behaviour of coolant

coverage through a full tool rotation and the variation of tool temperatures through

multiple cycles would be of significant interest. Rotation could be incorporated into the

modelling and would provide an understanding of the cyclic temperatures in the tool

edges which can cause thermal shock and increased tool wear in intermittent milling

operations.

Further developments of the modelling for targeted chip evacuation research

could be supported by the extension of this work to include a mechanism for predicting

the transportation of generated chips near or away from the cutting edge where they

are formed, adding a solid fluid interaction element to the modelling and tracking the

evacuation trajectories of various chip sizes and shapes. There is also scope to improve

the realistic fixing of thermal boundary conditions along the cutting edge in the con-

jugate heat transfer modelling presented in this work. The amount of friction and heat

generated at the cutting edge is known to depend on a variety of machining paramet-

ers, as was discussed in Chapter 2, but there is also expected to be a significant benefit

taken from successful lubrication of the full cutting edge by the applied coolant. In the

work presented in this thesis, the tool temperature boundary is fixed independently of

coolant application in the vicinity. Experimental studies of machining operations, or

a deeper assessment of the tribological effects of the coolant on the high temperatures

generated, could be incorporated into new boundary condition which would calculate

the fixed temperature condition based on a correlation with the successful wetting with

coolant in that local region.

The optimisation of tool coolant channels could be extended with the intro-

duction of more sample points to calculate the response surface in the regions of high

variation and to explore areas with high potential for improved tool design in more
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detail. This work could resolve the response surface more accurately and tailor the in-

vestigation to a specific tool and machining process with individual design requirements

to accompany the broader design space exploration presented in this work. Since the

requirements when using coolants differ depending on tool-workpiece pairings, material

properties and cutting parameters such as cutting speed and feed, sweeping conclusions

are more difficult to draw from this overview. For a selection of isolated machining

cases, the methods presented could be tailored to the specific configuration and any

improvements validated with tool prototypes to provide further proof of concept for

the machining industry.

A continuation of this work to extend the CO2 CFD model presented to a

more detailed machining case would require experimental observations of the CO2 jet

flow from internal tool coolant channels under a range of flow settings and conditions, or

the accompaniment of a validated model of the decompression stage, aligning with the

advanced CO2 modelling presented for simpler geometries discussed in the literature.

Work to create a thorough understanding of the quality and physical properties of the

CO2 which is delivered to the cutting region would be essential to the wide application

of the CFD model successfully tested here, since it has been shown to be sensitive to

inlet conditions. An adaptation of the experimental rig developed in this work to supply

the CO2 into the environment using through-tool coolant channels or a collection of

observations gathered in industrial CO2 machining settings with thermocouples and

flow visualisations would be beneficial. A review and tailored study of CO2 flow in

the supply lines in the industrial setting would also be valuable since it is difficult to

replicate in experimental rigs accurately and could be having a significant impact on

CO2 physical properties at the point of delivery to the cutting edge.

The CO2 CFD model could also be developed to incorporate more complexity,

for example the presence of sublimating solid phase particles could be included. The

omission of the solid phase and lack of a sublimation model may limit the accuracy

of the model in cases where extensive sublimation is occurring near to the hot cutting

edge. An advanced equation of state such as the GERG 2008 (Kunz & Wagner, 2012)

equation could be tabulated and incorporated into a compressible model to capture the

expansion region of the CO2 jet.
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