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Abstract

Computational chemistry has continued to advance allowing for more complex investigations into larger systems. A challenge remains the way that solvent should be accounted for in a system. Implicit solvent corrections are quick and can easily be added to a computational method when needed. However, solvents can play a more direct role in a reaction through hydrogen-bonding or by acting as a solvent catalyst. This involvement requires including the bulk solvent in calculations, which is not possible with standard QM methodologies. Addition of explicit solvent molecules requires careful consideration of the position and number of solvent molecules. Three mechanistic investigations are presented here, all involving a different treatment to model the system accurately.

First, the barriers for the abstraction of hydrogen atoms on 1-butyl-3-methylimidazolium by an F atom were determined. The reactions were carried out in vacuo, and as such, a gas-phase DFT model was enough to accurately describe the system.

Secondly, a phosphoramidate reaction of [Cp*Ir(κ²-N,O-Xyl(N)P(O)(OMe)₂][BARF₄] with propyne was modelled in dichloromethane. No direct solvent involvement was identified during the experiment and robust experimental data confirmed that implicit solvent corrections accounting for dichloromethane were needed.

Finally, two Diels-Alder reactions were modelled that were involved in the synthesis of methoxatin. The experimental results indicated a strong solvent effect, showing only significant yields in HFIP and TFE. Implicit solvent corrections did not determine the origin of this solvent effect. The inclusion of at least one explicit solvent molecule was needed to understand the effect of HFIP and TFE on the reactions.

Access to reliable experimental data ensured the chosen methodology was sufficient for modelling each system well. Confidence in the insights from these studies is thus gained and enables feedback to be provided about the choice of substrate and solvent.
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Thesis Numbering Scheme

1) In Chapter 2 the different abstraction sites are referred to as C*, where the * refers to the numbers given in Figure 2.8

2) In Chapter 2 the two steps of the stepwise hydrogen abstraction are differentiated by the bond that is formed. ring_TS_CF and ring_min_CF refer to the TS and minimum where the C-F bond is formed respectively, while ring_TS_HF and ring_min_HF refers to the TS and minimum where the H-F bond is formed respectively.

3) E and Z are used to indicate the stereochemistry of the alkenyl group in the isomers of complexes 5a and 5b in Chapter 3.

4) When more than one regioisomer was determined, these are differentiated by a, b, c.

5) When more than one conformational isomer of the same complex was determined, these are differentiated by i, ii, iii, iv, v.

6) endo and exo are used to differentiate the two ways that the diene and dienophile can react in a Diels-Alder reaction.
1. Introduction to Computational Chemistry

1.1. Quantum Chemistry

1.1.1. Schrödinger Equation

Modelling chemical systems requires accurately determining how particles interact and behave. Classical mechanics is unable to describe atomic and subatomic particles accurately and quantum mechanics (QM) is needed instead. The time-independent Schrödinger equation (Equation 1.1) gives the energy of a system in a particular stationary state.

\[ \mathbf{H}\Psi = E\Psi \]

Equation 1.1 - Time-Independent Schrödinger equation. \( \mathbf{H} \) is the time-independent Hamiltonian operator, \( \Psi \) is the wave function, and \( E \) is the total energy of the system.\(^1\)

This is an eigenvalue equation, as an operator acts on a function producing a value and the same function again. The time-independent equation can only be used to calculate the energy of stationary states, while the time dependent Schrödinger equation needs to be used when dealing with dynamic phenomena. The wave function, \( \Psi \), describes the system fully and becomes increasingly complex as the system grows. The Schrödinger equation can only be solved exactly for one or two particle systems such as \( \text{H} \) or \( \text{H}_2^+ \) and methods have been developed to approximate the wave function and solve this equation.

Computational methods that use the Schrödinger equation to determine the position of nuclei and thus the energy of the system, are known as \textit{ab initio} methods. The term “\textit{ab initio}”, meaning “from first principles”, refers to the use of the underlying physics at work within a system.

The Hamiltonian operator, \( \mathbf{H} \), gives the total energy of the system, \( E \), when it acts on the wave function. Different operators can act on the wave function to give different observables such as position, momentum, spin, etc. Since \( \mathbf{H} \) gives the total energy of the system everything that contributes to the energy of the system must be represented in the operator. For example, the molecular or Coulomb Hamiltonian (Equation 1.2) considers the repulsion between nuclei, electron-electron repulsion, nucleus-electron attraction, the kinetic energy of the nuclei, and the kinetic energy of the electrons.
\[ H = V_{ee} + V_{nn} - V_{en} - T_n - T_e \]

Equation 1.2 – Molecular/Coulomb Hamilton operator, \( H \), where \( V \) represents the potential energy operator, \( T \) the kinetic energy operator, \( n \) the nuclei, and \( e \) the electrons.\(^1\)

The two repulsion terms increase the energy of the system and are therefore added to the total energy. The attraction term and the two kinetic terms both stabilise the system and therefore lower the total energy.

### 1.1.2. Born-Oppenheimer Approximation

The Hamiltonian operator can be simplified by applying the Born-Oppenheimer approximation. The first step is known as the clamped nuclei approximation, where the kinetic energy of the nuclei is set to zero and the repulsion between the nuclei is constant. This is possible due to the assumption that because the nuclei are much larger than the electrons, they move much slower. From the perspective of the electrons the nuclei can therefore be considered stationary, hence the kinetic energy is zero and the repulsion that is experienced is fixed. Through this approximation the coordinates of the system are now no longer variables but parameters.

The Hamiltonian operator can therefore be simplified and is now referred to as the electronic Hamiltonian operator, \( H_{\text{elec}} \) (Equation 1.3). Next the kinetic energy of the nuclei is reintroduced, and the motion of the nuclei can be determined through a similar approximation. Since the electrons are much smaller and move much quicker than the nuclei, an average field can be used for them, and the motion of the nuclei are determined in this field. The nuclei now move on a potential energy surface (PES), which is a solution of the electronic Schrödinger equation. The PES that is generated is the same for different isotopes, since the PES is independent of mass.

\[ H_{\text{elec}} = V_{ee} - V_{ne} - T_e \]

Equation 1.3 – Electronic Hamilton operator, \( H \), where \( V \) represents the potential energy operator, \( T \) the kinetic energy operator, \( n \) the nuclei, and \( e \) the electrons.\(^1\)

The Born-Oppenheimer approximation works well, but issues arise at very long bond distances during bond breaking. Here a small change in the nuclear coordinates can cause a dramatic change in the electronic wave function.
1.1.3. Self-Consistent Field Theory

Solving the electronic Schrödinger equation, however, still poses some issues. The electronic coordinates cannot be separated as atoms are bonded to each other and a change in one atom results in a change in neighbouring atoms. Approximations therefore need to be used giving an approximate wave function. The variational principle states that the energy of an approximate wave function will always be either higher in energy or equal in energy to the exact wave function.

The first approximation involves considering each electron individually and determining how it will move with respect to the mean field created by the other electrons. An electron’s position is then adjusted to lower the energy, followed by the next, and so on, until no further electrons need to be moved and the field has reached consistency. This process is called the self-consistent field (SCF) procedure.

1.1.4. Slater Determinants

The total energy is therefore given by the summation of the individual energies. This however is not an accurate description as electrons are indistinguishable and are not completely independent. Assigning an electron to a specific orbital makes them distinguishable and moving electrons uncorrelated ignores that electrons repel each other and therefore the probability of finding an electron is dependent on the location of another electron. The Pauli exclusion principle states that no two electrons can have identical quantum numbers. In terms of the wave function this can be stated as the electronic wave function must be antisymmetric with respect to the exchange of coordinates (space and spin) of two electrons. If two electrons are exchanged the sign of the wave function changes and if two electrons are identical the wave function vanishes.

\[
\Phi_{\text{SD}} = \frac{1}{\sqrt{N!}} \begin{vmatrix}
\phi_1(1) & \phi_2(1) & \ldots & \phi_N(1) \\
\phi_1(2) & \phi_2(2) & \ldots & \phi_N(2) \\
\vdots & \vdots & \ddots & \vdots \\
\phi_1(N) & \phi_2(N) & \ldots & \phi_N(N)
\end{vmatrix}
\]

Equation 1.4 – Normalised Slater determinant for an N electron system.

Equation 1.4 shows the general structure of a Slater determinant for an N electron system. The wave function is constructed using such Slater determinants. The columns correspond to orbitals and the rows are the coordinates of the electrons. Using such a
determinant obeys the Pauli exclusion principle and makes the wave function antisymmetric as the exchange of two electrons (interchanging two rows) changes the sign of the determinant. The use of a determinant also means that if two electrons have the same spin (two columns are identical) the determinant will be zero.

1.2. Hartree Fock Method

The Hartree Fock method uses the idea of a self-consistent field with a single slater determinant as the wave function. N coupled differential equations are then created for the N orbitals, which are then solved iteratively. These equations are known as the Hartree Fock equations (Equation 1.5).

\[ \mathbf{F}_i \phi_i' = \varepsilon_i \phi_i' \]

Equation 1.5 – The Hartree Fock equations where \( \mathbf{F}_i \) is the Fock operator, a one-electron energy operator, \( \phi_i' \) the canonical MOs, and \( \varepsilon_i \) the energy.²

The Hartree Fock equations are pseudo-eigenvalue equations that must be solved iteratively. The result is the variation of the total energy and not the actual total energy. The total energy is obtained from the wave function. The canonical molecular orbitals (MOs) are used for carrying out the variational calculation. Changing the order of the orbitals does not impact the wave function since rows and columns are just added and subtracted, which does not change the determinant.

Expanding the MOs using a basis set (see 1.4 Basis Sets) gives the Roothaan-Hall matrix equation (see Equation 1.6). These are also pseudo-eigenvalue equations and must be solved iteratively in an SCF procedure.

\[ \mathbf{FC} = \mathbf{SCE} \]

Equation 1.6 – Roothaan-Hall equation where \( \mathbf{F} \) is the Fock matrix, \( \mathbf{C} \) the coefficient matrix, \( \mathbf{S} \) the overlap matrix, and \( \varepsilon \) the diagonal matrix of the orbital energies.²

The SCF procedure here involves forming a guess matrix of the coefficients, \( \mathbf{C} \), and then forming the \( \mathbf{F} \) matrix. This is then diagonalised and the new coefficients are then used to form a new \( \mathbf{F} \) matrix. This process is repeated until the coefficients generated from the diagonalisation of \( \mathbf{F} \) are the same (within a given threshold) to those that are used to generate \( \mathbf{F} \).

The computational cost of Hartree Fock calculations typically scales by \( M^6 \), where \( M \) is the number of basis functions used. Since the accuracy of the results improves with larger basis
sets this method can become quite demanding for large systems with a large basis set. If an infinite basis set is used the Hartree Fock limit is reached but is still not the exact solution to the Schrödinger equation due to the missing correlation energy.

1.3. Post-Hartree Fock Methods

In the Hartree Fock method the interaction between electrons is replaced by the interaction of individual electrons with a mean-field. This, however, introduces an error where only approximately 99% of the total energy is obtained. Unfortunately, this remaining 1% is typically needed to describe chemical phenomena. The difference between the Hartree Fock energy and the lowest possible energy using the same basis set is called the correlation energy. If the Hartree Fock limit is reached and the correlation energy with an infinite basis set is obtained the true solution to the electronic Schrödinger equation is obtained.

The addition of a Slater determinant to adhere to the Pauli exclusion principle does introduce some correlation energy into the system. The electrons now avoid each other to not violate the Pauli exclusion principle. This form of correlation is called Fermi correlation where the spin of the electrons is the same. Coulomb correlation is due to the interaction between electrons not being correlated that have the opposite spin.

\[ \Psi = a_0 \Phi_{HF} + \sum_{i=1} a_i \Phi_i \]

Equation 1.7 – Post-Hartree Fock methods use the Hartree Fock single Slater determinant wave function, \( \Phi_{HF} \), and add excited Slater determinants, \( \Phi_i \), to recover more correlation energy. The methods differ in how they calculate the coefficients of these new excited Slater determinants.\(^2\)

Post-Hartree Fock methods seek to recover as much of the correlation energy as possible where the first possibility is to use more than one Slater determinant. The addition of one Slater determinant introduced some correlation energy into the system and further Slater determinants will recover more correlation energy (see Equation 1.7). A basis set that is larger than the minimal basis set produces occupied and unoccupied orbitals. The unoccupied orbitals do not contribute to the energy of the Slater determinant.
Excited Slater determinants are formed by occupying these previously unoccupied orbitals but still only describe the ground state of the system. Slater determinants can therefore be singly, doubly, or triply excited by exciting one, two, or three, electrons (see Figure 1.1). These determinants are then referred to as Singles, Doubles, Triples, etc. depending on the number of excited electrons. The number of determinants that can be formed depends on the size of the basis set that is used. The larger the basis set the more excited determinants can be formed and therefore the better the resulting many-body wave function becomes.

Using more Slater determinants recovers more correlation energy but also increases how computationally demanding the calculation is. Using all the possible excited determinants that can be formed with a given basis set recovers all the correlation energy, for that given basis set. Only small systems can be studied accurately whereas much of the correlation energy is recovered as possible. Approximations can be made to speed up the calculation. Since the core electrons are not involved in the chemical transformations that are studied these can be excluded from being excited. This frozen-core approximation therefore only produces excited Slater determinants where the valence electrons have been excited.

The three main methods that include excited Slater determinates are Configuration Interaction (CI), Coupled Cluster (CC), and Many-Body Perturbation Theory (MBPT). These will be discussed briefly in turn.

1.3.1. Configuration Interaction

In Configuration Interaction linear combinations of excited Slater determinants are formed and the coefficients are determined such that the energy is minimised. The determinants are sorted by their level of excitation, starting with the Hartree Fock determinant, then single, double, or triple excited Slater determinants (see Equation 1.8). Full-CI is when every
possible excited determinant is included. However, the number of excited determinants grows exponentially, and the expansion must therefore be truncated at some point.

\[ \Psi_{CI} = a_0 \Phi_{HF} + \sum_s a_S \Phi_S + \sum D a_D \Phi_D + \sum T a_T \Phi_T + \cdots = \sum_{l=0} a_l \Phi_l \]

Equation 1.8 – A wave function in CI is formed by starting with the Hartree Fock Slater determinant, \( \Phi_{HF} \), and adding linear combination of Single (S), Double (D), Triple (T), etc. excited Slater determinants.\(^2\)

CI singles (CIS) is when the expansion is truncated after the singly excited determinants. Brillouin’s theorem however shows that this does not improve upon the HF determinant. CI doubles (CID) is the first method where the wave function is improved upon, followed by CI singles doubles (CISD) as this includes the S/D cross terms.

Truncation is necessary to be able to carry out calculations, however, even with this the equations are still difficult and time consuming to solve. Truncated CI, however, is not size consistent or size extensive. When two identical molecules are brought together, a variety of different doubly excited slater determinants can be formed. It is possible for there to be a double excitation on one molecule, a double excitation on the other, or a single excitation in each. All three examples would be a doubly excited determinant. When the two molecules are separated, eventually the energy should equal twice the energy of the individual CISD energy. However, the double excitation where a single electron is excited in each molecule is now no longer present. This size consistency issue makes it impossible to calculate dissociation energies.

Truncated CI is also not size extensive because the method does not scale with the number of particles. Truncated CI recovered less and less correlation energy as the size of the system is increased. Full-CI is both size consistent and size extensive but can only be used on small systems.

1.3.2. Coupled Cluster

Coupled Cluster uses an exponential ansatz instead of a linear one for the wave function (see Equation 1.9). The cluster operator, \( T \), generates all excited Slater determinants of a given type e.g., single, double, triple, etc.
\[ \Psi_{\text{CC}} = e^T \Phi_0 \]
\[ T = T_1 + T_2 + T_3 + \cdots + T_{N_{\text{elec}}} \]

Equation 1.9 – Coupled Cluster wave function where \( T \) is the cluster operator and \( \Phi_0 \) the Hartree Fock reference wave function.\(^1\)

If \( T \) is not truncated, then all possible excitations are included and the wave function will be the same as that produced through full-CI. The strength of CC is the way that truncation works. Coupled Cluster Doubles (CCD) is the first truncation that recovers some of the correlation energy. Coupled Cluster Single Doubles (CCSD) contains both the single and double excitations and greatly improves upon the energy without significantly increasing the demand compared to CCD.

The way that the truncation works means that not only are single and double excitations included but some triple excitations too. Truncated CC methods are size consistent and size extensive because of this. CCSD(T) is most commonly used in the literature where single and double excitations are included explicitly, and the contribution of the triple excitations is estimated through perturbation.

### 1.3.3. Many-Body Perturbation Theory

Many-Body Perturbation Theory relies on the correlation energy being quite small compared to the total energy and therefore the Hartree Fock energy is a good starting point that is already close. A Hamiltonian operator can therefore be described which is composed of the reference Hamiltonian obtained from Hartree Fock and a perturbation Hamiltonian operator (see Equation 1.10).

\[ H = H_0 + \lambda H' \]

Equation 1.10 – Hamiltonian operator, \( H \), for MBPT using the Hamiltonian obtained from Hartree Fock as a reference Hamiltonian, \( H_0 \), and adding a perturbation Hamiltonian, \( H' \). \( \lambda \) is a parameter that determines the strength of the perturbation.\(^1\)

The perturbation parameter, \( \lambda \), determines the strength of the perturbation and is included as powers in a Taylor expansion of the perturbed wave function and the energy. If \( \lambda \) is zero then the result is just the reference Hamiltonian, \( H_0 \), and is known as the zeroth-order wave function and energy. The corrections are referred to as first-order, second order, etc. depending on the number of terms that are included from the Taylor expansion. As with CI, MBPT methods
are truncated as an infinite basis set and infinite excited Slater determinants cannot be calculated.

Møller-Plesset (MP) perturbation theory is one of the most used perturbation theory methods. This is because MP methods recover a large amount of correlation energy in a shorter amount of time, when compared to CI.\textsuperscript{3–5} MP sums over the Fock operators, but since this counts the electron-electron repulsion twice, the perturbation operator is larger than the reference operator. This method is, however, size extensive, which makes it such a commonly used method. With MP, the order of the method determines the correction that is added. The zeroth-order wave function is the Hartree Fock determinant and so is the first-order wave function.

MP2, where the second-order corrections are included, is the first method to recover correlation energy and typically recovers 80-90% of the correlation energy. The time needed to calculate the energy using MP2 increases by $M^4$, where $M$ is the number of basis functions used, and is comparable to the time needed for a Hartree Fock calculation. For MP3 the time increases by $M^6$ and recovers about 90-95% of the correlation energy.\textsuperscript{6}

CI is the simplest post-Hartree Fock method but unfortunately without full-CI no meaningful results can be obtained. MP perturbation theory, while not as accurate as CC, does a great job at recovering a good amount of correlation energy in a short period of time. The issue can be that if the reference wave function is not a great description of the system the number of corrections terms that are needed to describe the system accurately could be quite high and, in some cases, convergence will not be reached. Errors for perturbation methods can be high since there is no upper bound for the energy but by using relative energies error cancellation leads to decent results.

1.4. Basis Sets

\textit{Ab initio} methods make use of basis sets to describe the orbitals in the system. Using an infinite basis set means that the Schrödinger equation is solved exactly but this is impossible in actual calculations. The larger the number of basis functions the more accurately the system is described but this increases the computational effort required. Different types of basis functions will describe the atomic orbitals better meaning fewer functions need to be used. It is therefore key to use the smallest number of basis functions while not compromising the accuracy.
1.4.1. Slater and Gaussian Type Orbitals

Slater (STO) and Gaussian (GTO) type orbitals are typically used as basis functions in computational chemistry. Slater orbitals (see Equation \ref{eq:stool}) describe the s orbital for hydrogen very well but as they do not contain any radial nodes p, d, etc. orbitals can only be formed by taking linear combinations of STOs. The exponential dependence results in relatively rapid convergence as more functions are used. STOs naturally have a cusp at the nucleus, where no electrons are located.

\begin{equation}
\phi_{abc}^{\text{STO}}(x, y, z) = N x^a y^b z^c e^{-\zeta r}
\end{equation}

Equation 1.11 – Slater type orbital functional form where N is a normalization constant and \( \zeta \), zeta, determines the width of the orbital where a large \( \zeta \) gives narrow orbitals and a small \( \zeta \) gives diffuse orbitals. a, b, and c control the angular moment where \( a+b+c = L \).

GTOs can be expressed in terms of Cartesian coordinates (see Equation \ref{eq:gto}) but also using polar coordinates. Using the polar coordinates can greatly reduce the number of components and thereby speed up calculations. The lack of a cusp for GTOs causes problems as behaviour near the nucleus is not accurately modelled. The shape of an STO is a better model for an orbital as it does not fall off as quickly near the nucleus like a GTO and the tail-end is also not as well described with a GTO. STOs are typically more accurate but linear combinations of GTOs can improve the accuracy. Typically, three times as many GTOs are needed as STOs to achieve the same accuracy. Even though a larger number of GTOs are needed, compared to STOs, they are easier to calculate and are therefore the most common orbital types used.

\begin{equation}
\phi_{abc}^{\text{GTO}}(x, y, z) = N x^a y^b z^c e^{-\zeta r^2}
\end{equation}

Equation 1.12 – Gaussian type orbital functional form where N is a normalization constant, \( \zeta \), zeta, determines the width of the orbital and a, b, and c control the angular moment where \( a+b+c = L \).

1.4.2. Classification of Basis Sets

As the number of basis functions is increased the system is described more accurately. Using an infinite basis set would be ideal but is impossible to calculate. A minimal basis set is one that contains the smallest number of functions to be able to describe the system. For hydrogen and helium this would be a single s-function. A larger basis set can be used where
double the number of required functions is used. For hydrogen and helium this would be two s-functions and is referred to as a Double Zeta (DZ) basis set.

Triple (TZ), Quadruple Zeta (QZ), and Quintuple (5Z) basis sets contain three, four, and five times as many functions respectively. Since valence electrons are key for reactivity these are typically described with more basis functions while the core electrons are described by just a single function. These split valence basis sets allow for larger, more accurate, basis sets to be used without needing to use as many resources on the core electrons.

Using a larger basis set than the minimal basis set allows for greater flexibility in the description of the orbitals. This improved flexibility means that systems where the electron distribution is not the same in all directions is better described. Polarization functions can also be added, where higher angular momentum functions are added for certain atoms. For example, giving hydrogen p-functions allows for an asymmetric description of the electron distribution in a bond.

Diffuse functions can also be added where larger functions with the same angular momentum are added to atoms. Diffuse functions have a small zeta exponent in the orbital functional, therefore they are very broad. Addition of these functions is important for anions, electronegative atoms, and for long range effects.

1.4.3. Pople Style Basis Sets

Pople basis sets are split valence basis sets that take the form k-nlmG. The numbers k, n, l, and m indicate how many GTOs have been used to represent an STO. Here k represents the core orbitals and n, l, and m the valence electrons. Two or three numbers in front of the G can indicate a double zeta valence or triple zeta valence basis set. For example, 6-31G is a split valence double zeta basis set, where the core orbitals are described through a contraction of six GTOs. The valence orbitals are split in two, where the inner valence orbitals are described by a contraction of three GTOs, and the outer valence orbitals by just a single GTO. 6-311G is a triple zeta split valence basis set, where the valence orbitals are split into three and described by three, one, and one GTO basis functions.

Polarization and diffuse functions can be added and are indicated by the type of function (p, d, or f) and + respectively. For polarization functions in a Pople basis set the functions added to hydrogen are kept separate from other atoms. A ‘+’ indicates that a set of s- and p-functions are added for heavier atoms, while a ‘++’ means that a diffuse s-function is also added for hydrogen. The 6-311++G(2d,2p) basis set therefore contains diffuse s- and p-functions for the heavy atoms and diffuse s-functions for the hydrogen atoms. The polarization functions are
added both to the heavy atoms and the hydrogen atoms with 2 \(d\)-functions added for the heavier atoms and 2 \(p\)-functions for hydrogen atoms.

1.4.4. Correlation Consistent Basis Sets

Correlation consistent (cc) basis sets try to recover the correlation energy of the valence electrons. These basis sets are designed so that addition of further functions of the same type results in a similar contribution as higher angular momentum functions. A second \(d\)-function therefore provides the same energy stabilisation as the first \(f\)-function that is used. The general form of these basis sets is cc-pV*Z where * is either D, T, Q, 5, etc. to indicate a double, triple, quadruple, quintuple, etc. basis set.

The cc-pVDZ basis set consists of 2 \(s\)- and 1 \(p\)-functions for the valence orbitals of hydrogen, and 3 \(s\)-, 2 \(p\)-, and 1 \(d\)-functions for the valence orbitals of the first-row elements. Diffuse functions can be added, where one extra diffuse function is added for each angular momentum. For examples the basis set aug-cc-pVDZ contains an extra 1 \(s\)-, 1 \(p\)-, and 1 \(d\)-function.

1.4.5. Karlsruhe Basis Sets

The Karlsruhe basis sets, also referred to as the Ahlrichs basis sets, were developed by Florian Weigend and Reinhart Ahlrichs in Karlsruhe, Germany. The most commonly used of these split valence basis sets are def2-SV(P), def2-SVP, def2-TZVP, def2-TZVPP, def2-QZVP, and def2-QZVPP, where SV stands for split valence (a double zeta basis set), TZV for triple zeta valence, QZV for quadruple zeta valence, (P) indicates partial polarization where polarization functions are not present on hydrogen, \(P\) indicates polarization functions are present on all atoms, and PP denotes heavy polarization.\(^7\) For DFT, def2-SV(P) has shown to produce great results especially for geometry optimizations, while the def2-TZVP basis set gives results close to the DFT basis set limit and reduces the errors seen in the bond length and bond angles.\(^8\)

1.4.6. Effective Core Potentials

Atoms lower in the periodic table contain many core electrons. While split valence basis sets mean that only a single GTO can be used to describe the core electrons, this can start to cause issues with describing the valence electrons accurately. Including more functions to describe the core electrons, however, can greatly increase the computational cost and time needed for a calculation. Relativistic effects also need to be considered for heavier atoms.
Using an Effective Core Potential (ECP) or Pseudopotential (PP) replaces the core electrons by a suitable function and only the valence electrons are then treated explicitly. Replacing the core electrons greatly speeds up calculations, takes part of the relativistic effects into consideration, and still describes systems well. While all the core electrons can be replaced by an ECP, results are typically better if the last shell of the core electrons is included explicitly.

1.4.7. Basis Set Superposition Error

Since an infinite basis set cannot be used for calculations, the errors in the absolute energy are typically quite large, and in the region of thousands of kJ mol⁻¹. Relative energies are commonly used in chemistry, the subsequent error cancellation leads to quite accurate and meaningful results. When calculating relative energies only values that have been calculated with the same basis set can be compared. Even if a double zeta basis set is used for two systems, if these do not include the same basis functions the relative energy will be meaningless.

One of the most common errors encountered when using a method that needs a basis set is an effect known as Basis Set Superposition Error (BSSE). This error arises when basis functions on one atom are close enough to also describe the orbitals on other atoms. This addition of more basis functions compensates for the lack of an infinite basis set and, therefore, stabilises sections of a system to a greater extent, when compared to the isolated system. This is particularly a problem for systems where small energy changes are being modelled, such as in van der Waals complexes and hydrogen-bonding.

An example of this is determining the strength of a hydrogen-bond between two formic acid molecules. Since the two monomers are quite close together the atoms that are part of the two hydrogen-bonds are described better in the dimer than in the monomer. The energy of the dimer is, therefore, determined to be lower than it should be and consequently the strength of the hydrogen-bond is overestimated. With an infinite basis set the BSSE is zero and, therefore, including more basis functions reduces the size of the error. However, a large number of basis functions are needed for the error to become negligible, which is not feasible for most calculations.

1.5. Density Functional Theory

*Ab initio* methods are greatly hindered by the dimensionality of the wave function. So much so that typically only very small systems can be studied at very high levels of theory. An alternative approach is Density Functional Theory (DFT) which utilises the electron density for
determining the energy of the system and other related properties. This was made possible by Hohenberg and Kohn who were able to show that the electron density of a system can be used to fully describe the ground state energy. Using a functional, the energy produced would be unique for every electron density.

The scaling issue of \textit{ab initio} methods is solved due to the fixed dimensionality of the electron density, no matter the size of the system being studied. Electrons have three spatial coordinates and one spin coordinates, meaning the wave function for an N-electron system has $4N$ variables that need to be considered. The electron density, however, is only 3 dimensional no matter the size of the system.

1.5.1. Orbital-Free DFT

The electron density fully describes the system as the number of electrons is determined by integrating the density, the position of the nuclei is determined by the location of cusps in the density, and the charge of these nuclei is given by the height of these cusps. The issue, however, is that the functional that relates the electron density to the energy of the system is not known. Approximate functionals are therefore used to relate these two quantities.

A DFT functional is made up of three parts (see Equation 1.13):

1) The kinetic energy, $T$
2) The electron/nucleus attraction, $E_{ne}$
3) The electron/electron repulsion, $E_{ee}$

\[
E_{DFT} = E_{ne}[ho] + T[ho] + E_{ee}[ho]
\]
\[
\]

Equation 1.13 – Standard form of a DFT functional where $E_{ne}$ is the attraction between nuclei and electrons, $T$ is the kinetic energy, $E_{ee}$ is electron-electron repulsion. $E_{ee}$ can be further split into $J$, the Coulomb term, and $K$, the exchange term.\(^1\)

As before, the Born-Oppenheimer approximations can be applied so that the nucleus/nucleus repulsion is a constant (and the kinetic energy of the nuclei is zero). The electron/electron repulsion can be further divided into the coulomb and exchange contributions from Hartree Fock, which would include electron correlation. The earliest functionals considered a uniform electron gas where the coulomb and exchange contributions are calculated analytically. The aim was to find a uniform gas where the density is the same as the molecule being studied, which is known as Thomas-Fermi theory. The Hohenberg-Kohn theorem states that the energy of these two systems would be identical since the density is identical.
While the uniform electron gas was found to work in some situations, especially for metallic systems, it did not work for atoms and molecules, so much so that atoms were shown to not be able to form molecules. The Thomas-Fermi theory is improved by adding correction terms, describing now a non-uniform gas instead. However, this is not as accurate as \textit{ab initio} methods.

1.5.2. Kohn-Sham Theory

Kohn and Sham realised that it was the kinetic energy term that was causing issues and re-formulated the expression. This involved reintroducing orbitals through a Slater determinant. Only a single Slater determinant needs to be used since DFT already described the energy. The kinetic energy is split into two terms, where one can be calculated exactly, and the other is a small correction term. The re-introduction of orbitals does increase the complexity of the wave function from 3 to 3N variables. Along with this, electron correlation once again emerges as a problem.

Kohn-Sham DFT (KS-DFT) is now the most widely used method for calculations on large systems. The computational cost can often be comparable to that for Hartree Fock calculations, but correlation energy is now included. The orbitals that are used in KS-DFT and Hartree Fock are, however, very different. The key part in Kohn-Sham functionals (see Equation 1.14) is the exchange-correlation functional, $E_{XC}$, as this is the only unknown part and the way that it is tackled is what differentiates all the KS-DFT functionals.

$$E_{\text{DFT}}[\rho] = T_S[\rho] + E_{\text{ne}}[\rho] + J[\rho] + E_{XC}[\rho]$$

Equation 1.14 – General Kohn-Sham DFT functional expression where $T_S$ is the kinetic energy term, $E_{\text{ne}}$ is the attraction between the nuclei and electrons, $J$ is the Coulomb term, and $E_{XC}$ is the exchange-correlation term.\(^1\)

The exchange-correlation functional can be approximated or parametrised. However, this starts to cause issues as DFT may begin to be considered as a semi-empirical method. Local Density Approximation (LDA) functionals assume that the electron density only depends on the position in space. This approximation typically works well in the solid state but not for molecules. General Gradient Approximation (GGA) functionals include the first derivative of the density, which greatly improves the performance, e.g. BP86, PW91. Hybrid functionals use Hartree Fock exchange and mix it with the exchange-correlation functions since Hartree Fock calculates the exchange exactly. B3LYP is the most commonly used hybrid functional.
DFT struggles to describe weak interactions well and is best suited for systems where molecules are strongly bound. Large, weak anions are difficult to calculate along with excited states. Another issue with DFT is that there is no systematic way to improve upon this method. Using a larger basis set does not give more accurate energies if the functional being used is not suited for the system being studied.

1.6. Empirical and Semi-Empirical Methods

*Ab initio* methods produce accurate results, but the use of the underlying physics does make these methods time demanding. Empirical methods, such as Molecular Mechanics (MM), use parameters that are generated from experiment and do not utilise the underlying physics. This makes these methods much faster, but the accuracy depends on the force field containing the parameters.

\[
E_{FF} = E_{str} + E_{bend} + E_{tors} + E_{non-bond} + E_{cross}
\]

Equation 1.15 – Total energy of a system using a force field where \(E_{str}\) is the energy of stretching of a bond, \(E_{bend}\) is the energy of bending a bond, \(E_{tors}\) is the torsional energy of rotating a bond, \(E_{non-bond}\) is the energy of non-bonding interactions, and \(E_{cross}\) is the energy of coupling of the stretch, bend, and torsion term but are not always included in a force field.\(^1\)

Different parameters must be generated for not just each element but also atom type since an oxygen in an alcohol will have very different parameters to an oxygen in a ketone. A force field is generated by considering all possible unique interaction. The total energy of the system is then calculated by summing the interactions (see Equation 1.15).

1.6.1. Stretching term

The energy needed to stretch the bond between two atoms A and B is modelled by a spring. This can be expressed using a Taylor expansion terminated at second order (see Equation 1.16). This expression is known as the harmonic oscillator, where \(k^{AB}\) is the force constant for the A-B bond.

\[
E_{str}(R^{AB} - R_0^{AB}) = k^{AB} (R^{AB} - R_0^{AB})^2
\]

Equation 1.16 – Taylor expansion terminated at second order to describe the energy as a bond between atom A and atom B is stretched from an equilibrium bond length, \(R_0\).\(^1\)
Terminating the Taylor series here works well for many systems, but it does not describe vibrational frequencies well or strained ring systems. Expanding further introduces more force constants that need to be fitted. Using a Morse potential (see Equation 1.17) provides a better description for a typical energy curve as this allows for the energy to converge towards the dissociation energy, $D$.

$$E(R^{AB} - R_0^{AB}) = D \left(1 - e^{-\frac{K}{2D}(R^{AB} - R_0^{AB})}\right)^2$$

Equation 1.17 – Morse potential to describe the energy as a bond between atom A and atom B is stretched from an equilibrium bond length, $R_0$. $D$ is the dissociation energy.¹

This model is close to an actual potential for a diatomic. For each atom in the system being modelled a different set of parameters needs to be used to describe a single, double, and triple bond.

1.6.2. Bending term

To describe the energy needed to change the bond angle between atom A, atom B and atom C from its equilibrium bond angle, $\theta_0$, a Taylor expansion is used and terminated at second order (see Equation 1.18).

$$E_{\text{bend}}(\theta^{ABC} - \theta_0^{ABC}) = k^{ABC}(\theta^{ABC} - \theta_0^{ABC})^2$$

Equation 1.18 – Taylor expansion at second order to describe the energy as a bond angle is bent between atom A, atom B, and atom C from its equilibrium bond angle, $\theta_0$.¹

Terminating at the second term describes most systems well but if higher accuracy is required a third order term can be added without issues.

1.6.3. Torsional term

A change in dihedral angle is modelled by a periodic function. A change in energy is seen when a dihedral angle is altered due to the difference in attractive and repulsive forces in different conformations. A rotation of 360° brings the molecule into the same position making a periodic function is ideal for describing a change in the dihedral angle. A Fourier series (see Equation 1.19) is used and expanded as a series of cosine functions.
\[ E_{\text{tors}}(\omega) = \sum_{n=1}^{\infty} V_n \cos(n\omega) \]

Equation 1.19 – A Fourier series to describe the energy as a dihedral angle, \( \omega \), between atom A, atom B, atom C, and atom D is altered in a system, where \( n \) determines the periodicity and \( V_n \) describes the size of the barrier for rotation around the B-C bond.\(^1\)

### 1.6.4. Non-bonding term

The last term encompasses all interactions that are non-bonding that are present in the system. It is important to not double count interactions. The Lennard-Jones potential (see Equation 1.20) is used to describe van der Waals interactions as it correctly shows that at large distances the energy is zero but at close distances very quickly becomes repulsive.

\[ E_{\text{LJ}} = \epsilon \left[ \left( \frac{R_0}{R} \right)^{12} - 2 \left( \frac{R_0}{R} \right)^{6} \right] \]

Equation 1.20 – Lennard-Jones potential to describe the van der Waals interactions where \( R_0 \) is the minimum energy distance and \( \epsilon \) is the depth of the minimum.\(^1\)

Charge and dipole dependent terms can also be added, which are typically described by the Coulomb potential (see Equation 1.21).

\[ E_{\text{el}}(R^{AB}) = \frac{Q^A Q^B}{\varepsilon R^{AB}} \]

Equation 1.21 – Coulomb potential to describe the interaction of two point charges, A and B, where \( \varepsilon \) is the dielectric constant.\(^1\)

For dipole/dipole interactions the directionality of the dipole is important. The interaction between two dipoles can be seen in Equation 1.22.

\[ E_{\text{el}}(R^{AB}) = \frac{\mu^A \mu^B}{\varepsilon (R^{AB})^3} (\cos \chi - 3 \cos \alpha_A \cos \alpha_B) \]

Equation 1.22 – Interaction between two dipoles, A and B, where \( \chi \), \( \alpha_A \), and \( \alpha_B \) describe specific angles between the interaction dipoles.\(^1\)

Since double counting of interactions leads to not modelling the system accurately often either charge or dipole terms are included and not both since dipole terms can be represented by charge distributions.
1.6.5. Cross-coupling terms

Cross-coupling terms are sometimes added and greatly improve the performance of MM. These terms describe how the other terms impact each other and are typically expressed as products of first-order Taylor expansions (see Equation 1.23).

\[ E_{\text{str/bend}} = k^{ABC}(\theta^{ABC} - \theta_0^{ABC})\left[(R^{AB} - R_0^{AB}) - (R^{BC} - R_0^{BC})\right] \]

Equation 1.23 – An example of a stretch/bend cross-coupling term for A-B-C formed through the product of first-order Taylor expansions.¹

A variety of cross-coupling terms can be included to account for the impact that stretching one bond has on another, a bend has on a dihedral angle, and even a cross-coupling term that considers how three terms impact each other. Typically this cross-coupling term is only added to one of the atoms in the bond, angle, dihedral angle instead of all of them.

1.6.6. Semi-Empirical Methods

Semi-empirical methods are combination of \textit{ab initio} and empirical methods. Hartree Fock is used as a starting point and simplified by reducing the number of two-electron integrals needed to construct the Fock matrix. The number of integrals needed can be reduced by only considering the valence electrons explicitly and the core electrons are accounted for by reducing the nuclear charge or using a function to model the nuclear charge and the core electrons together. Along with this a minimal basis set is used, which also greatly speeds up the calculations. Semi-empirical methods such as Modified Neglect of Diatomic Overlap (MNDO), Austin Model 1 (AM1) and Parametric Method number 3 (PM3) are some of the most used methods and can be useful as a starting point to generate structures that can then be used for further \textit{ab initio} calculations.

1.7. Geometry Optimizations

Computational methods try to optimise geometries by finding stationary points on a potential energy surface. These points are where the gradient, the first derivative, is zero. Minima correspond to a position on the PES where the second derivative is positive in all directions. Saddle points are where the second derivative is negative in one direction but positive in all others and in mechanistic studies are referred to as transition states (TS).
1.7.1. Finding Minima

A PES can be composed of many minima and saddle points. The lowest energy minimum on a surface is referred to as the global minimum while all others are local minima. Finding minima involves determining the first derivative, the gradient, and for some methods the second derivative. Two of the most common methods are described below.

1.7.1.1. Steepest Decent

The steepest descent method of finding a minimum evaluates the gradient and follows it downhill. This method will always find a minimum because even when a minimum has been passed and the function increases again the method will step into the opposite direction towards the minimum. One of major issues with steepest descent is for very shallow PESs where the desired minimum can be overstepped. The true minimum is never located with this method as it only slowly approaches it at an ever-decreasing speed. Convergence is reached when the change in the gradient reaches a certain threshold where the change becomes very small.

1.7.1.2. Newton-Raphson

Newton-Raphson uses the second derivative of the function known as the Hessian, $H$, and is not limited to just finding minima. Near a minimum all the values in the Hessian will be positive and a step in the opposite direction, as with steepest decent, is taken. If one of the values, however, is negative the direction of the step will be uphill, and a first-order saddle point can be found instead of a minimum. Newton-Raphson will converge to the nearest stationary point, so the chosen input structure needs to be close to the final structure of the chosen stationary point.

The step size for this method can reach infinity if one of the values in the Hessian is close to zero. This can lead to incorrect structures and potentially the method will not converge. By introducing a shift parameter, the step length can be controlled along with ensuring that the method only takes steps downhill when a minimum is desired. The advantage with Newton-Raphson is that structures that are close to the desired stationary point will converge very quickly. Calculating, storing, and inverting the Hessian can be very demanding for some calculations. This can be overcome by using an approximate Hessian, which is updated as the optimization proceeds.
1.7.2. Finding First-Order Saddle Points

While there are a variety of methods for finding minima and the steepest descent method is guaranteed to lead to a minimum there is no such method for finding first-order saddle points. Two general categories exist for finding transition states, which either rely on knowing two minima (interpolation methods) or by directly determining the structure (local methods).

1.7.2.1. Interpolation Methods

Interpolation methods require that the geometries of the starting minimum and the product minimum, which are connected by the transition state, are known. The transition state structure can be determined by determining the reaction coordinates that are changing from the starting material to the product. These changing variables are optimized while the rest are kept fixed. Methods such as this are referred to as “coordinate driving” and work for systems where only one or two variables are changing significantly. With these methods only one structure is optimized to locate the transition state.

The Saddle algorithm is a two structure interpolation method, where the geometry of the starting minimum is displaced slightly towards that of the product geometry. This structure is then optimized, and the process repeated until convergence is reached. There are also methods that use more than two structures such as the Self-Penalty Walk and the Chain method, which calculate energies along a reaction coordinate to find the maximum.

Interpolation methods struggle when there either is no transition state or multiple transition states between two points.

1.7.2.2. Local Methods

Local methods rely on having a good idea of the geometry of the transition state and using this as a starting point. Newton-Raphson, as mentioned in 1.7.1.2, can locate a transition state if the starting structure is close to the desired stationary point. The limitations of this method are that convergence is only reached, and reached quickly, when a guess structure is used that is close to the transition state. The method also requires calculating the Hessian, which is computationally expensive.

The dimer method works the same as Newton-Raphson but instead of calculating the Hessian, to determine the direction of the next step, two close-lying structures are used. The
two structures, the dimer, on the potential energy surface have almost identical coordinates but are slightly displaced by a small distance. The method reaches a saddle point by moving the dimer uphill on the PES by rotating and translating the dimer.

Local methods converge rapidly when a starting geometry close to the desired saddle point is known. Without a good starting structure, the wrong transition state, or even a minimum, can be located if the calculation does converge.

1.7.2.3. Piecing Everything Together

Once a transition state has been located confirmation is needed that it connects to the desired two minima either side of it. Intrinsic Reaction Coordinate (IRC) and Dynamic Reaction Coordinate (DRC) calculations can be used for this. IRC calculations follow the PES downhill by methods such as steepest decent. The points located by an IRC calculation are not guaranteed to be minima and should be optimized to confirm that the transition state does lead to the desired minima.

DRC calculations are slightly different in that the system is either slightly deflected along the reaction coordinate or some initial momentum is supplied. The motion of the atoms is determined similar to molecular mechanics. As with IRC calculations the two end points are not necessarily minima on the PES and should be optimized to locate the minima that the transition state leads to.

1.8. Transition-State Theory

Geometry optimizations of both minima and first-order saddle points along with IRC or DRC calculations result in a PES of the reaction. Transition-State Theory (TST) is used to understand how reactions occur where the dynamics along the reaction coordinate are treated classically while the vibrational and rotational energy states are quantized to account for their quantum nature. The probability of finding a molecule in a given quantum state is calculated by the Boltzmann distribution. The rate constant can be expressed in terms of the Gibbs free energy difference between the transition state and the reactant, given as they are in equilibrium (see Equation 1.24).
The macroscopic rate constant, \( k_{\text{rate}} \), given by the difference between the Gibbs free energy of the TS, \( \Delta G_{\text{TS}} \), and the reactant, \( \Delta G_{\text{reactant}} \). This equation is only accurate when the TS is in equilibrium with the reactants and that all molecules that pass over the TS become products.\(^1\)

\[
k_{\text{rate}} = \frac{k_B T}{h} e^{-\frac{(\Delta G_{\text{TS}} - \Delta G_{\text{reactant}})}{RT}}
\]

Equation 1.24 – Macroscopic rate constant, \( k_{\text{rate}} \), given by the difference between the Gibbs free energy of the TS, \( \Delta G_{\text{TS}} \), and the reactant, \( \Delta G_{\text{reactant}} \). This equation is only accurate when the TS is in equilibrium with the reactants and that all molecules that pass over the TS become products.\(^1\)

This macroscopic rate constant, \( k_{\text{rate}} \), is an upper limit to the true rate constant since it is assumed that all molecules that pass through the TS become products. No re-crossing is therefore allowed. A transmission coefficient, \( \kappa \), can be used to allow for re-crossing and to account for tunnelling, which can be important for hydrogen transfers. TST assumes that the internal energy redistribution \textit{via} vibrations is much faster than the time for bond forming or bond breaking. The rate of reaction, therefore, depends on the amount of internal energy and not the type of internal energy i.e. bending and stretching vibrations are treated the same.

Calculations are typically carried out on a small number of particles, which form a microscopic system, while experiments are performed on macroscopic samples. Statistical mechanics connects the properties of a microscopic system to the properties of a macroscopic system.

If a PES of a reaction can be obtained the Gibbs free energy changes can be used to determine an idea of the rate of the reaction. The rate of a reaction can then be used to infer details about the yield of a reaction. The faster the rate of a reaction, the higher the yield of a reaction should be. This assumes, like the rate constant, that all of the molecules that proceed through the TS become product i.e. no side reactions are occurring.

1.8.1. Statistical Mechanics

Statistical mechanics uses partition functions, \( q \), to calculate macroscopic functions. For a single particle the partition function is a sum over all energy levels, \( \varepsilon_i \) (see Equation 1.25).

\[
q = \sum_{i=\text{levels}}^\infty g_i e^{-\frac{\varepsilon_i}{k_B T}}
\]

Equation 1.25 – Partition function, \( q \), for a single particle where \( \varepsilon_i \) is the energy of the level, \( k_B \) is the Boltzmann constant, and \( g_i \) is the degeneracy factor showing the number of levels with the same energy.\(^1\)

For a collection of particles the partition function, \( Q \), is determined differently depending on whether the particles are interacting or not. For identical non-interacting particles, such as for an ideal gas, the partition function is given by Equation 1.26.
\[ Q = \frac{q^N}{N!} \]

Equation 1.26 – Partition function, \( Q \), for \( N \) identical non-interacting particles, where \( q \) is the partition function of a single particle.\(^1\)

For interacting particles, such as in the liquid or solid state, the partition function is determined by summing over all energy states, \( E_i \), for all particles, \( N \) (see Equation 1.27).

\[ Q = \sum_{i=\text{states}}^{\infty} e^{-\frac{E_i}{k_B T}} \]

Equation 1.27 – Partition function, \( Q \), for interacting particles where \( E_i \) is the energy state for all particles.\(^1\)

The total partition function for a polyatomic molecule can be determined by taking the product of the translational, rotational, vibrational, and electronic partition functions (see Equation 1.28). This separation of the partition function is possible because of the rigid-rotor harmonic-oscillator approximation when dealing with an ideal gas.

\[ q_{\text{tot}} = q_{\text{trans}}q_{\text{rot}}q_{\text{vib}}q_{\text{elec}} \]

Equation 1.28 – Total partition function, \( q_{\text{tot}} \), given by the product of the translational \( (q_{\text{trans}}) \), rotational \( (q_{\text{rot}}) \), vibrational \( (q_{\text{vib}}) \), and electronic \( (q_{\text{elec}}) \) partition functions.\(^1\)

**1.8.1.1. Translational Partition Function**

The translational energy can be determined by using a ‘particle in a box’, where the potential energy inside the box is zero and infinite outside. This box results in standing waves, cosine and sine functions, as solutions to the Schrödinger equation. The total energy levels are given by Equation 1.29.

\[ \epsilon_n = \frac{n^2 \hbar^2}{8 \pi^2 M} \]

Equation 1.29 – Particle in a box. The total energy levels is dependent on the mass, \( M \), and is associated with the quantum number \( n \).\(^1\)

The energy of the levels is quantized but the energy difference is very small and can therefore be treated as continuous. Summing over the energy levels using the partition function allows the use of an integral as seen in Equation 1.30.
Equation 1.30 – Translational partition function, \( q_{\text{trans}} \), can be determined using an integral due to the summation of energy levels with small energy differences.\(^1\)

Combining Equation 1.29 and Equation 1.30 gives an expression where the only molecular parameter that determines the translational partition function is the molecular mass \( M \) (see Equation 1.31).

\[
q_{\text{trans}} = \left( \frac{2\pi M k T}{h^2} \right) V
\]

Equation 1.31 – Expression for the translational partition function, which is dependent on the molecular mass, \( M \), and the volume, \( V \).\(^1\)

1.8.1.2. Rotational Partition Function

Using the rigid-rotor approximation, where the rotation of a molecule is assumed to occur without any change in geometry, the energy levels for a diatomic are given by Equation 1.32.

\[
\epsilon_j = J(J + 1) \frac{\hbar^2}{8\pi^2 I}
\]

\[
I = m_1 r_1^2 + m_2 r_2^2
\]

Equation 1.32 – Rotational energy levels shown in terms of the quantum number \( J \). The moment of inertia, \( I \), is given by the atomic masses of the two atoms, \( m \), and the distance of the nuclei to the centre of mass, \( r \).\(^1\)

As with the translational partition function the spacing between the energy levels is very small so an integral can therefore be used to replace the summation and give the expression for the rotational partition function shown in Equation 1.33.

\[
q_{\text{rot}} = \frac{8\pi^2 k T}{\hbar^2 \sigma}
\]

Equation 1.33 – Rotational partition function, \( q_{\text{rot}} \), is dependent on the moment of inertia, \( I \), and the symmetry index, \( \sigma \), which is 2 for a homonuclear diatomic and 1 for a heteronuclear diatomic.\(^1\)
For a non-linear polyatomic system the expression becomes much more complex, and an approximation is used to give the rotational partition function (see Equation 1.34). The rotational partition function for a polyatomic therefore depends on the mass of the atoms and their geometry.

\[
q_{\text{rot}} = \frac{\sqrt{\pi}}{\sigma} \left( \frac{8\pi^2 kT}{\hbar^2} \right)^{3/2} \sqrt{I_1 I_2 I_3}
\]

Equation 1.34 – Rotational partition function for a non-linear polyatomic system. The symmetry index, \( \sigma \), is now given by the number of proper symmetry operations for the molecule. The inertia is now given by a 3x3 matrix.\(^1\)

### 1.8.1.3. Vibrational Partition Function

A harmonic oscillator is the simplest approximation that can be used to describe molecular vibrations and leads to the energy expression shown in Equation 1.35. Unlike the translational and rotational partition function the spacing between the energy levels for vibrations is much larger and an integral can no longer be used to replace the summation.

\[
\varepsilon_n = \left( n + \frac{1}{2} \right) \hbar \nu
\]

\[\nu = \frac{1}{2\pi} \sqrt{\frac{k}{\mu}}\]

\[\mu = \frac{m_1 m_2}{m_1 + m_2}\]

Equation 1.35 – Vibrational energy levels, where \( \nu \) is the vibrational frequency, \( k \) the force constant, and \( \mu \) the reduced mass.\(^1\)

The vibrational partition function can be simplified due to the regular spacing between the vibrational states. Both the summation and the simplified form can be seen in Equation 1.36.

\[
q_{\text{vib}} = \sum_{n=0}^{\infty} e^{-\frac{\varepsilon_n}{2kT}}
\]

\[
q_{\text{vib}} = \frac{e^{-\frac{\hbar \nu}{2kT}}}{1 - e^{-\frac{\hbar \nu}{2kT}}}
\]

Equation 1.36 – Vibrational partition function, \( q_{\text{vib}} \), can be simplified due to the regular spacing between the energy levels, \( \varepsilon_n \).\(^1\)
For a polyatomic molecule a new set of coordinates are formed called vibrational normal coordinates where the vibrational modes can be considered independent of each other. The vibrational energy levels are then expressed as a sum over all vibrational modes in the molecule (see Equation 1.37). The number of vibrational modes, \( n_{\text{vib}} \), is \( 3N-6 \) \((3N-5 \text{ for a linear molecule})\). For a transition state one of the vibrational modes will be negative and is therefore an imaginary mode which is not considered. The number of vibrational modes for a transition state is therefore \( 3N-7 \).

\[
E_{\text{vib}} = \sum_{i=1}^{n_{\text{vib}}} \left( n_i + \frac{1}{2} \right) \hbar \nu_i
\]

Equation 1.37 – Vibrational energy levels in a polyatomic atom where \( n_{\text{vib}} \) is the number of vibrational modes in the molecule and \( \nu_i \) is the vibrational frequency of the \( i^{th} \) vibrational mode.\(^1\)

The vibrational partition function from these vibrational energy level using the normal coordinates is then a product as seen in Equation 1.38.

\[
q_{\text{vib}} = \prod_{i=1}^{n_{\text{vib}}} \frac{e^{-\frac{\hbar \nu_i}{2kT}}}{1 - e^{-\frac{\hbar \nu_i}{2kT}}}
\]

Equation 1.38 – Vibrational partition function for a polyatomic molecule.\(^1\)

1.8.1.4. Electronic Partition Function

The electronic partition function is a sum over all electronic quantum states and like the vibrational partition function an integral cannot be used due to the large spacing between energy levels. The spacing is now so large that typically only the first term, corresponding to the ground state energy, is important (see Equation 1.39).

\[
q_{\text{elec}} = \sum_{i=0}^{\infty} g_i e^{-\frac{\epsilon_i}{kT}} \approx g_0 e^{-\frac{\epsilon_0}{kT}}
\]

Equation 1.39 – The electronic partition function, \( q_{\text{elec}} \). This is typically just dependent on the energy of the ground state due to the large spacing between energy levels.\(^1\)
1.9. Solvation

A change in solvent can have an immense impact on a reaction, such as which product is preferentially formed along with reaction yields. A solvent is essential in a reaction as it dissolves the solutes, can act as a nucleophile, stabilise charge, act as an acid/base, stabilise the solute through hydrogen-bonding, and even change spectroscopic properties. Selecting the wrong type of solvent for a reaction can significantly influence the results.\textsuperscript{15–20}

The inclusion of solvent in computational chemistry has been an on-going challenge. Solvent effects can be accounted for in two ways by including the solvent implicitly or explicitly in the calculation. A solvent will typically outnumber the solute, and thus most of the computational resources would be dedicated to the modelling of the bulk solvent. This is significant as most of the solvent molecules will not play a direct role in a reaction.

Determining the nature of solvent effects can be extremely difficult. Using robust experimental data, quantum chemical calculations can shed a light on these solvent effects. The synergy between experimental and computational work is crucial to be able to get a deep understanding of what could be occurring during a reaction.

1.10.1 Implicit Solvation Corrections

Solvation effects can be split into long- and short-range interactions. Long-range interactions include polarization and dipole orientation while short-range interactions include hydrogen-bonding, solvent-solute dynamics, and charge transfer effects. Continuum solvation models typically model the non-specific effects of solvation. Here a solute, S, is placed in a cavity inside the solvent which has a dielectric constant, $\varepsilon$ (see Figure 1.2). Creating this cavity has a destabilizing effect but the system is typically then stabilized by solvent-solute interactions.
Figure 1.2 - Continuum solvation models treat the solvent as a uniform polarizable medium where only the dielectric constant $\varepsilon$ determines the solvent that is used. A hole is made in this medium and the solute, $S$, is placed inside.

There are a variety of different continuum solvation models and typically differ in:

1) how the size and shape of the hole is defined
2) how the cavity and dispersion contribute to the solvation energy
3) the charge distribution of $S$
4) whether the solute is described by a force field or quantum mechanically
5) how the medium is described

For models that use only the dielectric constant to differentiate the solvent an issue arises in systems where hydrogen-bonding is known to stabilize a system or when the shape of the two solvents is vastly different. Models have been developed that include other parameters to differentiate between solvents.

With implicit solvent models the solvent is modelled as a continuous medium instead of individual explicit solvent molecules. These implicit models are most used as this does not greatly increase the computational cost, can be easily added at a later point as a correction, and the solvent can easily be altered. However, not all solvent effects are accounted for with this method and solvents with similar or identical dielectric constants will give the same results. For example, the hydrogen-bonding capability of 1-propanol ($\varepsilon = 20.1$) is quite different to that of acetone ($\varepsilon = 20.7$).

In general, implicit solvation models work well on a large range of systems but they do occasionally fail to replicate experimental data. Most implicit models will not account for the entropic effects of the hydrophobic effect without a correction being applied. Other effects in the first few solvation shells that are also difficult to describe using an implicit model are dispersion, hydrogen-bonding where structure distortions can occur resulting in wrongly predicted favoured structures, and the nonlinear response of the solvent with a highly charged solute.
Implicit solvation methods such as the Polarizable Continuum Method (PCM), the Conductor-like Screening Model (COSMO), the Solvation Model based on Density (SMD), and many others are used extensively in the literature, with multiple reviews existing in the literature.10,24,26–28

1.9.1.1. Poisson-Boltzmann methods

The Poisson equation (see Equation 1.40) connects the electrostatic potential, the charge distribution, and the dielectric constant.1

$$\nabla^2 \phi(r) = -\frac{4\pi}{\epsilon} \rho(r)$$

Equation 1.40 – The Poisson equation, linking the electrostatic potential ($\phi$), the charge distribution ($\rho$), and the dielectric constant ($\epsilon$).

This equation can be modified by including a thermal Boltzmann distribution of ions in the solvent. The negative ions in the solvent will be where there is a positive potential while the positive ions will accumulate where there is a negative potential. The addition of this Boltzmann distribution leads to the Poisson-Boltzmann equation (see Equation 1.41).

$$\nabla \left( \epsilon(r) \nabla \phi(r) \right) - \kappa^2 \left( \frac{kT}{q} \right) \sinh \left( \frac{q \phi(r)}{kT} \right) = -4\pi \rho(r)$$

$$\kappa^2 = \frac{8\pi q^2 I}{kT}$$

Equation 1.41 – The Poisson-Boltzmann equation where $I$ is the ion strength of the solution, $\phi$ the electrostatic potential, $\rho$ the charge distribution, and $\epsilon$ the dielectric constant.

If the solute is not strongly charged the potential will be small and a Taylor expansion can be used to express sinh($x$). Using just the first term from this Taylor expansion gives the Linearised Poisson-Boltzmann Equation. These differential equations, when solved, give the electrostatic potential at any given point in the solvent. This can then be used with the solute to determine where interactions with polar molecules are likely to occur.

1.9.1.2. PCM and COSMO

PCM and COSMO both use molecular shaped cavities and use the dielectric constant of the solvent in the calculations. PCM uses a van der Waals cavity, which is formed by using the
van der Waals radii of the atoms, scaled by an empirical factor. It also uses a detailed description of the electron static potential based on the Poisson-Boltzmann equation. COSMO uses a scaled conductor boundary condition and can be considered to be the PCM method with the dielectric constant set to infinity. Both methods are used extensively in the literature and updates to the PCM method have been made to incorporate parts of the COSMO method, known as C-PCM. An improvement has been made to COSMO via statistical thermodynamics known as COSMO-RS.\textsuperscript{29–32}

1.9.2. Explicit Solvation

Explicit solvation involves including solvent molecules in the calculation (see Figure 1.3). Hydrogen-bonding can therefore be directly included, and different solvent molecules will interact with the solute differently. However, the computational cost can be enormous, the number of possible conformations is greatly increased with each added solvent molecule, and all calculations must be redone when investigating a different solvent. Typically, solvent effects are investigated by adding a small number of solvent molecules first and then slowly increasing the number, ideally until no change in the property of interest is observed when another molecule is added. Examples of purely explicit solvation are much more limited, mainly due to the higher computational cost and the greater number of degrees of freedom.\textsuperscript{33–35}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure1.3.png}
\caption{Solvation of a solute, S, can be dealt with computationally by including the solvent implicitly, explicitly, or by a combination of the two.}
\end{figure}

A hybrid explicit/implicit method is also possible where a few solvent molecules, typically the first solvation sphere, are included explicitly and the bulk is modelled implicitly (see Figure 1.3). Garcia-Rates \textit{et al.} investigated the decomposition of methanol on metal surfaces.\textsuperscript{36} To be able to reproduce experimental data an implicit/explicit method needed to be used where two water molecules were explicitly included.
Similarly Wong et al. determined that both an implicit model with an explicit methanol molecules needed to be used when modelling a nucleophilic addition reaction using Au(III). The reaction between propyne and methanol, acting both as the solvent and nucleophile, using a AuCl₃ catalyst was modelled to determine the mechanism. It was found that explicit methanol molecules were needed to accurately model this system as it had been proven previously that the hydrogen-bonding network that is set up is crucial for locking the nucleophile, MeOH, in place for the reaction to occur (see Figure 1.4).

![Figure 1.4 - A hydrogen-bonding network (black dashed lines) is set up to lock the methanol molecule in place for nucleophilic attack (red dashed line).](image)

1.10. Aims

Quantum chemistry is able to provide great insight into reaction systems in a way that experimental investigations cannot. The barriers and states involved in a reaction can be obtained, however, accurate results depend on the availability of accurate and extensive experimental data. Access to experimental data means benchmarking of different methodologies must be carried out to test whether they are working for the chosen system. The degree of conformational space that needs to modelled can also be reduced as the experiments can cut down on the number of possibilities that need to be considered. With such experimental data, insights from the computational work can be used for further experimental work such as suggesting alternative ligands, metals, reactants, etc.

The aim of this work is to provide insight into reactions and to utilise more computationally demanding resources when the system requires it. In Chapter 2 the barriers for abstraction of hydrogen by F atoms in an ionic liquid will be investigated. With access to the barriers at each position on the ionic liquid, it will be possible to determine where the F atom is most likely to abstract a hydrogen. The experimental data was obtained at the gas-liquid
interface, suggesting that gas-phase calculations would be sufficient to accurately model this system.

In Chapter 3 a phosphoramidation reaction between an alkyne and a Cp*Ir(III) phosphoramidate complex is examined to determine the origin of the regio- and stereoselectivity. This reaction was carried out in CH$_2$Cl$_2$, as such it is likely that implicit solvation corrections will be needed. The authors of the experimental study suggested that the solvent did not take an active role in the reaction, suggesting an explicit solvent model will not be needed.

Finally, in Chapter 4 two fluorinated solvents were found to greatly increase the rate of reaction in two reverse electron-demand Diels-Alder reactions. The occurrence of these solvent effects can be determined by generating the PES of both reactions with the solvent accounted for. The strong solvent effects seen in the reaction suggests that an implicit solvent model will not be enough to be able to predict the barriers of the reaction and determine the nature of the solvent effects.

All three chapters involve determining the ideal methodology to model the system accurately and shed light on the potential mechanism of the reaction. Each system requires a different solvent treatment, due to the different environments of the reactions. All three systems will make use of the available experimental data to increase the confidence in the computational results and the methodology chosen.
2. Investigating Hydrogen Abstraction from Ionic Liquids by F atoms

2.1. Introduction

Room-temperature ionic liquids (RTILs) are molten salts with a melting point below 100 °C. The research in this field has grown immensely over the last 20 years, due to their wide range of applications, including their potential as “green solvents”. Along with this, properties such as high thermal stability, high viscosity, and high ionic conductivity make them extremely desirable as solvents in synthesis but also applications where they act as lubricants, plasticisers, catalysts, and electrolytes. Studies of mixtures have been carried out to determine whether the desired properties can be obtained through a mixture instead of needing to synthesise a pure single ionic liquid.

A RTIL consists of an organic cation and a weakly coordinating anion. 1-alkyl-3-methylimidazolium cations (see Figure 2.1) are the most widely used in ionic liquids and are typically synthesised with a BF$_4^-$, NTf$_2^-$, NO$_3^-$, OTf$^-$ or PF$_6^-$ anion. By changing the alkyl chain length and the anion the chemical and/or physical properties of the ionic liquid can be adjusted.

The focus of the literature review below will be on research investigating the gas-liquid or vacuum-liquid surface of imidazolium based RTILs. First some of the commonly used techniques for surface investigations will be covered, followed by a more in-depth look at reactive-atom scattering methods.
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\begin{align*}
n = 1 & \text{ 1,3-dimethylimidazolium (mmim)} \\
n = 2 & \text{ 1-ethyl-3-methylimidazolium (emim)} \\
n = 3 & \text{ 1-propyl-3-methylimidazolium (pmim)} \\
n = 4 & \text{ 1-butyl-3-methylimidazolium (bmim)}
\end{align*}

Figure 2.1 - General structure of 1-alkyl-3-methylimidazolium cation. Some of the most common chain lengths are given along with their abbreviations.
2.1.1. Surfaces of RTILs

The surface of RTILs are of great importance in applications such as CO₂ capture, nanoparticle and thin film preparation, and multiphase catalysis as these reactions are influenced by the groups present on the surface. To understand how these applications work a deep understanding of the surface structure of the RTIL is needed, because the properties of the surfaces of RTILs have been found to be different to the bulk. Understanding properties such as the surface structure, charge distribution, the effect of impurities, etc. are continuing to be investigated in order to aid our understanding of how RTILs function in different applications and to aid in the optimisation of these and the development of new processes.

Sum-frequency generation (SFG), angle-resolved X-ray photoelectron spectroscopy (ARXPS), low-energy ion scattering (LEIS), direct recoil spectroscopy (DRS), molecular dynamics simulations, and reactive-atom scattering (RAS) are some of the most widely used techniques to investigate the surfaces of RTILs. Some examples that utilise SFG, DRS, and MD simulations will be briefly discussed, followed by a more detailed look at RAS methods that use oxygen and fluorine atoms as the projectile.

SFG spectroscopy uses two laser beams that mix at an interface to generate an output beam that has a frequency equal to the sum of the frequencies of the two input beams. The output beam is then detected and indicates the resonant frequencies present on the surface of an RTIL, thus providing an idea of what functional groups are present. Iwahashi et al. used SFG spectroscopy to obtain a better understanding of how the triflate anion is oriented on the surface of [bmim][OTf] (see Figure 2.2). They were able to determine that the CF₃ groups are oriented away from the bulk and the SO₃ groups point towards the bulk liquid.

![Figure 2.2 – Structure of [bmim]^+ and [OTf].](image)

The effect on the surface of different chains lengths on the imidazolium ([mmim]^+, [emim]^+, and [bmim]^+) was investigated by Santos et al. using methylsulfate as the anion (see Figure 2.3). For all three chain lengths they were able to show that the anion is present on the surface along with the alkyl chains of the imidazolium. Different anions were tested with [bmim]^+ by Baldelli and co-workers, which showed that the surface is not greatly altered by the choice of anion. The imidazolium ring for all of these studies was found to lie flat on the surface with the butyl chains oriented up, away from the bulk liquid.
Figure 2.3 – Structure of [mmim]+, [emim]+, and [bmim]+ (R= methyl, ethyl, and butyl) with methylsulfate RTILs.

DRS has also been used extensively in the literature to probe the surface of a variety of RTILs. Here the surface is bombarded with inert gas ions at a fixed incidence angle, which causes the ions to scatter and surface atoms to recoil. Time-of-flight determines the kinetic energy of the scattered atom, which is then used to determine the identity of the atom that it has collided with. The surface can thereby be probed by changing the incidence angle as only the top 2-4 Å of the liquid are affected, due to the shallow penetration depth of the gas ion projectiles.

Watson and co-workers have done extensive work probing the surface of different imidazolium ionic liquids using DRS. In general their work has shown that the imidazolium ring is oriented perpendicular to the surface. This disagrees with the previous SFG spectroscopy studies that determined the ring to be parallel. DRS also showed that with short alkyl chains these did not protrude from the surface but as the length was increased the cation rotates and thus causes the alkyl chains to shift to the surface.

Molecular dynamic simulations have become increasingly prominent in the literature to investigate RTIL surfaces. The difference in the surface structure that is observed between SFG and DRS is hoped to be determined through these simulations. Lynden-Bell et al. investigated the effect of different anions on [bmim]+ at the ionic liquid/vacuum surface. They found that the surface is typically composed of the butyl chains of the cation but that the anions ([PF_6]^−, [BF_4]^−, and Cl^-) are also present. Similarly Bhargava et al. showed that for [bmim][PF_6] the cations are arranged anisotropically with the imidazolium rings parallel to the surface when close to the vapour phase but is oriented perpendicularly in dense areas. Their MD simulations also showed that the butyl chains were projecting out of the surface and into the vacuum. Even with a shorter chain length and a different anion this same structure was shown to be prominent. These MD simulations provide insight into the discrepancy between the DRS and SFG results for the orientation of the imidazolium ring. Both the DRS and SFG results would appear to be valid and the differences are due to sampling denser areas with DRS compared to SFG.
2.1.2. Reactive-Atom Scattering

SFG and DRS can provide qualitative information on the surface but being able to quantitatively predict the surface structure of RTILs just from the ions used continues to remain a challenge. Reactive-atom scattering (RAS) has provided more quantitative answers through scattering of gas-phase atoms on the RTIL surface. Tesa-Serrate et al. utilised both laser-induced fluorescence (RAS-LIF) and mass spectrometry (RAS-MS) to detect the products formed through bombarding the surface of imidazolium RTILs with gas-phase O(^3P) atoms. OH and H\textsubscript{2}O products are formed through this and provide information on the amount of abstractable hydrogen atoms on the surface of the RTIL (see Figure 2.4).

![Figure 2.4 – Liquid-vacuum surface of RTILs using O(^3P) atoms resulting in OH and H\textsubscript{2}O products. (Reprinted with permission from the American Chemical Society\textsuperscript{53})](image)

RAS-LIF and RAS-MS were used in this study to be able to gain understanding from where hydrogen atoms were being abstracted. RAS-LIF only detects OH products and uses lower energy O(^3P) atoms (15.8 kJ mol\textsuperscript{-1}). The lower energy atoms mean that this method is selective towards OH formation from the CH\textsubscript{2} groups of the alkyl chains in the RTIL, leaving the methyl group and ring hydrogen atoms on an imidazolium ion untouched, as the oxygen atoms do not have sufficient energy to abstract hydrogen from these positions. RAS-LIF can therefore provide information on the difference in the surface structure of different RTILs by detecting the presence of alkyl chains at the surface. For RAS-MS high-energy O(^3P) atoms are used and both OH and H\textsubscript{2}O products can be detected. The high-energy (504-511 kJ mol\textsuperscript{-1}) beam means that theoretically all hydrogen atoms can be abstracted, including the ring hydrogen atoms. RAS-MS is therefore able to provide information on the surface overall.

RAS-LIF results showed that as the alkyl chain length is increased the chains tend to dominate the surface of the RTIL. More hydrogen atoms were abstracted with the longer chain
lengths that were not just due to the increasing number of CH$_2$ groups. RAS-MS showed that the hydrogen density remained almost identical as the chain length of the RTIL was increased. The authors therefore concluded that the alkyl chains, as shown by SFG and DRS, make up most of the surface of RTILs. Almost the same amount of hydrogen atoms were on the surface for the different RTILs but as the chain length increased RAS-LIF showed that a greater proportion of the abstractions were occurring on the alkyl chain. As the chain length therefore grows the alkyl chain extends towards the surface.

Both RAS-LIF and RAS-MS data showed that the surface is, however, not saturated with alkyl chains even with an octyl alkyl chain as a further increase in both OH and H$_2$O production was observed. Furthermore, saturation was still not reached with the dodecyl group. RAS-LIF experiments were able to show that the bulkier the anion the lower the alkyl coverage is on the surface.

Wu et al. carried out O($^3$P) scattering on [emim][NTf$_2$] and [C$_{12}$mim][NTf$_2$].$^{65}$ RAS-MS was used to probe the surface and determine the changes to the surface structure as the alkyl chain length was increased. Once again, the longer alkyne chain showed greater reactivity than would be expected based on the increasing number of CH$_2$ groups. The scattering experiments in combination with MD simulations showed that RTILs with shorter alkyl chains tended to have stiffer surfaces with a higher surface density.

More recently Minton and co-workers used high energy F atoms, F• radicals, for the abstraction of hydrogen atoms on the surface of [bmim][Tf$_2$N].$^{68}$ Here the imidazolium cation was selectively deuterated to be able to determine where abstraction is taking place. Three different [bmim]$^+$ structures were prepared – d$_6$-[bmim]$^+$, d$_3$-im-[bmim]$^+$, and d$_3$-Me-[bmim]$^+$ where deuterium was present on the methyl and ring carbon atoms, the ring carbon atoms only, and the methyl carbon atoms only respectively (see Figure 2.5). This selective deuteration allowed for a better understanding of the surface since HF and DF could now be detected as products.

It was found that 86-95 % of the produced HF was originating from the butyl group, 4-12 % from the methyl group, and less than 3 % from the ring.$^{68}$ These amounts differ greatly from what would be expected based on stoichiometry alone and therefore indicates that the surface structure is not random. The authors concluded that the butyl group is therefore likely to be oriented away from the bulk liquid to allow for greater abstraction there. However, it is important to note that for some cations the methyl group is oriented away from the bulk instead of the butyl group.
MD simulations showed that 17% of the groups exposed on the surface are methyl groups and would therefore be predicted to be a small proportion of the positions that would be abstracted. During these simulations it was assumed that abstraction at each of the carbon atoms would be equal in energy, which is known to not be true. The radical that is formed is better stabilised by a tertiary carbon than a secondary carbon, and the least stabilised by a primary carbon. Since the imidazolium is also positively charged abstraction of a ring hydrogen would result in a radical forming on the positively charged ring. This would theoretically result in a higher energy intermediate. While the simulations and RAS data show that the surface is composed of some methyl groups, these positions would be expected to require more energy for a hydrogen atom to be abstracted. The energy of the F atoms is 384 kJ mol$^{-1}$, which should allow for abstraction of any of the hydrogen atoms on the imidazolium. The actual energy for abstraction, however, has not yet been determined. The greater proportion of abstractions occurring on the butyl chain could be, in part, because less energy is required for abstraction of these hydrogen atoms and not just that they dominate the surface. Without an idea of the barriers involved for the different abstraction sites a key component to understanding the surface, and the abstractable hydrogen atoms present there, is still missing.
2.2. Aims

Minton and co-workers were able to show that the surface of [bmim][Tf$_2$N] is composed mostly of the butyl chains of the imidazolium cation through RAS experiments and MD simulations of the deuterated RTIL. The actual energy required for the abstraction of a methyl hydrogen, an alkyl hydrogen, and a ring hydrogen have, however, not yet been obtained. The barrier heights for the abstraction of a hydrogen from each of the carbon atoms on 1-butyl-3-methylimidazolium (see Figure 2.6) by a fluorine atom were therefore determined.

Figure 2.6 - Structure of 1-butyl-3-methylimidazolium cation showing the numbering scheme used for the investigation.

Abstraction of the ring hydrogen atoms was investigated via two mechanisms – a direct abstraction where the H-F bond is formed as the C-H bond is broken (see Figure 2.7) and through the formation of an F-C bond, leading to an intermediate C$_2$-F-[bmim]$^+$, the F-H bond is then formed as the F-C bond is broken (see Figure 2.7). Both mechanisms were studied to try and determine if this alternative ring abstraction was energetically favourable for the ring hydrogen atoms.
Figure 2.7 – Two mechanisms were explored for the abstraction of a ring hydrogen atom by an F atom: direct abstraction and an alternative stepwise abstraction mechanism. The intermediate is shown for the alternative abstraction mechanism along with the final product for both mechanisms for C2 abstraction.

With access to the abstraction barriers, it was possible to determine whether high energy F atoms have enough energy to abstract a hydrogen atom from any position on the ionic liquid, as was assumed in the original work. It was important to validate this assumption as it has an impact on the analysis that was carried out on the previous work. It also provided insight into which abstraction site is most favourable. To be able to predict this accurately, ab initio methods were employed to better describe the wave function and thereby calculate the barriers for abstraction with the highest accuracy possible, within the limits of the computational power available.
2.3. Computational Details

Geometry optimizations were carried out using the TURBOMOLE V6.40 package.\textsuperscript{69,70} Calculations were carried out at the (RI)-MP2/def2-TZVPP//RI-MP2/def2-SV(P) and the (RI)-MP2/def2-QZVPP//RI-MP2/def2-SV(P) level of theory.\textsuperscript{71–74} Geometry optimizations at the (RI)-MP2/def2-TZVPP level of theory were carried out for a few stationary points. No significant changes were seen in the geometry when a larger basis set was used for the optimization, only significant changes in the electronic energy were seen and therefore optimization with a triple zeta basis set was not carried out routinely.

Vibrational frequency calculations were used to determine the nature of the stationary points and DRC calculations were used to connect transition states to their corresponding minima.\textsuperscript{75–77} SCF energies were corrected by the addition of zero point energies. Gibbs energies and enthalpies were determined through the addition of thermodynamic corrections obtained from frequency calculations carried out at the (RI)-MP2/def2-SV(P) level of theory. PES scans were carried out using ORCA version 4.0.0.2 at the (RI)-MP2/def2-SV(P) level of theory.\textsuperscript{78}

Single point calculations at the CCSD(T)-F12/cc-pVDZ level were also carried out using TURBOMOLE to determine the effects of using a more highly correlated post-Hartree Fock method.\textsuperscript{79,80} Calculations using cc-pVTZ were attempted but the system proved to be too large for this basis set using the computational hardware available. In an attempt to overcome this limitation, a local coupled cluster approach (DLPNO-CCSD(T)) was explored using ORCA with the cc-pVDZ, cc-pVTZ, and cc-pVQZ basis sets.\textsuperscript{78} Extrapolation to the complete basis set limit was carried out for the DLPNO-CCSD(T) results.\textsuperscript{81,82}
2.4. Results

Two different abstraction mechanisms were investigated for the abstraction of a hydrogen atom on [bmim]⁺ by an F atom and will be discussed separately below. The direct abstraction mechanism will be discussed first. The stepwise abstraction method that was explored for the ring hydrogen atoms (see Figure 2.7) was calculated for a simplified imidazolium, 1,3-dimethylimidazolium. Due to symmetry, calculations were only carried out on two of the three carbon atoms. This simplified imidazolium decreased the conformational flexibility of the system while still providing valuable insight into the potential barriers for this mechanism.

2.4.1. Direct Abstraction of Hydrogen Atoms

The energy required for abstraction of each of the hydrogen atoms in the 1-butyl-3-methylimidazolium cation by an F atom (see Figure 2.6) was determined. The barriers for the abstraction by a fluorine atom at these carbon atoms using MP2 theory is shown in Table 2.1. The barriers can be roughly grouped into three categories: 1) ring abstraction, 2) secondary carbon abstraction, and 3) primary carbon abstraction. The relative energies were calculated using the separate [bmim]⁺ and F atom as the zero point.

![Figure 2.8 – Direct abstraction barriers of a hydrogen atom on [bmim]⁺ by an F atom at the (RI)-MP2/def2-QZVPP//(RI)-MP2/def2-SV(P) level of theory. Enthalpies are stated in kJ mol⁻¹ with Gibbs free energies in brackets.](image)

The abstraction of ring hydrogen atoms at the (RI)-MP2/def2-QZVPP//(RI)-MP2/def2-SV(P) level of theory was found to proceed via the highest barrier requiring 45-55 kJ mol⁻¹ at positions C2, C3, and C4. Abstraction at the secondary carbon atoms, C5, C6, and C7 was found to be low in energy at 0-8 kJ mol⁻¹, while the abstraction at the primary carbon atoms C1 and C8...
resulted in barriers of 16 and 6 kJ mol\(^{-1}\) respectively. Figure 2.8 shows the exact enthalpies and Gibb's free energies for each of the abstraction sites at this level of theory.

Table 2.1 – Enthalpies and Gibb's free energies for the abstraction of a hydrogen atom at each of the abstraction sites on \([\text{bmim}]^+\) by a fluorine atom. All energies are with respect to the energy of an F atom and the imidazolium ion and are stated at the (RI)-MP2/def2-*VPP//RI)-MP2/def2-SV(P) level of theory where * indicates the use of either a TZ or QZ basis set.

<table>
<thead>
<tr>
<th>Abstraction Point</th>
<th>MP2 (TZ) (\Delta H) (kJ mol(^{-1}))</th>
<th>MP2 (TZ) (\Delta G) (kJ mol(^{-1}))</th>
<th>MP2 (QZ) (\Delta H) (kJ mol(^{-1}))</th>
<th>MP2 (QZ) (\Delta G) (kJ mol(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>19</td>
<td>53</td>
<td>16</td>
<td>50</td>
</tr>
<tr>
<td>C2</td>
<td>56</td>
<td>91</td>
<td>54</td>
<td>88</td>
</tr>
<tr>
<td>C3</td>
<td>51</td>
<td>85</td>
<td>47</td>
<td>82</td>
</tr>
<tr>
<td>C4</td>
<td>51</td>
<td>86</td>
<td>47</td>
<td>83</td>
</tr>
<tr>
<td>C5</td>
<td>10</td>
<td>48</td>
<td>8</td>
<td>46</td>
</tr>
<tr>
<td>C6</td>
<td>3</td>
<td>41</td>
<td>1</td>
<td>39</td>
</tr>
<tr>
<td>C7</td>
<td>0</td>
<td>37</td>
<td>-2</td>
<td>35</td>
</tr>
<tr>
<td>C8</td>
<td>8</td>
<td>41</td>
<td>6</td>
<td>39</td>
</tr>
</tbody>
</table>

The effects of using a more highly correlated post-Hartree Fock method was tested by carrying out both CCSD(T) and DLPNO-CCSD(T) calculations using a DZ, TZ, and QZ basis set. In general, the use of a larger basis set results in a lowering of the barriers by approximately 2-4 kJ mol\(^{-1}\) for both the entropy and the Gibb's free energy. CCSD(T) results with a triple zeta basis set were unsuccessful as too much memory was required for these calculations, these results have therefore been omitted. Table 2.2 shows the DLPNO-CCSD(T) determined energies for abstracting a hydrogen on each of the carbon atoms.
Table 2.2 – DLPNO-CCSD(T) barriers for the abstraction of a hydrogen on [bmim]\(^+\) by an F atom with the cc-pVTZ and cc-pVQZ basis set are shown relative to the energy of an F atom and [bmim]\(^+\).

<table>
<thead>
<tr>
<th>Abstraction Point</th>
<th>DLPNO-CCSD(T) (\Delta H) (kJ mol(^{-1}))</th>
<th>DLPNO-CCSD(T) (\Delta H) (kJ mol(^{-1}))</th>
<th>Extrapolated DLPNO-CCSD(T) (\Delta H) (kJ mol(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>6</td>
<td>3</td>
<td>-11</td>
</tr>
<tr>
<td>C2</td>
<td>71</td>
<td>69</td>
<td>72</td>
</tr>
<tr>
<td>C3</td>
<td>48</td>
<td>45</td>
<td>21</td>
</tr>
<tr>
<td>C4</td>
<td>45</td>
<td>42</td>
<td>17</td>
</tr>
<tr>
<td>C5</td>
<td>-3</td>
<td>-6</td>
<td>20</td>
</tr>
<tr>
<td>C6</td>
<td>-12</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>C7</td>
<td>-14</td>
<td>-18</td>
<td>-27</td>
</tr>
<tr>
<td>C8</td>
<td>-4</td>
<td>-8</td>
<td>-21</td>
</tr>
</tbody>
</table>

*The CCSD iterations for the abstraction at C6 with the QZ basis set did not converge even after attempting different geometries and changing the convergence threshold. The results are therefore not presented and extrapolation to the basis set limit was not possible either because of this.

The DLPNO-CCSD(T) results suggest that the barriers for the different abstraction points vary more than the MP2 results suggested. With a larger basis set the DLPNO-CCSD(T) and MP2 barriers were not significantly altered. For DLPNO-CCSD(T) a QZ basis set was able to be used due to the much quicker completion time with this methodology. Comparing the TZ to the QZ results shows that the barriers are not greatly affected when moving to the larger QZ basis set. For example, the largest barrier at C2 is predicted to proceed via barrier of 71 kJ mol\(^{-1}\) for the TZ basis set while for the QZ basis set this barrier is 69 kJ mol\(^{-1}\). For C7 abstraction the QZ results predict a barrier that is 4 kJ mol\(^{-1}\) lower in energy than the TZ results. In general though, minimal changes are seen suggesting the results have already converged at the TZ level.

DLPNO-CCSD(T) results extrapolated to the basis set limit were obtained to try and correct for any potential BSSEs and are also shown in Table 2.2. Unfortunately, the results for some of the abstraction sites are quite different to the MP2 results and even the DLPNO-CCSD(T) results with a TZ and QZ basis set. It would be expected that with extrapolating to the basis set limit the energies of the transition state would tend towards a limiting value, which in turn would show the barriers converging on a certain value. This is seen, to some extent, for C7 and C8 where extrapolation to the basis set limit further reduces the energy for these barriers. For C1, C2, and C5 the extrapolated results have increased in energy, which would not be expected given the decrease in energy that was seen when using a QZ instead of a TZ basis set.
The same trends for the DLPNO-CCSD(T)/cc-pVQZ results are seen as for the MP2 results. Abstraction of the ring hydrogen atoms requires the most energy while abstraction at secondary carbon positions proceeds via the lowest barriers.

The trends seen here are exactly what would have been predicted based on radical stability. Abstraction at ring carbon atoms is high in energy due to the positive charge of the imidazole and the instability of the resulting radical that is forming during the TS. C2, C3, and C4 have the highest energy barriers due to the formation of aromatic radicals, which are less stable than aliphatic radicals. C6 and C7 have the lowest barriers since they are no longer adjacent to the imidazolium nitrogen atoms as the radical that is formed is a greater distance from the charged ring. C6 and C7 are also secondary carbon atoms and can stabilise the forming radical to a greater extent than the primary carbon atoms. The barrier for abstraction at C1 is higher compared to C5 even though they are in similar positions in the molecule because there are no neighbouring aliphatic carbon atoms. The adjacent nitrogen is part of a positively charged imidazole, and due to its greater electronegativity would make abstraction of a C1 hydrogen unfavourable. For C5, neighbouring carbon atoms can stabilize the product through inductive effects, but due to the close nitrogen the radical is destabilized resulting in a higher energy barrier than C6 and C7. C8 is a primary carbon, and the resulting radical is therefore not as greatly stabilized as for C6 and C7. The barrier for abstraction at C8 is, however, much lower than for C1 due to the neighbouring carbon atoms. Since there is no electronegative group adjacent to this carbon the barrier height is approximately the same as for C5.

Figure 2.9 shows the transition state structure for abstraction at C1 and C8 along with key bond lengths and the \(<\text{F-H-C}\) angle. The angle at which the F atom approaches is approximately 150 ° for both transition states. The F-H distance is shorter by 0.05 Å in \textbf{C1\_TS} compared to \textbf{C8\_TS}. This is due to the close C-N bond that is present in \textbf{C1\_TS} since nitrogen is more electronegative the C-N bond is shorter in \textbf{C1\_TS} than the C-C bond in \textbf{C8\_TS} (1.45 vs 1.52 Å respectively). This shorter and stronger C-N bond in \textbf{C1\_TS} slightly weakens the C-H bond, which in turn strengthens the interaction between hydrogen and fluorine resulting in a shorter distance.
Figure 2.9 – (RI)-MP2/def2-TZVPP//RI-MP2/def2-SV(P) transition state structure for the abstraction of a hydrogen on C1 and C8 of [bmim]⁺ by an F atom. Grey = carbon, blue = nitrogen, light blue = fluorine, and white = hydrogen. Distances are shown in Å and angles in °.

In Figure 2.10 the transition state structures for the abstraction at the ring carbon atoms is shown. The approach angle is close to identical for C2_TS, C3_TS, and C4_TS at approximately 130 °. The F-H and C-H distances are similar for all three transition states. The barrier for C2_TS was found to be higher in energy than the other two ring abstractions by approximately 25 kJ mol⁻¹. This larger barrier for C2_TS will be due to the presence of two nitrogen atoms on either side of the carbon. Both nitrogen atoms will be drawing electron density towards them, which would increase the energy required to then abstract a hydrogen. The carbon is already slightly electron deficient due to the greater electronegativity of the nitrogens and during the TS further electron density is being drawn from it resulting in a higher barrier.
Figure 2.10 - (RI)-MP2/def2-TZVPP//(RI)-MP2/def2-SV(P) transition state structure for the abstraction of a hydrogen on C2, C3 and C4 of [bmim]^+ by an F atom. Grey = carbon, blue = nitrogen, light blue = fluorine, and white = hydrogen. Distances are shown in Å and angles in °.

The final group of transition states structures are C5_TS, C6_TS, and C7_TS (see Figure 2.11), which are the secondary carbon abstraction sites that were found to be the lowest in energy. The angle of approach in C5_TS is the same as for C1_TS and C8_TS at about 150 ° while for C6_TS and C7_TS the angle is smaller at about 147 °. The larger angle in C5_TS is due to less steric crowding at this carbon site since the neighbouring nitrogen has no hydrogen atoms and the carbon atoms in the ring have only a single hydrogen-bonded to them. The F-H and C-H distances in C5_TS are the same as in C8_TS at 1.35 Å and 1.17 Å respectively. These similarities
are unsurprising since the barriers were almost identical. While the abstraction at \textbf{C8\_TS} results in a radical forming on a primary carbon, the secondary carbon in \textbf{C5\_TS} is bonded to a nitrogen, which results in a larger barrier due to the greater electronegativity of the neighbouring nitrogen. Electron density is being drawn from C5 and during the TS the abstraction of the hydrogen further decreases the electron density around C5. This can be seen by looking at the charge on C5, which is at -0.1201 in \textit{[bmim]}\textsuperscript{+} and at -0.1454 in \textbf{C5\_TS}.

![Figure 2.11](attachment:image.png)

Figure 2.11 - (RI)-MP2/def2-TZVPP//RI-MP2/def2-SV(P) transition state structure for the abstraction of a hydrogen on C5, C6, and C7 of \textit{[bmim]}\textsuperscript{+} by an F atom. Grey = carbon, blue = nitrogen, light blue = fluorine, and white = hydrogen. Distances are shown in Å and angles in °.

The barriers for \textbf{C6\_TS} and \textbf{C7\_TS} are comparable, with the \textbf{C7\_TS} barrier being slightly lower in energy by 2 kJ mol\textsuperscript{-1}. This small difference is due to C6 being closer to the ring and to
the nitrogen atoms. Only small differences can be seen in the F-H and C-H distances, but these suggest that the hydrogen in C7_TS is being held more strongly than the hydrogen in C6_TS. In C6_TS the F-H distance is slightly shorter by 0.03 Å while no difference is seen in the C-H bond.

2.4.2. Stepwise Abstraction of Ring Hydrogen Atoms

An alternative mechanism to direct abstraction of the imidazolium ring hydrogen atoms was also investigated (see Figure 2.7), this mechanism involves the addition of the F atom to the imidazolium ring first resulting in the formation of a C-F bond. From this intermediate, F-[mmim]+ HF is then formed by concertedly breaking the C-H bond and forming the F-H bond to give the imidazolium radical. For this a simplified imidazolium, see Figure 2.12, was used to to be able to quickly determine whether this mechanism needed to be investigated further. The aim was to determine whether this alternative mechanism would be accessible and more likely to occur than direct abstraction. The PES for abstraction at C2 and C3 can be seen in Figure 2.13.

![Figure 2.12 – Simplified imidazolium, [mmim]+, used to study the stepwise abstraction mechanism.](image)

Table 2.3 shows the energy of the stationary points for this mechanism calculated on both C2 and C3 of the imidazolium ion. The formation of the F-C bond, ring_TS_CF, proceeds via low barriers for both C2 and C3 at 10 and 11 kJ mol⁻¹ respectively. The intermediate, ring_min_CF, is greatly stabilised compared to the starting material, lying 171 and 125 kJ mol⁻¹ below the starting material for C2 and C3 respectively. C2_ring_min_CF is more stable than C3_ring_min_CF.
Table 2.3 – Electronic energies of stationary points for alternative abstraction at C2 and C3 of a simplified imidazolium with respect to an F atom and the imidazolium at the MP2/def2-TZVPP//MP2/def2-SV(P) level of theory. * Note that these barriers are approximate since they were obtained from scans at the DZ level.

<table>
<thead>
<tr>
<th>Stationary Point</th>
<th>Relative Electronic Energy C2 (kJ mol(^{-1}))</th>
<th>Relative Electronic Energy C3 (kJ mol(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>ring_TS_CF</td>
<td>10</td>
<td>11</td>
</tr>
<tr>
<td>ring_min_CF</td>
<td>-171</td>
<td>-125</td>
</tr>
<tr>
<td>ring_TS_HF</td>
<td>82*</td>
<td>95*</td>
</tr>
<tr>
<td>ring_min_HF</td>
<td>-33</td>
<td>-27</td>
</tr>
</tbody>
</table>

The barrier for the second transition state, ring_TS_HF, could not be determined accurately as no transition state could be located. The final minimum, ring_min_HF, however lies above C2_ring_min_CF and C3_ring_min_CF by 138 and 98 kJ mol\(^{-1}\) respectively. This indicates that the barrier for ring_TS_HF is too high, as loss of HF from ring_min_CF is a strongly exothermic process.

Forming the ring_min_CF intermediate involves breaking the C=N bond in the imidazolium cation. In turn a new C-F bond and a C-N bond is now also present. Comparing the bond enthalpies of the bonds formed and bonds broken gives approximately -175 kJ mol\(^{-1}\), making the first transition state an exothermic process as seen.\(^{83}\)

A relaxed PES scan was carried out where the F-H distance was varied in ring_min_CF. While this does not give an exact barrier as the transition state is not precisely determined, it does provide a good approximate value. It was found that the barrier for HF formation was 250 and 200 kJ mol\(^{-1}\) for C2_ring_TS_HF and C3_ring_TS_HF respectively. The formation of the stable intermediate ring_min_CF makes the formation via this stepwise abstraction mechanism unlikely since another lower energy pathway is available via direct abstraction. However, the high energy F atom beam that was used in the experiment (384 kJ mol\(^{-1}\)) would allow for formation of the final product, ring_min_HF, from this intermediate via this mechanism.

The final product, ring_min_HF, is formed by breaking the C-H and C-F bonds while forming a new H-F bond. A CN double bond is formed as in the starting material and the electron density in the imidazolium ring is delocalised again. Comparing the bonds formed and broken during ring_TS_HF gives an approximate enthalpy change of 21 kJ mol\(^{-1}\).\(^{83}\) This process is now endothermic as the PES in Figure 2.13 shows.
Figure 2.13 - PES for the stepwise abstraction of ring hydrogen atoms on C2 (red) and C3 (blue) on [mmim]⁺. Relative electronic energies are shown in kJ mol⁻¹ at the (RI)-MP2/def2-TZVPP//RI)-MP2/def2-SV(P) level. Relative energies for C2_ring_TS_HF and C3_ring_TS_HF were determined through a relaxed scan.
2.5. Conclusions

The surface of RTILs has been studied in detail via techniques such as SFG spectroscopy, DRS, MD simulations, and RAS methods. Understanding the surface structure of RTILs is hoped to provide insight into applications such as multiphase catalysis where knowing the surface structure is of immense importance. Smoll et al. carried out RAS-LIF, RAS-MS, and MD simulations to investigate the surface of [bmim][Tf$_2$N] and found that the surface structure was mostly composed of the butyl chains of [bmim]$^+$.\textsuperscript{68} This was determined through selective deuteration of the RTIL. The MD simulations were able to determine the proportion of different sites on the RTIL at the vacuum/liquid interface, which were in agreement with the experimental results.

The proportion of abstractions that were occurring on different sites (butyl, ring, and methyl) could not be determined with these experiments. The aim of this study was to provide an idea of the barriers involved for abstraction at each carbon atom and be able to determine whether abstraction of a hydrogen atom at every carbon atom is accessible under the experimental conditions.

Abstraction of a hydrogen from the imidazolium ring was found to proceed via the largest barrier, as would be expected. An aromatic radical is formed when abstraction occurs on the imidazolium ring, which is not as well stabilised as other positions. Abstraction at the two primary carbon atoms, along with the carbon next to the ring, C5, was found to proceed by lower barriers than ring abstraction. The positive charge of the imidazolium ring is now further from the abstraction site but the neighbouring nitrogen atoms to C1 and C5 make abstraction more difficult from these positions since nitrogen is more electronegative than carbon and is drawing electron density away from the neighbouring carbon. The radical is then formed on an already electron deficient carbon atom that is bound to a positively charged imidazolium ring.

For C8 the barrier was found to be surprisingly low considering it is a primary carbon atom. Abstraction at C6 and C7 was found to almost be barrierless due to the greater ability to stabilise the forming radical. C6 and C7 are secondary carbon atoms and are able to stabilise the radical that is formed during the TS to a greater extent due to inductive effects from the neighbouring carbon atoms. The charged ring and the nitrogen atoms are now also much further away, which aids in reducing the barrier.

The experiment that was carried out on this imidazolium salt was performed using a beam of high energy F atoms (384 kJ mol$^{-1}$). The stepwise hydrogen abstraction on the imidazolium ring does require more energy than the direct abstraction this process due to the formation of a very stable intermediate, ring$_{\text{min}}$CF. Given the results presented here this alternative stepwise abstraction mechanism would still occur as the F atom beam is high enough
in energy for this process. Hydrogen atoms present on the imidazolium ring do not form a large percentage of the RTIL surface, only approximately 3% as determined using RAS-MS by Smoll et al.\textsuperscript{68} Two possible mechanisms are theoretically possible for the imidazolium ring hydrogen atoms but the direct abstraction mechanism is a one-step process and proceeds via a barrier that is lower in energy than the stepwise mechanism by approximately 200 kJ mol\textsuperscript{-1}.

The majority of the RTIL surface was determined to be composed of the butyl chain with 86-95% of the abstractions occurring from this site on the imidazolium cation. Given the barriers that were determined using MP2 theory abstraction would preferentially occur at C6 and C7 on the butyl chain due to the low barriers of 39 and 35 kJ mol\textsuperscript{-1} respectively. Abstraction of a hydrogen atom at all carbon atoms would occur due to the high energy of the F atom beam.
3. Phosphoramidate-Assisted Alkyne Activation

3.1 Introduction

The choice of metal and ligands in a transition metal complex are known to greatly affect reactivity. Fine-tuning is required to maximise the complex’s reactivity while also maintaining the desired selectivity. The ligands typically take a supporting role to the metal but can take a more active part alongside the metal and thus facilitate the reaction. This metal-ligand cooperativity (MLC) has been observed extensively in the literature resulting in multiple reviews focused on this field.\(^{13,84,85}\) MLC has played an important part in reactions ranging from electrochemical reduction of CO\(_2\) using Fe,\(^{86}\) water oxidation using Cu,\(^{87}\) CO\(_2\) hydrogenation to methanol using Ru,\(^{88}\) and H\(_2\) activation using Fe.\(^{89}\) Examples of MLC are prominent in the literature and a few general examples focusing on C-H activation MLC reactions will be discussed below.

Fujita \textit{et al.} carried out a dehydrogenation reaction of alcohols where MLC was shown to play a vital role.\(^{90}\) The 2-hydroxyppyridine ligand of an Cp*Ir catalyst (see Scheme 3.1) was found to be vital for the reaction. The catalytic cycle for the generic reaction can be seen in Scheme 3.2. The first step involves deprotonation of the incoming alcohol by the pyridine ligand and formation of an aloxo iridum species. Following this a hydrogen migration from the coordinated alcohol to the Ir causes the ketone to be released and forms the iridium hydride. Due to the hydroxypyridine ligand’s ability to change denticity by \(\kappa^2\) binding via the nitrogen and oxygen, dihydrogen was then released. Another alcohol molecule can then coordinate to the complex. Without this flexible denticity of the 2-hydroxyppyridine ligand the reaction would not proceed.

![Scheme 3.1](image)

Scheme 3.1 - Cp*Ir catalyst with a 2-hydroxyppyridine ligand was used to convert a secondary alcohol to a ketone and dihydrogen. The hydroxypyridine ligand was able to change denticity and thus aid in the formation of the product.\(^{90}\)
Scheme 3.2 – Proposed catalytic cycle for the reaction of secondary alcohols with an Cp*Ir complex with a 2-hydroxypyridine ligand.  

Computational studies in this area have also been carried out, such as the work carried out by Feller et al., where DFT was used to predict that an MLC mechanism would be preferred for the activation and reductive splitting of CO$_2$ by an Ir-based catalyst. A mixture of two Ir(I) hydrido pincer complexes was used, which can be seen in Figure 3.1.

Figure 3.1 - Ir(I) complex used in the reductive splitting of CO$_2$. The pincer ligand was found to aid formation of the product because of the conversion between these two complexes.

Addition of CO$_2$ to the Ir(I) mixture resulted in the formation of an adduct, where CO$_2$ was found to coordinate both to the metal and the ligand, see Figure 3.2. Transfer of two hydrogen atoms, one from the metal and one from the ligand to CO$_2$ resulted in the formation
of H₂O and CO. The DFT study allowed insight into the mechanism to show the importance of the ligand in this reaction.

![Figure 3.2 – Structure of the adduct formed upon the addition of CO₂ to the Ir(I) complex mixture. Formation of the adduct allowed for the release of H₂O and CO.](image)

### 3.1.1 MLC and C-H Activation

MLC plays a very important role in C-H activation reactions. Mechanisms such as concerted metalation deprotonation (CMD), ambiphilic metal-ligand activation (AMLA), ligand-to-ligand hydrogen transfer (LLHT), and ligand-assisted proton shuttle (LAPS) all rely on the involvement of the ligand.

CMD and AMLA were originally coined by Lapointe et al. and Boutadla et al. respectively.⁹²,⁹³ In both of these mechanisms the C-H bond of a substance is broken as a C-[M] bond is formed. Both intramolecular and intermolecular reactions have been carried out experimentally along with extensive computational studies, showing the scale of this field.⁹⁴ The first known example of CMD/AMLA is thought to be the work carried out by Winstein and Traylor in 1955.⁹⁵ Here acetolysis of dialkylmercury was carried out in acetic acid (see Scheme 3.3).

![Scheme 3.3 - Acetolysis of dialkylmercury in acetic acid. This is the first known example of CMD/AMLA.](image)

Combined with work published by Fung et al. and Olah et al. it was found that a π-complex is formed over the originally proposed σ-complex (see Figure 3.3).⁹⁶,⁹⁷ Kinetic isotope effects (KIEs) showed that the C-H cleavage was rate limiting. In combination with further kinetic and thermodynamic data it was shown that the C-H bond was cleaved simultaneously as the C-Hg bond was formed making it a concerted mettallation-deprotonation reaction.
Computational studies have played an important role in CMD reactions as they are able to investigate the bonding and energetics of different potential mechanisms. In 2005 Davies et al. showed that in a palladium-promoted cyclometalation of (DMBA-H) the agostic C-H complex is energetically favourable over the originally proposed arenium ion (see Figure 3.4). This agostic complex allows for an almost barrier-less H-transfer involving acetate via a six-membered transition state. The authors proposed that the acetate could also play a key role in stabilizing the agostic complex through hydrogen-bonding which is thought to also help orient the acetate and facilitate the C-H cleavage.

DFT allowed for a deeper understanding of the interactions present in this reaction and has also been a key tool for investigating reactions where AMLA/CMD is thought to be important, which can be seen in the reviews written by Boutadla et al. and Lapointe et al. A variety of computational studies have been carried out in this area including ones investigating the possibility of assisted intramolecular arylation using palladium, Rh(I)-catalyzed arylation of indole, and more recently an investigation into whether a concerted or non-concerted mechanism is preferred for the arylation of heterocycles, showing the continuing importance of CMD reactions and C-H activation in general.

An alternative mechanism for C-H activation involving metal-ligand cooperativity is known as LLHT, where proton transfer between hydrocarbyl ligands occurs. This mechanism was
proposed by Guihaumé et al. who carried out a theoretical mechanistic investigation on a nickel catalyzed hydrofluoroarylation reaction (see Figure 3.5). DFT was used to study the mechanism along with the effect of different fluoroarenes on the reactivity. It was determined that traditional oxidative addition is not likely to occur as the computational results did not match the experimental observations. An alternative mechanism was suggested that involved coordination of the fluoroarene to the Ni(alkyne) complex. From here a proton transfer occurs from the $\sigma$-coordinated arene to the alkyne. Notably this mechanism does not go via a metal hydride and NBO analysis suggests that this is a direct proton transfer between the two ligands. Changing the fluoroarene showed that C-H activation is improved by using arenes that are fluorinated at the ortho position.

![Figure 3.5 - Nickel catalysed hydrofluoroarylation reaction, which was found to proceed via a LLHT mechanism instead of a traditional oxidative addition mechanism.](image)

LLHT is therefore a standalone mechanism for C-H activation but still falls under MLC as the C-H activation barrier is directly linked to the bond energy of the Ni-aryl bond that is being formed. With CMD/AMLA the metal is directly involved in the reaction, while with LLHT the proton transfer occurs directly between the two ligands.

### 3.1.2 Ligand-Assisted Proton Shuttle Mechanism

The LAPS mechanism is like CMD/AMLA, however the protonated ligand continues to react instead of dissociating. LAPS was proposed by Lynam and Slattery in 2010. Experimental and theoretical investigations were carried out on the reaction between Ru($\kappa^2$-OAc)$_2$(PPh$_3$)$_2$ and HC≡CPh to determine the mechanism for the formation of Ru($\kappa^1$-OAc)($\kappa^2$-OAc)(=C=CHPh)(PPh$_3$)$_2$ (see Scheme 3.4), which had previously been synthesized in 2009.
Scheme 3.4 – Reaction of Ru(κ²-OAc)₂(PPh₃)₂ and HC≡CPh under mild conditions giving the resulting Ru(κ¹-OAc)(κ²-OAc)(=C=CHPh)(PPh₃)₂ vinylidene. ¹⁰⁴

H¹³C≡CPh was used to investigate the vinylidene. ³¹P{¹H} NMR using the ¹³C labelled alkyne showed that the vinylidene was formed via hydrogen migration and not via phenyl migration due to a single doublet resonance. Low temperature ³¹P NMR carried out at 205 K showed a major peak corresponding to the coordinated alkyne along with a minor peak corresponding to the vinylidene. The reaction mixture was warmed to 245 K and two new doublet resonances appeared corresponding to a new complex. Further warming to 255 K resulted in an increase of the vinylidene peaks and a decrease in the peaks corresponding to the new complex. Only the vinylidene was observed upon any further warming and the new complex was not observed when the mixture was cooled again. H¹³C≡CPh was used to gain insight into this new complex, this showed that hydrogen migration had already occurred but the vinylidene was no longer present. A new complex had formed through the attack of an acetate ligand by of the oxygen at the α-carbon position of the vinylidene (see Figure 3.6).

Figure 3.6 – NMR deduced structure of the complex formed after slow heating of the original reaction mixture to 245 K. Here the acetate ligand has attacked the α-carbon of the vinylidene. Upon further heating the original vinylidene was formed.¹⁰³

DFT was used to determine the mechanism involved in the alkyne/vinylidene tautomerisation. Three different pathways were explored: 1,2-hydride shift, oxidative addition, and a pathway where an acetate ligand acts as a proton shuttle by deprotonating the alkyne and later protonating at the β position of the alkynyl complex (see Scheme 3.5). Two different models were investigated changing the ligand environment, PR’₃ when R’=H to Ph, and the alkyne, when R=Me or Ph.
The first step for all pathways involves a change in denticity of one of the acetate ligands from $\kappa^2$ to $\kappa^1$ to create a vacant site for the alkyne. Upon coordination of the alkyne, an alternative $\sigma$-complex was found that was determined to be higher in energy than the $\eta^1$-coordinated alkyne complex. It was found that the lowest energy pathway was via this acetate-mediated pathway, which was found to be almost barrier-less from the $\sigma$-complex (2-15 kJ mol$^{-1}$) and relatively accessible from the $\eta^1$-coordinated alkyne complex (52-80 kJ mol$^{-1}$). While the $\sigma$-complex is less stable than the $\eta^1$-coordinated alkyne complex it does lead to lower energy barriers, which was found to fit with the experimental observation of the reaction being facile at 255 K. The rate-determining step was found to be the creation of the vacant site on ruthenium but since solvent effects were not included it is very likely that the barriers are overestimated, as stated by the authors. The original computational model, where $PR' = PH_3$ and $R = Me$, showed that the vinylidene was not the thermodynamic product but the metallo-enolester, which did not match the experimental observations. The full system was therefore studied and correctly determined the vinylidene as the thermodynamic product without significantly changing the rest of the PES.

This work provided insight into an alternative C-H activation pathway compared to the traditional pathways of 1,2-hydride shift and oxidative addition. The first step of the LAPS...
mechanism is related to CMD/AMLA, but it is the second step of the LAPS mechanism that distinguishes it since the ligand does not dissociate and instead is further involved in the reaction. A general scheme for the LAPS mechanism can be seen in Figure 3.7. Here the ligand, L, deprotonates the hydrogen on the coordinated alkyne to give the acetylide complex. Then the same ligand protonates the acetylide at the β-position to give the vinylidene. The ligand is then able to attack the vinylidene at the α-position.

This LAPS mechanism has been observed in a range of reactions containing ruthenium complexes. In 2016, Drover et al. presented an Ir(III) system containing a hemilabile bidentate 1,2-N,O-phosphoramidate ligand that was used for anti-Markovnikov 1-alkyne O-phosphoramidation. This phosphoramidation reaction gave access to an alternative method to synthesize vinylxy organophosphates, which are commercial agrochemicals. The authors were able to show that C-O bond formation was selective, and that functionalization can be controlled through the choice of chelating ligand. The reaction was both regioselective and stereoselective as only the (E)-vinylxyirida cycle was formed for a variety of alkynes (see Scheme 3.6).

The formation of the O-phosphoramidation product was unexpected as this requires breaking the strong P=O bond to form the P-O-C linkage as seen in Scheme 3.6, which is typically thermodynamically disfavoured. In the N-phosphoramidation product this P=O bond is retained, yet it was not observed experimentally.

The reaction relies on the hemilability of the phosphoramidate ligand, which allows access to the κ¹-N species. While a κ¹-O species could theoretically be formed this was not observed. The authors proposed that a LAPS mechanism may be involved, which was tested via the addition of excess alkyne in the presence of a weak Lewis basic coordinating solvent, MeCN. This resulted in the formation of an equilibrium mixture of the κ²-N,O mono and κ¹-N

Scheme 3.6 - The regio- and stereoselective O-phosphoramidation of 1-alkynes at Ir(III).
bis(acetonitrile) adducts. The five membered irida cycle was not observed and shows that a coordinating solvent such as MeCN can prevent vinylidene formation. This formation is prevented by the solvent coordinating to the vacant site created when the κ^1-N species is formed. MeCN coordinating to Ir(III) thereby stops the O-nucleophilic attack since the vinylidene is not able to be formed.

The initial experiments carried out provide great insight into the reaction and support the hypothesis of a LAPS mechanism. However, further study is needed to be able to confirm and explore all other potential competing pathways that could lead to the desired product. In addition, the origin of the observed regio- and stereoselectivity is not clear from this experimental work and would need to be investigated.

3.2 Aims

The work carried out by Schafer et al. provides interesting and reliable experimental data, making it an excellent reaction system to study computationally. Along with this, a variety of mechanistic questions still remained unanswered for which a computational study was thought to be well suited to try and provide potential answers. More generally, further insight into MLC within the field of C-H bond activation can be achieved.

The experimental authors proposed that the reaction of [1][Bar^f_4] with an alkyne proceeds via a ligand-assisted proton shuttle (LAPS) mechanism to give [2][Bar^f_4]. One of the major aims is to determine all the possible mechanisms for the reaction and determine whether this reaction does proceed via a LAPS mechanism. The origins of the regio- and stereoselectivity was also investigated. A variety of different alkynes were used in the original work (R=Ph, p-tBuPh, Cy, nBu, tBu) and the effect these substituents have on the reaction was determined.
3.3 Computational Details

All calculations were performed using the TURBOMOLE V6.40 package.\textsuperscript{69,70} Calculations were carried out at the (RI)-PBE0-D3BJ/def2-TZVPP//(RI)-BP86/def2-SV(P) level including COSMO solvation (in CH$_2$Cl$_2$, $\epsilon = 8.93$ at 298 K) and DFT-D3BJ dispersion corrections.\textsuperscript{33,109–116} Vibrational frequency calculations were used to determine the nature of the stationary points and (DRC) calculations to connect transition states to their corresponding minima. States connected by dashed lines in the potential energy surfaces show that DRC calculations confirmed that these states are connected.\textsuperscript{75–77} Where no lines are present their connection has not been verified.

Gibbs energies and enthalpies were determined by correcting the SCF energies obtained at the (RI)-PBE0-D3BJ/def2-TZVPP level by adding thermodynamic corrections obtained from frequency calculations carried out at the (RI)-BP86/def2-SV(P) level of theory. Zero-point energies were also added to the SCF energies. Energies discussed are relative Gibbs energies including COSMO corrections in CH$_2$Cl$_2$ and DFT-D3BJ dispersion corrections. In the potential energy surfaces enthalpies are included in brackets. PES scans were carried out at the (RI)-BP86/def2-SV(P) level of theory using TURBOMOLE within ChemShell 3.7.0, where DL-FIND was used for the optimizations.\textsuperscript{117,118}

A simplified system was used where the alkoxy groups of the phosphoramidate were shortened from ethyl groups to methyl groups. This reduction in the chain length greatly reduces the conformational freedom without greatly impacting the relative energies within the reaction.

In the original experimental study by Drover et al. various alkynes were used to determine the effect on the reaction.\textsuperscript{108} For this mechanistic study a simplified model was used to reduce the conformational flexibility of the system. For the alkyne a methyl group was used for the R group compared to the much bulkier groups studied. Substitution effects were later investigated but only for the final products. The alkyl chains of the phosphoramidate were also shortened from ethyl groups to methyl groups. These changes, while decreasing the conformational flexibility and therefore the size of the PES needing to be studied, do not have a significant impact on the electronics of the system. Crystallographic data was compared to the calculated bond lengths and, at most, differed by 0.03 Å. The bond lengths of the final product, 5b$_E$, obtained from these calculations and from the crystal structure of [5][BAr$_{4}$] can be seen in Table 3.1 and are in good agreement with each other giving confidence in the chosen methodology.
Table 3.1 – Key bond lengths in Å for 5a_E at the (RI)-PBE0-D3BJ/def2-TZVPP//(RI)-BP86/def2-SV(P) level compared to bond lengths obtained from the crystal structure of [2][Bar_F4].

<table>
<thead>
<tr>
<th>Complex</th>
<th>Cα-Cβ</th>
<th>P-O</th>
<th>P-N</th>
<th>Ir-N</th>
<th>Ir-Cα</th>
</tr>
</thead>
<tbody>
<tr>
<td>5a_E</td>
<td>1.36</td>
<td>1.60</td>
<td>1.63</td>
<td>2.06</td>
<td>2.03</td>
</tr>
<tr>
<td>[2][Bar_F4]</td>
<td>1.334(3)</td>
<td>1.571(4)</td>
<td>1.633(9)</td>
<td>2.050(8)</td>
<td>1.999(2)</td>
</tr>
</tbody>
</table>
3.4 Results and Discussion

3.4.1 General Overview of the Reaction

An overview of the different pathways and corresponding intermediates that were studied is given in Scheme 3.7. The first step of the reaction involved coordination of the alkyne to the 16 electron $\kappa^2$-coordinated complex 1, to give 2, an 18-electron system with the alkyne coordinating in an $\eta^2$ fashion. From 2, five different pathways were investigated that lead to the formation of the five-membered irida(III)cycle 5:

1) O-Protonation – deprotonation of the terminal alkyne by the P=O oxygen of the phosphoramidate, consequently breaking the Ir-O bond

2) Cp*-Protonation – deprotonation of the terminal alkyne by the Cp* ligand

3) N-Protonation – deprotonation of the terminal alkyne by the nitrogen of the phosphoramidate, consequently breaking the Ir-N bond

4) Oxidative-Addition – a hydride is transferred onto the Ir causing a change in the oxidation state from Ir(III) to Ir(V)

5) 1,2-Hydride Shift – a hydride shift where the proton transfers from the alpha carbon of the alkyne to the beta carbon, thus proceeding directly to the vinylidene

O-Protonation, N-Protonation, and Cp*-Protonation are all examples of LAPS mechanisms (Scheme 3.7A). Here the ligand takes part in the reaction by deprotonating the alkyne to form the corresponding acetylide, 3a, 3b, and 3c respectively. Subsequently a hydrogen transfer occurs to the $\beta$-carbon of the acetylide to give the vinylidene 4. In the case of the N-Protonation pathway no vinylidene intermediate was found and instead protonation of the $\beta$-carbon directly leads to attack of the nitrogen and formation of 5b. Attack of the oxygen onto the $\alpha$-carbon of the vinylidene in 4 results in 5a.
Scheme 3.7 – Reaction pathways investigated for the formation of 5 via the reaction of 1 with propyne. (A) LAPS pathways involving proton migration by a non-innocent ligand. (B) Traditional non-ligand assisted pathways by oxidative addition and 1,2-hydride shift. (Reprinted with permission from the American Chemical Society119)

Scheme 3.7B shows the more traditional pathways oxidative addition and 1,2-hydride shift. In the Oxidative Addition pathway the alkyne adds to the Ir(III) complex resulting in an Ir(V) hydride complex, 6. The hydride on the metal then transfers to the acetylide to give the vinylidene 4 as with the LAPS pathways. The 1,2-Hydride Shift pathway proceeds directly to the vinylidene 4 from the starting coordinated alkyne complex 2. For both the oxidative-addition and 1,2-hydride shift the pathways converge with the O-protonation and Cp*-protonation pathways at complex 4, where attack of the oxygen results in the product 5a.

3.4.2 Potential Energy Surface

Figure 3.8 shows the Potential Energy Surface (PES) for three of the five pathways that were investigated: O-Protonation, N-Protonation, and 1,2-Hydride Shift. Oxidative Addition and Cp*-Protonation were determined to be inaccessible and part of the PES for those pathways is
shown in Figure 3.9 for clarity. Overall, the reaction is downhill and results in a stabilization of between 50-75 kJ mol$^{-1}$ for the two different regio- and stereoisomers of 5, compared to the starting alkyne coordinated complex 2bi.

### 3.4.3 O-Protonation Pathway

During the first transition state the P=O oxygen of the phosphoramidate deprotonates the terminal position of the alkyne as seen in Figure 3.8. A six-membered ring is formed during this transition state which can be seen in Figure 3.10. The orientation of the dimethylphenyl group on the nitrogen remains unchanged in TS$_{23a}$ and 3a along with the methoxy groups on the phosphorus. Only the orientation of the alkyne changes during this process. In 2bi the alkyne is coordinated in an η$^2$ fashion with the methyl group of the alkyne oriented away from the uncoordinated oxygen of the phosphoramidate ligand. During TS$_{23a}$ the alkyne has already undergone most of the rotation to form the acetylide that is seen in 3a.

The barrier for TS$_{23a}$ was found to be 48 kJ mol$^{-1}$, a low energy process. The six-membered transition state and little change in the orientation of the ligands around the iridium centre explains this relatively low barrier.
Figure 3.8 – PES for the N-protonation (red), O-protonation (blue), and 1,2-hydride shift (green) pathways for the formation of 5. Relative Gibbs energies (and enthalpies in brackets) are shown in kJ mol⁻¹ at the (RI)-PBE0-D3BJ/def2-TZVP/(RI)-BP86/def2-SVP level in CH₂Cl₂ (COSMO). (Reprinted with permission from the American Chemical Society.)
Figure 3.9 - PES for the first transition state for the oxidative-addition (purple) and Cp* protonation (black) pathway. Relative Gibbs energies (and enthalpies in brackets) are shown in kJ mol$^{-1}$ at the (RI)-PBE0-D3BJ/def2-TZVPP//RI-BP86/def2-SV(P) level in CH$_2$Cl$_2$ (COSMO). (Reprinted with permission from the American Chemical Society\textsuperscript{119}).
Figure 3.10 - (RI)-PBE0-D3BJ/def2-TZVPP//RI-BP86/def2-SV(P) level in CH₂Cl₂ (COSMO) transition state structure for TS²³a along with corresponding minima 2bi and 3a. Selected distances are shown in Å. Dark blue = Ir, blue = N, orange = P, red = O, grey = C, and white = H.

The distance between iridium and the centroid of the η²-C-C coordinated alkyne in 2bi is approximately 2.04 Å. During the transition state, TS²³a, the coordinating of the alkyne changes to η¹ and a direct Ir-C bond is formed. In TS²³a, this Ir-C distance increases to 2.10 Å, slightly longer than in the η² coordination in 2bi. In 3a this distance reduces to 1.98 Å. This change in coordination brings the hydrogen on the alkyne closer to the P=O oxygen in the phosphoramidate, 4.15 to 1.61 Å in 2bi and TS²³a respectively. Meanwhile the C-H bond distance increases from 1.09 to 1.21 Å in TS²³a. This bond distance indicates that the transition state structure resembles the starting material rather than the product though the coordination of the alkyne has changed in the transition state.
Five isomers of 2 were determined and are shown in Figure 3.8. The alkyne in isomers can be oriented two ways in the complex, which can be seen when comparing isomers \( 2 \text{bi} \) and \( 2 \text{bii} \). The P=O oxygen can be coordinated to the Ir centre such as in isomers of \( 2 \text{a} \), while in \( 2 \text{b} \) the Ir-O bond is no longer present. To access TS\(_{23a}\), a rearrangement from other isomers to \( 2 \text{b} \) would be needed as the oxygen needs to be uncoordinated and the alkyne must be oriented for deprotonation to occur.

In \( 2 \text{bii} \), the methyl on the alkyne is oriented towards the P=O oxygen, but this isomer is similar in energy to \( 2 \text{b} \). Re-coordinating to give \( 2 \text{b} \) then allows access to \( 3 \text{a} \) through TS\(_{23a}\), which is 26 kJ mol\(^{-1}\) lower in energy and would be a driving force for re-coordination along with the overall stabilization of forming \( 5 \text{a}_E \), which is 69 kJ mol\(^{-1}\) lower in free energy than the starting complex \( 2 \text{b} \).

In \( 2 \text{ai} \) and \( 2 \text{a} \) the P=O oxygen is still coordinated to iridium, but since these minima are higher in energy, 10 and 35 kJ mol\(^{-1}\) respectively, compared to \( 2 \text{b} \), it is energetically favourable for the oxygen to not be coordinated and then this allows for formation of \( 3 \text{a} \) and finally \( 5 \text{a}_E \).

During the second transition state, TS\(_{3a4a}\), the hydrogen migrates from the oxygen in \( 3 \text{a} \) to the \( \beta \)-carbon on the acetylide to give \( 4 \text{ai} \), which can be seen in detail in Figure 3.11. The barrier for this process was determined to be 46 kJ mol\(^{-1}\), almost identical to the barrier for the first transition state, TS\(_{23a}\). During the transition state the iridium-carbon distance decreases slightly to 1.91 Å from 1.98 Å in \( 3 \text{a} \). This is coupled with only a negligible increase in the carbon-carbon bond distance of 0.03 Å.

The distance between the oxygen and the hydrogen in TS\(_{3a4a}\) increases to 1.43 Å from 1.04 Å in \( 3 \text{a} \). As with TS\(_{23a}\) the orientation of the P-O group is relatively unchanged along with the dimethylphenyl group on the nitrogen and the methoxy groups on the phosphorus. This retention of the conformation seen in the minimum \( 3 \text{a} \) will play a role in the low barrier and is comparable to the barrier for TS\(_{23a}\). The C-H distance decreases from 1.87 to 1.28 Å in \( 3 \text{a} \) and TS\(_{3a4a}\) respectively. Only the C-H and O-H distances undergo a significant change.
Figure 3.11 - (RI)-PBE0-D3BJ/def2-TZVPP//RI-BP86/def2-SV(P) level in CH₂Cl₂ (COSMO) transition state structure for TS₃₃₄₄ with corresponding minima 3a and 4a. Selected distances are shown in Å. Dark blue = Ir, blue = N, orange = P, red = O, grey = C, and white = H.

The vinylidene that is formed, 4aᵢ, has a much shorter Ir-C and longer C=C bond distance of 1.86 and 1.32 Å respectively compared to 3a by 0.12 and 0.07 Å. This is to be expected as more electron density is now located between the iridium and carbon. Interestingly the P=O group is now oriented away from the vinylidene. This minimum is only 7 kJ mol⁻¹ lower in energy than TS₃₃₄₄. A more stable isomer of 4 was located where the oxygen is coordinated to the iridium. This however causes a shift in the coordination of the Cp* ligand from η⁵ to η³.

A DRC calculation was carried out and showed that TS₃₃₄₄ leads directly to 4aᵢ. A change in the coordination can then occur to the more stable isomer of 4, but this 4c isomer was not found to be directly connected to TS₃₃₄₄.
From 4a, the final 5-membered irida-cycle 5a is formed, both stereoisomers are shown in Figure 3.12. No transition state was found for this process and was determined to proceed downhill with no barrier (See 3.4.9 Potential Energy Surface (PES) Scans). The key bond distances in both isomers are almost identical. The difference between these two isomers is the orientation of the methyl group in the alkene. 5a_E is thermodynamically favoured by 19 kJ mol\(^{-1}\), most likely due to a reduction in the steric interaction between the methyl group and the Cp* ligand.

In both isomers the \(\angle \text{C-C-CH}_3\) and \(\angle \text{C-C-H}\) angles are roughly the same, 129 and 116° respectively. For both isomers this causes the methyl group to sit closer to surrounding groups however, there is a much more significant impact in 5a_Z due to the proximity of the Cp* ligand.

### 3.4.4 N-Protonation Pathway

As with the O-protonation pathway, the first step in the N-protonation pathway involves deprotonation of the coordinated alkyne in 2b. In this pathway the nitrogen of the phosphoramidate deprotonates the alkyne in the first transition state \(\text{TS}_{23b}\), which can be seen in Figure 3.13. During this transition state the Ir-C distance has increased slightly from 2.04 to 2.08 Å in 2b, and \(\text{TS}_{23b}\) respectively. This slight increase is most likely to reduce steric clashing due to the bulk of the dimethylphenyl group on the nitrogen. The C-H distance is already much longer in \(\text{TS}_{23b}\) than in 2b, by 0.17 Å (1.26 and 1.09 Å respectively).
The C-C distance in the alkyne remains unchanged at approximately 1.25 Å in 2bi, TS23b, and 3b. The Ir-C distance does decrease in 3b to 1.96 Å from 2.04 Å in 2bi due to a change in coordination to form the acetylide.

![Diagram of molecular structures](image_url)

Figure 3.13 - (RI)-PBE0-D3BJ/def2-TZVPP/((RI)-BP86/def2-SV(P)) level in CH2Cl2 (COSMO) transition state structure for TS23b with corresponding minima 2bi and 3b. Selected distances are shown in Å. Dark blue = Ir, blue = N, orange = P, red = O, grey = C, and white = H.

The barrier for formation of 3b was determined to be 85 kJ mol\(^{-1}\) as seen in Figure 3.8. This is a much larger barrier than in the O-protonation pathway. There is increased steric clashing due to the dimethylphenyl group on the nitrogen that needs to reorient during this process. This bulkier group on the nitrogen does not allow for as much conformational freedom as is available in the O-protonation pathway. Furthermore, the larger barrier will be due to the
energy penalty associated with breaking the Ir-N bond. No isomer of 2 could be found as the Ir—N always reforms. The strength of the Ir-N bond can also be seen later in isomer 4b, where the vinylidene has formed. The Ir-N bond is broken in this isomer, but this is associated with an increase in free energy of 111 kJ mol$^{-1}$ compared to 4a.

The bond distances in TS$_{23b}$ suggest that the nitrogen is still coordinated to the iridium while the N-H bond is formed. This results in a four-membered ring transition state which are known to be less favourable than six-membered transition states and could explain why this barrier is much larger than that for TS$_{23a}$. Further analysis on the bonding in this transition state would need to be done to determine whether this truly is a 4-membered ring transition state or 6-membered as with TS$_{23a}$.

The resulting minimum 3b is more stable than 3a by 7 kJ mol$^{-1}$. Since the Ir-N bond is now broken the dimethylphenyl group can orientate itself away from the rest of the complex, reduce any steric interaction and thereby lower the energy of the stationary point compared to the O-analogue 3a. The more basic site on the ligand is also protonated, which will also be more stable.

During the second transition state the hydrogen on the nitrogen of the phosphoramidate transfers to the $\beta$-carbon in the acetylide. The barrier for this is very large at 149 kJ mol$^{-1}$, as seen in Figure 3.8. As with the O-protonation pathway this is a seven-membered ring transition state, but due to the dimethylphenyl group there is less flexibility. This lack in flexibility means that the acetylide and dimethylphenyl group are forced together to allow for protonation of the acetylide. The larger barrier is also due to the NH site being less acidic than the OH site and hence will not be as good a proton source.

The N-H distance in TS$_{3ab5b}$ is already elongated compared to 3b, increasing to 1.91 Å from 1.04 Å, while the C=C distance has only slightly increased from 1.25 to 1.81 Å respectively, which can be seen in Figure 3.14. The orientation of the complex has only changed slightly with these minor changes in bond distances. The angles and orientation of groups remain unchanged, which indicates that the decreased distance between the phosphoramidate and the acetylide is causing this larger barrier.

Unlike with the O-protonation pathway, TS$_{3ab5b}$ leads directly to the final product 5b_E by protonating the $\beta$-carbon of the acetylide while simultaneously forming a bond between the nitrogen and $\alpha$-carbon of the acetylide. The C=C bond has increased slightly to 1.37 Å in 5b_E from 1.31 Å in the transition state.
3.4.5 Cp*-Protonation Pathway

As with the O-protonation and N-protonation pathways a transition state was found where the hydrogen of the alkyne is transferred to the Cp* ligand of the Ir(III) system. $\text{TS}_{23c}$, shown in Figure 3.15, was found to proceed via a barrier of 264 kJ mol$^{-1}$, see Figure 3.9. Cp* is
known to be very stable spectator ligand, which is why it is used extensively in organometallic chemistry. While reactions involving the protonation of Cp* do exist the resulting C-H bond is relatively weak making the complexes very reactive.\textsuperscript{120,121} Ligand-assisted behaviour like this is therefore going to be accompanied with a high energy barrier especially since protonating the ring breaks the conjugation present in Cp* resulting in a high energy barrier.

During TS\textsubscript{23c} the Ir-C and C=C bond distance remains unchanged at 2.04 and 1.26 Å respectively. The C-H bond is elongated to 1.23 Å in the transition state from 1.09 Å in 2b\textsubscript{i}. In the resulting minimum 3c the Ir-C distance has decreased slightly to 1.94 Å as with the other pathways where an acetylide is formed. The C=C bond length remains relatively unchanged, 0.03 Å elongation in 3c is observed compared to TS\textsubscript{23c}.

Figure 3.15 - (RI)-PBE0-D3BJ/def2-TZVPP//(RI)-BP86/def2-SV(P) level in CH\textsubscript{2}Cl\textsubscript{2} (COSMO) transition state structure for TS\textsubscript{23c} with corresponding minima 2b\textsubscript{i} and 3c. Selected distances are shown in Å. Dark blue = Ir, blue = N, orange = P, red = O, grey = C, and white = H.
Since this barrier was much larger than the other LAPS mechanisms this pathway was not investigated any further. Protonation of the Cp* would not be accessible and highly unlikely, especially considering the other lower energy pathways that have already been located.

3.4.6 Oxidative-Addition Pathway

Oxidative addition is a reaction step that involves metal insertion between two atoms and an increase in oxidation state. For a C-H bond, insertion of a metal forms a hyride and an acetylide. In the reaction being studied the oxidation state of the iridium changes from Ir(III) to Ir(V). Iridium is known to be able to accommodate a variety of oxidation states ranging from 0 to +6 with +1 and +3 being the most common. Figure 3.9 shows the potential energy surface for this pathway which proceeds via a barrier of 96 kJ mol\(^{-1}\). This is a higher energy pathway compared to the LAPS mechanisms involving oxygen and nitrogen protonation.

Figure 3.16 shows TS\(_{26}\) along with the corresponding minima 2b, and 6. The acetylide in 6 is now angled down and away from the Cp* ligand compared to the acetylide in the other pathways. This is to accommodate the hydride, which sits closer to the Cp* ligand to reduce any steric interaction. During TS\(_{26}\), the alkyne is oriented in a similar way as in 6, which brings the methyl group on the alkyne and the phosphoramidate much closer together and thus raises the free energy of the system. The change in oxidation state of the iridium contributes to this larger barrier. Ir(III) is a common and stable oxidation state, while Ir(V) does exist it is not as common.
Figure 3.16 - (RI)-PBE0-D3BJ/def2-TZVPP//[(RI)-BP86/def2-SV(P)] level in CH$_2$Cl$_2$ (COSMO) transition state structure for TS$_{26}$ with corresponding minima 2bi and 6. Selected distances are shown in Å. Dark blue = Ir, blue = N, orange = P, red = O, grey = C, and white = H.

The Ir-H distance in TS$_{26}$ is shorter than the C-H distance, 1.61 vs. 1.75 Å respectively, and lies close to the distance in the resulting minimum 6, 1.61 and 1.59 Å respectively. The C=C bond length decreases slightly by 0.03 Å in TS$_{26}$ and remains at this distance in 6. The transition state therefore lies closer to 6. This minimum sits 88 kJ mol$^{-1}$ above 2bi, which can be explained due to the need to accommodate an extra group at the iridium, which is now seven coordinate due to a ring slip of the Cp* ligand to η$^3$ from η$^5$. This ring slip is also seen in TS$_{26}$.

As with Cp*-Protonation, this pathway was not explored further due to the high free energy transition state. While this pathway is only 11 kJ mol$^{-1}$ higher in free energy than the N-protonation pathway it would not be favourable, due to the ability to proceed via a lower energy pathway.
3.4.7 1,2-Hydride Shift Pathway

Along with oxidative addition, a hydride shift is a very common step in organometallic reactions, where the hydrogen of a hydrocarbon coordinated to the metal shifts position. For this reaction the terminal hydrogen on the alkyne shifts to the β-carbon classing it a 1,2-hydride shift. The barrier for this process was determined to be 76 kJ mol\(^{-1}\) as seen in Figure 3.8. The transition state, \(\text{TS}_{24}\), can be seen in Figure 3.17 along with the corresponding minima \(2b\) and \(4c\). In \(\text{TS}_{24}\) the alkyne is fully rotated from \(\eta^1\) instead of the \(\eta^2\) coordination seen in \(2b\). The Ir-C distance decreases by 0.05 Å from \(2b\) to the transition state while in \(4c\) the distance has reduced further to 1.85 Å.

The C=C distance remains unchanged in \(\text{TS}_{24}\) but does increase slightly, by 0.05 Å, in \(4c\). The \(\text{Cp}^*\) and phosphoramidate ligands during this pathway remain almost unchanged which allows for maximised distance between to minimize any steric clash. The barrier for this process is comparable to that for the N-protonation pathway but is 28 kJ mol\(^{-1}\) higher in free energy than the O-protonation pathway. This is because the hydrogen migration is not facilitated by any of the ligands. Additionally, the O-protonation pathway involves an acidic hydrogen and a basic carbon site on the acetylide that is protonated.
Figure 3.17 - (RI)-PBE0-D3BJ/def2-TZVPP//(RI)-BP86/def2-SV(P) level in CH$_2$Cl$_2$ (COSMO) transition state structure for TS$_{24}$ with corresponding minima 2b$_i$ and 4c. Selected distances are shown in Å. Dark blue = Ir, blue = N, orange = P, red = O, grey = C, and white = H.

TS$_{24}$ results in the formation of the vinylidene 4c, where the Cp* ligand has slipped to $\eta^3$ coordination. This ring slip allows for coordination of both the nitrogen and the oxygen of the $\kappa^2$-phosphoramidate and a small stabilization of 3 kJ mol$^{-1}$ compared to 4a$_i$ (see Figure 3.8). From 4c the final product 5 can then be accessed. This 1,2-hydride shift pathway gives access to the final product via fewer intermediates, a lower barrier than in the N-protonation pathway, but larger than in the O-protonation pathway.

3.4.8 Alkyne Activation Mechanism

The initial investigation into different pathways showed that oxidative addition and Cp*-protonation proceed via high free energy barriers. These pathways were therefore not investigated further as they were determined not to be competitive. Further discussion of the
remaining three pathways, O-protonation, N-protonation, and 1,2-Hydride Shift for the formation of 5 are necessary to determine the most likely pathway.

The first transition state for the O-protonation pathway was determined to be lower in energy than the N-protonation and 1,2-hydride shift pathways by 37 and 28 kJ mol\(^{-1}\) respectively. This lower energy barrier makes the O-protonation pathway the most accessible and likely. In the N-protonation pathway the intermediate 3b is 13 kJ mol\(^{-1}\) lower in energy than 3a, the O-protonation pathway analogue. This extra stabilisation, due to protonation of the more basic site, in the N-protonation pathway leads to a larger barrier for the second transition state TS\(_{3a4b}\) of 149 kJ mol\(^{-1}\) compared to 46 kJ mol\(^{-1}\) for TS\(_{3a4a}\). TS\(_{3a5b}\) does lead directly to the product instead of proceeding via a vinylidene intermediate but this large barrier makes the pathway unlikely.

The 1,2-hydride shift pathway proceeds via only one transition state, TS\(_{4a4c}\), which leads directly to intermediate 4c. From here the isomer 4a\(_i\) can be accessed, which was found to lie on the O-protonation pathway. Conversion from 4c to 4a\(_i\) requires breaking the Ir-O bond and changing the coordination of the Cp* ligand from \(\eta^1\) to \(\eta^5\). The isomer 4a\(_i\) lies slightly higher on the PES than 4c within an energy difference of 3 kJ mol\(^{-1}\).

Theoretically, both 5a and 5b can be accessed from 4c since both the Ir-N or the Ir-O bond can be broken and result in attack of the vinylidene. To test this a scan of 4c was completed where the distance between the oxygen or nitrogen of the phosphoramidate and the \(\alpha\)-carbon of the vinylidene was decreased (see section 3.4.9). This showed that there is a barrier of approximately 70 kJ mol\(^{-1}\) to reach 5a and 5b from 4c.

5a could also be accessed from 4a\(_i\), since the Ir-O bond is already broken in this intermediate. A scan was once again carried out where the C-O distance was varied (see section 3.4.9). This PES scan showed that the product 5a\(_\text{Z}\) is formed from 4a\(_i\) and proceeds without a significant barrier. So, while both 5a and 5b can be formed from 4c, a change in the coordination resulting in 4a\(_i\) allows access to the product 5a\(_\text{Z}\) directly, without overcoming a significant barrier.

5a\(_\text{E}\) does not result from 4a\(_i\), since the methyl group on the vinylidene is oriented away from the oxygen. Vinylidene rotation was determined to be possible in this complex (see section 3.4.10) via a low energy barrier of 10 kJ mol\(^{-1}\). The resulting isomer has the same energy and allows access to the thermodynamic product 5a\(_\text{E}\).

Overall the N-protonation pathway is not accessible. While the first transition state, TS\(_{23b}\), proceeds through a barrier close in energy to the 1,2-hydride shift pathway the barrier of the second transition state, TS\(_{3a5b}\), to reach 5b is high in energy. While 3b could be formed, this cannot react further and would require overcoming a barrier of 118 kJ mol\(^{-1}\) to reach the starting complex 2. No such intermediate was seen experimentally and therefore it is likely that the N-protonation pathway does not proceed at all.
For the 1,2-hydride shift pathway, since this converges with the O-protonation pathway and proceeds via a barrier not much high in energy than those in the O-protonation pathway, it cannot be ruled out as a possible pathway. The N-protonation pathway is not likely to occur due to subsequent high energy barriers and since no side product, such as 3b, was observed in the reaction it would be likely that the barrier for TS24 would also be too large. Thus, making the O-protonation pathway the most plausible for this reaction. As stated previously only the product 5a_E was observed experimentally, which is consistent with the computational study carried out here. The regioselectivity seen in this reaction where the nitrogen product, 5b, was not observed is due to a high barrier in the N-protonation pathway along with a high barrier for the formation of 5b from 4c. Only the E-isomer was observed experimentally, which is due to it being the thermodynamic product and the virtually barrierless rotation of the vinylidene in 4c and 4a. So, while 5a_Z could be formed, since the DRC showed this to be the end product from 4a, the thermodynamic product can be accessed by converting back to 4a and undergoing rotation of the vinylidene via a barrier of 63 kJ mol⁻¹.

3.4.9 Potential Energy Surface (PES) Scans

Two scans were carried out to determine whether attack of the nitrogen or oxygen of the phosphoramidate on the α-C of the vinylidene in 4c takes place. For 4a, a scan was carried out where the distance from the uncoordinated oxygen of the phosphoramidate and the α-carbon of the vinylidene was decreased. No transition state was located between 4a and 5a, therefore the scan was used to determine whether there is a barrier for formation of the product. Figure 3.18 shows the N-C and O-C distances that were scanned in 4c and 4a, from 3.12 to 1.22 Å and 2.84 and 1.34 Å respectively.

Figure 3.18 – Relaxed PES scans were carried out on 4c and 4a to determine approximate barriers. Dashed bonds connect the two atoms involved in the scans, where the red line indicates the N-C scan and the green line the O-C scan.
Figure 3.19 shows the distances along with the relative energies of these states in kJ mol\(^{-1}\). Both scans show that the barrier for formation of the corresponding product 5 is around 65 kJ mol\(^{-1}\). This provides an alternative pathway for the formation of 5a and 5b. For the oxygen scan the relative electronic energy rises until 2.14 Å (see Figure 3.19). Here the relative energy is 67 kJ mol\(^{-1}\), which gives an approximation of the barrier for the formation of 5a from 4c. A transition state could not be determined because the optimization continually converged to a minimum, even though attempts were made to alter step size, convergence threshold, functionals, and also which computational software used.

For 5a the lowest energy pathway from 4c would be tautomerisation to 4ai through the oxygen uncoordinating before proceeding to 5a instead of attack of the oxygen directly from the iridium. As the distance between the iridium and oxygen increases this Ir-O bond will break as the Cp* ligand shifts from η\(^3\) to η\(^5\) and 4ai forms. If 4c is formed during the reaction, this complex will tautomerise to complex 4ai, followed by attack of the P=O oxygen on the vinylidene to give the final product 5a.

![Figure 3.19](image)

Figure 3.19 – Relative electronic energies of the relaxed scan of the O-C distance in 4c varying from 2.84 to 1.34 Å at the (RI)-BP86/def2-SV(P) level.

For the Ir-N scan (see Figure 3.20) the energy change is much shallower. The relative energy rises until the distance between the nitrogen and α-carbon on the vinylidene reaches 2.22 Å. This gives a barrier of 63 kJ mol\(^{-1}\) for the formation of 5b from 4c. For 5b this offers an alternative pathway that is lower in energy than proceeding from the N-protonation pathway or
isomerising to isomer 4b. However, since the O-protonation pathway has lower energy barriers, formation of 5b via this pathway is not viable.
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Figure 3.20 - Relative electronic energies of the relaxed scan of the N-C distance in 4c varying from 3.12 to 1.22 Å at the (RI)-BP86/def2-SV(P) level.

Surprisingly the barrier for the formation of the N-C bond is slightly lower in energy than the barrier for the formation of 5a. These results only provide an approximation of the barrier as these structures were not used to find a transition state at the same level of theory as the rest of the PES. Attempts at finding a transition state were made but were unsuccessful. Due to the absence of a transition state for both these processes no strong conclusion can be drawn about which is energetically preferred. Additionally, since alternative processes are possible from 4c it is much more likely for tautomerisation of 4c to 4a_{ii} to occur to give 5a.

Figure 3.21 shows the distances and relative energies for the scans of O-C carried out on 4a_{ii}. As the distance between the oxygen to the vinylidene α-carbon is decreased the relative energy decreases. This shows that there is no barrier to formation of 5a from 4a_{ii}. 4a_{ii}, which would therefore react very quickly to form 5a.
Figure 3.21 – Relative electronic energies of the relaxed scan of the O-C distance in 4a\textsubscript{i} varying from 1.70 to 2.70 at the (RI)-BP86/def2-SV(P) level

A scan of O---C was also carried out to isolate the barrier to the formation of 5a from the conformational isomer 4a\textsubscript{i}. In the conformational isomer 4a\textsubscript{i} (see Figure 3.22) the methyl group on the vinylidene is oriented up towards the Cp\* ligand. Attack of the phosphoramidate oxygen on the vinylidene here would then lead to the 5a\textsubscript{Z} product. Just as with 4a\textsubscript{ii} the scan showed that there is no barrier to the formation of 5a\textsubscript{Z} (see Figure 3.23).

Figure 3.22 - Conformational isomers 4a\textsubscript{i} and 4a\textsubscript{ii}
Figure 3.23 – Relative electronic energies of the relaxed scan of the O-C distance in 4ii varying from 1.76 to 2.76 Å at the (RI)-BP86/def2-SVP level

3.4.10 Vinylidene Rotation Scan

As previously mentioned, vinylidene rotation is usually a low energy process. To confirm that this is the case here a scan of the dihedral angle of the vinylidene of 4c was carried out. The scan was carried out in TURBOMOLE by freezing the dihedral angle of the four atoms involved (N, Ir, C, C(Me), see Figure 3.24) and optimizing the structure at each angle. Single point calculations were then carried out on these optimized structures to improve upon the electronic energy. A scan of 180 degrees was carried out where the Me group of the vinylidene passes the Me groups of Cp*. The rotation of an Me group of the vinylidene past the Cp* ligand would be higher in energy when compared to a H group. The greater bulk of the Me group of the vinylidene, compared to the H, would result in a greater steric clash and thereby increase the barrier for the rotation. Since the barrier for the Me group of the vinylidene was found to be 10 kJ mol⁻¹ a full 360-degree scan was not carried out since it was assumed that the barrier for the H group rotating past the Cp* ligand would be lower in energy.
Figure 3.24 – A relaxed PES scans were carried out on 4c to determine the barrier of vinylidene rotation. Atoms included in the dihedral scan are indicated by *.

Figure 3.25 shows the dihedral angle and the relative energy for each of the angles. The barrier for rotation is only 10 kJ mol⁻¹, which occurs when the methyl group on the vinylidene is almost parallel to the N-C(dimethylphenyl) bond. At this point the empty p-orbital on the α-carbon is oriented in such a way that any backdonation from the metal to the ligand is no longer present.

With a barrier of 10 kJ mol⁻¹ this rotation is easily accessible and explains why the thermodynamic product, 5b_E, is formed in the reaction even though based on the structure of 4c the Z-isomer would be expected.

Figure 3.25 – Relaxed scan of the dihedral angle (N-Ir- Cβ-C(Me)) in 4c at the (RI)-PBE0/def2-SV(P) level
3.4.11 Origins of Regio- and Stereoselectivity

The two regio- and two stereo-isomers of 5 are shown in Figure 3.26. In the experiment carried out by Drover et al. only the 5a_E isomer, the Ir-O product, was observed even when the R group on the alkyne was changed.\textsuperscript{108} Not a trace of the alternative 5b regioisomer nor the Z-isomer of either regioisomer was detected. Both the E and Z stereoisomer of 5b are thermodynamically favoured over the 5a isomer by 6 kJ mol\textsuperscript{-1} and 22 kJ mol\textsuperscript{-1} respectively as seen in Figure 3.8. The PES also shows that while 5b_E is the thermodynamic product of the reaction, larger energy barriers for the N-protonation pathway make this product inaccessible \textit{via} this pathway.

![Figure 3.26 – Regio- and stereo-isomers of 5.](image)

5b could potentially be formed from the $\kappa^2$-N,O coordinated phosphoramidate vinylidene 4c either by breaking the Ir-N bond followed by attack of the nitrogen or \textit{via} direct attack of the nitrogen. Figure 3.8 shows that the 4b isomer, which is formed by breaking the Ir-N bond, is 111 kJ mol\textsuperscript{-1} and 108 kJ mol\textsuperscript{-1} higher in energy than 4c and 4a\textsubscript{i} respectively. Formation of 5b \textit{via} an isomer of 4 was, therefore, determined to not be accessible due to the availability of a lower energy pathway \textit{via} the O-protonation pathway. Direct attack of the nitrogen in 4c was also determined not to be feasible as the scan in Error! Reference source not found. and Figure 3.19 showed this involved a barrier of around 60 kJ mol\textsuperscript{-1}. The combination of higher energy barriers for both the N-Protonation pathway and the reaction from the isomers of 4 give
insight and possible reasons for why the thermodynamic regioisomer 5b was not observed experimentally.

Regarding the stereoselectivity that was observed in the reaction the E isomer of both 5a and 5b is the thermodynamic product. The E isomer lies 19 and 3 kJ mol\(^{-1}\) lower in energy than the Z isomer of 5a and 5b respectively. The scan carried out on 4ai leads to the Z isomer of 5a due to the orientation of the vinylidene in 4ai. The PES scan of 4a showed that there was no barrier to the formation of 5a-E.

Vinylidene rotation was determined to be approximately 10 kJ mol\(^{-1}\) for 4c. Rotation of the vinylidene through this low barrier, followed by attack of O at the \(\alpha\)-carbon, allows access to the thermodynamic product. From 5a-Z a barrier of 63 kJ mol\(^{-1}\) would need to be overcome to convert back to 4ai. Vinylidene rotation can then occur and lead to a stabilization of 19 kJ mol\(^{-1}\) by formation of 5a-E. In the reaction carried out by Drover et al. the reaction was heated to 25 °C and allowed to react for 15 minutes. Under these conditions conversion to 4ai, rotational of the vinylidene to give the other conformational isomer 4ai, and attack of the oxygen to give the thermodynamic product would be possible. For 5b such a pathway is not possible since accessing the vinylidene 4b would require overcoming a barrier of 193 kJ mol\(^{-1}\). The stereoselectivity observed for this reaction is therefore due to a thermodynamic effect with 5a and once again large energy barrier for 5b preventing formation of this product.

**3.4.12 Substituent Effects**

The effect that the R group on the alkyne has on the thermodynamic preference of isomers 5a and 5b was tested. R= Me, Ph, p-\(^{t}\)BuPh, Cy, and \(^{t}\)Bu (see Figure 3.27) were chosen as these groups exhibit different steric and electronic effects. Table 3.2 shows the relative Gibbs free energies of 5b relative to 5a. For R=Me, Ph, and p-\(^{t}\)BuPh the energy difference is negligible and within DFT error to suggest that there is no preference. R=Me is the smallest group and therefore steric would not play a big part here. For R=Ph and p-\(^{t}\)BuPh there is the potential for steric clash with the Cp* ligand and the phosphoramidate. These potential clashes can be mitigated due to rotation since the phenyl group is planar. While p-\(^{t}\)BuPh is bulkier than Ph the bulk of this group is situated far from the rest of the ligands on the iridium and therefore does not result in a preference between the isomers.
For $R=\text{Cy}$ and $t\text{-Bu}$ there is an isomer preference as the relative Gibbs free energies are now $-14$ and $15$ kJ mol$^{-1}$ respectively for isomer $5b$, relative to $5a$. The isomer $5b$ is now preferred for the cyclohexyl group and $5a$ for the $t$-butyl group.

Table 3.2: Free energies of isomer $5b$, relative to $5a$, with $R=\text{Me, Ph, } p\text{-tBuPh, Cy, and } t\text{-Bu}$ at the (RI)-PBE0/def2-TZVPP//RI-BP86/def2-SV(P) level.

<table>
<thead>
<tr>
<th>$R$</th>
<th>$5b$ ΔG ($5b\text{-}5a$) (kJ mol$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cy</td>
<td>-14</td>
</tr>
<tr>
<td>Me</td>
<td>-6</td>
</tr>
<tr>
<td>Ph</td>
<td>1</td>
</tr>
<tr>
<td>$p\text{-tBuPh}$</td>
<td>3</td>
</tr>
<tr>
<td>$t\text{-Bu}$</td>
<td>15</td>
</tr>
</tbody>
</table>

In the case of $R=t\text{-Bu}$ the $5a$ isomer is thermodynamically favourable, which is consistent with the experimental results obtained by Drover et al.$^{108}$ The most likely explanation for this preference is due to the steric clash that would occur between the Cp$^*$ ligand and the $t$-butyl group in $5b$. In isomer $5b$ the dimethylphenyl group on the nitrogen of the phosphoramidate is much closer to the $R$ group of the reacted alkyne. Since this dimethylphenyl group is quite bulky
it would be predicted that the R group on the alkyne that was used would be forced towards the Cp* ligand and thereby raise the energy of the system.

3.4.13 Functional Dependency

The functional dependence on the relative ordering of the isomers of the products 5a and 5b was tested. M06 and ωB97XD were chosen as M06 is known to work well with transition metal thermochemistry and organometallics in general and ωB97XD includes longer range effects and deals well with dispersion. Table 3.3 shows the relative energies of the isomers of 5 using PBE0, M06, and ωB97XD. For all three functionals the relative energies of the isomers are similar and are almost exactly the same when considering the errors associated with these calculations.

Table 3.3 - Relative electronic energies for the isomers of 5 at the PBE0-D3BJ/def2-TZVPP, M06/def2-TZVPP, and ωB97XD/def2-TZVPP level

<table>
<thead>
<tr>
<th></th>
<th>Rel. E (kJ mol⁻¹)</th>
<th>Rel. E (kJ mol⁻¹)</th>
<th>Rel. E (kJ mol⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5a_E</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5b_E</td>
<td>-4</td>
<td>-1</td>
<td>-2</td>
</tr>
<tr>
<td>5a_Z</td>
<td>19</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>5b_Z</td>
<td>0</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

The small differences in the relative energies combined with the same ordering of the isomers for these three different functionals provides some confidence that there are no functional effects on the thermodynamic preference for these isomers and most likely for this reaction in general. Further work could be done by selecting a few stationary points to carry out a similar test to gain even more confidence in the methodology that was chosen.
3.5 Conclusions

A LAPS mechanism was proposed to occur when terminal alkynes were reacted with an Ir(III)Cp* complex containing a bidentate 1,3-N,O-phosphoramidate ligand to give a five-membered irida(III) cycle. Only the E-isomer of the O-phosphoramidate product was observed showing strong regio- and stereoselectivity. The occurrence of a LAPS mechanism was tested by carrying out the reaction in the presence of a weak Lewis base, MeCN. This hindered the formation of the irida(III) cycle and provided some evidence for a LAPS mechanism. A thorough computational investigation into the possible mechanisms that could be occurring had not yet been done.

Here, five different pathways for this reaction were investigated – O-Protonation, N-Protonation, Cp*-Protonation, Oxidative Addition, and 1,2-Hydride Shift. Access to the PESs for this reaction allowed insight into the reaction to understand the origins of the regio- and stereoselectivity that was observed. Two of these pathways, Cp*-Protonation and Oxidative Addition, were determined to proceed via high energy barrier and therefore would not be competitive in this reaction.

Out of the remaining three pathways two of these were LAPS pathways, O-Protonation and N-Protonation, which showed very different reactivity. For the O-Protonation pathway the reaction proceeded via a vinylidene intermediate. Access to a vinylidene intermediate allows for the formation of the thermodynamically favoured product for this pathway, 5a_E. The reaction proceeds via low energy barriers, 48 and 46 kJ mol\(^{-1}\) for TS\(_{23a}\) and TS\(_{34a}\), respectively, and the formation of the final product was determined to be barrierless through a PES scan.

For the N-Protonation pathway both TS\(_{23b}\) and TS\(_{35b}\) presented large barriers, 85 and 149 kJ mol\(^{-1}\) respectively. No vinylidene intermediate was found to be located along with PES as a DRC calculation showed the direct formation of 5b_Z from TS\(_{35b}\). The large free energy barrier make this pathway unlikely.

The 1,2-Hydride Shift Pathway proceeds via only one transition state, TS\(_{24}\), with a barrier of 76 kJ mol\(^{-1}\). This barrier is lower in energy than those for the N-Protonation pathway, but still larger than the barriers for the O-Protonation pathway. While it is likely that the reaction proceeds only via the O-Protonation pathway the energy of the 1,2-Hydride Shift pathway could be accessible. It is likely therefore that the reaction could proceed via more than just one pathway depending on the orientation of the alkyne and the phosphoramidate in the complex. TS\(_{24}\) leads to the intermediate 4c, the κ-N,O Ir(III) complex. From 4c it was determined that formation of either 5a or 5b would require overcoming a barrier of approximately 65 kJ mol\(^{-1}\). A change in coordination, however, leads to 4a\(_{an}\), and consequently access to 5a, as with the O-Protonation pathway, and thus a lower energy pathway.
Since no trace of 5b was found experimentally it would be reasonable to assume that the barrier of approximately 65 kJ mol\textsuperscript{-1} from 4c is high enough for this process not to occur. This would therefore suggest that the barrier of 76 kJ mol\textsuperscript{-1} for the 1,2-Hydride Shift pathway is also too high to occur. However, no definitive answer can be given on whether this pathway would occur without further experimental work being carried out.

The work presented here therefore suggests that the reaction investigated by Schafer et al. proceeds via a LAPS mechanism as was hypothesized in the original paper. The P=O oxygen of the phosphoramidate, therefore, acts as a proton shuttle where it aids in both the activation of the C-H bond in the alkyne, but also the formation of a new C-H bond to give the final irida(III) cycle.

While the N-phosphoramidation product, 5b, is thermodynamically favoured only the O-phosphoramidation product was observed. This regioselectivity can be explained due to a high free energy barrier in the N-Protonation pathway combined with the significant barrier in the O-protonation and 1,2-Hydride Shift pathways for formation of 5b from 4c.

The final product, 5a_\text{E}, is the thermodynamically favoured isomer of 5a while 5a_\text{Z} is the kinetic product. The O-protonation pathway proceeds via a vinylidene intermediate 4a_\text{i}. A scan was carried out that determined that vinylidene rotation is a low energy process as with many other vinylidene containing complexes. This lower energy barrier for rotation allows access to the other isomer of 4a_\text{i} and therefore the thermodynamic product 5a_\text{E}.

The reaction between terminal alkynes and a phosphoramidate containing IrCp\textsuperscript{*} complex is therefore most likely to proceed via a LAPS mechanism as originally proposed by the authors. Furthermore, the regioselectivity and stereoselectivity for this reaction are now understood since the N-protonation pathway is not competitive and even inaccessible given the experimental conditions.
4. Investigating the Strong Solvent Effects in Diels-Alder Reactions for the Synthesis of Methoxatin

4.1 Introduction

4.1.1 Catalysis

Homogeneous catalysis spans many areas such as transition metal catalysis, organocatalysis, and electrocatalysis. Here, the catalyst is in the same phase as the reactants, predominantly in a solvent medium. Catalysts are present in low concentration compared to the reactants and are not consumed during the reaction. Organocatalysts are small organic molecules used as catalysts for organic transformations. In 2021, Benjamin List and David MacMillian were awarded the Nobel Prize in Chemistry, because of their work involving organocatalysts back in 2000. List et al. showed that the amino acid L-proline (see Figure 4.1) successfully functioned as an asymmetric catalyst for an intermolecular aldol reaction between acetone and a selection of aldehydes. Soon after, MacMillian and co-workers carried out a Diels-Alder reaction between α,β-unsaturated aldehydes and various dienes, which was catalysed by a imidazolidinone (see Figure 4.1).

![Figure 4.1 - L-proline (A) and an imidazolidinone (B) were shown to function as organocatalysts in an aldol reaction and Diels-Alder reaction respectively.](image)

From 2000 the field of organocatalysis started growing in popularity due to their potential low cost, stability in air and water, and non-toxicity compared to transition metal catalysts. Both transition metal complexes and organocatalysts are used extensively in asymmetric synthesis and C-H functionalisation.

Michael additions, cycloadditions, alcohol acylation, Diels-Alder reactions, aldol reactions, and many more have all been carried out using organocatalysts and the field continues to grow. In these reactions a catalytic amount is used, where
the reactants greatly outnumber the catalyst. Solvents have been known to aid reactions and possess properties similar to catalysts. The solvent, however, greatly outnumbers the number of reactant molecules, but when acting “catalytically” it is not consumed or changed by the reaction it facilitates. Solvent catalysis, therefore, lies in a grey area of catalysis due to the large quantity present but the catalytic behaviour that is still seen. The following literature review will focus on recent examples of solvent catalysis.

### 4.1.2 Solvent catalysis

The effect of a solvent catalysing a reaction is often seen when very specific solvent effects occur in a reaction. A particular solvent will result in increased reactivity and not just due to hydrogen-bonding or charge stabilisation. Solvent effects in reactions are relatively common but can often be difficult to understand. A few examples of reactions where the solvent is thought to catalyse the reaction will be discussed followed by an in-depth look at a Diels-Alder reaction where the solvent could be acting catalytically.

Solvents are very important in reactions as they not only provide a medium but also have an impact on the reactivity and selectivity. Solvents can be categorized by their polarity and their proticity, which can make understanding solvent effects easier. A polar protic solvent can both stabilise charge and hydrogen bond. Examples include H₂O, ethanol, isopropanol, and pyrrolidine (see Figure 4.2).

Polar aprotic solvents contain a significant dipole due to unequal sharing of electrons in the molecule but have no hydrogens bonded to electronegative atoms such as O, N, or F, which would allow for hydrogen bonding. Examples include acetonitrile, acetone, pyridine, and tetrahydrofuran (THF) (see Figure 4.2). Non-polar solvents contain little to no dipole and can therefore not hydrogen bond or stabilise charge. Examples include benzene, cyclohexane, pentane, and toluene (see Figure 4.2). Solvents are therefore often grouped into these categories to try and understand what the effect of different solvents are on the reaction, which can then help provide information on the solvent effect observed.
The nature of these solvent effects has always been of great interest as the rate of a reaction can be greatly influenced depending on which solvent is used. In some cases, the solvent can directly catalyse the reaction, which is often referred to as “solvent catalysis” even though the solvent is not present in sub-stoichiometric amounts. Examples of solvent catalysis are limited but typically involve the solvent acting as an acid catalyst. The lack of examples is likely due to the difficulty in determining the nature of solvent effects and whether the solvent truly can be thought of as a catalyst.

Diels-Alder reactions are an example of a pericyclic reaction, where a diene and a dienophile react to form a cyclic product. This concerted reaction proceeds via a single transition state where two new bonds are formed between the reactants.

The reaction is improved by using electron donating groups on the diene and electron withdrawing groups on the dienophile. Looking at the frontier molecular orbitals of the diene and dienophile in Figure 4.3, the HOMO-LUMO gap is decreased with these conditions. This is because electron donating groups raise the energy of the HOMO of the diene, which is donating into the LUMO of the dienophile, which in turn is lowered with electron withdrawing groups.

Inverse-electron demand Diels-Alder reactions use an electron poor diene and an electron rich dienophile. Here, the interaction between the LUMO of the diene and the HOMO of the dienophile are important (see Figure 4.3). Electron withdrawing groups on the diene lower the LUMO while electron donating groups on the dienophile raise the HOMO. The role of the diene and dienophile are now reversed compared to a traditional Diels-Alder reaction.
Figure 4.3 Frontier Molecule Orbitals for a traditional Diels-Alder reaction (A) and an Inverse-Electron Demand Diels-Alder reaction (B).

Two products can form during a Diels-Alder reaction: the endo and the exo product. Typically, the endo product is the major product, but this is dependent on the priority of the groups on the diene and dienophile. The endo orientation is when the highest priority group of the dienophile and highest priority group of the diene are on the same face of the resulting product (see Figure 4.4). The exo product is where the highest priority group of the dienophile is on the opposite face to the groups on the diene (see Figure 4.4).

Figure 4.4 - *endo* and *exo* orientation in a Diels-Alder reaction are determined by the location of the highest priority groups of both the diene and dienophile on the resulting six-membered ring product.

Diels-Alder cycloadditions have been studied in detail due to strong solvent effects and the potential occurrence of solvent catalysis. In 1980, Breslow *et al.* observed an increase
in reactivity of the Diels-Alder reaction of cyclopentadiene and butanone when the reaction was carried out in water.\textsuperscript{145} This unexpected acceleration was then investigated further by looking at two Diels-Alder reactions: 1) between nitrosobenzene and 1,3-cyclohexadiene and 2) between methyl vinyl ketone and 1,3-cyclopentadiene (see Scheme 4.1).\textsuperscript{146} Both formamide and ethylene glycol showed an increase in reactivity compared to other organic solvents but, both solvents were unable to outperform water. The kinetic study suggested that solvophobic binding was occurring where the reactants are brought close together to minimise high energy interactions between the non-polar reactants and the polar solvent. Even though the authors suggest that formamide and ethylene glycol can be thought of as water-like solvents they were not able to increase the reactivity to the same extent as water.

![Scheme 4.1](image)

Scheme 4.1 – Diels-Alder reaction between nitrosobenzene and 1,3-cyclohexadiene (top) and methyl vinyl ketone and 1,3-cyclopentadiene (bottom). Both these reactions proceeded faster when carried out in water.

From these two experimental studies computational work started to emerge to try and further understand the solvent effects that were being seen in these Diels-Alder reactions. Jorgensen and co-workers have studied these water effects on Diels-Alder reactions extensively utilising a variety of computational techniques such as QM/MM, Monte Carlo simulations, and \textit{ab initio} calculations with explicit solvent molecules.\textsuperscript{6,147–150} They have been able to show that the transition state is stabilised to a greater extent by hydrogen-bonding than the reactants or the product and that hydrogen-bonding to the diene is favourable over hydrogen-bonding to the dienophile. The studies have also strengthened the idea that solvophobic binding is key for the acceleration that is seen along with the water hydrogen-bonding to the polar regions in the transition state. Depending on the substrate that is used hydrogen-bonding to an oxygen or nitrogen is seen where charge is built up during the transition state, which is stabilised through this hydrogen-bond.
Rate acceleration is seen in these Diels-Alder reactions due to hydrogen-bonding and to some degree charge stabilisation. Determining whether the water is acting as a catalyst is complex since in these examples the water is not acting as an acid catalyst. The reactions, however, proceed much slower when other solvents are used. The hydrogen-bonding seen and the solvophobic binding both contribute to the faster rates because the transition states are stabilised and the reactants are brought close together – something that also occurs during catalysis using transition metals and organocatalysts.

4.1.3 Solvent Catalysis in Inverse Electron Demand Diels-Alder Reaction

Surprising solvent effects, potentially due to solvent catalysis, were observed in 2016 by Glinkerman and Boger when investigating a Diels-Alder reaction as part of a total synthesis of methoxatin. Methoxatin, pyrroloquinoline quinone (see Figure 4.5) is used by bacteria to convert methanol to formaldehyde to allow the bacteria to survive on single carbon units. In humans it is being used as a dietary supplement to reduce the damage suffered by a heart attack or stroke, which has resulted in greater interest in its total synthesis.

The key step in the synthesis involved using an inverse electron demand Diels-Alder reaction (IEDDA) between an enamine and 1,2,3-triazine (see Scheme 4.2). Unlike a traditional Diels-Alder reaction in IEDDA reactions an electron-rich dienophile is used along with an electron-poor diene. The original reaction conditions only resulted in a yield of 8% for 7. Subsequent optimization reactions showed that additives such as trifluoroacetic acid (TFA) and solvents such as hexafluoroisopropanol (HFIP) caused an increase in the observed yield at a standard reaction time and temperature.
Scheme 4.2 - Reaction between 2 and 3 to give 7, on the way to the synthesis of methoxatin. Two reaction intermediates 5 and 6 are shown.

Table 4.1 shows a selection of the reaction conditions that were tested. HFIP resulted in the highest yield at 95% when reacted for 24 hours at 60 °C, and trifluoroethanol (TFE) resulted in a significant yield of 36% at 23 °C when reacted for 24 hours. Interestingly the reaction in TFE was not carried out at 60 °C, like the reaction in HFIP. A higher temperature could therefore result in a higher yield with TFE. Chloroform, acetonitrile, dioxane, and toluene all showed very low yields ranging between 7% and 8% at 60 °C while ethanol showed no reactivity at all. The reaction in chloroform was significantly improved by the addition of 1.5 equivalents of TFA increasing the yield from 8% to 34%. The reaction temperature was also able to be decreased from 60 °C to 23 °C along with a reduction in the reaction time to 5 hours. While TFA did result in an increase in reactivity, the yields achieved with HFIP were much higher. After successful synthesis, 7 was oxidised and saponified to give the final product methoxatin, 1, in 94% yield.

Table 4.1 - Optimization reaction conditions for the reaction between 2 and 3. *this reaction was carried out with 1.5 equivalents of TFA.

<table>
<thead>
<tr>
<th>Solvent</th>
<th>Temperature (°C)</th>
<th>Time (h)</th>
<th>Yield</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHCl₃</td>
<td>60</td>
<td>24</td>
<td>8 %</td>
</tr>
<tr>
<td>CH₃CN</td>
<td>60</td>
<td>24</td>
<td>7 %</td>
</tr>
<tr>
<td>Dioxane</td>
<td>60</td>
<td>24</td>
<td>8 %</td>
</tr>
<tr>
<td>Toluene</td>
<td>60</td>
<td>24</td>
<td>7 %</td>
</tr>
<tr>
<td>CHCl₃*</td>
<td>23</td>
<td>5</td>
<td>34 %</td>
</tr>
<tr>
<td>TFE</td>
<td>23</td>
<td>24</td>
<td>36 %</td>
</tr>
<tr>
<td>HFIP</td>
<td>60</td>
<td>24</td>
<td>95 %</td>
</tr>
<tr>
<td>EtOH</td>
<td>60</td>
<td>24</td>
<td>0 %</td>
</tr>
</tbody>
</table>
The authors hypothesised that using an additive such as TFA or a solvent such as HFIP and TFE (see Figure 4.6) resulted in higher yields due to hydrogen-bonding to the 1,2,3-triazine. Additionally, the solvent could aid in the aromatization of 6 by protonating the pyrrolidine. HFIP and TFE were also thought to be useful in this reaction since they would not act as nucleophiles and thus would not consume the starting triazine.

![Figure 4.6 – Structures of HFIP, TFE, and TFA, which resulted in the greatest reactivity for the IEDDA reaction between 1,2,3-triazine and a variety of enamines.](image)

The ability of HFIP to hydrogen-bond to the triazine was tested using $^1$H NMR. Here 1,2,3-triazine was incrementally added to HFIP while the chemical shift of the HFIP alcohol proton was monitored. A downfield shift was seen ($\Delta 1.36$ ppm) along with a smaller shift of $\Delta 0.19$ ppm for the methane proton on HFIP. A shift to higher ppm is seen suggesting the proton is less shielded by the electrons of the oxygen in HFIP, which would occur due to an increase in the OH distance via hydrogen-bonding to the triazine. The shift of the aryl hydrogen on the triazine was much smaller ($\Delta 0.03$ ppm). Only small shifts in the methane proton on HFIP and the aryl hydrogen on triazine would be expected as these are further away from where hydrogen-bonding is occurring. The small change in chemical shift seen for the aryl hydrogen on the triazine is due to the proton being slightly deshielded since the electrons in the bond to the carbon are no longer as closely held to the nucleus and therefore do not shield the proton as well from the magnetic field.

The alcohol hydrogen on HFIP experiences a much larger shift since it is directly bonded to the oxygen that is hydrogen-bonding. As the electrons on the oxygen are shared with the hydrogen on the triazine the oxygen will draw the electrons in the bond to the alcohol hydrogen closer. This will cause the chemical shift to move downfield as the nucleus is no longer shielded as much. The small change in the chemical shift of the methine hydrogen of HFIP is to be expected, along with only the small change in the fluorine NMR due to the distance from the oxygen. Some deshielding is seen due to the oxygen now drawing more electron density to it by forming this hydrogen-bond. This will draw the electrons from the bonds between the carbon and hydrogen, and carbon and fluorine closer to the carbon and therefore deshield the hydrogen and fluorine causing a shift downfield.

A further reaction was studied in detail using $\beta$-tetralone (8) with 1,2,3-triazine (3) with a variety of solvents (see Scheme 4.3). As with the previous reaction only HFIP and TFE resulted
in significant yields of 86% and 34% respectively. Leading on from this the authors tested a variety of azadienes to determine the effect HFIP had on the yields compared to chloroform. In general HFIP resulted in an increase in the reactivity, even resulting in reaction of some azadienes that were unreactive when chloroform was used.

![Scheme 4.3](image)

Scheme 4.3 – Percentage yields for the reaction between enamine, 8, and triazine, 3, are shown for a variety of solvents studied by Glinkerman.\textsuperscript{151}

Strong solvent effects were seen in both reactions shown above. Scheme 4.3 shows the observed yield for a few of the solvents that were tested. Polar aprotic solvents such as chloroform and dichloromethane showed low reactivity with a yield of 17% and 11% respectively, while THF and acetonitrile showed no reactivity. Benzene is a non-polar aprotic solvent and gave a surprisingly high yield of 27% while diethyl ether only gave a yield of 10%. Polar protic solvents such as EtOH and iPrOH showed no reactivity while HFIP and TFE gave the highest yields of 86% and 34% respectively. Figure 4.7 shows the solvents from Scheme 4.3 in the order of increasing polarity along with whether they are aprotic or protic. The highest yields were seen with polar protic solvents like TFE and HFIP with a yield of 34% and 86% respectively. Surprisingly, EtOH and iPrOH, protic solvents with lower polarity than HFIP and TFE, showed no reactivity at all.

<table>
<thead>
<tr>
<th>Non-polar</th>
<th>Polar</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Yield</strong></td>
<td><strong>C\textsubscript{6}H\textsubscript{6}</strong></td>
</tr>
<tr>
<td>27 %</td>
<td>10 %</td>
</tr>
</tbody>
</table>

![Figure 4.7](image)

Figure 4.7 – Solvents investigated for the IEDDA reaction between 3 and 8 shown in the order of increasing polarity and grouped by their proticity, along with the corresponding yield.
Boger et al. were able to show that HFIP does hydrogen-bond to the triazine and that using a solvent that is capable of hydrogen-bonding vastly improves the reactivity. Along with this the authors hypothesised that the solvent was necessary not just for hydrogen-bonding but also for protonating the pyrrolidine in 6 and thus aid in the aromatization to give 7. The reaction therefore benefits from a solvent that can hydrogen-bond while also protonating the pyrrolidine in 7. Nonpolar aprotic solvents therefore would be expected to not be effective, yet benzene still resulted in good reactivity. Polar aprotic solvents would also be expected to be unsuitable for the reaction which can be seen in the low yields or lack of reaction. For the polar protic solvents EtOH and iPrOH are likely to not show any reactivity because their conjugated bases are much better nucleophiles than the conjugated bases of HFIP and TFE. This means the starting triazine could be consumed and side reactions are more likely to occur because of the increase in nucleophilicity. The difference in the yields for HFIP and TFE are surprising since HFIP is a much bulkier solvent meaning hydrogen-bonding would be expected to not stabilise the system as much as TFE.

The strong solvent effects combined with robust experimental data make both reactions good candidates for a computational mechanistic study. As HFIP is not a nucleophile and no side reactions were seen for either of the reactions the yields observed are therefore very closely related to the kinetics of the reaction. A lower yield will be due to higher energy barriers since no product is being lost to competing reactions.

4.1.4 Computational Study on Solvent Effects

A computational study was published in 2017 by Houk et al., who investigated the solvent effects seen in the reaction between 3 and 8. DFT was used to study the mechanism of two triazines with 8 utilising both implicit solvation corrections for the reaction in chloroform and HFIP (Scheme 4.4). The inclusion of a single HFIP molecule was also studied to determine the effect of including an explicit solvent molecule. The optimizations were carried out using M06-2X with the 6-31G(d) basis set followed by single point calculations using the 6-311+G(d,p) basis set to further improve the electronic energy. Solvent corrections were applied using the conductor-like polarizable continuum model (CPCM). Some of the stationary points were also optimized at this higher level of theory but since minimal changes were observed these were not carried out in full.
Scheme 4.4 – Reaction studied by Houk et al. investigating the effect that HFIP has on the reaction using two different triazines.\textsuperscript{152}

Both the traditional concerted Diels-Alder mechanism along with a stepwise mechanism where the C-C and N-C bond are formed during different transition states for both the \textit{endo} and \textit{exo} orientation were studied. In the stepwise reaction the C-C bond was found to form leading to a zwitterionic intermediate, which would be expected to react quickly \textit{via} a low barrier to form the N-C bond to give the Diels-Alder product. A very simple triazine along with the original triazine, but with Me instead of Et groups on the ester, were studied (see Scheme 4.4).

After the formation of the Diels-Alder product the concerted and stepwise reactions converge. The next step of the reaction is loss of N\textsubscript{2} followed by aromatization \textit{via} the loss of pyrrolidine. For the implicit results, using chloroform as the solvent, the barriers for each step of the reaction are shown in Table 4.2. Unfortunately, the loss of pyrrolidine was only determined for the simpler triazine and not for the simplified triazine originally studied. The barrier for the loss of pyrrolidine with the simpler triazine was found to be 159 and 102 kJ mol\textsuperscript{-1} for the implicit and explicit results respectively.

The barriers for both the \textit{endo} and \textit{exo} orientation are almost identical and therefore only the \textit{endo} results will be discussed here. The highest barrier is seen for the formation of the C-C bond at the start of the reaction with a barrier of 94 kJ mol\textsuperscript{-1}. Both the C-N formation transition state and the N\textsubscript{2} loss transition state proceed \textit{via} low barriers of 24 and 15 kJ mol\textsuperscript{-1} respectively. These low barriers are to be expected since the zwitterionic intermediate would quickly react to form the C-N bond. For the N\textsubscript{2} loss this is both entropy driven since a stable molecule is released and results in a stabilisation of 312 kJ mol\textsuperscript{-1}.

Table 4.2 – Free energy barriers for implicit results in chloroform for \textit{endo} and \textit{exo} pathway as determined by Houk et al.\textsuperscript{152}

<table>
<thead>
<tr>
<th>Step</th>
<th>Barrier \textit{endo} (kJ mol\textsuperscript{-1})</th>
<th>Barrier \textit{exo} (kJ mol\textsuperscript{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>C-C formation</td>
<td>94</td>
<td>99</td>
</tr>
<tr>
<td>C-N formation</td>
<td>24</td>
<td>18</td>
</tr>
<tr>
<td>N\textsubscript{2} loss</td>
<td>15</td>
<td>9</td>
</tr>
</tbody>
</table>

When an HFIP molecule is included along with implicit solvent corrections there is a general decrease in the energy of the stationary points ranging from 10-40 kJ mol\textsuperscript{-1}. The barriers
for the explicit results are shown in Table 4.3. As with the implicit results the barriers for the _endo_ and _exo_ pathway are almost identical. The inclusion of an HFIP molecule greatly reduces the barrier for C-C formation by 29 kJ mol\(^{-1}\) to 65 kJ mol\(^{-1}\). The barrier for the C-N formation is, however, increased by 11 kJ mol\(^{-1}\) while the barrier for loss of \(\text{N}_2\) remains the same.

<table>
<thead>
<tr>
<th>Step</th>
<th>Barrier <em>endo</em> (kJ mol(^{-1}))</th>
<th>Barrier <em>exo</em> (kJ mol(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>C-C formation</td>
<td>65</td>
<td>61</td>
</tr>
<tr>
<td>C-N formation</td>
<td>35</td>
<td>45</td>
</tr>
<tr>
<td>(\text{N}_2) loss</td>
<td>14</td>
<td>15</td>
</tr>
</tbody>
</table>

The increase in the barrier of the C-N formation is most likely because the zwitterionic intermediate is now stabilised with the inclusion of an explicit HFIP molecule. HFIP is able to hydrogen-bond to the negatively charged nitrogen thus reducing the energy of this stationary point. While the C-N formation transition state is also stabilised by the inclusion of an HFIP molecule the stabilisation is not as great and leads to a larger barrier. The transition state for the C-N formation is likely to be less stabilised compared to the minimum due to the HFIP molecule and pyrrolidine of the enamine now being closer together.

The authors concluded from these results that it is the transition state where the C-N bond is formed that is rate-determining for the implicit model while it is the loss of \(\text{N}_2\) for the explicit model. While these two stationary points are the highest energy points on the potential energy surface, they are not the rate-determining steps. The rate-determining step is determined by the largest barrier. No transition state for the pyrrolidine loss was included for the more complex triazine but this is the step that proceeded via the largest energy barrier for the simpler triazine. The inclusion of ester groups on the triazine is likely to have an impact on the barriers, as was already seen for the other barriers. Using the barriers for the simpler triazine as a rough approximation and would suggest that it is the pyrrolidine loss step that is rate-determining. The results from Boger _et al._, however, suggest that it is the Diels-Alder step of the reaction that is rate-determining.\(^\text{151}\)

The computational study provided detailed insight into one of the Diels-Alder reactions. The effect of including an explicit HFIP molecule greatly reduced the barrier for the formation of the C-C bond at the start of the reaction. This computational study however is not complete. To be able to determine why HFIP is able to facilitate this reaction so well other solvents also need to be studied. TFE showed good reactivity and therefore comparing the effect TFE has on the reaction with the results of HFIP would provide valuable insight. Along with this the current work carried out on this reaction does not match the experimental results available. The rate-
determining step is the loss of pyrrolidine, which is not consistent with the work carried out by Boger et al.\textsuperscript{151} The solvent effects present in these reactions is therefore still not fully understood.
4.2 Aims

The computational study by Houk et al. provided some insight into two of the reactions with 8 carried out by Boger et al. showing that both a concerted and stepwise mechanism are possible for the Diels-Alder step.\textsuperscript{151,152} The stepwise mechanism was determined to be favourable over the concerted mechanism. Some insight into why HFIP resulted in higher yields was given. Through hydrogen-bonding HFIP lowers the energy of the stationary points causing the barrier for the C-C bond formation to decrease in energy. However, this work incorrectly determined the loss of N\textsubscript{2} as the rate-determining step when an explicit HFIP molecule was included. While the loss of N\textsubscript{2} is the stationary point with the highest energy it is the highest barrier that determines the rate-determining step. With the work currently presented by Houk et al. this would be the C-C bond formation but the pyrrolidine loss was never investigated for the more complex triazine.\textsuperscript{152} For the simpler triazine it was the pyrrolidine loss that was the rate-determining step, which would suggest that it would also be the rate-determining step for the more complex triazine.

The work carried out here, therefore, was focused on expanding on the work of Houk et al. by studying the pyrrolidine loss step in detail utilising the available experimental results from Boger et al.\textsuperscript{151,152} While the effect that HFIP had on the Diels-Alder step of the reaction has been studied in great detail a comparison to TFE is needed for a complete picture. Along with this the solvent effect on the Diels-Alder step of the reaction is only significant for understanding the difference in yield if it is the rate-determining step. Since the largest barrier is likely to be the loss of pyrrolidine, as indicated by the reaction using the simpler triazine, this step of the reaction was studied in detail along with the entire PES to determine the rate-determining step.

The potential energy surface was generated for both the concerted and stepwise reactions for both the exo and endo orientation for the reaction between 3 and 8. The PES was first determined in the gas-phase followed by the addition of solvent corrections using COSMO to determine whether this would explain the observed solvent effects. This was then followed by the addition of an explicit solvent molecule to determine whether this replicated the experimental observations. 15 pathways were proposed to aid in the loss of pyrrolidine involving residual pyrrolidine, pyrrolidine and the solvent (HFIP or TFE), or just the solvent.

Following on from this the potential energy surface for the reaction between 2 and 3, the original reaction studied by Boger et al., was also studied to determine the effect of changing the enamine.\textsuperscript{151} Once again the gas-phase PES was determined followed by the addition of implicit solvent corrections using COSMO. The results from the reaction between 3 and 8 were then used to selectively target key states to be optimised with explicit molecules.
Through this work it is hoped that a deeper understanding of the solvent effects observed by Boger et al. can be obtained.\textsuperscript{151} This will provide insight into related reactions where solvent effects, in the form of potential solvent catalysis, play a crucial role. Determining the reason that HFIP and TFE result in such different reactivity when they are relatively similar in structure can help provide understanding into similar effects we see in related reactions.
4.3 Computational Details

All calculations were performed using the TURBOMOLE V6.40 package.\textsuperscript{69,70} Calculations were carried out at the (RI)-PBE0-D3BJ/def2-TZVPP// (RI)-PBE0/def2-SV(P) level including COSMO solvation (in MeCN, $\varepsilon = 37.5$ at 298 K, HFIP, $\varepsilon =$ 16.7 at 298 K, and TFE, $\varepsilon =$ 27.7 at 298 K) and DFT-D3BJ corrections.\textsuperscript{33,109–116} Vibrational frequency calculations were used to determine the nature of the stationary points and (DRC) calculations to connect transition states to their corresponding minima.\textsuperscript{75–77} States connected by dashed lines in the potential energy surfaces show that DRC calculations confirmed that these states are connected. Where no lines are present their connection has not been verified.

Gibbs energies and enthalpies were determined by correcting the SCF energies obtained at the (RI)-PBE0-D3BJ/def2-TZVPP level by adding thermodynamic corrections obtained from frequency calculations carried out at the (RI)-PBE0/def2-SV(P) level of theory. Zero-point energies were also added to the SCF energies. Energies discussed are relative Gibbs energies including COSMO corrections in CH\textsubscript{2}Cl\textsubscript{2} and DFT-D3BJ dispersion corrections. In the potential energy surfaces enthalpies are included in brackets.

PES scans were carried out at the (RI)-PBE0/def2-SV(P) level of theory using TURBOMOLE within ChemShell 3.7.0, where DL-FIND was used for the optimizations.\textsuperscript{117,118} Natural Bond Orbital (NBO) calculations were carried out by first performing a single point calculation using the Gaussian09 software package at the PBE0/def2-SV(P) level of theory.\textsuperscript{83} The output was then used to run an NBO calculation using NBO 7.\textsuperscript{133}

The reaction of 2 and 8 with 3 carried out by Boger et al. were carried out between 23 and 90 °C.\textsuperscript{152} During this investigation the solvent corrections that were applied were calculated at 25 °C, which is the default temperature for thermodynamic corrections produced by TURBOMOLE. Carrying out the calculations at 25 °C also allowed for a more direct comparison to the work carried out by Houk et al.\textsuperscript{152} Furthermore, it allowed the investigation to be focused on the different solvents and minimises the affect that the temperature could be having on the reaction.
4.4 Results and Discussion

The mechanism for the reaction between 3 and 8 is presented first and was studied in detail because of the smaller number of flexible groups on the enamine. Results from this study were then applied to the original reaction between 2 and 3.

4.4.1 Triazine and Tetralone Reaction

![Scheme 4.5 – Reaction between triazine 3 and enamine 8 to give the product 12 was investigated to determine the effect of different solvents. The red and green bonds indicate the bonds that are broken and formed during the reaction respectively.]

Scheme 4.5 shows the reaction studied by Boger et al. that utilised the much simpler enamine, 8, which has fewer degrees of freedom than enamine 2.\textsuperscript{351} Firstly, the PES for this reaction was determined in the gas-phase. Access to the PES showed which steps of the reaction were likely to be rate-determining. With the gas-phase PES in hand implicit solvent corrections were then applied using COSMO in a variety of solvents which had been used in the experiment along with others that had not been studied experimentally. The gas-phase PES along with the solvation corrected did not explain the solvent effects but did show that the DA step and the pyrrolidine loss were the barriers with the highest energy. These were therefore then studied with explicit solvent molecules included.

As mentioned previously the computational study carried out by Houk et al. discovered that a stepwise Diels-Alder reaction can occur and proceeds via lower energy barriers than the traditional concerted mechanism.\textsuperscript{152} To be able to make comparisons between the two mechanisms both were studied here. Following the Diels-Alder step of the reaction both mechanisms converge and proceed via the loss of N\textsubscript{2} followed by pyrrolidine loss to give the final product. Since the loss of pyrrolidine was determined to be the rate limiting step from the gas-phase calculations it was important to study the effect that different solvents have on this path of the reaction. Explicit solvent molecules were used to model specific solvent effects more accurately than using solely dielectric continuum models.

The pyrrolidine loss step of the reaction could be stabilised through the inclusion of a single solvent molecule by hydrogen-bonding to either the pyrrolidine or by breaking the C-H
bond during this step directly. Since there are two ways in which the solvent could facilitate this pathway the inclusion of two solvent molecules was also studied.

**4.4.1.1 Gas-phase results**

The full PES was determined by studying both the concerted and stepwise Diels-Alder mechanism utilising the work by Houk et al.\(^{152}\) Both the endo and exo orientation were studied. The stationary points located were then connected through DRC calculations to give the PESs seen in Figure 4.8 and Figure 4.10. The reaction proceeds via three crucial steps: 1) the Diels-Alder reaction to form a new C-C and N-C bond, 2) N\(_2\) loss to relieve strain in the system, and 3) loss of pyrrolidine to form an alkene resulting in an aromatic system.

Houk et al. proposed that the Diels-Alder step of the reaction could either proceed via a traditional concerted method or via a stepwise pathway.\(^{152}\) In the stepwise pathway the C-C bond is formed first, followed by N-C bond formation to give the identical product to the concerted pathway. Figure 4.8 shows the PES for the concerted and stepwise pathway for the endo orientation. There is a significant difference in energy between the first transition state for the concerted, \(\text{endo}_\text{TS}_{8-10}\), and stepwise, \(\text{endo}_\text{TS}_{8-9}\), pathways, 126 and 94 kJ mol\(^{-1}\) respectively. The stepwise reaction is therefore more favourable than the concerted pathway especially since the second step of the stepwise pathway where the N-C bond is formed only requires overcoming a barrier of 7 kJ mol\(^{-1}\). The loss of N\(_2\) is a very low energy process, 8 kJ mol\(^{-1}\), and greatly stabilises the system. The loss of pyrrolidine is the rate-determining step for this reaction with a barrier of 159 kJ mol\(^{-1}\).
Figure 4.8- PES for the reaction between 3 and 8 for the concerted and stepwise pathways for the \emph{endo} orientation in the gas-phase. Relative Gibbs energies (and enthalpies in brackets) are shown in kJ mol$^{-1}$ at the (RI)-PBE0-D3BJ/def2-TZVPP//RI-PBE0/def2-SV(P) level.
The PES in Figure 4.8 is consistent with the data obtained by Houk et al. which also shows the stepwise pathway being favourable and with a large barrier for the loss of pyrrolidine. Figure 4.10 shows the potential energy surface for the endo and exo orientation for the stepwise pathway. The first TS involves formation of the C-C bond between the enamine and the triazine. endo_Ts9-8 is 5 kJ mol\(^{-1}\) lower in energy than exo_Ts9-8. The resulting zwitterionic minima, endo_9 and exo_9, only differ by 1 kJ mol\(^{-1}\) and can therefore be considered to have the same energy. endo_Ts9-10 proceeds via a barrier of 7 kJ mol\(^{-1}\) and 12 kJ mol\(^{-1}\) for exo_Ts9-10. endo_10 and exo_10 only differ by 4 kJ mol\(^{-1}\) with exo_10 being lower in energy. The loss of N\(_2\) is a lower energy process for both orientations (1 and 8 kJ mol\(^{-1}\) for exo_Ts10-11 and endo_Ts10-11 respectively). The resulting minima, endo_11 and exo_11, are once again almost identical in energy (difference of 3 kJ mol\(^{-1}\) with endo_11 lower in energy). The loss of pyrrolidine, Ts11-12, is the largest barrier for both orientations but endo_Ts11-12, has a slightly lower barrier than exo_Ts11-12 (132 vs 159 kJ mol\(^{-1}\) respectively). With the loss of pyrrolidine both orientations give the same final product, 12.

While the PES does show some difference in the energies of the two orientations the largest difference is only 14 kJ mol\(^{-1}\) in the pyrrolidine loss step, Ts11-12. This difference in energy does result in a lower barrier for pyrrolidine loss for the exo pathway compared to the endo pathway, 132 vs 159 kJ mol\(^{-1}\). Due to the small energy differences and the errors usually associated with these calculations it is not possible to determine which orientation would be favoured. Since both orientations result in the same product, 12, and the energy differences between the two orientations are negligible, it is likely that the reaction can proceed both via the endo and exo orientation.

The PESs in Figure 4.8 and Figure 4.10 clearly show that in the gas phase the rate-determining step of the reaction is pyrrolidine loss. This is not consistent with what was predicted by Boger et al. or by what was determined by Houk et al., which both state that the Diels-Alder step of the reaction should be rate-determining.\(^{151,152}\) Currently, nothing can be said about the solvent effects since no solvent has been introduced into these calculations. These gas-phase PESs allow for a better understanding of the reaction and where solvents are likely to interact with the substrate. A more detailed discussion of the stationary points for both orientations is given in the next section.

4.4.1.2 Endo Pathway

The first step for this concerted reaction involves a Diels-Alder reaction where the tetralone, 8, and triazine, 3, react to form two new bonds – a C-C bond and a N-C bond. Figure 4.9 shows detailed structures for endo_Ts8-10 and endo_10, along with key bond lengths.
During \textit{endo\_TS}_{8\text{\_}10} the triazine, 3, and tetralone, 8, are brought together and a new C-C and N-C bond are formed between them. In \textit{endo\_10\text{\_}ii} the C-C bond distance of the alkene in 8 is only lengthened by 0.10 Å since the bond was already considerably lengthened during the transition state. The C-H bond distance remains unchanged while the C-N(pyrrolidine) bond length increased by 0.11 Å to accommodate for the loss of electron density. The N-C distance drastically decreases from 2.80 to 1.53 Å from \textit{endo\_TS}_{8\text{\_}10} to \textit{endo\_10\text{\_}ii} (a change of 1.27 Å) while the C-C distance only decreases by 0.18 Å. The pyrrolidine group now sits further below the plane of the rest of the molecule as the hybridisation on the carbon changes from sp\textsuperscript{2} to sp\textsuperscript{3}. The barrier for \textit{endo\_TS}_{8\text{\_}10} was determined to be 128 kJ mol\textsuperscript{-1} while \textit{endo\_10\text{\_}ii} sits at 82 kJ mol\textsuperscript{-1} compared to the starting material – a relatively high energy but still accessible process that results in an intermediate that is quite high in energy.
Figure 4.10- Potential energy surface for the reaction between 3 and 8 for the stepwise pathway for both the endo and exo orientation in the gas-phase. Relative Gibbs energies (and enthalpies in brackets) are shown in kJ mol$^{-1}$ at the (RI)-PBE0-D3BJ/def2-TZVPP//(RI)-PBE0/def2-SV(P) level.
Figure 4.11 – Structures for the stationary points $\text{endo}_\text{TS}_{10-11}$ and $\text{endo}_\text{11}$. Selected distances are shown in Å. Blue = N, red = O, grey = C and white = H.

Figure 4.11 shows the structures of $\text{endo}_\text{TS}_{10-11}$ and $\text{endo}_\text{11}$ along with key bond length. During $\text{endo}_\text{TS}_{10-11}$ as $\text{N}_2$ is being released the N-N and N-C distances increase as the N=N distance decreases. This results in a negligible shortening of the N(pyr)-C distance (pyr = pyrrolidine) along with the C-C distance. Notably the N-C and C-C bond lengths that were formed during $\text{endo}_\text{TS}_{9-10}$ decrease by 0.04 and 0.03 Å respectively. The orientation of the ester groups and the pyrrolidine remain unchanged. The barrier for $\text{N}_2$ loss in $\text{endo}_\text{TS}_{10-11}$, is only 8 kJ mol$^{-1}$, a potentially barrier-less process when errors are considered. This low barrier is due to the release of a very stable molecule and will also be entropy driven.

$\text{endo}_\text{TS}_{10-11}$ results in an intermediate, $\text{endo}_\text{11}$, which sits at -210 kJ mol$^{-1}$ compared to the starting material. The formation of $\text{endo}_\text{11}$ is exergonic and results in a large release in energy (300 kJ mol$^{-1}$). It is therefore predicted that the intermediate $\text{endo}_\text{10i}$ would be very short lived in the reaction and would very rapidly proceed via this lower energy transition state to give $\text{endo}_\text{11}$.
Figure 4.12 – Structures for the stationary points endo_T_S11-12 and 12, endo pathway. Selected distances are shown in Å. Blue = N, red = O, grey = C and white = H.

The final step of the reaction involves loss of pyrrolidine to form an alkene and give the product 12. Figure 4.12 shows the structures of endo_T_S11-12 and 12 along with key bond lengths. The barrier for endo_T_S11-12 was found to be 159 kJ mol\(^{-1}\) and is the rate-determining step of this mechanism in the gas-phase. Figure 4.12 shows that in endo_T_S11-12 the C-N(pyr) bond is broken along with the C-H bond. At the same time a new bond is formed between the nitrogen of the pyrrolidinium and the hydrogen. This is a four membered transition state, which are known to be high in energy due to the steric strain and poorer overlap of orbitals compared to six-membered transition states.

Both the C-N(pyr) and C-H bond distances have significantly increased in endo_T_S11-12 from endo_11, 0.11 and 0.31 Å respectively. Interestingly, the C-C bond length remained unchanged along with the N-C bond length. It can also be seen that the entire molecule is already approaching a more planar structure, close to what is seen in 12. In 12 the C-C bond distance has decreased to 1.42 Å and the N-C distance has decreased to 1.32 Å. Therefore, endo_T_S11-12, lies much closer to 11 than to 12, and is an early TS. The final product 12 was found to result in a stabilisation of 324 kJ mol\(^{-1}\) compared to the starting material.
Figure 4.13 shows the structures and key bond lengths for the three stationary points that are unique to the stepwise Diels-Alder pathway, endo\textsubscript{TS\_8-9}, endo\textsubscript{9}, and endo\textsubscript{TS\_9-10}. In the stepwise pathway the C-C bond is formed first during endo\textsubscript{TS\_8-9}. The barrier for the formation of this C-C bond is 94 kJ mol\textsuperscript{-1}.

In endo\textsubscript{9} a new C-C bond has formed but the N-C bond has not yet been formed. The C-C bond is now at 1.73 Å, a shortening of 0.08 Å from endo\textsubscript{TS\_8-9}. The N(triazine)-C(tetralone) distance has decreased slightly from 2.82 to 2.74 Å going from endo\textsubscript{TS\_8-9} to endo\textsubscript{9}. Negligible changes are seen in the surrounding bond lengths. Figure 4.8 shows that the intermediate endo\textsubscript{9} has the same energy as endo\textsubscript{TS\_8-9}. The electronic energies of these two states show that the intermediate endo\textsubscript{9} is just slightly higher in energy by approximately 0.5 kJ mol\textsuperscript{-1}, which is in line with the energy difference determined by Houk et al. where they observed a 0.1 kcal mol\textsuperscript{-1} energy difference.\textsuperscript{151}

The orientation of the two starting materials remains almost entirely unchanged in endo\textsubscript{TS\_8-9} and endo\textsubscript{9} other than a decrease in the distance between the two molecules. The formation of this new C-C bond also means endo\textsubscript{9} is zwitterionic since the N of the triazine now carries a negative charge while the C of the tetralone carries a positive charge.
The N-C bond is then formed during endo\_TS\_{9-10} via a barrier of 7 kJ mol\(^{-1}\). This small energy barrier indicates that the zwitterionic intermediate endo\_9 is likely to be short-lived and quickly reacts to give endo\_10, as in the concerted pathway. During endo\_TS\_{9-10} the N-C distance is still quite long at 2.22 Å, but has decreased by 0.52 Å from endo\_9. The C-C distance that was formed in endo\_TS\_{8-9} has decreased further to 1.65 Å. Interestingly the C-C distance of the previous alkene of the tetralone has not significantly increased even though the distance increases to 1.56 Å in endo\_10. Once again the orientation of the ester groups on the triazine remains the same.

As was seen in Figure 4.8 the stepwise pathway for this reaction is favourable as it proceeds via a barrier that is 34 kJ mol\(^{-1}\) lower in energy. The zwitterionic nature of endo\_9 means that different solvents are likely to have an effect on reactivity and yield, due to the charge now present on N, which is avoided in the concerted mechanism.

4.4.1.3 Exo Pathway

As previously mentioned Diels-Alder reactions can occur with two different orientations. To be able to understand the reaction a thorough investigation into the PES needs to be carried out and therefore both the endo and exo orientation need to be studied. As with the endo pathway a detailed discussion of the different steps of the reaction are given below.

Figure 4.14 – Structures for the stationary points exo\_TS\_{8-10} and exo\_10. Selected distances are shown in Å. Blue = N, red = O, grey = C and white = H.

Figure 4.14 shows the structures of exo\_TS\_{8-10} and exo\_10, the first transition state and intermediate in the exo pathway respectively. Here the new C-C and C-N bonds are formed on the other side of the tetralone, 8.
In **exo_10** the C-C and N-C bond are fully formed and show a reduction by 0.05 and 0.69 Å respectively. As with the *endo* orientation, the N-C distance once again is much longer in the transition state compared to the C-C distance. A slight elongation of the previous alkene distance is seen by 0.07 Å and as with the *endo* orientation the C-N(pyrr) distance is elongated by 0.11 Å, while the C-H distance remains unchanged.

---

**Figure 4.15** – Structures for the stationary points **exo**_**TS**_**10-11** and **exo**_**11**. Selected distances are shown in Å. Blue = N, red = O, grey = C and white = H.

Figure 4.15 shows the structures and key bond lengths for **exo**_**TS**_**10-11** and **exo**_**11** where N₂ is lost. The only notable changes are the distances associated with the N₂ loss. The N=N distance has not significantly decreased only seeing a change of 0.04 Å, the N-N distance has lengthened by 0.27 Å and the N-C distance has increased by 0.09 Å compared to **exo**_**10**. The orientation of the ring structure from the original tetralone, 8, is now oriented slightly further away from the ester groups from the original triazine, 3. This orientation is possible due to the larger angle than can be achieved between these groups because the N-N and N-C bonds are being broken. The carbonyl groups of the ester are still oriented away from the nitrogen atoms.

In **exo**_**11** the C-N distance has decreased by 0.33 Å, while the C-C distance decreased by a negligible amount, 0.03 Å. As with **endo**_**11** the structure is already approaching planarity compared to the geometry of the transition state.
Figure 4.16 – Structures for the stationary points \textit{exo\_TS}_{11-12} and 12. Selected distances are shown in Å. Blue = N, red = O, grey = C and white = H.

Figure 4.16 shows the final step of the reaction, \textit{exo\_TS}_{11-12}, and the product, 12, along with key bond lengths. During \textit{exo\_TS}_{11-12}, pyrrolidine is lost to form a C=C bond and make the system aromatic. The C-N(pyr) distance has increased by 0.11 Å while the C-C distance only increased by 0.03 Å. The C-H distance has increased from 1.10 to 1.48 Å from \textit{exo\_11} to \textit{exo\_TS}_{11-12}, which is the largest geometry change other than the decrease in the distance between the hydrogen and nitrogen of the pyrrolidine.

In the final product, 12, the C-C distance has decreased to 1.42 Å (shortening of 0.13 Å from \textit{exo\_TS}_{11-12}). The N-C distance has also significantly decreased from 1.42 to 1.32 Å in \textit{exo\_TS}_{11-12} and 12 respectively. The final product is the same as for the \textit{endo} orientation. Through the loss of pyrrolidine, a carbon-carbon double bond is formed, which allows for further conjugation and thereby stabilises the system compared to the starting material.
Figure 4.17 – Structures for the stationary points \textit{exo\_TS\textsubscript{8-9}}, \textit{exo\_9}, \textit{exo\_TS\textsubscript{9-10}}. Selected distances are shown in Å. Blue = N, red = O, grey = C and white = H.

Figure 4.17 shows the three structures that are unique to the stepwise Diels-Alder pathway for the \textit{exo} orientation: \textit{exo\_TS\textsubscript{8-9}}, \textit{exo\_9}, and \textit{exo\_TS\textsubscript{9-10}}. In \textit{exo\_TS\textsubscript{8-9}} the C-C bond between the tetralone, 8, and the triazine, 3, is being formed.

In \textit{exo\_9} the C-C bond has been formed while the N-C has not. The N-C distance has decreased marginally by 0.03 Å, but still sits far away at 2.87 Å. \textit{Exo\_9} shows that the transition state \textit{exo\_TS\textsubscript{8-9}} is a late transition state as it lies close to the minimum since there is very minimal changes to the bond lengths and the orientation of any of the groups. The small barrier to proceed via \textit{exo\_TS\textsubscript{9-10}} and the stabilisation of the system when proceeding to \textit{exo\_10} suggests that the minimum \textit{exo\_9} is short lived.

During \textit{exo\_TS\textsubscript{9-10}} the C-C distance has decreased to 1.63 Å (shortening by 0.12 Å) combined with a significant decrease of the N-C distance to 2.25 Å, by 0.62 Å. As with \textit{exo\_TS\textsubscript{8-9}} the orientation of the ester groups remains the same and negligible changes are seen in the surrounding bond lengths.
4.4.1.4 Summary

Through the mechanistic work that has been carried out a deeper understanding of the reaction has been obtained. The stepwise pathway seems most feasible for both the exo and endo conformation over the traditional concerted mechanism. While a few stationary points were more stable than others, the barrier for both the exo and endo orientation were found to be comparable. Both orientations are therefore likely to occur in this reaction since it is difficult to determine which pathway is favoured.

No insight has been gained on the solvent effects seen as no solvent has yet been introduced. The gas-phase PESs do provide insight into where possible differences could arise. The formation of a zwitterionic intermediate, endo_9 and exo_9, means that the Diels-Alder transition states TS_{8-9} and TS_{9-10} are likely to be heavily influenced by the solvent used in the reaction. The build-up of charge during the transition state and the resulting charged minima would mean that solvents capable of hydrogen-bonding could stabilise these stationary points.

The small barrier for N_2 loss during TS_{10-11} is unlikely to be affected by different solvents. The pyrrolidine loss transition state, TS_{11-12}, was found to be rate-determining due to it having the largest barrier for both orientations. The overall energetic span on the reaction was determined to be 159 kJ mol^{-1} for the endo orientation and 132 kJ mol^{-1} for the exo orientation. The energetic span was determined using 11 and TS_{11-12} as the turnover-determining intermediate and transition state respectively.\textsuperscript{153} In the original work carried out by Boger \textit{et al.} it was proposed that the Diels-Alder step of the reaction was rate-determining.\textsuperscript{151} It was hypothesised in the paper that the solvent would play a role during this step. It is, therefore, not surprising that the loss of pyrrolidine is the rate-determining step here, as no solvent has been included yet. Given the large energy of the pyrrolidine loss step it is likely that the transition state TS_{11-12} would also be greatly affected when changing the solvent. The gas-phase results, therefore, show that the different observed reactivity is due to the chosen solvent.

4.4.1.5 Implicit Solvation

With a good understanding of the reaction and detailed PESs in hand the next focus was on introducing different solvents into the system to determine their effects on the reaction. This was done by adding solvent corrections using COSMO. A variety of solvents were chosen but the focus here will be on MeCN, HFIP, and TFE as these were the solvents that were of interest in the reaction carried out by Boger \textit{et al.}\textsuperscript{151} The implicit solvation correction was applied after the structure was optimised in the gas-phase. No optimisation in implicit solvent was carried out as
this typically shows limited improvement while needing much more time and resources to converge.

Table 4.4 - Lowest energy pathway and orientation along with largest $\Delta G$ barrier in the gas-phase, MeCN, HFIP, and TFE for the reaction between 3 and 8.

<table>
<thead>
<tr>
<th>Pathway</th>
<th>Gas-Phase</th>
<th>MeCN</th>
<th>HFIP</th>
<th>TFE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Orientation</td>
<td>stepwise</td>
<td>stepwise</td>
<td>stepwise</td>
<td>stepwise</td>
</tr>
<tr>
<td>exo/endo</td>
<td>exo/endo</td>
<td>exo/endo</td>
<td>exo/endo</td>
<td></td>
</tr>
<tr>
<td>RDS</td>
<td>$TS_{11-12}$</td>
<td>$TS_{11-12}$</td>
<td>$TS_{11-12}$</td>
<td>$TS_{11-12}$</td>
</tr>
<tr>
<td>Barrier (kJ mol$^{-1}$)</td>
<td>148</td>
<td>131</td>
<td>132</td>
<td>132</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>N/A</td>
<td>37.5</td>
<td>16.7</td>
<td>27.7</td>
</tr>
</tbody>
</table>

Table 4.4 shows the lowest energy and pathway in the gas-phase and the three solvents of interest using COSMO solvent correction. The stepwise pathway was lower in energy for all of these models, but there was no preference for either orientation. Typically, the endo orientation is lower in energy and since no preference for either orientation was seen it will be the orientation discussed from here on out.

The rate-determining step for each is the loss of pyrrolidine where the barrier varies from 130-150 kJ mol$^{-1}$. While a decrease in the barrier for $TS_{11-12}$ was seen when implicit solvent corrections were added the energy difference between the different solvents with COSMO corrections only varied by 1 kJ mol$^{-1}$. Applying implicit solvent corrections still does not provide answers into the solvent effects seen experimentally in this reaction.

Table 4.5 shows the barriers for the concerted mechanism for the endo orientation. As expected, endo$_{TS_{8-10}}$ is stabilised through the inclusion of an implicit solvent compared to the gas-phase. MeCN and HFIP stabilise the structure by approximately 25 kJ mol$^{-1}$ while TFE stabilised the structure by 34 kJ mol$^{-1}$. The resulting minimum, endo$_{10}$, is destabilised by all three solvents compared to the gas-phase. Once thermodynamic corrections are applied the minimum is higher in energy than the TS for all three of the solvents.

Table 4.5 – Relative enthalpies for the concerted endo pathway for the reaction 3 and 8 in the gas-phase and with implicit solvent corrections in MeCN, HFIP, and TFE.

<table>
<thead>
<tr>
<th>endo$<em>{TS</em>{8-10}}$</th>
<th>Gas-phase (kJ mol$^{-1}$)</th>
<th>MeCN (kJ mol$^{-1}$)</th>
<th>HFIP (kJ mol$^{-1}$)</th>
<th>TFE (kJ mol$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>endo$<em>{TS</em>{10-11}}$</td>
<td>128</td>
<td>103</td>
<td>105</td>
<td>94</td>
</tr>
<tr>
<td>endo$<em>{TS</em>{11-12}}$</td>
<td>8</td>
<td>10</td>
<td>10</td>
<td>9</td>
</tr>
<tr>
<td>endo$<em>{TS</em>{11-12}}$</td>
<td>159</td>
<td>141</td>
<td>142</td>
<td>141</td>
</tr>
</tbody>
</table>
endo_TS_{10-11} occurs via a barrier of 8 kJ mol\(^{-1}\) in the gas-phase and increases to 12-13 kJ mol\(^{-1}\) for the three solvents. Even though endo_10 is destabilised endo_TS_{10-11} is also destabilised when the solvent correction is applied which slightly increases the barrier compared to the gas-phase. The final transition state, endo_TS_{11-12}, has the largest barrier and is therefore the rate-determining step. The solvent corrections reduce the barrier for this by approximately 18 kJ mol\(^{-1}\) but no difference is seen between the three solvents.

Only in endo_TS_{8-10} is there a slight difference between the three solvents, TFE reduces the barrier by a further 9 kJ mol\(^{-1}\) but this does not match the observations of the Glinkerman work\(^{151}\). COSMO solvation corrected values are not enough for this reaction to explain why HFIP results in a much higher yield compared to TFE and why MeCN shows no reactivity at all.

Table 4.6 - Relative enthalpies for the stepwise endo pathway in the gas-phase and with implicit solvent corrections in MeCN, HFIP, and TFE.

<table>
<thead>
<tr>
<th></th>
<th>Gas-phase (kJ mol(^{-1}))</th>
<th>MeCN (kJ mol(^{-1}))</th>
<th>HFIP (kJ mol(^{-1}))</th>
<th>TFE (kJ mol(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>endo_TS_{8-9}</td>
<td>94</td>
<td>86</td>
<td>86</td>
<td>76</td>
</tr>
<tr>
<td>endo_TS_{9-10}</td>
<td>7</td>
<td>22</td>
<td>21</td>
<td>22</td>
</tr>
<tr>
<td>endo_TS_{10-11}</td>
<td>8</td>
<td>10</td>
<td>10</td>
<td>9</td>
</tr>
<tr>
<td>endo_TS_{11-12}</td>
<td>159</td>
<td>141</td>
<td>142</td>
<td>141</td>
</tr>
</tbody>
</table>

Table 4.6 shows the barriers for the stepwise mechanism for the endo orientation. The use of an implicit solvation model showed very little difference compared to the gas-phase results. The barrier for the first step, endo_TS_{8-9}, is slightly reduced to 86 kJ mol\(^{-1}\) for MeCN and HFIP and further reduced for TFE to 76 kJ mol\(^{-1}\). For the second step of the DA reaction, endo_TS_{9-10}, the barriers are higher with the implicit correction compared to the gas-phase. The gas-phase barrier is 7 kJ mol\(^{-1}\) while for the three solvents the barrier is 21-22 kJ mol\(^{-1}\). This is because endo_TS_{9-10} is destabilised compared to the gas-phase and endo_9 is stabilised with the implicit correction thus giving a larger barrier. The stabilisation of the minimum is to be expected as this is a zwitterionic state and the inclusion of an implicit solvent would stabilise this charges state.

The loss of N\(_2\), endo_TS_{10-11}, remained unchanged with the implicit solvent correction, showing only an increase of 1 to 2 kJ mol\(^{-1}\). Some reduction in the barrier for the loss of pyrrolidine, endo_TS_{11-12}, is seen when an implicit solvent is used, by approximately 18 kJ mol\(^{-1}\). Overall the use of an implicit solvent correction does not explain the trends seen by Boger et al.\(^{151}\) The loss of pyrrolidine is still the rate-determining step and no major reduction in the barrier is seen for any of the solvents.
4.4.1.6 Combining Explicit and Implicit Solvent Models

As with the purely implicit solvation calculations the use of explicit solvent molecules in these calculations was focused on the *endo* orientation. *endo$_{TS11-12}$* and *exo$_{TS11-12}$* were both rate-determining in the gas-phase calculations with *endo$_{TS11-12}$* proceeding via a slightly higher energy barrier. It can therefore be assumed that any reduction of the barrier in *endo$_{TS11-12}$* would also reduce the barrier of *exo$_{TS11-12}$*. Along with this assumption since no significant energy differences have been found between the *endo* and *exo* orientation both are likely to proceed and thus if *exo$_{TS11-12}$* is not stabilised to the same extent as *endo$_{TS11-12}$* the reaction would solely proceed with the *endo* pathway. This assumption was made as the scope of this reaction was already so large and this would make the work more manageable while not risking missing something important.

HFIP, TFE, and MeCN were chosen as the explicit solvent due to the impact they had on the reaction yields. HFIP resulted in a relatively high yield of 86 %, TFE a yield of 34 % and no product was seen with MeCN. The three solvents are also interesting as HFIP and TFE are both polar protic solvents with TFE being much smaller in size than HFIP. MeCN is a polar aprotic solvent and would, therefore, likely destabilise the TSs and zwitterionic intermediate of the stepwise DA reaction.

Since the addition of implicit solvent corrections did not provide answers to the observed solvent effects the next step was to include explicit solvent molecules in the calculations. Through the addition of explicit solvent molecules, the direct effect that the solvent has on the reaction is better modelled. The stepwise DA, *TS$_{8-9}$* and *TS$_{9-10}$*, and *N$_2$ loss, TS$_{10-11}$*, stationary points had already been studied by Houk *et al.* using HFIP.¹⁵¹ The *xyz* coordinates for these stationary points were taken from the supplementary information and reoptimized. Since only the effect of HFIP was studied in this paper the single HFIP molecule used was then also replaced with a TFE molecule to see what effect this had. The focus here is to see whether addition of solvent molecules results in a decrease of the barrier of *TS$_{11-12}$* and therefore which step is rate-determining in this reaction.

The addition of explicit solvent molecules raises the issue of deciding on where these solvent molecules should be in relation to the solute. Many conformers exist and can greatly impact the stability of a stationary point and thus the relative energies. Since the previous computational study by Houk *et al.* already investigated this, their choice of solvent location was used.¹⁵²

The reaction carried out by Glinkermann and co-workers involved the use of pyrrolidine at the start of the reaction which was then later removed. Some residual pyrrolidine will likely still be left in the reaction mixture and could therefore facilitate the loss of pyrrolidine. Once the
reaction has started more pyrrolidine is formed and therefore it is more likely that pyrrolidine would aid in its loss from \textit{endo\_11}.

4.4.1.7 Explicit Solvation of the Diels-Alder and loss of N$_2$ Steps

As stated previously, the effect of explicit HFIP molecules on the Diels-Alder transition states (C-C bond formation and N-C bond formation) and N$_2$ loss was investigated by Houk \textit{et al.}\textsuperscript{152} They were able to determine that the addition of a single HFIP molecule lowered the barrier for the C-C forming transition states by 29 kJ mol$^{-1}$ while the N-C forming transition state resulted in an increase of 12 kJ mol$^{-1}$. Calculations were carried out using an implicit solvent correction in chloroform, when no explicit solvent was present, and in HFIP, when an explicit HFIP was included. The effect of chloroform compared to HFIP ($c = 4.72$ and 16.7 respectively) with regards to the implicit solvation is unlikely to cause a significant change in the energy, but it should be noted that the results are not directly comparable.

Table 4.7 shows a summary of the barriers that they obtained with and without the inclusion of an explicit HFIP molecule. The barriers for both the \textit{endo} and \textit{exo} orientation were once again comparable. The C-C bond formation transition state for both \textit{endo} and \textit{exo} orientations was greatly reduced, by approximately 30 kJ mol$^{-1}$, giving a barrier of 65 and 61 kJ mol$^{-1}$ respectively. For the formation of the N-C bond the energy barrier increased by 10 kJ mol$^{-1}$ for the \textit{endo} pathway and by 27 kJ mol$^{-1}$ for the \textit{exo} pathway. This increase in energy is due to the zwitterionic intermediate being stabilised to a greater extent through hydrogen-bonding to the HFIP, which also stabilises the charge that is formed. This greater stabilisation of the intermediate leads to a larger barrier since the transition state is not stabilised to the same extent. The barrier for the loss of N$_2$ remains low with the addition of an HFIP molecule, with a barrier of 14 and 15 kJ mol$^{-1}$ for the \textit{endo} and \textit{exo} pathways respectively.

Table 4.7 – $\Delta$G barriers for C-C formation, N-C formation, and N$_2$ loss in CHCl$_3$ and in HFIP with an explicit solvent molecule. Results shown are from work carried out by Houk \textit{et al.} for the reaction between 3Me and 8 at the M06-2X/6-311+G(d,p) level of theory.\textsuperscript{152}

<table>
<thead>
<tr>
<th>TS</th>
<th>CHCl$_3$ – \textit{endo (kJ mol$^{-1}$)}</th>
<th>HFIP – \textit{endo (kJ mol$^{-1}$)}</th>
<th>CHCl$_3$ – \textit{exo (kJ mol$^{-1}$)}</th>
<th>HFIP – \textit{exo (kJ mol$^{-1}$)}</th>
</tr>
</thead>
<tbody>
<tr>
<td>C-C Formation</td>
<td>94</td>
<td>65</td>
<td>99</td>
<td>61</td>
</tr>
<tr>
<td>C-N Formation</td>
<td>24</td>
<td>35</td>
<td>18</td>
<td>45</td>
</tr>
<tr>
<td>N$_2$ Loss</td>
<td>15</td>
<td>14</td>
<td>9</td>
<td>15</td>
</tr>
</tbody>
</table>

To have a complete picture of the reaction and to compare our methodology to that carried out in the Houk study, the effect of a single HFIP molecule on the PES was also studied.
here. Our focus will be on the first three transition states \(\text{TS}_{8-9}, \text{TS}_{9-10}, \text{and} \text{TS}_{10-11}\) as it was found that the addition of a solvent molecule to \(\text{TS}_{11-12}\) was much more complex than for the other stationary points. The loss of pyrrolidine during \(\text{TS}_{11-12}\) will, therefore, be discussed in detail later. Both HFIP and TFE were studied to determine their impact on the reaction pathway and their role in the different steps.

Figure 4.18 shows the potential energy surface for the stepwise Diels-Alder reaction through to intermediate 11 with the addition of an explicit HFIP molecule for both the \textit{endo} and \textit{exo} orientation. The free energies are stated relative to the three starting species: 3, 8, and HFIP. Attempts at adding an HFIP molecule to either 3 or 8 raised an issue with where the solvent molecule should be placed. Minor changes in the position of the solvent molecule resulted in changing the relative energies of the stationary points. Since the solvent would surround both 3 and 8 in the actual reaction it was decided to set the relative zero as the energy of 3, 8, and a solvent molecule (HFIP or TFE). The aim was to try and reduce bias in the results.

Throughout the reaction the HFIP molecule was positioned to be able to hydrogen-bond to the nitrogen of the triazine that remains in the final product. The barriers for both the \textit{endo} and \textit{exo} orientation for this PES are shown in Table 4.8 along with the gas-phase and implicit solvation in HFIP with no explicit HFIP molecule results for both orientations for comparison. \(\text{TS}_{8-9}\) was found to be the highest in energy for both the \textit{endo} and \textit{exo} orientation with solvent corrections (Imp.) applied (86 and 92 kJ mol\(^{-1}\) respectively). The addition of an HFIP molecule (Imp./Exp.) significantly lowers the barrier by approximately 30 kJ mol\(^{-1}\). The lowest energy barrier was for \(\text{TS}_{10-11}\) for all solvation models and both DA orientations.

Table 4.8 – \(\Delta G\) barriers for \textit{endo} and \textit{exo} orientations in the gas-phase, in HFIP with COSMO solvent corrections with no explicit solvent molecules (Imp.) and in HFIP with COSMO solvent corrections and one HFIP solvent molecule (Imp./Exp.).

<table>
<thead>
<tr>
<th>HFIP</th>
<th>Gas-phase – \textit{endo} (kJ mol(^{-1}))</th>
<th>Imp. HFIP – \textit{endo} (kJ mol(^{-1}))</th>
<th>Imp./Exp. HFIP – \textit{endo} (kJ mol(^{-1}))</th>
<th>Gas-phase – \textit{exo} (kJ mol(^{-1}))</th>
<th>Imp. HFIP – \textit{exo} (kJ mol(^{-1}))</th>
<th>Imp./Exp. HFIP – \textit{exo} (kJ mol(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\text{TS}_{8-9})</td>
<td>94</td>
<td>86</td>
<td>60</td>
<td>99</td>
<td>92</td>
<td>68</td>
</tr>
<tr>
<td>(\text{TS}_{9-10})</td>
<td>7</td>
<td>11</td>
<td>48</td>
<td>12</td>
<td>23</td>
<td>45</td>
</tr>
<tr>
<td>(\text{TS}_{10-11})</td>
<td>8</td>
<td>10</td>
<td>15</td>
<td>1</td>
<td>6</td>
<td>13</td>
</tr>
</tbody>
</table>
Figure 4.18 - PES for the start of the reaction between 3 and 8 until the formation of 11 including a single HFIP solvent molecule. Relative enthalpies are shown at the (RI)-PBE0-D3BJ/def2-TZVPP/(RI)-PBE0/def2-SV(P) level of theory in HFIP (COSMO).
While the barrier for $\text{TS}_{8-9}$ is greatly reduced through the addition of HFIP, the second transition state, $\text{TS}_{9-10}$, increases in energy by 41 and 33 kJ mol$^{-1}$ for the endo and exo pathway respectively. As with the results presented by Houk, this increase in the C-N formation transition state occurs since the zwitterionic intermediate is now greatly stabilised by the HFIP compared to the transition state. Intermediates $\text{hfip\_endo\_9}$ and $\text{hfip\_exo\_9}$ are both greatly stabilised compared to the gas-phase results shown in Figure 4.10 (36 and 45 kJ mol$^{-1}$ respectively). Transition states $\text{hfip\_endo\_TS}_{9-10}$ and $\text{hfip\_exo\_TS}_{9-10}$ are only stabilised by approximately 3 kJ mol$^{-1}$ compared to the gas-phase results. The addition of implicit solvent corrections stabilised 9, but destabilised $\text{TS}_{9-10}$ giving a larger barrier compared to the gas-phase. However, 9 was not stabilised to a great extent, 11 and 7 kJ mol$^{-1}$ for $\text{endo\_9}$ and $\text{exo\_9}$ compared to the gas-phase, which results in still quite a small barrier for $\text{TS}_{9-10}$. The implicit corrections, therefore, stabilise $\text{TS}_{8-9}$ and 9 but destabilise $\text{TS}_{9-10}$. This is also seen with the addition of an explicit HFIP molecule, but to a greater extent. The intermediate 10 is destabilised through the implicit corrections and the addition of an HFIP molecule, but the explicit HFIP does stabilise this intermediate compared to the implicit corrections on their own. $\text{TS}_{10-11}$ is also destabilised when HFIP is included and once again the explicit HFIP causes some stabilisation.

$\text{TS}_{8-9}$ was found to be the highest in energy for both the endo and exo orientation with solvent corrections applied (86 and 92 kJ mol$^{-1}$ respectively). The addition of an HFIP molecule significantly lowers the barrier by approximately 30 kJ mol$^{-1}$. The lowest energy barrier was for $\text{TS}_{10-11}$ for all solvation models and both orientations. The stationary points that are stabilised, $\text{TS}_{8-9}$ and 9, involve charged species and therefore the addition of an HFIP will help stabilise this charge through hydrogen-bonding. The HFIP is able to hydrogen-bond to the pyrrolidine nitrogen where the charge would build up during the transition state. The other stationary points are destabilised through the implicit solvent correction because there is no charge build up in these states. With the addition of an HFIP molecule some stabilisation is seen due to the formation of a hydrogen-bond.

While the functional and basis set for our work was different the results in Table 4.8 show that the barriers are comparable to the work carried out by Houk et al.$^{152}$ The preference of one orientation over another is slightly different, most notably that the C-N formation barrier for the endo orientation is 13 kJ mol$^{-1}$ higher in energy than predicted by Houk et al.$^{152}$ However, the energy differences are small and the largest barrier is still the formation of the C-C bond.
The stationary points for the endo orientation are shown in Figure 4.19 and Figure 4.20 along with key bond lengths. The O-H distance in HFIP and the hydrogen-bond distance are shown in each figure, but only bond lengths with significant changes to the gas-phase geometry are shown alongside. In hfip_endo_TS8-9 the C-C bond that is formed is 0.15 Å longer with the addition of an HFIP compared to the gas-phase structure. The nitrogen and carbon that bond in the next transition state are also further apart by 0.17 Å. The distance between the nitrogen of the triazine and the hydrogen of HFIP is 1.57 Å indicating that there is an interaction present. Through this hydrogen-bond, electron density is pulled away from the neighbouring nitrogen atoms in the triazine, which makes the carbon where the bond is being formed less electron rich. The electrons from the C=C double bond will therefore be drawn more towards this electrophilic carbon, which could aid in the bond formation. In combination with the HFIP being able to stabilise the resulting charge that is built up the barrier for this transition state is decreased.
In **hfip_endo_9** the hydrogen-bond between HFIP and nitrogen is shortened by 0.09 Å, which would indicate a stronger interaction. The newly formed C-C bond is now shorter than in the gas-phase by 0.07 Å, while the distance between the nitrogen and carbon is still longer by 0.07 Å. In **hfip_TS9-10** the hydrogen-bond is now longer by 0.16 Å since electron density from the nitrogen is now being drawn towards the carbon to form a bond. The C-C bond is slightly shorter with the addition of HFIP, but the distance between the nitrogen and carbon is significantly reduced by 0.24 Å compared to the gas-phase. As was mentioned above the addition of HFIP stabilises 9 to a greater extent than **TS9-10**, which can be seen by the shorter H(HFIP)---N interaction of 1.48 Å in 9 compared to 1.66 Å in **TS9-10**.

**Figure 4.20** - Structures for the stationary points **hfip_endo_10**, **hfip_endo_TS10-11**, **hfip_endo_11**. Selected distances are shown in Å. Blue = N, red = O, grey = C and white = H.
The hydrogen-bond further increases by 0.11 Å in \textit{hfip\_endo\_10} and no significant changes to the gas-phase structure are seen. However, the free energy of \textit{10} does increase significantly with the inclusion of HFIP, which is most likely due to the increased steric interaction that is not overcome by the hydrogen that is created. Since the N-C bond is now formed in \textit{10} the nitrogen has less electron density which will weaken the hydrogen-bond, as can be seen by the longer distance. This hydrogen-bond slightly decreases in \textit{hfip\_endo\_TS10-11} but only by 0.04 Å. The two bonds that are broken in \textit{TS10-11} are both slightly shorter here than in the gas-phase by approximately 0.03 Å. In \textit{hfip\_endo\_11} the hydrogen-bond distance is increased by 0.29 Å, once again indicating a weaker interaction. This weaker interaction will be due to the increased shared electron density between the nitrogen and carbon, which in turn decreases the interaction between the nitrogen and the hydrogen of the HFIP.

The PES containing the first three transition states where a TFE molecule is included is shown in Figure 4.21. As with the HFIP pathway the first transition state is stabilised along with \textit{9}, while \textit{TS9-10} and \textit{10} are destabilised. This results in a lower barrier for \textit{TS8-9}, which can be seen in Table 4.9. The implicit solvent correction lowered the energy of this barrier for the \textit{endo} orientation to 76 kJ mol\textsuperscript{-1} from 94 kJ mol\textsuperscript{-1} in the gas-phase. Interestingly the addition of an explicit TFE molecule resulted in a minor increase in free energy, making the barrier 79 kJ mol\textsuperscript{-1}. For the \textit{exo} orientation a further decrease is seen going from the implicit corrections to the mixed implicit/explicit approach, giving the same barrier as for the \textit{endo} orientation.

Once again, the barrier for \textit{TS9-10} is increased with the implicit approach and even further increased with the inclusion of explicit TFE. As with HFIP, the intermediate \textit{9} will be greatly stabilised by TFE through hydrogen-bonding and stabilisation of the charge that was formed in \textit{TS8-9}. The transition state \textit{TS9-10}, however, would be stabilised to the same extent, which results in a higher barrier. \textit{TS10-11} remains a low energy process, but it was found that the \textit{exo} barrier is 15 kJ mol\textsuperscript{-1} higher in energy than the \textit{endo} orientation.
Figure 4.21 - PES for the start of the reaction between 3 and 8 until the formation of 11 including a single TFE solvent molecule. Relative enthalpies are shown at the (RI)-PBE0-D3BJ/def2-TZVPP/(RI)-PBE0/def2-SV(P) level of theory in TFE (COSMO).
Table 4.9 – ΔG barriers for endo and exo orientations in the gas-phase, in TFE with COSMO solvent corrections with no explicit solvent molecules (Imp.) and in TFE with COSMO solvent corrections and one TFE solvent molecule (Imp./Exp.) (ε = 8.55 for TFE).

<table>
<thead>
<tr>
<th>TFE</th>
<th>Gas-phase – endo (kJ mol⁻¹)</th>
<th>Imp. TFE – endo (kJ mol⁻¹)</th>
<th>Imp./Exp. TFE – endo (kJ mol⁻¹)</th>
<th>Gas-phase – exo (kJ mol⁻¹)</th>
<th>Imp. TFE – exo (kJ mol⁻¹)</th>
<th>Imp./Exp. TFE – exo (kJ mol⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TS₈₋₉</td>
<td>94</td>
<td>76</td>
<td>79</td>
<td>99</td>
<td>82</td>
<td>79</td>
</tr>
<tr>
<td>TS₉₋₁₀</td>
<td>7</td>
<td>22</td>
<td>41</td>
<td>12</td>
<td>23</td>
<td>32</td>
</tr>
<tr>
<td>TS₁₀₋₁₁</td>
<td>8</td>
<td>9</td>
<td>4</td>
<td>1</td>
<td>6</td>
<td>19</td>
</tr>
</tbody>
</table>

The structures of the endo stationary points are shown in Figure 4.22 and Figure 4.23 along with the O-H and hydrogen-bond distance. Further bond lengths are included where the value was found to be different compared to the gas-phase structures. In tfe_endo_TS₈₋₉ the hydrogen-bond that is formed between TFE and the nitrogen of the triazine is slightly shorter than with HFIP by 0.07 Å. This longer distance suggests that the interaction is not as strong as with HFIP. While the barrier with an explicit TFE molecule is reduced compared to the gas-phase this is still 19 kJ mol⁻¹ higher in energy compared to the barrier for HFIP. The C-C distance is also longer compared to the gas-phase, but it is shorter than with HFIP. The longer hydrogen-bond and the shorter C-C distance are both consistent with a larger barrier, since the transition state is now less stabilised with explicit TFE compared to HFIP.
In *tfe* _endo_ 9 the C-C bond length is the same as in *hfip* _endo_ 9 while the hydrogen-bond is once again longer with TFE than with HFIP by 0.1 Å. The barrier for *tfe* _endo_ TS9-10 is roughly the same as for *hfip* _endo_ TS9-10 at about 40 kJ mol\(^{-1}\). The hydrogen-bond is still longer with TFE than HFIP, but the C-C bond that was formed in TS8-9 is the same yet the C=C bond that was broken in TS8-9 is now longer than in the gas-phase structures and the HFIP containing structures. The barriers for TS9-10 are similar for both solvents, because TFE does not stabilise 9 to the same extent as HFIP. The free energy of 9 with TFE is therefore higher compared to HFIP and TS9-10 is also not stabilised to the same extent with TFE than HFIP. This in combination leads to the barrier for TS9-10 having almost identical energies.
Figure 4.23 - Structures for the stationary points `tfe_endo_10`, `tfe_endo_TS10-11`, `tfe_endo_11`. Selected distances are shown in Å. Blue = N, red = O, grey = C and white = H.

The hydrogen-bond in `tfe_endo_10` is 0.12 Å longer than in `hfip_endo_10` while the rest of the bond lengths are almost identical. In `tfe_endo_TS10-11` the hydrogen-bond distance decreases to a greater extent than in `hfip_endo_TS10-11` (0.09 Å vs. 0.02 Å) but a stronger hydrogen-bond is still present with HFIP. For both HFIP and TFE the N-N and N-C bond that are being broken are shorter than in the gas-phase. The barrier for `endo_TS10-11` is slightly lower for TFE than HFIP by approximately 10 kJ mol\(^{-1}\), while the `tfe_exo_TS10-11` barrier is roughly the same as for HFIP.

The inclusion of a single explicit solvent molecule and implicit solvent corrections, therefore, lowers the energy of the formation of the C-C bond while increasing the barrier for forming the N-C bond. This model more closely models the possible steps of the reaction. A difference between HFIP and TFE is now starting to be seen. Comparing the `endo_TS8-9` results now shows that when the reaction is carried out in HFIP the barrier is 60 kJ mol\(^{-1}\) compared to 79 kJ mol\(^{-1}\) when done in TFE. This 19 kJ mol\(^{-1}\) difference in energy starts to provide insight into why the reaction with HFIP resulted in much higher yields than with TFE.
Figure 4.24 - Structure of $\text{TS}_{8-9}$ for HFIP ($R = \text{C}(\text{CF}_3)_2\text{H}$) and TFE ($R = \text{C}(\text{CF}_3)\{\text{H}\}_2$) on which NBO calculations were carried out. Numbers indicate atoms that were focused on and will be referred to as XN throughout (X=atom, N=number).

To further understand the difference between HFIP and TFE in $\text{endo}_{\text{TS}}_{8-9}$, NBO calculations were carried out on both gas-phase geometries. Figure 4.24 shows the key atoms for which natural charges are presented in Table 4.10 for $\text{hfip}_{\text{endo}_{\text{TS}}}_{8-9}$ and $\text{tfe}_{\text{endo}_{\text{TS}}}_{8-9}$. With TFE O8 is slightly more negatively charged, N6 is less negatively charged, and H7 is slightly more positively charged than with HFIP. This indicates that there is more electron density being pulled towards the oxygen in TFE than the nitrogen. With HFIP N6 is slightly more negatively charged than with TFE indicating there is more electron density on the nitrogen, with the electron density coming from the hydrogen in HFIP.

Table 4.10 - Natural charges from NBO 7 calculation for $\text{endo}_{\text{TS}}_{8-9}$ including a single HFIP or TFE molecule for selected atoms.

<table>
<thead>
<tr>
<th>Atom</th>
<th>$\text{hfip}<em>{\text{endo}</em>{\text{TS}}}_{8-9}$</th>
<th>$\text{tfe}<em>{\text{endo}</em>{\text{TS}}}_{8-9}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>0.059</td>
<td>0.053</td>
</tr>
<tr>
<td>H2</td>
<td>0.262</td>
<td>0.263</td>
</tr>
<tr>
<td>C3</td>
<td>-0.349</td>
<td>-0.353</td>
</tr>
<tr>
<td>C4</td>
<td>0.426</td>
<td>0.433</td>
</tr>
<tr>
<td>N5</td>
<td>-0.315</td>
<td>-0.314</td>
</tr>
<tr>
<td>N6</td>
<td>-0.388</td>
<td>-0.386</td>
</tr>
<tr>
<td>H7</td>
<td>0.504</td>
<td>0.507</td>
</tr>
<tr>
<td>O8</td>
<td>-0.743</td>
<td>-0.761</td>
</tr>
</tbody>
</table>

In Table 4.11 the Wiberg bond indices are shown for the two transition states for a few key bond lengths. These bond indices further show that the hydrogen-bond with TFE is weaker than with HFIP since the bond index between H7 and O8 is higher for TFE than HFIP. The bond index for the hydrogen-bond (N6-H7) is also slightly higher for HFIP than TFE at 0.17 and 0.13 respectively. The other bonds are not greatly affected by the change in solvent.
Table 4.11 – Wiberg bond indices from NBO 7 calculations for \textit{endo\textsubscript{TS\textsubscript{8-9}}} including a single HFIP or TFE molecule for selected atoms.

<table>
<thead>
<tr>
<th>Bond</th>
<th>hfip\textsubscript{endo\textsubscript{TS\textsubscript{8-9}}}</th>
<th>tfe\textsubscript{endo\textsubscript{TS\textsubscript{8-9}}}</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1-C3</td>
<td>0.51</td>
<td>0.53</td>
</tr>
<tr>
<td>C3-C4</td>
<td>1.22</td>
<td>1.21</td>
</tr>
<tr>
<td>C4-N5</td>
<td>1.39</td>
<td>1.40</td>
</tr>
<tr>
<td>H2-C3</td>
<td>0.88</td>
<td>0.88</td>
</tr>
<tr>
<td>N6-H7</td>
<td>0.17</td>
<td>0.13</td>
</tr>
<tr>
<td>H7-O8</td>
<td>0.56</td>
<td>0.59</td>
</tr>
</tbody>
</table>

An idea of the strength of a hydrogen-bond can be determined through second bond order perturbation theory as shown in Table 4.12. The largest interactions found for both solvents are shown. In all three cases it is the lone pair of N6 that is donating into an anti-bonding orbital. The largest stabilisation was for N6 donating into the anti-bonding orbital of the N-N bond, 282 kJ mol\(^{-1}\) for HFIP and 392 kJ mol\(^{-1}\) for TFE. Another large contribution was the donation into the anti-bonding orbital of the C=C double bond from the triazine, which was 274 kJ mol\(^{-1}\) for HFIP and 283 kJ mol\(^{-1}\) for TFE. For both TFE gave the bigger stabilisation. For the hydrogen-bond, which is donation into the H7-O8 anti-bonding orbital the contribution in HFIP was much larger than for TFE, 215 and 165 kJ mol\(^{-1}\). The bond distances, natural charges, and Wiberg bond indices all suggest a stronger hydrogen-bond between HFIP and the triazine nitrogen and second order perturbation theory suggests that that this hydrogen-bond is 50 kJ mol\(^{-1}\) stronger than with TFE.

Table 4.12 – Second Bond Order Perturbation Theory from NBO calculation for \textit{endo\textsubscript{TS\textsubscript{8-9}}} including a single HFIP or TFE molecule. Only large interactions are shown where a lone pair (LP) on N6 donates into an anti-bonding (BD\(^{*}\)) orbital.

<table>
<thead>
<tr>
<th>Donor</th>
<th>Acceptor</th>
<th>HFIP Energy (kJ mol(^{-1}))</th>
<th>TFE Energy (kJ mol(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>LP N6</td>
<td>BD(^{*}) N-N</td>
<td>382</td>
<td>392</td>
</tr>
<tr>
<td>LP N6</td>
<td>BD(^{*}) C-C</td>
<td>274</td>
<td>283</td>
</tr>
<tr>
<td>LP N6</td>
<td>BD(^{*}) H7-O8</td>
<td>215</td>
<td>165</td>
</tr>
</tbody>
</table>

4.4.1.8 Summary

The results presented by Houk showed that an explicit HFIP molecule was needed to understand why HFIP gave higher yields. However, no comparison between HFIP and any other solvent was made. By also studying the effect of TFE on the Diels-Alder reaction we can get a better understanding of the solvent effects in this reaction. While implicit solvent corrections do stabilise and destabilise certain stationary points, on their own they do not differentiate between HFIP and TFE. By using a mixed implicit/explicit solvation model it can be seen that the
barrier for $\text{TS}_{8.9}$ is greatly reduced due to hydrogen-bonding between the nitrogen in triazine and the hydrogen of HFIP or TFE.

Analysis of the transition state structures suggests that the hydrogen-bond between TFE and triazine is not as strong as with HFIP, which results in a higher barrier. NBO calculations provided further evidence for this through a more negatively charged oxygen in TFE compared to HFIP and a lower Wiberg bond index between TFE and triazine. Second Bond Order Perturbation Theory also showed that donation of electron density from the lone pair orbital of N6 into the anti-bonding orbital of the O-H bond stabilised the system by 50 kJ mol$^{-1}$ more with HFIP than TFE.

### 4.4.1.9 Pyrrolidine Loss Pathways

The inclusion of an explicit solvent molecule for the loss of pyrrolidine needed to be considered in more depth than the previous steps of the reaction. The gas-phase and implicit results show that pyrrolidine loss, $\text{TS}_{11-12}$, is the rate-determining step of the reaction. Including an explicit solvent molecule raises the issue of deciding where this molecule should be placed. For the previous steps HFIP and TFE were able to hydrogen-bond to the same nitrogen in triazine throughout. This is also possible for pyrrolidine loss, but the solvent can also now take a more active role where it aids by hydrogen-bonding to the pyrrolidine and/or the hydrogen that are being lost during $\text{TS}_{11-12}$.

The loss of pyrrolidine was investigated by Houk using a single HFIP molecule, but only for the much smaller triazine. The barrier was reduced but remained high in energy at 102 kJ mol$^{-1}$, thus still making it the rate-determining step of the reaction. Once again, only HFIP was considered, which does not provide a complete picture of what effect the solvent is having on the reaction. During the reaction pyrrolidine is used and subsequently removed from the reaction, but it is likely that residual pyrrolidine will still be present. Combined with this pyrrolidine is continually being released during $\text{TS}_{11-12}$, which allows for pyrrolidine to aid in this transition state.

Fifteen pathways were proposed and explored for the loss of pyrrolidine. These pathways either involved two solvent molecules, one solvent molecule and one pyrrolidine molecule, or two pyrrolidine molecules. The solvent only pathways are likely to be the main pathway at the start of the reaction. As the reaction proceeds, however, pyrrolidine is released meaning the single and double pyrrolidine aided pathways would become accessible. From the original fifteen pathways, transition states and minima were only found for eleven of them, which are shown in Figure 4.25. Pathway 1, $\text{P1}$, is the original concerted pathway, but with implicit solvent corrections applied where no explicit solvent molecules are included. Pathways
2, **P2**, involves just two solvent molecules with the solvent molecule that is deprotonating the hydrogen being negatively charged and the solvent molecule that is stabilising the pyrrolidine being positively charged.
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**Figure 4.25** - Pathways for the loss of pyrrolidine, TS11-12, for which a transition state was successfully found. Pathways are grouped into concerted (**P1**), solvent only (**P2**), solvent and pyrrolidine (**P3-5**), and pyrrolidine only (**P6-11**). Solv=HFIP or TFE.

Pathways 3-5, **P3-P5**, involve a single solvent molecule and a pyrrolidine molecule. In **P3** the solvent molecule is protonated and stabilising the pyrrolidine while the pyrrolidine solvent molecule is deprotonating the hydrogen. In **P4** the pyrrolidine that is being lost is already protonated and stabilised by a pyrrolidine molecule in solution with the solvent molecule acting as the base. In **P5** a pyrrolidine molecule in solution is stabilising the pyrrolidine that is being lost which is not protonated in this pathway while the solvent is again acting as the base.

Pathways 6-9, **P6-P9**, involves just one pyrrolidine molecule, which acts as the base with the pyrrolidine that is being lost already protonated in some of the pathways. In **P6** the dissociating pyrrolidine is not protonated and a pyrrolidine molecule in solution acts as the base. In **P7** the pyrrolidine that is being lost is protonated and a pyrrolidine molecule in solution acts as the base. In **P8** the dissociating pyrrolidine is also protonated but now a negatively charged pyrrolidine acts as the base. In **P9** the dissociating pyrrolidine is not protonated and once again a negatively charged pyrrolidine acts as the base.

Pathways 10 and 11, **P10** and **P11**, involve two pyrrolidine molecules. In **P10** a pyrrolidine molecule stabilises the going pyrrolidine and another pyrrolidine acts as the base. In **P11** the going pyrrolidine is protonated and stabilised by a pyrrolidine molecule while another pyrrolidine molecule acts as the base.
MeCN is a polar aprotic solvent meaning that it can aid in the reaction by stabilising any charges but is unable to hydrogen-bond. Including only one explicit solvent molecule would not simulate the role that MeCN would play very well. The proposed pyrrolidine loss pathways that involve only pyrrolidine, P6-P11, would therefore be the pathways that are accessible when MeCN is used as the solvent.

Figure 4.26 shows the four pathways that were proposed but were unsuccessful. While not locating a transition state does not mean these pathways are not possible close inspection of the proposed pathways can provide some insight into why these pathways are less likely to occur than others. In Pathway 12, P12, the pyrrolidine is stabilised by a protonated solvent molecule which would aid in the loss of pyrrolidine due to a stabilisation of the negatively charged pyrrolidine that is formed. Unlike P2 the solvent molecule that is acting as a base is neutral and not negatively charged. For both HFIP and TFE this will decrease their effectiveness as a base and, therefore, is likely to increase the barrier for this pathway.

In Pathway 13, P13, the pyrrolidine is once again stabilised by a protonated solvent molecule while a negatively charged pyrrolidine acts as the base. While this pathway should be feasible it is likely that the negatively charged pyrrolidine acting as a base would not be as strong as HFIP and TFE. Pyrrolidine has a pKa of 11.27 meaning that it is more likely to exist as a pyrrolidinium ion in solution than pyrrolidine. The pathways that stabilise the dissociating pyrrolidine through hydrogen-bonding are therefore expected to be lower in energy than those that do not. This also means that any pathways relying on a negatively charged pyrrolidine are likely to have high barriers or not occur at all. In Pathways 14 and 15, P14 and P15, a pyrrolidine and pyrrolidinium ion stabilise the pyrrolidine respectively, while a negatively charged pyrrolidine acts as the base. These two pathways are also not likely to be accessible since formation of this negatively charged pyrrolidine is unfeasible.

Figure 4.26 - Pathways for the loss of pyrrolidine, TS11-12, for which no transition state was found. P12 is a solvent only pathway, P13 a mixed solvent/pyrrolidine pathway, and P14 and P15 are pyrrolidine only pathways. Solv=HFIP or TFE.
The barriers for the different pathways shown in Figure 4.25 for MeCN, HFIP, and TFE are shown in Table 4.13, Table 4.14, and Table 4.15 respectively. The barriers for the concerted pathway, P1, are shown as reference. Since MeCN is a polar aprotic solvent, it can only undergo the pathways that rely on pyrrolidine, which could already explain why such low yields were seen in acetonitrile. With both HFIP and TFE all eleven pathways should be accessible.

<table>
<thead>
<tr>
<th>Solvent</th>
<th>Pathway</th>
<th>Barrier (kJ mol⁻¹)</th>
<th>Barrier Gas-Phase (kJ mol⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MeCN</td>
<td>P1</td>
<td>141</td>
<td>160</td>
</tr>
<tr>
<td></td>
<td>P6</td>
<td>55</td>
<td>79</td>
</tr>
<tr>
<td></td>
<td>P7</td>
<td>89</td>
<td>115</td>
</tr>
<tr>
<td></td>
<td>P8</td>
<td>130</td>
<td>129</td>
</tr>
<tr>
<td></td>
<td>P9</td>
<td>94</td>
<td>86</td>
</tr>
<tr>
<td></td>
<td>P10</td>
<td>75</td>
<td>91</td>
</tr>
<tr>
<td></td>
<td>P11</td>
<td>66</td>
<td>88</td>
</tr>
</tbody>
</table>

In general, the barriers for pyrrolidine loss are reduced when an implicit solvent correction for MeCN is included. The barrier for the concerted pathway, P1, is reduced by 19 kJ mol⁻¹, but remains a high energy barrier at 141 kJ mol⁻¹. P6 and P11 proceed via the lowest barriers of 55 and 66 kJ mol⁻¹ respectively and are stabilised by over 20 kJ mol⁻¹ through the inclusion of solvent effects. Surprisingly P8 is not stabilised at all and P9 is even destabilised compared to the gas-phase. Both P8 and P9 involve charged species so it is surprising that the inclusion of the implicit solvent correction would not stabilise these states. P7 and P10 proceed via barriers of 89 and 75 kJ mol⁻¹, where the barrier of P7 is reduced by 26 kJ mol⁻¹.

All the pathways explored help to lower the energy of TS₈₋₉. Having a pyrrolidine molecule deprotonate helps to greatly reduce the barrier since a four-membered transition state is not formed. By protonating the pyrrolidine that is being lost, such as in P7, increases the barrier by 34 kJ mol⁻¹, compared to just using pyrrolidine to deprotonate as in P6. Comparing P6 and P9 the negative charge on pyrrolidine should make it a better base and thus reduce the barrier, however, the barrier for P9 is 39 kJ mol⁻¹ higher in energy than P6. In P8 the pyrrolidine that is being lost is protonated and a negatively charged pyrrolidine is being used, which results in a much higher barrier of 130 kJ mol⁻¹, which is only 11 kJ mol⁻¹ lower in energy than the concerted P1 pathway. In P10 the addition of a pyrrolidine molecule stabilising the pyrrolidine that is being lost also results in an increase in the barrier compared to P6 by 20 kJ mol⁻¹. When a pyrrolidinium ion is used instead of pyrrolidine to stabilise the leaving pyrrolidine in P11 the barrier is reduced by 9 kJ mol⁻¹ compared to P10.
Many of the pathways that were investigated lowered the barrier for $\text{TS}_{8,9}$ through the use of pyrrolidine to stabilise the system. Pathways $\text{P6}$, $\text{P10}$, and $\text{P11}$ all have a barrier lower than that for $\text{TS}_{8,9}$, which would then be the rate-determining step of the reaction. The barrier for these pathways rely on pyrrolidine being available in the reaction, which would explain the poor reactivity that was seen in MeCN. So, while $\text{TS}_{8,9}$ is the rate-determining step, using MeCN as the solvent would only allow for the formation of the product if pyrrolidine is present in the reaction mixture. MeCN is not able to hydrogen-bond and aid in the loss of pyrrolidine. The low reactivity seen for MeCN is likely to be because of the small amount of pyrrolidine in the reaction that could lower the barrier for the loss of pyrrolidine.

Table 4.14 – $\Delta$G barriers for pyrrolidine loss pathways, $\text{TS}_{8,9}$, in implicit HFIP compared to gas-phase

<table>
<thead>
<tr>
<th>Solvent</th>
<th>Pathway</th>
<th>Barrier (kJ mol(^{-1}))</th>
<th>Barrier Gas-Phase (kJ mol(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>HFIP</td>
<td>P1</td>
<td>142</td>
<td>160</td>
</tr>
<tr>
<td></td>
<td>P2</td>
<td>48</td>
<td>36</td>
</tr>
<tr>
<td></td>
<td>P3</td>
<td>84</td>
<td>113</td>
</tr>
<tr>
<td></td>
<td>P4</td>
<td>85</td>
<td>103</td>
</tr>
<tr>
<td></td>
<td>P5</td>
<td>25</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>P6</td>
<td>56</td>
<td>79</td>
</tr>
<tr>
<td></td>
<td>P7</td>
<td>91</td>
<td>115</td>
</tr>
<tr>
<td></td>
<td>P8</td>
<td>130</td>
<td>129</td>
</tr>
<tr>
<td></td>
<td>P9</td>
<td>94</td>
<td>86</td>
</tr>
<tr>
<td></td>
<td>P10</td>
<td>76</td>
<td>91</td>
</tr>
<tr>
<td></td>
<td>P11</td>
<td>66</td>
<td>88</td>
</tr>
</tbody>
</table>

Table 4.14 shows the pathways that would be accessible in HFIP, the barriers of those pathways in implicit HFIP and the barriers in the gas-phase. All the barriers are accessible in HFIP and in general the addition of implicit solvent corrections lowers the barrier for the pathways. The barriers for $\text{P2}$, $\text{P5}$, $\text{P9}$, and $\text{P10}$ are all higher with implicit solvent corrections than in the gas-phase. The lowest barriers are for $\text{P2}$ and $\text{P5}$ with a barrier of 48 and 25 kJ mol\(^{-1}\).

Comparing $\text{P2}$ and $\text{P3}$, the effect of using pyrrolidine to deprotonate instead of HFIP shows that this increases the barrier by 36 kJ mol\(^{-1}\). However, using HFIP to deprotonate, but using pyrrolidine to stabilise the pyrrolidine that is being lost during $\text{TS}_{8,9}$ reduces the barrier to 25 kJ mol\(^{-1}\) in $\text{P5}$. Protonating the stabilising pyrrolidine, however, increases the barrier by 60 kJ mol\(^{-1}\) in $\text{P4}$ compared to $\text{P5}$. The lowest energy pathway is therefore a pathway that relies on both the solvent and pyrrolidine working together to greatly reduce the barrier for $\text{TS}_{8,9}$.

In $\text{P6}$ pyrrolidine is used to deprotonate which results in a moderate barrier of 56 kJ mol\(^{-1}\). Protonating the pyrrolidine molecule that is being lost increases the barrier by 35 kJ mol\(^{-1}\) in $\text{P7}$ and increases by a further 39 kJ mol\(^{-1}\) when a negatively charged pyrrolidine is used as the base in $\text{P8}$. In $\text{P9}$ the same base is used, but the pyrrolidine that is being lost is not
protonated, which lowers the barrier by 36 kJ mol\(^{-1}\). Comparing the effect of using pyrrolidine to stabilise the pyrrolidine that is being lost shows that the barrier increases by 28 kJ mol\(^{-1}\) when pyrrolidine is used (P10) but only increases by 18 kJ mol\(^{-1}\) when a pyrrolidinium ion is used (P11).

Table 4.15 – \(\Delta G\) barriers for pyrrolidine loss pathways, TS\(_{8-9}\), in implicit TFE compared to gas-phase

<table>
<thead>
<tr>
<th>Solvent</th>
<th>Pathway</th>
<th>Barrier (kJ mol(^{-1}))</th>
<th>Barrier Gas-Phase (kJ mol(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>TFE</td>
<td>P1</td>
<td>142</td>
<td>160</td>
</tr>
<tr>
<td></td>
<td>P2</td>
<td>6</td>
<td>-3</td>
</tr>
<tr>
<td></td>
<td>P3</td>
<td>70</td>
<td>92</td>
</tr>
<tr>
<td></td>
<td>P4</td>
<td>3</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>P5</td>
<td>6</td>
<td>-5</td>
</tr>
<tr>
<td></td>
<td>P6</td>
<td>55</td>
<td>79</td>
</tr>
<tr>
<td></td>
<td>P7</td>
<td>90</td>
<td>115</td>
</tr>
<tr>
<td></td>
<td>P8</td>
<td>130</td>
<td>129</td>
</tr>
<tr>
<td></td>
<td>P9</td>
<td>94</td>
<td>86</td>
</tr>
<tr>
<td></td>
<td>P10</td>
<td>76</td>
<td>91</td>
</tr>
<tr>
<td></td>
<td>P11</td>
<td>66</td>
<td>88</td>
</tr>
</tbody>
</table>

Table 4.15 shows the barriers for the different pathways in implicit TFE along with the barriers in the gas-phase. For TFE the pathways P2, P4, and P5 were found to be the lowest in energy, proceeding via a barrier of 6, 3, and 6 kJ mol\(^{-1}\). Unlike with HFIP the pyrrolidinium ion stabilising the leaving pyrrolidine does not increase the barrier. Using pyrrolidine as the base in P3 instead of TFE, however, greatly increased the barrier to 70 kJ mol\(^{-1}\).

For P6-P11 the same trends are seen as for HFIP. A negatively charged pyrrolidine molecule acting as the base increases the barrier along with protonating the pyrrolidine that is being lost. The barrier also increases when the leaving pyrrolidine is stabilised by a pyrrolidine molecule, but this barrier can be decreased by using pyrrolidinium.

The lowest energy pathways are therefore P2 and P5 for HFIP and TFE along with P4 for TFE. Table 4.16 shows the lowest energy pathways with their corresponding barriers. The molecule that was utilised as a base and to stabilise the pyrrolidine through hydrogen-bonding is also shown, along with the barriers for the concerted pathway, P1, as reference.

The barriers involving MeCN were found to be higher in energy than TS\(_{8-9}\). Only P6, P10, and P11 were found to be lower in energy, thereby making TS\(_{8-9}\) the rate-determining step. However, all three of these pathways rely on the presence of pyrrolidine in the solution. At the start of the reaction the amount of pyrrolidine will be extremely low since this was removed earlier in the reaction. As the reaction progresses pyrrolidine is being released, which would then allow for the reaction to proceed. No reactivity was seen experimentally with MeCN suggesting that no pyrrolidine was present and, therefore, only the high energy barriers were available, which were not accessible.
For HFIP and TFE the solvent only pathway, P2, was found to be low in energy and easily accessible. The pathway that relies on both the solvent and pyrrolidine, P5, was found to be lower in energy for both HFIP and TFE. The low barrier for P2 means that pyrrolidine is generated through this pathway, which then allows access to the lower pathway, P5 (barrier of 25 and 6 kJ mol⁻¹ for HFIP and TFE respectively). These pathways have shown that both a base and a molecule capable of hydrogen-bonding to pyrrolidine are necessary for the reaction to proceed.

**Table 4.16 - Lowest energy pathways with barriers for the loss of pyrrolidine, TS₁₁₋₁₂, in the gas-phase and with implicit solvation (MeCN, HFIP, and TFE). The molecule that acts as the base and the molecule that stabilises the pyrrolidine through hydrogen-bonding are also shown. The concerted pathway, P1, is shown for comparison. Free energies are shown in kJ mol⁻¹.**

<table>
<thead>
<tr>
<th>Pathway</th>
<th>P₁</th>
<th>P₉ – HFIP</th>
<th>P₉ – TFE</th>
<th>P₁₄ - TFE⁻</th>
<th>P₁₅ – HFIP</th>
<th>P₁₅ – TFE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base</td>
<td>N/A</td>
<td>HFIP⁺</td>
<td>TFE⁻</td>
<td>HFIP⁻</td>
<td>TFE⁻</td>
<td></td>
</tr>
<tr>
<td>H-Bond</td>
<td>N/A</td>
<td>HFIP⁺</td>
<td>TFE⁻</td>
<td>Pyrrolidine</td>
<td>Pyrrolidine</td>
<td>Pyrrolidine</td>
</tr>
<tr>
<td>Gas-Phase</td>
<td>160</td>
<td>36</td>
<td>-3</td>
<td>8</td>
<td>14</td>
<td>-5</td>
</tr>
<tr>
<td>HFIP</td>
<td>142</td>
<td>48</td>
<td>-</td>
<td>-</td>
<td>25</td>
<td>-</td>
</tr>
<tr>
<td>TFE</td>
<td>142</td>
<td>-</td>
<td>6</td>
<td>3</td>
<td>-</td>
<td>6</td>
</tr>
</tbody>
</table>

For HFIP and TFE the barriers are quite comparable but the barriers for TFE are lower than those for HFIP. The experimental data showed that the greatest yields were achieved in HFIP while some reactivity was seen in TFE. While the barriers here indicate that TFE results in lower barriers than HFIP, the barrier for pyrrolidine loss has been greatly reduced for both solvents. Pyrrolidine loss is no longer the rate-determining step of the reaction. The C-C forming transition state of the Diels-Alder step, TS₈₋₉, is now rate-determining and therefore what controls the final yield of the reaction.

TS₈₋₉ being the rate-determining step of the reaction is consistent with what was hypothesised by Boger and with the work carried out by Houk. The solvent was found to play a significant role in the loss of pyrrolidine, as predicted by Boger, but this crucial role of the solvent was not investigated by Houk. The full picture of what role the solvent plays in this reaction can only be obtained when the pyrrolidine loss during TS₁₁₋₁₂ is also included.

A detailed discussion of P2 and P5 is given below for both HFIP and TFE as these two pathways were found to proceed via the lowest barrier. By looking into the bond lengths and carrying out NBO calculations, a better idea of the differences can be analysed between the two pathways and the two solvents.
Pathway P2_hfip utilises both neutral HFIP and anionic HFIP⁻ to stabilise the pyrrolidine and deprotonate the methoxatin analogue respectively. It was assumed that some HFIP⁻ would be present in the solution due to the slight acidity of the solvent (pKa = 9.3).\textsuperscript{154} Figure 4.27 shows the structure of the starting adduct, where the two solvent molecules are hydrogen-bonding to the main substrate, P2_min1_hfip, the transition state where the substrate is deprotonated by HFIP, P2_TS_hfip, and the resulting product minimum, P2_min2_hfip.

![Structures for the stationary points P2_min1_hfip, P2_min2_hfip, and P2_TS_hfip.](image)

Figure 4.27 – Structures for the stationary points P2_min1_hfip, P2_min2_hfip, and P2_TS_hfip. Selected distances are shown in Å. Blue = N, red = O, green = F, grey = C and white = H. Hydrogens have been emitted for most of the backbone for clarity.

The C-H distance changes from 1.13 to 1.49 Å in P2_min1_hfip to P2_TS_hfip respectively and is then fully broken in P2_min2_hfip. The O-H distance decreases from 1.79 to 1.19 and finally to 1.02 Å from P2_min1_hfip through P2_TS_hfip and then P2_min2_hfip. The O-H distance in the HFIP molecule remains unperturbed during this process (1.02, 1.04 and 1.05 Å respectively). The slight lengthening of the O-H bond suggests some H-bonding. The C-C distance remains the same.
throughout P2_min1_{HFIP} and P2_TS_{HFIP} and slightly contracts in P2_min2_{HFIP} from 1.54 to 1.52 Å. The C-N bond length changes from 1.49 to 1.52 Å in P2_min1_{HFIP} to P2_min2_{HFIP}.

Figure 4.28 - Structure of P2_TS for HFIP (R = C(CF_3)H) and TFE (R = C(CF_3){H}_2) on which NBO calculations were carried out. Numbers indicate atoms that were focused on and will be referred to as XN throughout (X=atom, N=number).

NBO analysis was carried out on all three of these P2_{HFIP} stationary points to gain more insight. The natural charges show that as the C-H, H2-C3, bond is broken the hydrogen and the carbon become more positively charged, while the neighbouring carbon, C4, becomes more negatively charged. This indicates that the electron density is moving from the C-H bond to the C-C bond, which is confirmed by the Wiberg bond indices that show the H2-C3 bond breaking (0.7247 to 0.0087 in P2_min1_{HFIP} to P2_min2_{HFIP}) and the C3-C4 bond is strengthened (0.9544 to 0.9736).

Table 4.17 - Natural charges from NBO calculation for P2_{HFIP} including a single HFIP molecule for selected atoms.

<table>
<thead>
<tr>
<th>Atom</th>
<th>P2_min1_{HFIP}</th>
<th>P2_TS_{HFIP}</th>
<th>P2_min2_{HFIP}</th>
</tr>
</thead>
<tbody>
<tr>
<td>O1</td>
<td>-0.869</td>
<td>-0.772</td>
<td>-0.711</td>
</tr>
<tr>
<td>H2</td>
<td>0.369</td>
<td>0.458</td>
<td>0.504</td>
</tr>
<tr>
<td>C3</td>
<td>-0.413</td>
<td>-0.392</td>
<td>-0.090</td>
</tr>
<tr>
<td>C4</td>
<td>0.319</td>
<td>0.323</td>
<td>0.280</td>
</tr>
<tr>
<td>N5</td>
<td>-0.480</td>
<td>-0.484</td>
<td>-0.487</td>
</tr>
<tr>
<td>H6</td>
<td>0.530</td>
<td>0.527</td>
<td>0.519</td>
</tr>
<tr>
<td>O7</td>
<td>-0.717</td>
<td>-0.721</td>
<td>-0.725</td>
</tr>
</tbody>
</table>

The charge on the oxygen of HFIP, O1, becomes more positive as the O1-H2 bond is formed (-0.869 to -0.711 in P2_min1_{HFIP} to P2_min2_{HFIP}). The bond index increases from 0.0066 to 0.59 in P2_min1_{HFIP} to P2_TS_{HFIP}, showing the formation of the O1-H2 bond. The bond index
between C4 and N5 decreases slightly (0.95 to 0.88 in P2_min1_HFIP to P2_min2_HFIP), matching what is seen with the bond lengths.

Table 4.18 - Wiberg bond indices from NBO calculations for P2_HFIP including a single HFIP molecule for selected atoms.

<table>
<thead>
<tr>
<th>Bond</th>
<th>P2_min1_HFIP</th>
<th>P2_TS_HFIP</th>
<th>P2_min2_HFIP</th>
</tr>
</thead>
<tbody>
<tr>
<td>C3-C4</td>
<td>0.95</td>
<td>0.96</td>
<td>0.97</td>
</tr>
<tr>
<td>C4-N5</td>
<td>0.95</td>
<td>0.93</td>
<td>0.88</td>
</tr>
<tr>
<td>H2-C3</td>
<td>0.74</td>
<td>0.31</td>
<td>0.01</td>
</tr>
<tr>
<td>O1-H2</td>
<td>0.07</td>
<td>0.40</td>
<td>0.59</td>
</tr>
<tr>
<td>N5-H6</td>
<td>0.11</td>
<td>0.14</td>
<td>0.16</td>
</tr>
<tr>
<td>H6-O7</td>
<td>0.59</td>
<td>0.57</td>
<td>0.55</td>
</tr>
</tbody>
</table>

Second bond order perturbation theory shows the presence of a hydrogen-bond where a lone pair on O1 is donating into the anti-bonding orbital of the H2-C3 bond and stabilises the system by 51.1 kJ mol⁻¹ in P2_min1_HFIP. This increases to 642 kJ mol⁻¹ in P2_TS_HFIP and is no longer present in P2_min2_HFIP as a bond has now formed between O1 and H2.

Further stabilisation occurs through the delocalisation of electron density in the CO₂Et groups of the molecule. The stabilisation seen through these interactions range from 153-210 kJ mol⁻¹ and remains virtually unchanged in all three stationary points. Conjugation is seen along the N-C4-C3-C plane, stabilising the system by 457 and 311 kJ mol⁻¹.

An interaction between N5 of the pyrrolidine and the anti-bonding orbital of H6-O7 in HFIP stabilises the system by 139 kJ mol⁻¹ in P2_min1_HFIP. This increases to 168 kJ mol⁻¹ in P2_TS_HFIP and 296 kJ mol⁻¹ in P2_min2_HFIP, this shows that the slight lengthening of the H6-O7 bond of HFIP is due to the strengthening of this hydrogen-bond as the H2-C3 bond is broken in the TS.

This increased interaction, which stabilises the TS by 168 kJ mol⁻¹ will contribute to this pathway, P2, being lower in energy than the other options. This is especially important when comparing to the concerted pathway, where this interaction is not possible. Through the inclusion of just two solvent molecules the system is already described better and highlights how important individual solvent molecules are in this reaction.
4.4.1.11 Pathway 2 – TFE

In P2_tfe a neutral TFE and anionic TFE solvent molecule are utilised just as with the HFIP analogue. It is assumed that some anionic, and cationic, TFE would be present in the reaction due to the slight acidity of the solvent (pKa = 12.4).\textsuperscript{155} Figure 4.29 shows the three stationary points involved in this pathway. P2\_min1\_tfe is the starting minimum where the two solvent molecules hydrogen-bond to the system. An interaction is present between the TFE molecule and the nitrogen of the pyrrolidine, where the hydrogen to nitrogen distance is 1.77 Å. Another interaction is present between the anionic TFE molecule and the hydrogen that is involved in the transition state.

In P2\_TS\_tfe the hydrogen to nitrogen bond distance has remained relatively the same at 1.75 Å, while the C-H distance has increased from 1.18 to 1.29 Å in P2\_min1\_tfe and P2\_TS\_tfe respectively. The distance between the hydrogen and oxygen has increased by 0.24 Å in the transition state showing that the C-H bond is breaking, while an O-H bond is being formed. During this the C-C and C-N(pyrr) distance remain unchanged.

In the resulting minimum, P2\_min2\_tfe, a new O-H bond is formed at 0.96 Å but the C-C distance remains the same due to the C-N(pyrr) distance only increasing marginally by 0.02 Å. While the C-H bond has been broken the pyrrolidine molecule is still attached. This can also be seen in the minimal change in the distance between the hydrogen and the nitrogen, which has only decreased by 0.03 Å while the O-H distance remains unchanged.
Figure 4.29- Structures for the stationary points $P2_\text{min1}_{\text{TFE}}$, $P2_\text{min2}_{\text{TFE}}$, and $P2_{\text{TS}_{\text{TFE}}}$. Selected distances are shown in Å. Blue = N, red = O, green = F, grey = C and white = H. Hydrogens have been emitted for the majority of the backbone for clarity.

Table 4.19 - Natural charges from NBO calculation for $P2_{\text{TFE}}$ including a single HFIP molecule for selected atoms.

<table>
<thead>
<tr>
<th>Atom</th>
<th>$P2_\text{min1}_{\text{TFE}}$</th>
<th>$P2_{\text{TS}_{\text{TFE}}}$</th>
<th>$P2_\text{min2}_{\text{TFE}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>O1</td>
<td>-0.856</td>
<td>-0.810</td>
<td>-0.704</td>
</tr>
<tr>
<td>H2</td>
<td>0.384</td>
<td>0.408</td>
<td>0.510</td>
</tr>
<tr>
<td>C3</td>
<td>-0.425</td>
<td>-0.421</td>
<td>-0.085</td>
</tr>
<tr>
<td>C4</td>
<td>0.317</td>
<td>0.320</td>
<td>0.273</td>
</tr>
<tr>
<td>N5</td>
<td>-0.484</td>
<td>-0.485</td>
<td>-0.492</td>
</tr>
<tr>
<td>H6</td>
<td>0.522</td>
<td>0.522</td>
<td>0.520</td>
</tr>
<tr>
<td>O7</td>
<td>-0.724</td>
<td>-0.725</td>
<td>-0.739</td>
</tr>
</tbody>
</table>

The NBO natural charges show that N5 becomes more negatively charged from $P2_\text{min1}$ to $P2_\text{min2}$ (-0.484 to -0.492) as the C4-N5 bond is starting to weaken, which can be seen by the change in the Wiberg bond indices from Table 4.20 (0.63 to 0.62). Therefore, as the H2-C3 bond is being broken the hydrogen-bond between pyrrolidine and HFIP is starting to strengthen. As with HFIP, C3 becomes more positively charged and C4 more negatively charged. Electron
density is moving from the H2-C3 bond to the C3-C4 bond, which can be seen in the change in the Wiberg bond indices. The H2-C3 bond breaks during the TS since the Wiberg bond index decreases to 0.01 from 0.64 going from P2_min2_TFE to P2_min1_TFE. Only a very small increase in the bond index is seen for C3-C4 is seen of 0.02 going from min1 to min2 along with a small decrease in the C4-C5 bond index (0.05). During TS11-12 the C-N(pyr) bond is therefore not fully broken.

Table 4.20 - Wiberg bond indices from NBO calculations for P2_TFE including a single TFE molecule for selected atoms.

<table>
<thead>
<tr>
<th>Bond</th>
<th>P2_min1_TFE</th>
<th>P2_TS_TFE</th>
<th>P2_min2_TFE</th>
</tr>
</thead>
<tbody>
<tr>
<td>C3-C4</td>
<td>0.95</td>
<td>0.96</td>
<td>0.97</td>
</tr>
<tr>
<td>H2-C3</td>
<td>0.64</td>
<td>0.49</td>
<td>0.01</td>
</tr>
<tr>
<td>O1-H2</td>
<td>0.14</td>
<td>0.27</td>
<td>0.71</td>
</tr>
<tr>
<td>N5-H6</td>
<td>0.08</td>
<td>0.08</td>
<td>0.09</td>
</tr>
<tr>
<td>H6-O7</td>
<td>0.63</td>
<td>0.62</td>
<td>0.62</td>
</tr>
<tr>
<td>C4-N5</td>
<td>0.95</td>
<td>0.95</td>
<td>0.90</td>
</tr>
</tbody>
</table>

Second bond order perturbation theory shows a strong interaction of 151 kJ mol\(^{-1}\) between the lone pair orbital of O1 into the anti-bonding orbital of H2-C3 in P2_min1, which increases to 354 kJ mol\(^{-1}\) in the transition state. As with HFIP the CO\(_2\)Et groups show interactions that stabilise the system by 150-210 kJ mol\(^{-1}\). Conjugation in P2_min2 can be seen between N-C4-C3-C corresponding to 495 and 378 kJ mol\(^{-1}\). An interaction is also present between N5 of the pyrrolidine donating into the anti-bonding orbital of H6-H7. This interaction is 95 kJ mol\(^{-1}\) in P2_min1, which increases to 103 kJ mol\(^{-1}\) in the transition state, and finally to 112 kJ mol\(^{-1}\) in P2_min2.

### 4.4.1.12 Comparison of Pathway 2 for HFIP and TFE

The same trends for both solvents can be seen in these pathways. The distance between the solvent, acting as a base, and the hydrogen decreases as the reaction proceeds. The C-H bond is eventually broken and a new O-H bond is formed. The length of this hydrogen-bond was found to be longer in HFIP than in TFE by approximately 0.18 Å. In contrast, the length of the hydrogen-bond between the solvent and the nitrogen of pyrrolidine is shorter in HFIP than in TFE by 0.09 Å in min1 and 0.14 Å in min2.

The same change in the charges is seen for all the atoms that were discussed, where O1 and H2 becomes more positively charged throughout this process, while N5 and H6 become
more negatively charged. Both changes in combination with the change in bond lengths shows the presence of two hydrogen-bonds where the interaction is getting stronger.

Wiberg bond indices show that the H2-C3 bond is broken while the O1-H2 bond is formed. The O1-H2 bond index in TFE was found to be larger than in HFIP suggesting a stronger bond, which is consistent with the shorter bond lengths seen in the three stationary points. Conversely, the bond index for N5-H6 is higher in HFIP suggesting a stronger interaction, which was also seen in the shorter hydrogen-bond length.

Second bond order perturbation theory showed the presence of interactions that suggest hydrogen-bonding is occurring. The lone pair orbital on O1 donates into the antibonding orbital of H2-C3 during P2_min1 and P2_TS. The interaction is much stronger with TFE than HFIP in P2_min by 100 kJ mol\(^{-1}\), while in P2_TS the interaction with HFIP is stronger by 288 kJ mol\(^{-1}\). In min2 the hydrogen-bond between the solvent and the nitrogen of pyrrolidine is now much stronger in HFIP than TFE by 183 kJ mol\(^{-1}\).

Both HFIP and TFE are therefore able to greatly stabilise the transition state and lower the barrier for pyrrolidine loss. The barrier for P2_TS\(_{\text{TFE}}\) is much lower than P2_TS\(_{\text{HFIP}}\), which is likely because of the stronger interaction between TFE and the hydrogen. Even though TFE is not able to interact as strongly with pyrrolidine as HFIP, it is a better base, which lowers the barrier significantly compared to HFIP.

4.4.1.13 Pathway 5 – HFIP

In P5, HFIP\(^{-}\) and pyrrolidine are involved in the reaction. HFIP\(^{-}\) acts as the base while pyrrolidine stabilises the pyrrolidine that is being lost. During the transition state the C-H bond that is broken is elongated from 1.14 to 1.35 Å, while the distance between the oxygen of HFIP\(^{-}\) and hydrogen is reduced from 1.78 to 1.30 Å as expected. The C-C distance is not altered during this step (1.55 to 1.54 Å from the minimum to the TS) and 1.53 Å in the product.

The explicit pyrrolidine hydrogen-bonding to the substrate pyrrolidine is also roughly the same in the minimum and TS (2.23 and 2.20 Å respectively), while the N-C distance of the substrate pyrrolidine is unchanged at 2.46 Å.
Figure 4.30 - Structure of P5\_TS for HFIP (R = C\{CF\_3\}_2H) and TFE (R = C\{CF\_3\}_2H\_2) on which NBO calculations were carried out. Numbers indicate atoms that were focused on and will be referred to as XN throughout (X=atom, N=number).

NBO analysis was carried out to investigate these stationary points further by looking into the strength of the hydrogen-bonding in the system along with the natural charges and Wiberg bond indices. Figure 4.30 shows the atoms that are key in P5\_TS for both solvents along with the numbering scheme being used when referring to these atoms.
Selected distances are shown in Å. Blue = N, red = O, green = F, grey = C and white = H. Hydrogens have been emitted for most of the backbone for clarity.

The natural charges of the key atoms involved changes as expected: O1 becomes more positively charged as the hydrogen migration occurs, while C3 becomes more negatively charged. This is also reflected in the Wiberg bond orders where a big increase is seen for the bond order between O1 and H2 (0.08 to 0.31 then 0.61 in P5_min1, P5_TS_HFIP, and P5_min2 respectively) and C3 and H2 (0.71 to 0.43 then 0.01 in P5_min1, P5_TS_HFIP, and P5_min2 respectively).
Table 4.21 - Natural charges from NBO calculation for $P5_{HFIP}$ including a single HFIP molecule for selected atoms.

<table>
<thead>
<tr>
<th>Atom</th>
<th>P5_min1$^{HFIP}$</th>
<th>P5_TS$^{HFIP}$</th>
<th>P5_min2$^{HFIP}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>O1</td>
<td>-0.860</td>
<td>-0.779</td>
<td>-0.712</td>
</tr>
<tr>
<td>H2</td>
<td>0.374</td>
<td>0.427</td>
<td>0.507</td>
</tr>
<tr>
<td>C3</td>
<td>-0.409</td>
<td>-0.419</td>
<td>-0.087</td>
</tr>
<tr>
<td>C4</td>
<td>0.303</td>
<td>0.310</td>
<td>0.265</td>
</tr>
<tr>
<td>N5</td>
<td>-0.465</td>
<td>-0.473</td>
<td>-0.475</td>
</tr>
<tr>
<td>H6</td>
<td>0.411</td>
<td>0.416</td>
<td>0.415</td>
</tr>
<tr>
<td>N7</td>
<td>-0.648</td>
<td>-0.650</td>
<td>-0.650</td>
</tr>
</tbody>
</table>

The second order perturbation theory showed a donation of a lone pair on oxygen into an anti-bonding orbital of the C-H bond, which stabilises the system by 70.7 kJ mol$^{-1}$. This interaction increases to 448.1 kJ mol$^{-1}$ in the transition state and is no longer present in the product. Pyrrolidine allows hydrogen-bonding to occur and should stabilise the pyrrolidine leaving during this step. The lone pair on the nitrogen donates in the anti-bonding orbital of the N-H bond on the pyrrolidine, but only stabilises the molecule by 14.6 kJ mol$^{-1}$ in the minimum, 16.7 kJ mol$^{-1}$ in the TS and 19.2 kJ mol$^{-1}$ in the product, showing this to be a much weaker hydrogen-bond than the interaction between HFIP$^-$ and the substrate.

Table 4.22 - Wiberg bond indices from NBO calculations for $P5_{HFIP}$ including a single HFIP molecule for selected atoms.

<table>
<thead>
<tr>
<th>Bond</th>
<th>P5_min1$^{HFIP}$</th>
<th>P5_TS$^{HFIP}$</th>
<th>P5_min2$^{HFIP}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>C3-C4</td>
<td>0.95</td>
<td>0.95</td>
<td>0.96</td>
</tr>
<tr>
<td>C4-N5</td>
<td>0.97</td>
<td>0.96</td>
<td>0.92</td>
</tr>
<tr>
<td>O1-H2</td>
<td>0.08</td>
<td>0.31</td>
<td>0.61</td>
</tr>
<tr>
<td>H2-C3</td>
<td>0.71</td>
<td>0.43</td>
<td>0.01</td>
</tr>
<tr>
<td>N5-H6</td>
<td>0.01</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>H6-N7</td>
<td>0.79</td>
<td>0.78</td>
<td>0.78</td>
</tr>
</tbody>
</table>

4.4.1.14  Pathway 5 – TFE

This pathway is the same as for HFIP but instead of HFIP$^-$ deprotonating TFE is used instead. The C-H bond lengths from 1.1.17 to 1.30 Å while the O-H distance decreases from 1.66 to 1.36 Å. The C-C bond length remains unchanged (1.55 to 1.54 Å) along with the C-pyrr distance.
(1.46 to 1.47 Å). The hydrogen-bond distance between pyrrolidine and the substrate is unchanged at 2.36 Å along with the N-H distance in pyrrolidine at 1.03 Å.

NBO analysis showed the oxygen of TFE becoming more positively charged from \( P_{5\_min1_{TFE}} \) to \( P_{5\_min2_{TFE}} \) (-0.845 and -0.720 respectively). In turn the carbon of the substrate, C3, becoming more negatively charged changing from -0.421 to -0.0955 in \( P_{5\_min1_{TFE}} \) and \( P_{5\_min2_{TFE}} \) respectively. H2 also becomes more positively charged, a change of 0.13 during the transition state. As before, C4 becomes more negatively charged during this step of the reaction where the charge changes from 0.310 to 0.266. The Wiberg bond orders show that a bond is formed between O1 and H2 (0.13 in \( P_{5\_min1_{TFE}} \) and 0.65 in \( P_{5\_min2_{TFE}} \)). At the same time the H2-C3 bond is broken since the bond order decreases to 0.01 in \( P_{5\_min2_{TFE}} \) from 0.66 in \( P_{5\_min1_{TFE}} \). Small changes are also seen in the other bonds where the C3-C4 bond is strengthened and the C4-C5 bond is weakened.
Table 4.23 - Natural charges from NBO calculation for P5$_{TFE}$ including a single TFE molecule for selected atoms.

<table>
<thead>
<tr>
<th>Atom</th>
<th>P5$<em>{min1</em>{TFE}}$</th>
<th>P5$<em>{TS</em>{TFE}}$</th>
<th>P5$<em>{min2</em>{TFE}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>O1</td>
<td>-0.845</td>
<td>-0.799</td>
<td>-0.720</td>
</tr>
<tr>
<td>H2</td>
<td>0.378</td>
<td>0.409</td>
<td>0.508</td>
</tr>
<tr>
<td>C3</td>
<td>-0.421</td>
<td>-0.418</td>
<td>-0.0955</td>
</tr>
<tr>
<td>C4</td>
<td>0.310</td>
<td>0.313</td>
<td>0.266</td>
</tr>
<tr>
<td>N5</td>
<td>-0.464</td>
<td>-0.467</td>
<td>-0.474</td>
</tr>
<tr>
<td>H6</td>
<td>0.399</td>
<td>0.401</td>
<td>0.406</td>
</tr>
<tr>
<td>N7</td>
<td>-0.635</td>
<td>-0.635</td>
<td>-0.639</td>
</tr>
</tbody>
</table>

Second order perturbation theory shows that the O1-H2 hydrogen bond stabilises the system by 120.5 kJ mol$^{-1}$ in P5$_{min1_{TFE}}$ and by 371.1 kJ mol$^{-1}$ in P5$_{TS_{TFE}}$. The N5-H6 hydrogen bond stabilises the substrate by 10 kJ mol$^{-1}$ in P5$_{min1_{TFE}}$, by 9.6 kJ mol$^{-1}$ in P5$_{TS_{TFE}}$ and by 16.7 kJ mol$^{-1}$ in P5$_{min2_{TFE}}$. The smaller energies show that this hydrogen bond is weaker than that between O1 and H2.

Table 4.24 - Wiberg bond indices from NBO calculations for P5$_{TFE}$ including a single TFE molecule for selected atoms.

<table>
<thead>
<tr>
<th>Bond</th>
<th>P5$<em>{min1</em>{TFE}}$</th>
<th>P5$<em>{TS</em>{TFE}}$</th>
<th>P5$<em>{min2</em>{TFE}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>C3-C4</td>
<td>0.95</td>
<td>0.95</td>
<td>0.97</td>
</tr>
<tr>
<td>C4-N5</td>
<td>0.97</td>
<td>0.96</td>
<td>0.91</td>
</tr>
<tr>
<td>H2-C3</td>
<td>0.66</td>
<td>0.48</td>
<td>0.001</td>
</tr>
<tr>
<td>O1-H2</td>
<td>0.13</td>
<td>0.28</td>
<td>0.65</td>
</tr>
<tr>
<td>N5-H6</td>
<td>0.01</td>
<td>0.01</td>
<td>0.02</td>
</tr>
<tr>
<td>H6-N7</td>
<td>0.80</td>
<td>0.80</td>
<td>0.79</td>
</tr>
</tbody>
</table>

4.4.1.15 Comparison between HFIP and TFE – Pathway 5

The hydrogen bond between TFE and the substrate (O1-H2) is stronger than between HFIP and the substrate in P5$_{min1}$ based on second order perturbation theory values (120.5 vs 70.7 kJ mol$^{-1}$ respectively). This is expected since TFE is a stronger hydrogen bond “donor” than HFIP as HFIP is bulkier. During P5$_{TS}$ the donation of the oxygen lone pair into the C-H bond is stronger for HFIP than TFE (448.1 vs 371.1 kJ mol$^{-1}$). This is also shown in the Wiberg bond indices, where the bond order between TFE and the substrate are higher in P5$_{min1}$ with TFE than with HFIP (0.13 vs. 0.08 respectively) but during P5$_{TS}$ this switches (0.28 vs. 0.31 for TFE
and HFIP respectively). Pyrrolidine stabilises $P_{5\text{-min1}}, P_{5\text{-TS}},$ and $P_{5\text{-min2}}$ through hydrogen bonding by about 10-19 kJ mol$^{-1}$ for both HFIP and TFE. This interaction occurs a long distance from the hydrogen migration, but could be greatly be effected if more solvent molecules were included and solvation of the whole molecule was computed.

### 4.4.1.16 Summary

The potential energy surface for the reaction between 1 and 3 was determined to understand why reaction in HFIP resulted in much higher yields compared to other solvents such as TFE and MeCN. The gas-phase PES for both the *endo* and *exo* orientation showed that two possible mechanisms for the Diels-Alder step of the reaction can occur, a concerted mechanism or a stepwise mechanism where the C-C bond is formed followed by the C-N bond. While both mechanisms proceed via relatively accessible barriers the stepwise mechanism is lower in energy for both the *endo* and *exo* orientation. The stepwise mechanism is therefore more likely to proceed, as was already predicted by Houk *et al.*$^{152}$

Both the concerted and stepwise mechanisms converge via minimum 10, which is followed by the loss of $N_2$, $TS_{10\text{-11}}$. This step of the reaction is highly exergonic and almost barrierless and results in 11. The final step of the reaction is then loss of pyrrolidine via $TS_{11\text{-12}}$ to give the final product 12. Both the *endo* and *exo* orientation result in the same product when pyrrolidine is lost in $TS_{11\text{-12}}$. The gas-phase PES, while not providing insight into the solvent effects, shows that in the gas-phase the rate-determining step is $TS_{11\text{-12}}$, loss of pyrrolidine. The barrier for this reaction was determined to be 159 kJ mol$^{-1}$ for the *endo* orientation.

With the gas-phase PES in hand, implicit solvent corrections were then applied to determine whether the difference between HFIP, TFE, and MeCN could be determined. While the PES did change (lower barrier for $TS_{8\text{-9}}$, higher barrier for $TS_{9\text{-10}}$, and a small decrease in the barrier for $TS_{11\text{-12}}$) nearly no differences were observed between the three implicit solvent corrections. The rate-determining step was still $TS_{11\text{-12}}$ and this barrier was identical across all three solvents.

The addition of explicit solvent molecules of HFIP and TFE in the reaction was then attempted, which greatly changed the shape of the PES. $TS_{8\text{-9}}$, now differed by around 20 kJ mol$^{-1}$, with the pathway using HFIP being lower in energy. Minimal differences were observed for $TS_{9\text{-10}}$ and $TS_{10\text{-11}}$. The loss of pyrrolidine was explored by investigating 15 different pathways, 11 of which were successfully optimised. $P_2$ and $P_5$ were found to significantly decrease the barrier for pyrrolidine loss to below 50 kJ mol$^{-1}$ for HFIP and below 10 kJ mol$^{-1}$ for TFE.
P2 involves two solvent molecules while P5 utilises a pyrrolidine molecule along with a solvent molecule. Since no pyrrolidine is likely to be present at the start of the reaction it is proposed that the loss of pyrrolidine initially proceeds via P2. After the initial reaction process has equilibrised pyrrolidine is generated during TS_{11-12}, P5 then becomes a feasible pathway.

TFE reduces the barrier for TS_{11-12} to a greater extent than HFIP even though the hydrogen bond that is formed between explicit solvent and the substrate is stronger with HFIP than TFE by 288 and 77 kJ mol\(^{-1}\) in P2_TS and P5_TS respectively. The low energy barrier for TS_{11-12} for both solvents now identifies that the rate-determining step of the reaction as TS_{8-9}, the C-C bond formation step of the Diels-Alder reaction. The barrier for TS_{8-9} was lower for explicit HFIP and for explicit TFE. The yields of the reaction, when carried out in HFIP, are therefore higher since the rate-determining step has a lower barrier than when the reaction is carried out in TFE.

The low yield with MeCN as the solvent medium can also be understood from these results. As MeCN is incapable of hydrogen bonding the low energy pathways P2 and P5 cannot be accessed. For the reaction to occur only the higher energy pathways for the loss of pyrrolidine during TS_{11-12} are accessed, which results in significantly lower yields.
4.4.2 Triazine and Enamine Reaction

Scheme 4.6 - Reaction between enamine 2 and triazine 3 to give the product 7 was investigated to determine the effect of HFIP and TFE.

For the reaction shown in Scheme 4.6 only gas-phase and implicit solvation calculations were carried out in full. Enamine 2 has more conformational isomers than 8 due to the ester group, which could make it more difficult to study computationally. Changes in the orientation of the ester group leads to a difference in the stability of the enamine and in turn can affect the relative energy of stationary points.

The mechanism for the reaction between 2 and 3 was thought to not greatly differ from the reaction between 8 and 3. It was thought that it was still worth investigating this reaction to determine the impact that the enamine has on the PES and the reactivity.

4.4.2.1 Gas-phase results

As with the first reaction between 3 and 8, both a concerted and stepwise mechanism were computed. The potential energy surface for these two pathways for the endo orientation can be seen in Figure 4.33. The concerted pathway proceeds via one barrier, endo.TS\textsubscript{2-4}, at 123 kJ mol\textsuperscript{-1} to give the intermediate endo.5. The free energy barriers for the stepwise mechanism are 121 and 8 kJ mol\textsuperscript{-1} for endo.TS\textsubscript{2-4} and endo.TS\textsubscript{4-5} respectively. For this reaction the stepwise mechanism is only 2 kJ mol\textsuperscript{-1} lower in energy than the concerted mechanism, therefore, both mechanisms would be competitive for this reaction.

During endo.TS\textsubscript{5-6} N\textsubscript{2} is released and is a barrierless process (1 kJ mol\textsuperscript{-1}) giving endo.6, which lies 222 kJ mol\textsuperscript{-1} below the starting material. The final step of the reaction is the loss of pyrrolidine in endo.TS\textsubscript{6-7}, which proceeds via a barrier of 150 kJ mol\textsuperscript{-1}. endo.TS\textsubscript{6-7} has the largest barrier and based on the gas-phase results would be the rate-determining step of the reaction.
Figure 4.33 - PES for the reaction between 2 and 3 for the concerted and stepwise pathways for the endo orientation in the gas-phase. Relative Gibbs energies (and enthalpies in brackets) are shown in kJ mol$^{-1}$ at the (RI)-PBE0-D3BJ/def2-TZVPP//RI-PBE0/def2-SV(P) level.
Figure 4.34 - PES for the reaction between 2 and 3 for the stepwise pathways for the endo and exo orientations in the gas-phase. Relative Gibbs energies (and enthalpies in brackets) are shown in kJ mol\(^{-1}\) at the (RI)-PBE0-D3BJ/def2-TZVPP//RI-PBE0/def2-SV(P) level.
Figure 4.34 shows the stepwise mechanism for the **endo** and **exo** orientation. While it was found that the concerted pathway would also be competitive for both orientations the focus was on the stepwise pathway to be able to compare the results to the previous reaction. Only minor energy differences are seen between the two conformers with the largest difference seen in $\text{TS}_{2-4}$ where $\text{exo$_{TS}$}_{2-4}$ is 18 kJ mol$^{-1}$ lower in energy than $\text{endo$_{TS}$}_{2-4}$. In general, the energy difference is only approximately 4 kJ mol$^{-1}$ indicating very little difference in the two orientations. Since the same product is formed from both orientations this has no impact on the observed yield.

As with the first reaction the loss of pyrrolidine during $\text{TS}_{6-7}$ is rate-determining for both the **endo** and **exo** orientations, proceeding via a barrier of 150 and 148 kJ mol$^{-1}$ respectively. The gas-phase calculations provide a starting point for determining the reason for the observed solvent effects. This reaction is likely to proceed via both the concerted and stepwise Diels-Alder reaction unlike the first reaction, which has much lower barriers for the stepwise mechanism. For both reactions the energy difference between the **endo** and **exo** stationary points was minimal suggesting that both orientations would occur in the reactions.

### 4.4.2.2 Implicit Solvation

As with the previous reaction a variety of different solvents were investigated but the focus was on HFIP, TFE, and MeCN. Table 4.25 shows the free energy barriers for the concerted **endo** pathway in the gas-phase and with implicit solvent corrections for MeCN, HFIP, and TFE. The barrier for $\text{endo$_{TS}$}_{2-5}$ was decreased through the solvent corrections for all three pathways. MeCN and HFIP stabilised the transition state structure by 9 kJ mol$^{-1}$ while TFE showed a greater stabilisation of 25 kJ mol$^{-1}$. The barrier for $\text{endo$_{TS}$}_{5-6}$ was found to be slightly higher at 4-5 kJ mol$^{-1}$, but still classed as a barrierless process. The loss of pyrrolidine during $\text{endo$_{TS}$}_{6-7}$ decreased by approximately 20 kJ mol$^{-1}$ for all three solvents.

<table>
<thead>
<tr>
<th></th>
<th>Gas-phase (kJ mol$^{-1}$)</th>
<th>MeCN  (kJ mol$^{-1}$)</th>
<th>HFIP  (kJ mol$^{-1}$)</th>
<th>TFE   (kJ mol$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{endo$<em>{TS}$}</em>{2-5}$</td>
<td>123</td>
<td>114</td>
<td>114</td>
<td>98</td>
</tr>
<tr>
<td>$\text{endo$<em>{TS}$}</em>{5-6}$</td>
<td>1</td>
<td>4</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>$\text{endo$<em>{TS}$}</em>{6-7}$</td>
<td>153</td>
<td>132</td>
<td>133</td>
<td>131</td>
</tr>
</tbody>
</table>

For the concerted mechanism the rate-determining step was pyrrolidine loss even though the barrier was reduced through the inclusion of solvent corrections. For the stepwise
pathway the barrier for $\text{endo\_TS}_{2-4}$ was stabilised to the same extent as $\text{endo\_TS}_{2-5}$, lowering the barrier to a greater extent for TFE (see Table 4.26). The barrier for $\text{endo\_TS}_{4-5}$ was found to increase in energy with the inclusion of implicit solvent corrections. The barrier increased by about 16 kJ mol$^{-1}$ for all three solvents. As with the first reaction this is because the intermediate, $\text{endo\_4}$, is stabilised to a greater extent than $\text{endo\_TS}_{4-5}$, thereby increasing the barrier.

Table 4.26 - Relative enthalpies for the stepwise endo pathway for the reaction between 2 and 3 in the gas-phase and with implicit solvent corrections in MeCN, HFIP, and TFE.

<table>
<thead>
<tr>
<th></th>
<th>Gas-phase (kJ mol$^{-1}$)</th>
<th>MeCN (kJ mol$^{-1}$)</th>
<th>HFIP (kJ mol$^{-1}$)</th>
<th>TFE (kJ mol$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{endo_TS}_{2-4}$</td>
<td>121</td>
<td>111</td>
<td>112</td>
<td>95</td>
</tr>
<tr>
<td>$\text{endo_TS}_{4-5}$</td>
<td>8</td>
<td>24</td>
<td>23</td>
<td>24</td>
</tr>
<tr>
<td>$\text{endo_TS}_{5-6}$</td>
<td>1</td>
<td>4</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>$\text{endo_TS}_{6-7}$</td>
<td>153</td>
<td>132</td>
<td>133</td>
<td>131</td>
</tr>
</tbody>
</table>

While the implicit solvent corrections do have an impact on the barriers compared to the gas-phase results no major difference can be seen between MeCN, HFIP, and TFE that would explain the observed solvent effects. While the barrier for both $\text{endo\_TS}_{2-5}$ and $\text{endo\_TS}_{2-4}$ were lower in energy in TFE compared to MeCN and HFIP this step is not rate-determining and therefore does not explain the difference in reactivity.

4.4.2.3 Summary

Implicit solvent corrections help to lower the energy of stationary points, such as $\text{TS}_{2-4}$, $\text{TS}_{2-5}$, and $\text{4}$, by stabilising the charge imbalance that is present in these states. This in turn lowers the barrier for both $\text{TS}_{2-4}$ and $\text{TS}_{2-5}$, but increases the barrier for $\text{TS}_{4-5}$ due to a greater stabilisation of $\text{4}$ compared to the transition state. The addition of these corrections, therefore, does start to show some of the impact of the solvent used, however, MeCN is a polar aprotic solvent and therefore should not stabilise the stationary points to the same extent as a polar protic solvent such as HFIP does.

The rate-determining step of the reaction is still the loss of pyrrolidine during $\text{TS}_{6-7}$, which is inconsistent with what Glinkermann and co-workers have predicted.$^{151}$ While it could be the rate-determining step of the reaction, it is likely that just as with the reaction involving 8 and 3, the solvent needs to be included explicitly. Inclusion of explicit solvent along with the implicit solvent corrections would allow for direct hydrogen-bonding, which would stabilise the transition states $\text{TS}_{2-4}$ and $\text{TS}_{4-5}$ but also the zwitterionic intermediate $\text{4}$. It would also allow for alternative pathways for the loss of pyrrolidine during $\text{TS}_{6-7}$.
### 4.4.2.4 Combining Explicit and Implicit Solvation Models

The results for the previous reaction were used to determine what the likely key states were going to be for this reaction. The effect of both HFIP and TFE being included explicitly in the calculations was carried out for $\text{TS}_{2,4}$ and $\text{TS}_{6,7}$ via $\text{P2}$. Only $\text{P2}$ was chosen to be investigated for this reaction as this pathway is more strongly dependent on the solvent than $\text{P5}$.

Table 4.27 – Free energy barriers for $\text{TS}_{2,4}$ and $\text{TS}_{6,7}$ for the reaction between 2 and 3 in the gas-phase, with HFIP implicit solvent correction with no explicit solvent, and in HFIP with two explicit HFIP molecules.

<table>
<thead>
<tr>
<th>HFIP</th>
<th>Gas-phase – endo (kJ mol$^{-1}$)</th>
<th>Imp. HFIP – endo (kJ mol$^{-1}$)</th>
<th>Imp./Exp. HFIP – endo (kJ mol$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{TS}_{2,4}$</td>
<td>121</td>
<td>112</td>
<td>106</td>
</tr>
<tr>
<td>$\text{TS}_{6,7}$</td>
<td>150</td>
<td>133</td>
<td>24</td>
</tr>
</tbody>
</table>

Table 4.27 shows the barriers for $\text{TS}_{2,4}$ and $\text{TS}_{6,7}$ in the gas-phase, with implicit HFIP, and the combined explicit/implicit method used in the reaction between 8 and 3. The barrier for the Diels-Alder step of the reaction, $\text{TS}_{2,4}$, was not significantly altered through the inclusion of explicit HFIP. A decrease of only 6 kJ mol$^{-1}$ to 106 kJ mol$^{-1}$ was seen. As with the reaction between 8 and 3, the inclusion of explicit HFIP significantly decreased the barrier for $\text{TS}_{6,7}$ from 133 to 24 kJ mol$^{-1}$ for the implicit and explicit/implicit results respectively. This large decrease in the free energy, 109 kJ mol$^{-1}$, now makes the Diels-Alder step, $\text{TS}_{2,4}$, the rate-determining step of the reaction.

Table 4.28 – Free energy barriers for $\text{TS}_{2,4}$ and $\text{TS}_{6,7}$ for the reaction between 2 and 3 in the gas-phase, with TFE implicit correction solvent, TFE with no explicit solvent, and in TFE with two explicit TFE molecules.

<table>
<thead>
<tr>
<th>TFE</th>
<th>Gas-phase – endo (kJ mol$^{-1}$)</th>
<th>Imp. TFE – endo (kJ mol$^{-1}$)</th>
<th>Imp./Exp. TFE – endo (kJ mol$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{TS}_{2,4}$</td>
<td>121</td>
<td>95</td>
<td>120</td>
</tr>
<tr>
<td>$\text{TS}_{6,7}$</td>
<td>150</td>
<td>132</td>
<td>15</td>
</tr>
</tbody>
</table>

Table 4.28 shows the barriers for $\text{TS}_{2,4}$ and $\text{TS}_{6,7}$ in the gas-phase, with implicit TFE, and the combined explicit/implicit method. Unlike with HFIP, an increase in the barrier for $\text{TS}_{2,4}$ is computed of 25 kJ mol$^{-1}$ when an implicit/explicit method is used. The barrier for $\text{TS}_{6,7}$ is also significantly lowered with the inclusion of explicit TFE molecules, reducing the barrier by 117 kJ mol$^{-1}$.
4.4.2.5 Summary

As with the reaction between 8 and 3, the inclusion of explicit solvent molecules in the computational model, is crucial to understand the role that the solvent plays in this reaction. HFIP results in higher yields as it stabilises TS2-4 to a greater extent than TFE. The barrier for TS2-4 is comparable in the two solvents as it only differs by 14 kJ mol\(^{-1}\). The yield in HFIP for this reaction was 41\% compared to 36\% in TFE. The small difference in yield is not explained by this small energy difference but it does indicate that HFIP interacts with the substrate differently and enough to proceed via a lower energy barrier than TFE.

Explicit solvent molecules are especially important for the loss of pyrrolidine step, TS6-7. The gas-phase and implicit solvation results indicate that this is the rate-determining step of the reaction as it proceeds via barrier that is higher than 100 kJ mol\(^{-1}\) for both orientations and in both solvents. The addition of two solvent molecules, as in P2, decreased the barrier of TS6-7 in HFIP to 24 kJ mol\(^{-1}\) and just 15 kJ mol\(^{-1}\) in TFE. This reduction in the barrier for TS6-7 changes the rate-determining step to the Diels-Alder step, TS2-4, of the reaction, which is consistent with the hypothesis stated by Glinkerman and co-workers. Explicit solvent molecules with implicit solvent corrections are therefore needed to understand the solvent effects seen in the reaction between 2 and 3.

The addition of explicit solvent molecules is crucial for determining the rate-determining step and understanding the difference in yield when HFIP and TFE are used as the solvent. More significantly, the explicit solvent molecules show that without the presence of a solvent that can act as a catalyst, the reaction does not proceed with high yields. The barrier for the loss of pyrrolidine during TS6-7 is significantly reduced in the presence of HFIP and TFE. When MeCN is used as the solvent some reactivity is seen but results in very low yields. The low yields are because MeCN is not able to hydrogen-bond and thereby catalyse the reaction like HFIP and TFE. Only the higher energy pathways are therefore accessible for MeCN.
4.5 Conclusions and Future Work

Glinkerman and co-workers determined a method for synthesising methoxatin using an inverse electron demand Diels-Alder reaction. A variety of enamines were tested but for each reaction the authors noticed a strong solvent effect. HFIP resulted in the greatest reactivity while a related solvent, TFE, was found not to be as effective. Solvents such as MeCN, iPrOH, and EtOH showed no reactivity at all. The authors hypothesised that the solvent was needed to stabilise the Diels-Alder reaction, but also to facilitate the loss of pyrrolidine later in the reaction.

This investigation into the mechanism of two of the original reactions aimed to understand the nature of these solvent effects and to test these predictions made by the authors. The reaction between the much simpler enamine, 8, was studied first focusing on HFIP, TFE, and MeCN solvents. Work carried out by Houk et al. was drawn upon as they had shown that a stepwise mechanism for the Diels-Alder reaction was energetically favourable, which was also found here. The authors had concluded that the formation of the C-C bond during the Diels-Alder reaction was rate-determining, but both the gas-phase and implicit results shown here identify that it is the loss of pyrrolidine, TS_{11-12}, which is rate-determining for both the endo and exo orientation.

While the implicit solvation corrections changed the potential energy surface through stabilising TS_{8-9} and 9, and destabilising TS_{9-10}, which more accurately reflects the reaction environment, no difference between the three solvents was found. HFIP, TFE, and MeCN stabilised and destabilised the same states to roughly the same extent. The rate-determining step remained unchanged, even though the barrier was reduced slightly. As the energy differences between the endo and exo orientation were almost identical for both the gas-phase and implicit solvation corrections, only the endo orientation was considered further.

Explicit HFIP and TFE molecules were then used to try and determine if these would explain why there was a different outcome with these solvents. First the effect of HFIP and TFE were investigated for TS_{8-9}, 9, TS_{9-10}, 10, and TS_{10-11}. The same trends were seen here as for the inclusion of implicit solvent corrections, but to a greater extent. The barrier for TS_{8-9} was reduced due to the transition state being stabilised through hydrogen-bonding to the solvent. HFIP formed a much stronger hydrogen-bond to the substrate than TFE and stabilised the transition state to a greater extent. Thus, the barrier for hfip_TS_{8-9} was lower than for tfe_TS_{8-9}. TS_{9-10} was destabilised with the addition of explicit solvent molecules due to 9 being greatly stabilised through hydrogen-bonding. The barrier for TS_{10-11} remained virtually unchanged, as with the implicit solvent correction.
15 different pathways were investigated for TS\textsubscript{11-12} and it was found that P2 and P5 were the lowest energy pathways. P2 involved two HFIP molecules while P5 utilised an HFIP molecule with a pyrrolidine molecule. While the barrier for P5 was found to be lower than P2, both pathways are likely to occur during the reaction. At the start no pyrrolidine would be presented in the reaction meaning only P2 would be accessible. After pyrrolidine is released as a by-product, P5 becomes an accessible pathway. It was found that P2 and P5 with TFE proceeded via lower barriers than HFIP due to stronger hydrogen-bonds. The inclusion of explicit solvent molecules greatly reduced the barrier for pyrrolidine loss, to the extent that the rate-determining step was found to now be TS\textsubscript{8-9}.

With TS\textsubscript{8-9} now being the rate-determining step of the reaction the difference in reactivity between HFIP and TFE can be understood. HFIP stabilises the rate-determining step to a greater extent than TFE, lowering the barrier for the reaction significantly. The barrier for TFE is also reduced and is accessible, which explains why reactivity was observed in TFE. As MeCN cannot hydrogen-bond only high energy pathways for TS\textsubscript{11-12} are available in this solvent. The rate-determining step therefore remains TS\textsubscript{11-12} for MeCN and the large barrier for this step means that little to no reactivity is seen. The solvent is therefore key as a catalyst and is needed in the reaction to aid in the loss of pyrrolidine.

With the knowledge of the two key steps of the reaction, TS\textsubscript{8-9} and TS\textsubscript{11-12}, the findings were applied to a reaction with a more complex enamine, 2. The gas-phase and implicit solvent corrected results showed the same trends as the model reaction. The stepwise pathway was once again favourable and very little difference was seen in the endo and exo orientation for this reaction. The implicit solvent corrections helped stabilise TS\textsubscript{2-4} and 4 while destabilising TS\textsubscript{4-5}, but no difference between HFIP, TFE, and MeCN was noted. For the gas-phase and all three solvents TS\textsubscript{6-7} was still the rate-determining step.

The addition of explicit HFIP and TFE molecules in TS\textsubscript{2-4, 4, 5, and 6} showed a further decrease in the barrier of TS\textsubscript{2-4} while the barrier for TS\textsubscript{4-5} increased slightly. P2 was computed for this reaction and showed a significant decrease in the barrier for TS\textsubscript{6-7}. In HFIP the barrier was reduced to 24 kJ mol\textsuperscript{-1} while in TFE the barrier was reduced even further to 15 kJ mol\textsuperscript{-1}. Once again, this significant reduction makes the Diels-Alder step of the reaction, TS\textsubscript{6-7}, rate-determining.

The solvent, therefore, plays a crucial role in this reaction by stabilising the rate-determining step, C-C formation, but also takes a more active role by facilitating the loss of pyrrolidine later in the reaction. The solvent acts as catalyst in P2 and P5, providing a lower energy pathway, and results in higher yields. A solvent that can hydrogen-bond, but also acts as a base, is therefore required for this reaction to be successful. The results suggest that HFIP stabilises the Diels-Alder step to a greater extent by forming a stronger hydrogen-bond with the
substrate. TFE, however, was found to form a stronger hydrogen-bond during the loss of pyrrolidine as it is a smaller solvent and is therefore not as greatly affected by the steric bulk present in this step. Reactivity could theoretically be improved further by using a solvent that forms strong hydrogen-bonds to the starting material but is smaller than HFIP, so that the loss of pyrrolidine step is not negatively impacted. Solvents such as MeOH and EtOH have high dielectric constants and can hydrogen-bond, while also being small in size. However, these solvents showed no reactivity even though they can hydrogen-bond like HFIP and TFE. It is likely that these solvents are too nucleophilic, but these solvents were not investigated in this study. The effect of these two solvents could be tested by first looking at their effect on the C-C bond formation step of the reaction, $\text{TS}_{8-9}$ and $\text{TS}_{2-4}$. The loss of pyrrolidine can then be investigated if answers are not found in this first step.

The loss of pyrrolidine has been presented as a single step process here but it likely to involve two steps: 1) breaking the C-H bond followed by 2) breaking the C-N(pyrr) bond. DRC calculations and optimization of the end points did not conclusively show that the C-N(pyrr) bond is broken at the end of $\text{TS}_{11-12}$ and $\text{TS}_{6-7}$. Calculations have already been undertaken to determine whether a one-step or two-step process is more likely. Preliminary data suggests that for some pathways a two-step process could be feasible and is potentially even preferable. Further work to confirm the connectivity from $\text{TS}_{11-12}$ to 12 and $\text{TS}_{6-7}$ to 7 still needs to be investigated.
5. Conclusions

The role of a solvent in a reaction can vary greatly. The solvent can be a reaction medium, stabilise charged reactants, intermediates or products, hydrogen bond to stabilise the species present, or aid in the reactivity by actively taking part in the reaction. Within computational chemistry studying a reaction done in the gas phase is simple. The reactants, intermediates, and products can all be optimised by considering the general methodology needed i.e. ab-initio methods, empirical methods, DFT functionals, basis sets, etc. Since no solvent is present no computational resources are needed to account for it.

When computationally studying a reaction that occurs in a solvent extra thought does need to be given to how to account for it. Quite often a simple implicit solvent correction such as COSMO can be applied and does an excellent job of modelling the effect of the solvent. When it is known that a solvent effect is present in the reaction much more care needs to be given to model the reaction accurately. QM/MM methodologies have been employed but present a challenge due to the time required to set up the system, along with the difficulty in accurately modelling solvents.

A hybrid method can be applied where some explicit solvent molecules are included in combination with an implicit solvent correction. A hybrid approach allows for including solvent molecules in very specific locations where it is thought that hydrogen bonding is important or where charge is likely to build up, which can be stabilised by the solvent. This approach does require more time and effort than just using an implicit solvent correction, but it provides better results in less time than QM/MM calculations.

This general approach when studying a reaction computationally is therefore to start with studying the reaction in the gas-phase first. Results are obtained quickly and provide a better understanding of the reaction. After this, an implicit solvent correction can be applied if the reaction is carried out in solution. A more intense approach using explicit solvent molecules can be used for systems where strong solvent effects are observed that are not explained with an implicit model. This approach was used here by first calculating gas-phase structures, followed by the addition of an implicit model, and finally an explicit model was used by adding solvent molecules to strategic areas.

The first system studied the reaction mechanism involved with the abstraction of a hydrogen atom from an imidazolium ion, [bmim]+, using a high energy F atom beam. Since the surface of the ionic liquid was being studied it was decided that no solvent corrections would be needed. Abstraction from the ring, the methyl group, and the butyl group were determined and showed that abstraction from the ring required the most energy. The high free energy barriers
for the ring carbons, approximately 80 kJ mol\(^{-1}\), arose because the transition state is destabilised due to the formation of a radical on a carbon that is already part of a positively charged ring. The barriers for the abstraction of a hydrogen from the alkyl carbons follow the typical trend for radical stability where the barrier at tertiary carbons proceeds via the lowest barrier (C\textsuperscript{6} and C\textsuperscript{7} with a barrier of 39 and 35 kJ mol\(^{-1}\)) and primary carbons via the highest (C\textsuperscript{1} with a barrier of 50 kJ mol\(^{-1}\)).

An alternative stepwise mechanism for abstraction of a hydrogen from the ring carbons was determined for a simplified imidazolium, [mmim]+, but this process was found to be higher in energy than the direct abstraction. The large barrier occurs due to the formation of a stable fluorinated intermediate, \textit{ring\_min\_CF}. While a transition state for the alternative ring abstraction mechanism was not determined for [bmim]+, the [mmim]+ results suggest that the alternative ring abstraction mechanism would be accessible with an approximate barrier of 253 and 220 kJ mol\(^{-1}\) for abstraction at C\textsuperscript{2} and C\textsuperscript{3} respectively. Given the large amount of energy present in the F atom beam, 384 kJ mol\(^{-1}\), abstraction at all positions on the imidazolium would be possible even if the stable fluorinated intermediate, \textit{ring\_min\_CF}, was formed.

Previous computational work studying the surface of [bmim]+ for the abstraction by a fluorine atom beam suggested that the surface was almost entirely composed of the butyl chain of the ionic liquid. Abstraction at any of the positions on the butyl chain would be possible due to the high energy of the F atom beam. If a small fraction of the surface contained the ring or methyl group, these could also be abstracted by the beam. This was already proposed in previous studies, but this work shows that the barriers for hydrogen abstraction are significantly lower than the energy of the F atom beam. Using gas-phase calculations it was possible to determine this quantitatively. Accurate results were obtained with these gas-phase calculations because no solvent medium was used in the reaction that needed to be modelled computationally.

In the second system a phosphoramidation reaction was studied that utilised an Ir(III) complex containing a hemilabile bidentate 1,2-N,O-phosphoramidate ligand. Only the O-phosphoramidate product was formed, even though the N-phosphoramidate product was thought to be favourable since the strong P=O bond is retained. Questions regarding the regio- and stereoselectivity of the reaction were raised and answered by modelling the reaction using COSMO to simulate the role of the solvent, CH\textsubscript{2}Cl\textsubscript{2}. A solvent model was used for this system since interactions between the substrate and the CH\textsubscript{2}Cl\textsubscript{2} solvent molecules needed to be investigated.

Oxidative addition and a 1,2-hydride shift pathway were determined along with three LAPS pathways: N-protonation, O-protonation, and Cp*-protonation. Oxidative addition and Cp*-protonation were found to proceed via larger barriers (96 and 264 kJ mol\(^{-1}\)) compared to
the other mechanisms and were therefore determined not to be competitive. The O-protonation pathway proceeded via the lowest barriers and due to the hemilability of the phosphoramidate ligand and the low energy rotation of the vinylidene in 4c the thermodynamic product, 5b_E, could be formed. The N-product was found to not be formed due to the high energy barrier of TS_{3b5b}, 149 kJ mol\(^{-1}\), and the high energy of the intermediate 4b at 121 kJ mol\(^{-1}\). The 1,2-hydride shift pathway lead to 4c via a barrier of 76 kJ mol\(^{-1}\), which would then proceed to the O-product and thus provide an alternative pathway.

No explicit solvent effects were present in this reaction. CH\(_2\)Cl\(_2\) is a polar aprotic solvent and would thereby impact the reaction by stabilising and destabilising charged and neutral species respectively. Robust experimental data allowed for comparison of the final product to the computational structure to determine that the addition of a polarisable continuum model solvent correction was sufficient at approximating the reaction conditions. This can be seen in the bond lengths obtained of 5a_E at the (RI)-PBE0-D3BJ/def2-TZVPP//RI-BP86/def2-SV(P) level when compared to the bond lengths obtained from the crystal structure of [2][Barf\(_5\)]. The calculated bond lengths varied by less than 0.03 Å, even for the vinylidene and the phosphoramidate ligand, which are part of the reaction centre. Therefore, the addition of explicit solvent molecules is unlikely to greatly increase the accuracy of the results, but the methodology would greatly increase the computational cost in terms of resources and time.

The hypothesis proposed by the authors that the reaction proceeds via a LAPS mechanism were confirmed through this investigation. Furthermore, the reason for the absence of the N-phosphoramidate product was determined along with why the thermodynamically stable 5b_E isomer is the sole product formed in the reaction.

Finally, two inverse electron demand diels-alder reactions were modelled that had been used during the synthesis of methoxatin that showed strong dependencies on the solvent used. A stepwise mechanism was found to be lower in energy by 34 kJ mol\(^{-1}\) than the traditional concerted mechanism, which was in agreement with the previous study by Houk et al.\(^{152}\) Gas-phase calculations provided insight into the reaction overall. Implicit solvent corrections were next applied using COSMO. For all three solvents studied the inclusion of an implicit correction reduced the barrier of TS\(_{8-10}\) by 25, 23, and 34 kJ mol\(^{-1}\) for MeCN, HFIP, and TFE respectively. A small increase by 1-2 kJ mol\(^{-1}\) occurred for TS\(_{10-11}\), while for TS\(_{11-12}\) a decrease of 17-18 kJ mol\(^{-1}\) was observed. While changes in the PES were observed with an implicit solvent model, they were not able to account for the solvent effects seen in the reaction. HFIP and TFE are both polar protic solvents and are therefore able to hydrogen bond to the reactants, which cannot be accounted for by an implicit solvent model. A hybrid implicit-explicit model was therefore used by including explicit solvent molecules in strategic positions. The previous work by Houk et al. was utilised when determining the position of the solvent molecules.\(^{152}\)
HFIP and TFE were investigated due to their ability to hydrogen bond and because the largest yields were obtained with these solvents. It was determined that through the addition of two solvent molecules differences between HFIP and TFE could now be seen. Both solvents were able to hydrogen bond to the structures and thus lower the barriers for the reaction. HFIP was found to lower the energy of the rate-determining step, $\text{TS}_{8-9}$, to a greater extent than TFE, 30 kJ mol$^{-1}$ vs. 15-20 kJ mol$^{-1}$ respectively, which agreed with the experimental results. A yield of 86% was achieved for the reaction between 3 and 8 when carried out in HFIP compared to 34% in TFE.

The crucial step when modelling this reaction was found to be the loss of pyrrolidine during $\text{TS}_{11-12}$. This step was found to proceed via the largest barrier when no solvent was accounted for explicitly, 150-160 kJ mol$^{-1}$ for both reactions. Only through the addition of two solvent molecules during this step were the barriers significantly lowered. Pathways involving pyrrolidine were also determined, since these become accessible as the reaction proceeds and pyrrolidine is released. TFE was found to lower the barrier of $\text{TS}_{11-12}$ to a greater extent than HFIP because of its smaller size. The barriers in TFE were found to be virtually barrierless at 6 kJ mol$^{-1}$, while in HFIP they varied between 25-48 kJ mol$^{-1}$.

The key to understanding the solvent effects present in this reaction is the role that the solvent plays in both $\text{TS}_{8-9}$ and $\text{TS}_{11-12}$. Without a solvent that can lower the barrier for $\text{TS}_{11-12}$, this becomes the rate-determining step and due to the large barrier the reaction cannot occur. This is why no reactivity was observed in MeCN for the reaction between 3 and 5. MeCN is a polar aprotic solvent and cannot stabilise $\text{TS}_{11-12}$ through hydrogen bonding. Solvents such as HFIP and TFE that can hydrogen bond aid in the loss of pyrrolidine and consequently $\text{TS}_{8-9}$ becomes the rate-determining step. Since HFIP is able to stabilise $\text{TS}_{8-9}$ to a greater degree than TFE, the yield is higher.

Three very different systems were studied, and the approach needed was adapted to fit the system. Starting with gas-phase calculations provides a simplified view of the reaction and comparison with experimental data allows us to determine whether a more demanding methodology is needed. The abstraction of hydrogen by an F atom beam was carried out without a solvent medium and therefore gas phase calculations were able to model the reaction system effectively. The phosphoramidation reaction was carried out in CH$_2$Cl$_2$ and an implicit solvent model was utilised to model the effect of the polar aprotic solvent. Comparison between experimentally and computationally determined bond lengths showed these to vary by less than 0.03 Å, confirming that an implicit model is sufficient for this system. Finally, the diels-alder reactions showed increased reactivity when carried out in polar protic solvents such as HFIP and TFE. Implicit solvent calculations were not able to account for the difference in reactivity between these two solvents and MeCN. The inclusion of explicit solvent molecules was needed
to determine that HFIP reduces the barrier of the rate-determining step to a greater extent than TFE. This vigorous hybrid approach was needed for this investigation but would have provided no extra insights for the other two systems.

Quantum chemistry allows us to investigate a reaction in great detail and shed light on the crucial steps of a reaction. Systematically building on the methodology used allows for the best use of resources such as computational time. Insights from these are then able to feed into future experimental work and lead to smarter and more efficient research.
**List of abbreviations**

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>5Z</td>
<td>quintuple zeta</td>
</tr>
<tr>
<td>AM1</td>
<td>Austin model 1</td>
</tr>
<tr>
<td>AMLA</td>
<td>ambiphilic metal ligand activation</td>
</tr>
<tr>
<td>ARXPS</td>
<td>angle resolved X-ray photoelectron spectroscopy</td>
</tr>
<tr>
<td>BSSE</td>
<td>basis set superposition error</td>
</tr>
<tr>
<td>cc</td>
<td>correlation consistent</td>
</tr>
<tr>
<td>CC</td>
<td>coupled cluster</td>
</tr>
<tr>
<td>CCD</td>
<td>CC doubles</td>
</tr>
<tr>
<td>CCSD</td>
<td>CC single doubles</td>
</tr>
<tr>
<td>CCSD(T)</td>
<td>CC single doubles with perturbated triples</td>
</tr>
<tr>
<td>CI</td>
<td>configuration interaction</td>
</tr>
<tr>
<td>CID</td>
<td>CI doubles</td>
</tr>
<tr>
<td>CIS</td>
<td>CI singles</td>
</tr>
<tr>
<td>CISD</td>
<td>CI single doubles</td>
</tr>
<tr>
<td>CMD</td>
<td>concerted metalation deprotonation</td>
</tr>
<tr>
<td>COSMO</td>
<td>conductor-like screening model</td>
</tr>
<tr>
<td>CPCM</td>
<td>conductor-like polarizable continuum model</td>
</tr>
<tr>
<td>DFT</td>
<td>density functional theory</td>
</tr>
<tr>
<td>DLPNO</td>
<td>domain-based pair natural orbital</td>
</tr>
<tr>
<td>DRC</td>
<td>dynamic reaction coordinate</td>
</tr>
<tr>
<td>DRS</td>
<td>diffuse reflectance spectroscopy</td>
</tr>
<tr>
<td>DZ</td>
<td>double zeta</td>
</tr>
<tr>
<td>ECP</td>
<td>electron core potential</td>
</tr>
<tr>
<td>GGA</td>
<td>generalised gradient approximation</td>
</tr>
<tr>
<td>GTO</td>
<td>Gaussian type orbital</td>
</tr>
<tr>
<td>HFIP</td>
<td>hexafluoro-2-propanol</td>
</tr>
<tr>
<td>IEDDA</td>
<td>inverse electron demand Diels-Alder reaction</td>
</tr>
<tr>
<td>IRC</td>
<td>intrinsic reaction coordinate</td>
</tr>
<tr>
<td>KS-DFT</td>
<td>Kohn-Sham DFT</td>
</tr>
<tr>
<td>LAPS</td>
<td>ligand-assisted proton shuttle</td>
</tr>
<tr>
<td>LDA</td>
<td>local density approximation</td>
</tr>
<tr>
<td>LEIS</td>
<td>low-energy ion scattering</td>
</tr>
<tr>
<td>LLHT</td>
<td>ligand-to-ligand hydrogen transfer</td>
</tr>
</tbody>
</table>
MBPT – many-body perturbation theory
MD – molecular dynamics
MLC – metal ligand cooperativity
MM – molecular mechanics
MNDO – modified neglect of diatomic overlap
MO – molecular orbital
PBC – periodic boundary conditions
PCM – polarizable continuum model
PES – potential energy surface
PM3 – parametric method 3
PP – pseudopotential
pyrr = pyrrolidine
QM – quantum mechanics
QM/MM – quantum mechanics/molecular mechanics
QZ – quadruple zeta
RAS – reactive atom scattering
RTIL – room temperature ionic liquid
SCF – self-consistent field
SFG – sum frequency generation spectroscopy
SMD – solvation model based on density
STO – Slater type orbital
TFA – trifluoroacetic acid
TFE – 2,2,2-trifluoroethanol
TS – transition state
TST – Transition-State Theory
TZ – triple zeta
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