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Abstract

Jet fuel is used as a coolant for lubricants and oils, and receives heat from the burner
feed arm before combustion. The thermal stress received by the fuel, in combina-
tion with dissolved oxygen, results in reactions yielding carbonaceous deposits on
fuel-wetted surfaces. These deposits can cause efficiency and safety issues as they
grow on critical components. The initial stage of the deposition process involves
a well understood autoxidation mechanism, leading to a series of well character-
ized oxidized molecules. However, it is less clear what chemical mechanisms lead
to the agglomeration of these oxidized molecules producing deposits. The aim of
this thesis is to gain a more fundamental understanding of the agglomeration and
deposition process. Density functional theory (DFT) and experimental techniques
including gas/liquid chromatography mass spectroscopy (GC/LC-MS) were used
to investigate these processes. Additionally, kinetic analysis using pseudo-detailed
mechanisms were performed throughout to explore competing pathways.

The Soluble Macromolecular Oxidatively Reactive Species (SMORS) mechanism has
previously been proposed as a universal mechanism for deposition, but has received
little mechanistic scrutiny. Our DFT calculations performed here showed that the
originally proposed SMORS mechanism involving electrophilic aromatic substitution
(EAS) was kinetically and thermodynamically prohibited. Instead, it was found a
homolytic aromatic substitution (HAS) mechanism could allow C-C bonds to form
to lead to agglomerated species. Additionally, the SMORS mechanism neglects to
elucidate the role of indigenous fuel sulfur compounds, which have a major influ-
ence on deposit formation. Using surrogate fuels and deposit characterization with
GC/LC-MS, it was shown that the addition of sulfur containing compounds to 5-
membered fuel nitrogen heterocycles led to oligomers containing nitrogen-nitrogen
compounds. This implied sulfur compounds were able to catalyze the coupling. In-
digenous fuel sulfurs were also was shown to play a crucial role in the early stage of
deposition. DFT calculations showed that compared to other fuel oxygenated com-
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pounds, sulfur acids formed from autoxidation of indigenous sulfurs have the highest
adsorption energy on stainless steel surface oxides. Exploring the heterogeneity of
stainless steel surface oxides, sulfur acids had a higher adsorption energy on Cr2O3

and carboxylic acids had a higher adsorption energy on Fe2O3. Other oxygenated
and indigenous fuel components were found to physisorb at lower adsorbtion ener-
gies.

Finally, using the mechanistic findings from this thesis, 6 pseudo-detailed kinetic
mechanisms were built using DFT calculate barriers, each representing a fuel con-
taining a common antioxidant/heteroatom. The calculated mass of deposit dimer
from our mechanisms correlated well with the measured mass of deposit formed
from 6 equivalent surrogate fuels. The results here show how DFT can be used to
build deposition mechanisms from first principles. The chemical mechanistic find-
ings throughout this whole thesis will help guide future researchers to build new
predictive models for deposition from first-principles.
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Chapter 1

Introduction

1.1 Jet Fuels and Energy

Energy generation and supply is an essential component of our modern industrial
lives. As of 2017, burning of oil represented 31.7% of the worlds energy production
with air transportation using 7.5% of that consumption. Oil demand for aviation
reached 6 MB/d in 2016 and is expected to rise to 8.9 MB/day by 2040 [1]. As
the world begins to face the problems of climate change driven by anthropogenic
CO2 generation and depletion of fossil fuel reserves, the array of sources from which
we derive energy has expanded out of necessity. Since 1973, reliance on natural
hydrocarbon reserves has fallen from making up almost 100% our energy supply to
≈75% of the total in 2015, with increasing energy sources being derived from nuclear
and bio-fuels.[2] There is also increasing intergovernmental pressure on industry itself
to move towards carbon neutrality [3].

In general, emissions can be defined as being from:

1. Point sources, where the emissions are localized, e.g. a coal power plant stack.

2. Mobile sources, where the emissions are produced from a moving source e.g.
a car exhaust.[4]

Decarbonization of point sources has already gained significant momentum with vi-
able alternatives like nuclear power being well established and renewable generation
increasingly cost effective.[5] With regards to mobile sources, trains have undergone
electrification across many countries and commercial electric cars are becoming in-
creasingly common. However, the prospect of CO2-free generation for aircraft is still

1



beyond the horizon due to the limitations of technological alternatives to traditional
kerosene-powered gas turbines. These alternatives include:

• Hydrogen-powered aircraft, which have faced issues of safety as well as volume
of storage required for fuel. Although hydrogen is almost 3 times as energy
dense than kerosene it requires 4 times the volume of storage [6].

• Electrified aircraft, which if powered by batteries or solar power, face serious
energy density issues, even with extrapolated projected improvements within
the next 50 years.[7]

It is clear that for the foreseeable future conventional jet fuels will remain as the
main energy source for air travel. Mitigation of the environmental and supply issues
instead focuses on the production of the fuel itself, which will be discussed in the
next section.

1.2 Jet Fuels and Aviation

During the first few years after the development of the jet engine, the fuel of choice
was a mixture of kerosene and gasoline known as a ’wide cut’. This was discarded
in the 1970s for a purer kerosene fraction due to the unfavorable vaporization of
gasoline at higher altitudes. This led to the development from the JP-4 wide cut
to the JP-8 kerosene cut. Within the commercial sector, wide cuts (Jet-B) are still
used in certain areas where gasoline blends offer favorable performance in colder
climates (Jet-A-1) but again kerosene majority blends (Jet-A) dominate.[8]

Now the industry is fully established across the globe, aviation is an important sec-
tor in the world economy. In 2018 $871 billion was spent on air travel, an increase
of 5.3% from the previous year; further consistent growth is expected into the fu-
ture. Aviation represents roughly 1% of global GDP, up from 0.9% in 2016. From
a logistical point of view, the aircraft industry transports 4,358 million passengers
per year. Kerosene, its operation within jet engines and its production is an integral
part of this industry, with 356 billion liters of kerosene burnt in 2018.[9]

Kerosene itself refers to a specific fraction of distilled crude oil between the boil-
ing range of 205 ◦C-260 ◦C.[10] Depending on its source it can have a wide variety
of chemical compositions. Jet fuel originating from crude typically has a composi-
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tion of 20% n-alkanes, 40% iso-alkanes, 20% cycloalkanes, and 20% aromatics.[11]
Synthetic jet fuels, like Fischer-Tropsch derived fuels, are generally composed of a
greater number of straight chain alkanes and fewer aromatics. Moreover, biofuels
are highly dependent on their feedstocks.[12] The composition of jet fuels will be
discussed in detail in section 1.3.1.

Fuel composition allowances are tightly controlled by a series of governmental bod-
ies, and require an extensive approval process by the American Society for Testing
(ASTM) International Committee, which has historically taken up 10 years for a
new fuel pathways of production to be approved.[13] This is done to ensure the new
jet fuel has the desirable physical and chemical properties to operate safely and
economically within existing jet engine designs. Currently, there are a number of
alternative fuels approved for usage within jet engines, including a 50/50 mix of
conventional Jet A-1 fuel with Fischer-Tropsch produced fuel.[14]

Commercially, jet fuel is available in a number of grades which broadly fall into
civil or military usage. Their categorization can be defined based on the demands
of their local climate, engine specifications, or particular fuel chemistry or even a
combination of these categories. Table 1.2 summarizes some of the most common
grades with their specifying bodies shown alongside.

In order to meet the different requirements the properties can be modified by
changing the bulk hydrocarbon concentration, as seen with Jet-B where a wider cut
allows for a lower vapor pressure and a lower freeze point. Alternatively, as is seen
with JP-8+100, additives can be added to the fuel to help improve thermal oxidative
stability.
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Fuel Specifying Bodies Remarks

Jet A-1 UK Specification DEF STAN Common outside of the USA, commercial
91-91 and ASTM specifica- jet fuel. Flash point of
tion D 1655 38 ◦C. Freeze point minimum −47 ◦C

Jet A ASTM D 1655 Only available in the USA. Higher freeze
point of −40 ◦C. Commercial.

Jet B ASTM D 1655 and CAN 3.23 Wider cut, with a lower vapor pressure,
which improves cold starts. Commercial.
Freezing point at −50 ◦C.

JP-8 NATO Code F-34 Dominant military jet fuel for NATO forces.
Equivalent to Jet A-1 with addition of
corrosion inhibitor and anti-icing component.

JP-8+100 NATO Code F-37 JP-8 with additional antoxidants
TS-1 Russian Jet A-1 specification Russian grade with lower freeze point

GOST 52050-2006 of −57 ◦C and low flash point of 28 ◦C

Table 1.2: Key Jet Fuel Grades Available Worldwide [15]

1.3 Origins and Composition of Jet Fuel

Jet fuel can be classed as being derived from renewable and non-renewable feedstocks.[10]
Non-renewable feedstocks refer to fossil fuels, most typically crude oil, which under-
goes distillation and refining processes. Renewable feedstocks refer to sources that
are replenishable in the short term (see Figure 1.1). Consequently, fuel derived from
these feedstocks are termed Sustainable Aviation Fuels (SAFs).

Distillation refers to the boiling of crude oil under atmospheric or vacuum conditions,
where different ’fractions’ condense at different temperatures. The most common
fraction within jet fuel, kerosene, falls in the 145−300 ◦C condensation range. It
typically has a carbon chain length ranging from C9-C16.[18] Fuel produced directly
from distillation is known as "straight run" fuel.[19]. Heavier fractions, longer chains,
can be ’cracked’ to shorter hydrocarbons using high temperatures and/or a catalyst.

Natural gas and coal feedstocks also fall under the definition of non-renewable
sources. They can be converted to jet fuel using the Fischer-Tropsch (FT) pro-
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Figure 1.1: A simplified overview of the various feedstocks and production pathways
[16, 17]

.

cess in a series of sequential steps:

2C + H2O −−→ 2CO + H2 (1.1a)

H2O+ CO −−→ H2 + CO2 (1.1b)

H2 + nCO −−→ (CH3)n + nH2O (1.1c)

Adjusting processing conditions in the FT process gives excellent control in repro-
ducing the kerosene fractions as well as the degree of branching and presence of
impurities. In contrast, fuel from natural crude oil produced via distillation tend to
be more heterogeneous in their composition and hydrocarbon mix.[16] This will be
elucidated in the next section.

Renewable feedstocks are commonly derived from three main sources: industrial/municipal
wastes, biomass and bio oils (Figure 1.1). Since many renewable fuels originate
from biological matter, they allow for a carbon recycle loop appreciable in a human
lifetime. As a consequence, they are often described as being carbon neutral.[20]
However, this is frequently disputed since the production of such fuels is often more
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carbon-intensive than the carbon offset which it provides.[14] Renewables have the
distinct advantage in that their production is not limited to any particular location,
so many security-of-supply issues can be overcome. [21]

Solid wastes undergo a conversion process known as pyrolysis whereby they are
heated under high temperature (500 ◦C) and pressure. This process breaks down
longer chain hydrocarbons in the wastes to shorter chains to form oils or gases.
These can be sent to FT conversion processes to form jet fuels.[22] Bio-oils, from
animal and plant sources, have also received attention as a renewable source of fuel.
Waste grease, animal fats, vegetable oils, and algal oil have all been used to produce
jet fuel. The main production route, known as hydroprocessing, involves remov-
ing oxygen from the fatty acids and esters in these oils to produce shorter chain
hydrocarbons via reaction with hydrogen gas. Water is produced as a by-product.
These can be cracked and broken down further to produce carbon chains of optimum
length for jet fuel.[23]

1.3.1 Composition of Fuels

1.3.1.1 Conventional Distillate Fuels

Due to the heterogenous nature of crude oil, fuel produced via distillation contains
thousands of species.[8] Naming each one would become intractable, as a conse-
quence it is better to group them into categories based on similar chemical proper-
ties.

First, the bulk component in fuel comprises alkanes, alkenes, and aromatic com-
pounds. Their composition is summarized in Figure 1.2. N -alkanes refer to straight-
chain alkenes whereas iso-alkanes are branched, cyclo-alkanes refer to non-aromatic
saturated compounds.[24] The average alkane chain length is C12.[25] N -alkanes
have higher freeze points due to greater Van der Waals forces between the molecules
as they are able to pack more tightly than iso-alkanes. However, the high lubric-
ity of n-alkanes makes pumping more difficult, therefore most fuels also contain
iso-alkanes. The aromatics present are of a wide variety, and can include polyclic
aromatic rings, such as naphthalenes.[26] Aromatics are known to improve lubricity
as well as improve seal swelling.[27]
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Figure 1.2: Bulk species found in conventional distillate fuel, average of 48 locations
across the world, adapted from [28]

The minor components consist of heteroatomic impurities and additives. Het-
eroatomics represent a wide variety of compounds. They have a large effect on
thermal-oxidative stability, even though they represent less than 1% of fuel composition.[29]
They can be split into polar species, sulphur species, nitrogen containing species, and
metals. Polar species include phenols and hydroperoxides. They get their polarity
from oxygen containing functional groups like carbonyl and hydroxyl groups. Nitro-
gen species include aromatics like indoles and carbazoles. Sulphur can be present in
both elemental form and within organic molecules like thiols and sulfides.[24, 29]

A number of metals are known to be present in conventional distillate fuels.
These include copper, manganese, magnesium, iron and zinc, present in the ppb-
ppm range.[30] It has been noted that where the copper concentration is high the
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Figure 1.3: Examples of heteroatomics found in fuel

manganese concentration tends to be lower.[24]

Figure 1.4: Organometallic Salt in Fuel, Copper Naphthanate

Along with the components naturally found in fuel, a number of additives are
seen in military grade fuels. Dispersants, icing inhibitors, metal deactivators and
antioxidants are all present in the JP-8+100 package, and can all be classified as
thermal stability enhancers.[31, 15, 32].

1.3.1.2 Hydroprocessed and Fischer-Tropsch Produced Fuels

In contrast to conventional distillate fuels, the production methods of hydropro-
cessed and FT fuels results in simpler mixtures, with fewer constituent compounds.[33]
FT and hydroprocessed fuels tend to be formed of mainly iso and normal alkanes.
However, the composition is heavily dependent on the production pathway. Cyclo-
alkanes also feature in small quantities in certain FT blends, such as Sasol IPK.[14]
A jet fuel arising from hydroprocessed cellulose matter can contain aromatics.[34]
Hydroprocessed and FT fuels in general contain almost no heteroatomics.[33]
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Figure 1.5: Examples of Additives Within Fuel

1.4 Jet Fuels and Thermal Oxidative Stability

Jet engines produce heat during their operation. To cool the engines a combina-
tion of airflow and unburnt fuel is used.[33] In supersonic aircraft where air friction
presents another heat source and the use of air cooling systems are limited, fuels are
put under even greater thermal stress.[35] Cooling is essential to prevent thermal
expansion of components, which is detrimental to the safe operation of the engine.
However, not only components need to be cooled, oil within the jet engine system
also undergoes extensive temperature increases due to heat of friction generated by
by moving parts. Fuel cooling systems play a direct role by cooling the oil with heat
exchangers to deal with excess heat (Figure 1.6).

In the future there will be an increasing need to boost the thermal efficiency of jet
engines, allowing aircraft to consume less fuel per km as well as boosting power out-
puts. However, this will increase the heat load on components and lead to greater
thermal stressing of the fuel.[36] Greater heat loads can lead to a series of chain reac-
tions initiated by oxygen, known as autoxidation. The outcome of these reactions is
that fuel-insoluble deposits within the engine will begin to form.[32] The ability for
a fuel to resist oxidative deposition is known as thermal oxidative stability. Ther-
mal oxidative deposition occurs between the temperature ranges of 150−425 ◦C. At
higher temperatures pyrolytic thermal decomposition occurs which can also lead to
deposits.[37] However, this thesis is primarily concerned with the oxidative region
of deposition.

Since 2000 deposits formed from autoxidation reactions have been known to block
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Figure 1.6: An oil cooling system where unburnt fuel acts as the heat sink.[13]

filters at an increasing rate.[38] These blockages are often caused by insoluble solids
originating from thermal oxidative instability, which deposit on the mesh fuel filters.
Thus, it is possible for contaminants to shut down the engine, if abnormal engine
performance is noticed by the pilot after the bypass has been opened.[39].

Deposits can also decrease heat exchanger efficiency in parts of the aircraft where
fuel is used as a coolant. Deposits can begin to foul the walls of the matrix assembly,
shown in Figure 1.6. Even a small carbonaceous layer forming on the walls of heat
exchangers can have a dramatic effect. For example, at 500 ◦C the conductivity of
thermal coke is around 3000 times lower than that of copper.[33] In other parts of
the aircraft, insolubles can create irregular fuel injector nozzle spray patterns by
blocking small apertures or distorting the shapes of the exit channels.[40] This re-
sults in fuel not correctly reaching optimum mixing zones as shown in Figure 1.7.
This can result in asymmetric temperature zones in the engine. Irregular temper-
atures zones lead to in poor engine efficiency, as well as compromising safe engine
operation. Furthermore, deposits have the potential to block up pipes within the
engine architecture leading to system failure.[41] Deposition throughout pipes and
injector nozzles increases the rate of servicing required to clean the engine. Finally,
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autoxidation products have been suggested to increase particulate emissions.[42]

To understand these issues in more detail, it is necessary to build up a detailed chem-

Figure 1.7: The Effect of Deposits on Fuel Spray Nozzle Patters [40]

ical mechanism of the deposit formation. Detailed chemical mechanisms will allow
researchers to devise ways to minimize their formation and impact. Furthermore, the
importance of understanding the mechanisms behind deposition will increase since
conventional fuel stocks are becoming increasingly heterogeneous in their chemical
composition with lower thermal stability.[43] By contrast, the increasing uptake of
low-heteroatom SAF will likely be blended with conventional aviation fuel, which
often leads to non-linear deposition behavior.[44] Deeper chemical understanding of
deposition will enhance understanding of these blends. Finally, a detailed chemical
mechanism will be able to be integrated into computational fluid dynamic (CFD)
simulations to predict deposit formation over time within complex geometries.

1.5 Generalized Deposition Process

The formation of autoxidative deposits in/on critical fuel components has received
considerable attention since the 1950s. A greater understanding of the deposition
process leads to greater predictive and preventative capabilities. Engine designers
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are able to integrate mechanisms into computational fluid dynamics (CFD) software
and locate the magnitudes and location of deposits,[45] depending on the accuracy
of the chemical kinetic model supplied. The accuracy of deposition models are a
function of a number of crucial points: understanding of what chemical reactions are
responsible for deposition, accurate thermochemical rate parameters and appropri-
ate sensitivity to starting conditions. Of course, the accuracy of the mechanism can
also limited by the size of the mechanism, which is limited by the computational re-
sources available. In order to simplify models without compromising predictability,
appropriate mechanism reduction techniques can be applied such as lumping [46]
and grouping species into classes.[24] However, this thesis is primarily concerned
with elucidating the chemical reactions leading up to deposition, with emphasis on
the agglomeration of reactants leading to deposits.

The deposition process has been described as a multi-step mechanism.[47] Recent
work [38, 48] has added increasing evidence to this postulation, with the deposition
process being characterized by an initial rapid autoxidation stage forming a number
of oxidatively-reactive products followed by the agglomeration of these products into
larger molecular weight species.

The generalized autoxidation mechanism is presented in Figure 1.8. Step 1 shows
the formation of an alkyl radical (R · ) from the bulk fuel. This happens via a
poorly-understood initiation step, which is believed to be related to the catalytic
characteristics of the fuel wetted surface.[49] This alkyl radical subsequently reacts
with dissolved oxygen (O2), leading to the formation of a peroxy radical (ROO · ). In
step 2 the peroxy radical (ROO · ) will abstract hydrogen from indigenous bulk fuel
compounds (RH), leading to an alkyl radical (R · ) and a hydroperoxide molecule
(ROOH). Chain-breaking phenolic antioxidants (AH) can also undergo hydrogen
abstraction, forming stable radical species (A · ), which are thought to participate in
the formation of insoluble species in the later stages of fuel thermal degradation.[24]
In step 3 heteroatomic species (such as nitrogen and sulfur-containing species) are
oxidized via reactions with hydroperoxides (ROOH). Of these heteroatoms species,
indigenous sulfur compounds are shown to be strongly deleterious to fuel thermal
stability. In particular, thiols [50, 51, 52], successively react with hydroperoxides to
form sulfenic (RSOH), sulfinic (RS(––O)OH) and sulfonic (RS(––O)2H) acids.[53, 54]
At step 4 unreacted hydroperoxides will readily undergo homolytic fission in the
presence of dissolved metals and/or heat, forming hydroxyl (RO · ) and alkoxy (HO · )
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radicals.[55] At step 5 alkoxy (RO · ) and hydroxy (HO · ) radicals individually re-
act with bulk fuel (RH), resulting in water and oxygenated compounds including
ketones/aldehydes (RHO), alcohols (ROH) and carboxylic acids (RCOOH).[24]

Figure 1.8: Generalized Autoxidation Mechanism

From a macro-molecular perspective deposition/fouling reactions occur at the
wall and within the bulk, demonstrated in Figure 1.9. It is thought that soluble (A)
and insoluble (B) oxidized species formed in the bulk diffuse the the wall layer and
adhere to the wall. There is also the growth of deposits directly on the wall from
surface reactions, these reactions are exacerbated by the fact that the fuel at the
wall experiences much greater residence times.[45] The formation of insoluble species
B in the bulk and at the wall eventually adhere to the wall forming deposit species C.

The initial stage of autoxidation has been well studied [57, 58] and the prod-
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Figure 1.9: Generalized scheme for chemical fouling presented in [56]

ucts arising from the autoxidation from many species found in jet fuel have been
measured.[59, 20, 60] The second stage, the agglomeration of autoxidation products,
has received considerably less attention. This is reflected in the existing chemical
mechanisms [24, 38] which are mainly composed of autoxidation reaction steps com-
pared to a small number of highly-generalized one step reactions leading to deposits
in both the bulk and on the wall. Only the most recent mechanism [61] presented in
the literature begins to add more details to the agglomerations steps, with a a num-
ber of pseudo-species detailing a multi-step pathway to deposits. In order to build
more robust models a greater understanding of the reactions leading to deposits is
required, with an understanding of the final deposit structure forming a key part of
this task.

The existing dominant theory [24] for the formation of deposits states that an-
tioxidants, namely heteroatomic species, are involved in the agglomeration reactions
responsible for deposits. The involvement of antioxidants in deposition highlights the
importance in understanding the distinction between autoxidation and deposition.
Antioxidants have been shown to increase deposition but slow down the autoxi-
dation process, and this has been highlighted in the inverse relationship between
oxygen consumption (rapid oxygen consumption meaning rapid autoxidation) and
total deposits for various fuels.[62] This inverse relationship is demonstrated by Fig-
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Figure 1.10: Formation of gum, depletion of oxygen and formation of hydroperoxides
in a Jet-A, Dodecane and Dodecane/15% Cumene [52]. Laser induced Fluorescence
(LIF) intensity corresponds to the formation of deposits.

ure 1.10. Here, a pure n-dodecane (average alkane chain length of jet fuel) oxidizes
far more rapidly than a conventional jet-A and yet produces no deposits (deposits
correspond to LIF intensity), and vice versa. Nevertheless, there are exceptions to
this rule. For example, nitrogen containing species often have little/no effect on the
rate of deposition, and yet have consistently been shown to increase deposition.[63]
Adding complexity to the picture is the synergistic deposition enhancement between
species, particularly seen between nitrogen and sulfur-containing species.[64]

Particular emphasis has been placed on phenol as an antioxidant responsible for
deposition.[65] As to what form these reactions take place, only the SMORS mech-
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anism provides a theory.[32] The SMORS mechanism was formulated on characteri-
zation work based on diesel deposits. Later characterization work has attempted to
add credence to this mechanism.[38, 66] However, the SMORS theory has received
little mechanistic scrutiny.

In recent years quantum chemistry has emerged as a powerful tool to understand
fundamental molecular interactions. As a consequence, it has enabled researchers
to explore complex reaction mechanisms which would difficult to achieve in an ex-
perimental setting. Nevertheless, the role that experiments play is still important.
Real and surrogate fuels can be thermally stressed in controlled settings, allowing
deposits to be characterized. Retrosynthetic techniques can then be used to propose
mechanisms based on the structures characterized. It is the aim of this thesis to
use these tools to gain a more fundamental understanding of the agglomeration and
deposition process. Emerging from these findings will be a deeper knowledge of how
the chemical composition of current and future fuels affect the deposition process.

1.6 Thesis Outline

• Chapter 9 will present published work from this thesis.

• Chapter 2 will present a detailed literature survey, where the res earch ques-
tions of this thesis will emerge.

• Chapter 3 will present the quantum chemistry theory relevant to the calcula-
tions performed in this thesis.

• Chapter 4 will present modelling and experimental work on the SMORS mech-
anism.

• Chapter 5 will present experimental work on the synergistic effects of nitrogen
and sulfur compounds in fuel.

• Chapter 6 will present modelling work on fuel-surface interactions.

• Chapter 7 will present work using DFT methods to predict the formation of
insolubles from thermal oxidative reactions.

• Chapter 8 will present a general discussion on the work performed, future work
and conclusions.
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• Chapter 10 is the appendix, where extra information for each chapter is pre-
sented in sections.
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Chapter 2

Literature Review

This literature review is split into three sections. Firstly, the experimental and
computational methods used to investigate thermal oxidative stability will be ex-
plored. An understanding of the advantages and disadvantages of experimental rigs
is essential to critically evaluate studies attempting to understand thermal stability.
Additionally, an understanding of the existing methods helped to inform the design
studies in this thesis. The second section will review papers trying to understand the
variables, both chemical and physical, affecting deposition. In addition, proposed
chemical and physical pathways to deposit will be reviewed. The third section will
then review the existing attempts to generalize the deposition process for predictive
purposes. Additionally, the third section will explore limitations of existing gener-
alized mechanisms, in the context of the existing understanding of fuel deposition
factors explored in section 2. These limitations, will allow the key research questions
of this thesis to emerge.

2.1 Methods used to Investigate Thermal Stability

2.1.1 Experimental Methods for Investigating Autoxidation

and Deposit Formation

To understand the processes behind jet fuel thermal degradation, rigorous testing
procedures and apparatus have been designed. It would be impractical, costly,
and dangerous to rely on in-flight tests to generate conditions for deposit formation.
Additionally, there would be little control of variables like temperature and pressure.
As a consequence, rigs of varying size and complexity have been designed; from
small-scale static rigs, to medium-scale flowing rigs and finally large scale rigs. This
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section will elucidate the experimental test methods that have been employed to
study jet fuel.

2.1.1.1 Static Rigs

The term static tests refers to tests where small volumes of fuel are heated for
short amounts of time. They tend to be bench scale tests with a temperature
ranging from 140−250 ◦C. Static rigs are easy to set up and are useful for exam-
ining the purely chemical contributions to autoxidation because flow regime vari-
ables are removed. In all the static rigs, post-test analysis of the fuel mixture
can be achieved with techniques like Liquid-Chromatography Mass Spectroscopy
and/or Gas-Chromatography Mass Spectroscopy (LC-MS/GC-MS) depending on
the species of interest.[67]

Flask oxidation tests involve heating the fuel in a container, and are cheap
and easy to set up. Flask oxidation tests can either be open to the air [38] or
under a controlled atmosphere.[68] Examples in previous studies have used glass
[38, 69, 70] in order to the limit metal surface catalytic effects.[38] Aliquots can
be taken from the vessels throughout each run to study kinetics. The solution can
also be filtered at the end of the experiment and subject to gravimetric analysis to
determine the total deposits. Lack of precise control of oxygen availability is the
main disadvantage of this equipment, since the diffusion of oxygen from the head
space into the fuel was identified as a potential rate limiting step in autoxidation.[71]

Quartz Crystal Microbalance Tests (QCM), sometimes referred to as Parr
Bomb systems, are sealed containers which allow greater control and monitoring
than flask oxidation tests. Firstly, with the container being sealed, the rate of reac-
tion can be monitored precisely by saturating the fuel with oxygen at the start and
measuring the decrease in concentration over time.[40] Furthermore, the rate of de-
posit production can be determined through time with accuracy less than 1 µg cm−2

by using the change in the oscillation frequency of the microbalance to measure the
mass variance per unit area.[72] Several other parameters like pressure and tem-
perature can be measured with excellent precision. Nevertheless, QCM devices are
costly, with only limited production worldwide.

PetroOxy the petroOxy device is a special type of flask oxidizer designed to
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Figure 2.1: An example of a flask oxidizer, produced from [70]

monitor the rate of autoxidation of a given fuel sample. A petroOxy device heats a
small volume of fuel (typically 5 mL) and monitors the oxygen partial pressure in a
headspace above the fuel volume. As oxygen is consumed in the fuel volume, oxygen
in the headspace diffuses into the liquid. It is assumed that the rate of oxygen partial
pressure depletion in the headspace is related to the rate of autoxidation.[73] Gold
walls are often employed in petroOxy devices, ensuring an inert container. Several
studies have deployed the petroOxy device to investigate the oxidation rate of real
fuels,[74][75] pure hydrocarbon solvents,[76] and surrogate fuels.[77]

2.1.1.2 Flowing Rigs

A wide variety of flowing rigs exist to investigate the formation of deposit in condi-
tions more realistic to fuel in aircraft compared to static rigs. Nevertheless, flowing
rigs tend to have higher levels of complexity, introduce physical variables, and make
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chemical effects harder to study in isolation. Fluid dynamic effects can be varied
in flowing rigs, where the flow can be adjusted between laminar, transition and
turbulent regimes. Furthermore, fuel within jet engines receives heat from fuel-oil
heat exchangers and before burner feed arms in pipes,[13] so these can be simulated
easily within these rigs along with the same wall materials to investigate any surface
effects. The generalized design of all these rigs includes a heated section of pipe
where fuel is passed through. The fuel is often saturated with air or an inert gas
dependent on the conditions required (Figure 2.2).

Figure 2.2: Generic flow system diagram

There are several design considerations which must be taken into account, when
designing flowing rigs. Firstly, the phases of the heated region must be considered,
i.e. whether a fuel is entirely internal flow or two phase annular flow is used. This
choice is based on what section of the fuel system is being modelled, with sections
with headspace (e.g. fuel tanks) more suitable to annular flow and internal flow
being reserved for single phase sections (e.g. burner feed arm).[33]

The material of choice for the pipe must reflect that of the internal flowing
systems of the aircraft, since metal surfaces are known to influence autoxidation
chemistry.[78] If the chemistry of the bulk reactions is the sole point of investiga-
tion, an inert layer, like silicon steel, can be added to the internal walls to passivize
any surface effects.[79]
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There are a number of different in-line and post-experiment measurements that
can be done to study the reactions. Quantification of the surface deposits is usually
done by carbon burn-off analysis or a surface carbon analyzer (which also relies
on carbon burn-off, but at higher temperatures).[61] Deposits can be character-
ized macromolecularly using scanning electron microscope (SEM) images, which
can give useful information about the growth of deposits on walls.[80] Since de-
posits form in the bulk too, filters can be added at the outlet of the heated zone
where they can be quantified by pressure drop or carbon burn-off.[81] Oxygen con-
sumption due to autoxidation reactions, can be measured in-line in a continuous
gas-chromatography system. This system is also able to measure other gases like
methane and hydrogen.[82][61] For other species, aliquots can be taken throughout
the run and analyzed after. Hydroperoxides, for instance, can be quantified by the
addition of triphenylphosphine.[83] Once again, post-test chemical analysis using
GC-MS/LC-MS/GC×GC can be performed. Due to the low concentrations of het-
eroatomics in real fuels, pre-concentration methods such as liquid-liquid extraction
(LLE) [84] or solid-phase extraction (SPE) [85] can be used to improve analysis.
Pre-concentration methods are more successful in flowing rigs than static rigs due
to the larger fuel to extractant ratio, a result of the larger volume of fuel used.

2.1.1.3 Large Scale Rigs

Larger scale rigs aim to offer an even-closer simulation of the real life situation faced
with fuel, where complex geometries are utilized, often closely replicating a real
internal flow system of a jet engine. Longer test durations are another advantage
of large scale rigs. However, as a result of the lengthy duration (days or weeks)
the fuel consumption is higher.[40] Moreover, due to the complexity of these tests,
where temperature varies in different sections, there is limited scope for production
of chemical kinetic data as seen in flowing rigs. Instead, large scale rigs have fo-
cused on developing empirical models.[86, 87] A few examples of large scale rigs are
presented below. Much like flowing tests, carbon burn off and visual inspection is
used for quantification.

Aviation Fuel Thermal Stability Test Unit (AFTSTU) test rig closely mod-
els the zones seen in a real jet engine, with careful choice of materials and compo-
nents. This rig has the capability for single flow, spill flow and full re-circulation.
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The system is split into low (0-96.85 ◦C) and high temperature (0-226.85 ◦C) areas
and a sparging system is employed to oxygenate the fuel.[88] Methods of analysis
include carbon-burnoff, giving the total mass of deposit.[89, 90]

Extended Duration Thermal Stability Test (EDTST) is simpler in geom-
etry, similar to those seen in flowing rigs. The key difference is the time duration of
test. It can run for long periods, greater than 96 hours. The system is able to run
up to 218 ◦C and could be automated.[91]

2.1.2 Computational Methods for Investigating Autoxidation

and Deposit Formation

A key disadvantage associated with all experimental rigs is the difficulty controlling
independent variables. Even in static rigs, low ppb concentrations of metal can affect
the final result, without the researcher even being aware of the contaminant.[33] In
addition, construction of chemical mechanisms from flowing/static rigs can lead to
the production of thermochemical and kinetic data with non-chemical contributions
from physical effects (flow velocity, turbulence etc.) idiosyncratic to the rig.

To overcome these challenges, computational methods have become an increas-
ingly popular tool to understand chemical reactions at the molecular scale. Iso-
lation of particular reacting species allows thermochemical and kinetic data to be
produced from ab-initio (or semi-empirical in some cases) calculations. Moreover,
computational techniques allow extremely rapid free-radical chemical mechanisms to
be studied in a step-wise manner. Nevertheless, computational methods have their
drawbacks. As elucidated in Chapter 3, different quantum chemical techniques have
to weighed up in terms of cost and accuracy of the calculation. In relation to jet fuel,
quantum chemistry is an emerging tool, where experimental techniques are still dom-
inant. Nonetheless, a combination of computational and experimental techniques
will become increasingly common in the future.

2.1.2.1 Density Functional Methods

Density functional theory has been used extensively to study the autoxidation phase
of fuel thermal oxidative degradation.[48][76][29] Throughout a majority of the work,
this widely popular B3LYP functional was employed. However, differing basis set
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sizes and inclusion of solvent effects has become the standard for recent work. Specif-
ically, the PCM solvent model has been used, with n-hexane being chosen as the
representative solvent.[76][48]

Early work by Zabarnick et al. used B3LYP//6-31G(d) to relate bond dissoci-
ation energies (BDEs) to the hydrogen abstraction barriers. In general increasing
the size of the basis set from 6-31G(d) successively up to 6-311G(3df,2p) moved the
calculated phenol and BHT O-H bond strengths towards the experimentally calcu-
lated values.[29] Building on these findings, Dwyer employed the larger cc-pVTZ
basis set.[26] As elucidated in Chapter 3, the Dunning basis sets are correlation con-
sistent, and are designed to converge to the basis set limit for post-HF methods. In
general, the Dunning basis sets converge smoother to the basis set limit than Pople
basis sets employed in Zabarnick et al.’s study, albeit at a higher computational
cost.[92] Furthermore, Dwyer employed broken symmetry basis sets which was in-
cluded to recover correlation energy in open shell radical systems.[26]

Aside from the basis sets, to further improve on accuracy, Dwyer used a PCM
solvent model and added corrections to the enthalpy using the goodvibes script.[93]
Inclusion of the PCM solvent model allowed effects of the fuel bulk to be approxi-
mated. Additionally, the correction applied using the goodvibes script helps over-
come inaccuracies arising from the rigid-rotor harmonic oscillator treatment, which
is standard in electronic structure programmes. Dwyer’s work added thermochemi-
cal and kinetic data to a new chemical kinetic mechanism. The new mechanism was
able to accurately predict the oxygen depletion in a simple solvent.[48]

Recent work by Parks et al. also employed the popular B3LYP functional with a
mixed deployment of the cc-pVTZ and SDD basis set to explore the reactivity of
metals towards hydroperoxides in fuel. In Parks et al.’s study, the SDD basis set,
which adds a core potential to the non-valence shell of the copper atoms studied,
saving computational cost. The newer M06 functional was used as a comparison to
the B3LYP functional to compare the calculated energetic pathways.[94] Although
M06 produced different thermochemical and kinetic values, the general reactivity
trends were found to be the same. In related work by Mielczarek et al., usage
of more modern M06-2X functionals was shown to be preferable for the genera-
tion of accurate thermochemical and kinetic mechanisms.[95] On the other hand,
for the investigation of reactivity, and comparing competing deposit pathways, the
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B3LYP//cc-pVTZ method has shown to be a well proven method. Nonetheless,
Mielczarek et al. correctly asserts that dispersion should be applied to B3LYP to
correct for its poor treatment of long-range interactions.[95]

2.1.2.2 Post-HF methods

A key disadvantage of DFT methods is the single reference nature of the calculation.
Because radical chemistry, and thus open-shell systems, dominate the autoxidation
process, treatment of the system as single reference leads to inaccuracies. As ex-
plained in the previous section, broken symmetry DFT can recover some correlation
energy. Multi-reference methods, particularly MCSCF, are specifically designed
to recover static correlation from open-shell systems (see Chapter 3 Section 3.10).
MCSCF//def2-SVP was employed by Dwyer to study the homolytic fission of methyl
hydroperoxides. Pure MCSCF was found to be good at recovering static correlation,
but dynamic correlation, arising from the movement of electrons as the O-O bond
is broken was handled poorly. As a consequence, Rayleigh-Schrödinger perturba-
tion corrections were applied allowing the methyl hydroperoxide homolytic fission
barrier to be calculated within 2 kcalmol−1 of the literature value.[48] However, key
disadvantage of the MCSCF method is the computational cost required. Systems
larger than methyl hydroperoxides become too costly for most post-HF methods,
meaning studying the formation of larger deposit structures precludes the use of
many post-HF methods.

2.1.3 Concluding Remarks on Experimental and Computa-

tional Methods used to Investigate Thermal Stability

A variety of computational and experimental tools now exists to study the thermal
oxidative stability of jet fuel. Each method has advantages and disadvantages, and
is useful for studying thermal stability at different scales. Static rigs are the most
useful tool for studying the chemistry of deposition experimentally. The removal of
fluid flow effects in static rigs allows focus solely on the chemical effects. Flowing
and large scale rigs increses in size and complexity, which allow fluid effects to be
studied in conjunction with chemical effects.

Computational techniques to study deposition have become more popular in
recent years because of larger computational resources available. Density functional
theory has proven to be a particularly useful tool to explore reaction mechanisms
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and isolate thermochemical and kinetic parameters from fluid effects. Nonetheless,
both computational and experimental techniques should be employed to complement
each other. Computational chemistry techniques are often limited by the accuracies
of the method, and require an understanding from real experiments to have a basis
for the perform calculations. On the other hand, experimental techniques can be
limited in their ability to completely control all independent variables, particularly
in the case of complex free-radical chemistry. The complexity of the deposition and
autoxidation process will be highlighted in the next section, which will explore these
physical and chemical factors in detail.

2.2 Factors Affecting Autoxidation and Deposit For-

mation

Since the 1950s work has been conducted using previously described methods and
equipment to understand the mechanisms behind autoxidation and deposit forma-
tion. This has mainly been done by correlating the starting species with the rate of
deposit formation, characterization of deposit and oxygen consumption experiments
in variety of rigs. Computational techniques have assisted in testing the validity
of mechanisms. Since deposit formation is governed by both chemical and physical
process; factors like flow, temperature and pressure will also be discussed.[33]

2.2.1 Oxygen

Dissolved oxygen tends to be at a concentration 50-60 ppm in jet fuel at room
temperature and pressure.[96] An early investigation demonstrated that dissolved
oxygen was a crucial species in deposit formation in fuels. Conventional fuel sparged
with nitrogen before being sent through a flowing kinetic unit yielded no deposits,
conversely fuel saturated with oxygen formed deposits readily.[35] Dissolved oxygen
versus deposit deposition profiles show that there is often a lag before deposits are
observed.[81] This is suggests that rather than there being a single step from oxygen
+ fuel −−→ deposits, there is a series of chain reactions leading to deposits.

The effect of oxygen concentration on deposit formation seems to attract conflict-
ing findings. Some studies indicate that lower oxygen concentrations leads to fewer
deposits,[72] whereas other research indicates that deposition is zeroth order with
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respect to oxygen concentration moving to first order at limiting concentrations,[97]
with one paper even demonstrating that a decreased oxygen concentration resulted
in higher deposits.[98] The conclusion of later studies is that merely assigning zeroth
order dependence on deposit formation was a simplification of the chain reactions
occurring. Lower oxygen concentration broadly decreases deposit formation, but
there are some cases where this effect is not observed as strongly which is attributed
to the specific fuel chemistry.[71, 99, 24]

The latest work indicates that decreasing oxygen concentration in fuel leads to a
first-order relationship in the reduction of deposits.[63] The consensus that emerged
is that oxygen is involved with a crucial first step in the autoxidation process by
forming alkyl peroxyl radicals, which go on to form peroxides by abstracting hydro-
gens from the hydrocarbon mixture in fuel (Figure 2.3).[26, 29, 24]

Figure 2.3: Alkyl Peroxyl Radical Formation Process [100]

The uncatalyzed homolytic fission of hydroperoxide, owing to the comparatively
weak O-O bond (bond dissociation energy 30−40 kcalmol−1), can produce two free
radicals.[101]

ROOH −−→ RO · +HO · (2.1)

Hydroperoxide has been shown to be the initiation step for a series of further
radical reactions leading to deposits in jet fuel,[102] such that even small ppb con-
centrations have severe deleterious effects on the fuel oxidative stability.[24] Hy-
droperoxide has also shown to be initiators in other oxidative chain reactions in
other fields including wine aging[103] and within the body as a mechanism for DNA
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damage.[104]

2.2.2 Bulk Hydrocarbon Composition

When considering the fuel chemistry (details in Section 1.3.1.1), let us first consider
the main bulk compounds, alkanes. These consist of iso-,n- and cylco-alkanes. A
study using QCMs to compare alternative fuels composed only of iso- and n- alkanes
showed that the degree of branching had a negligible effect on thermal stability.[12]
Nonetheless, a fuel containing highly-branched species would be expected to oxidize
slower due to the higher stability of tertiary carbons.[20] In related research, three
distinct stages of oxidation of alkanes in fuels have been identified: a first stage where
only oxygen contributes to the main oxidation reactions, a second stage where the
oxidation of fuel by alkyl-peroxy radicals form polyfunctional alkyl-peroxy radicals
and a third stage where polyfunctional alkyl-peroxy radicals form larger molecular
weight products.[105]

The chain length of the bulk fuel alkane had little effect on the type of autoxida-
tion products. These included oxygenated hydrocarbons like ketones, alcohols, and
acids as well as alkenes and alkanes from the first stage of autoxidation. Products
from subsequent stages included lactones and furanones.[105][106] These findings are
supported by earlier work [107] and by GC×GC analysis of oxidized fuel mediums as
shown in Figure.2.4 Nevertheless, increasing chain length showed improved thermal
stability for alkanes until 12 carbons, where any further improvement was found to
be negligible.[108] Cyclic alkanes have been shown to have little effect on thermal
stability compared to straight chain compounds. However, they increase fuel density
compared to iso-alkanes so can be seen as a favorable addition to fuel chemistry.[26]
Recent work focusing on the deposition mechanisms of a decalin (cyclic alkane) jet
fuel under oxygenated stress proposed a number of deposition mechanisms for bulk
hydrocarbons. After thermal stressing a pure decalin flask oxidizer, LC-ESI-MS
analysis of the deposits suggested that condensation reactions and/or polymeriza-
tion reactions were responsible for the formation of deposit.[74]

Aromatics are also present in fuels (Figure 1.2). They have been implicated in
increasing the total amount of deposits, but in also decreasing the rate of deposit
formation.[109, 110] Alkyl peroxyl (ROO · ) and alkyl hydroxyl (RO · ) (Equation
2.1) radicals both abstract hydrogens from the fuel hydrocarbons. DFT work has
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Figure 2.4: GC×GC analysis of stressed Jet-A fuels. Multistep oxidation stages
shown, where three distinct regions of oxidation products are identified [27]

shown weaker C–H bonds in benzylic species compared to alkyl C–H bonds.[29] In
fact, a DFT study employing B3LYP//6-31G(d) noted that the higher calculated
barrier to abstract a hydrogen from n-butane compared to aromatic ethylbenzene
meant the aromatic molecule was 65 more times likely to react with radical species.
This means that they are more susceptible to oxidation than straight chain species
[30], as exemplified in Figure 2.5. The stabilizing delocalization effects of aromatic
rings make the subsequent radical species more stable than alkyl radicals, creating a
’chain-breaking’ effect. As a consequence, the resultant aromatic radical species are
less likely to react leading to a slower rate of oxidation of the rest of the fuel.[100] A
similar effect is seen with the antioxidant BHT (see Figure 1.5). Here, the methyl
group adds extra stability to the already stable ring system, when the hydrogen
atom on the phenol group is abstracted.[111]

The increased deposit formation overall can be explained by the propensity of
aromatic radicals to form larger molecules (oligomers). These oligomers are, in gen-
eral, less soluble in solution. Moreover, they can undergo further oligomerization
reactions to form even larger macromolecules.[42] Thus, diaromatics form more de-
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posits than single aromatic ringed species, given that for the former there are fewer
successive steps to insoluble deposits.[27] However, further elucidation of the chem-
ical mechanisms to deposit is needed, since some aromatics have shown to decrease
both the total amount of deposit formed as well as the rate of deposit formation.[111]

Figure 2.5: Stabilizing effect of antioxidants and aromatics, the bond dissociation
energies are calculated using DFT with a B3LYP functional [29]

2.2.3 Physical Conditions

2.2.3.1 Flow Conditions

Flow conditions, namely shear stress and velocity, have been shown to have an im-
pact on the formation of deposits.[112, 113, 114, 115] Shear stress can be said to be
a function of velocity, pipe geometries, wall roughness, and flow viscosity.[116] Flow
velocity is treated separately here, since it not only influences shear stress but has
an effect on residence time and heat transfer coefficient. Experiments in flowing rigs
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have shown that an increase in velocity increases the amount of deposits,[117, 113]
which can be explained by increased mixing at higher velocities which leads to bet-
ter mixing of reactants and increased heat transfer. A secondary effect of increased
velocity is a higher shear stress on the walls, which could lead to ’scrubbing off’ of
the deposits. Moreover, increases in velocity lead to a reduced residence time, pos-
sibly reducing the total deposits formed. However, both these secondary effects do
not have as strong an influence as the enhanced heat and mass transfer (see Figure
2.6). One paper found that at very low laminar velocity flows, the peak deposition
rate occurs at a lower temperature, due to the increased residence time, but higher
flow rates still resulted in greater overall deposits.[112]

Figure 2.6: Effect of Flow Velocity on Deposit Forming Process [117]

With regard to the effects of shear stress, since the viscosity of jet fuel is roughly
kept constant, surface roughness and pipe geometries are the key avenues of inves-
tigation. Decreasing the pipe diameter increases the shear stress on the walls if all
other variables are kept constant, and has been shown to increase the amount of
deposits.[117] Once again, despite the increase in shear stress, the higher Reynolds
flows produced by small diameters leads to greater mass and heat transfer conditions,
increasing deposit formation. The effect of increased surface roughness, increasing
shear stress, results in greater deposit formation in the turbulent region only. This
is due to roughness projecting roughness elements into the bulk flow and increas-
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ing mass and heat transfer. So once again, the effect of shear stress is negligible
here.[118]

2.2.3.2 Temperature

Temperature is one of the most important factors affecting thermal oxidative sta-
bility. Although fuels are known to degrade over time in ambient conditions,[119]
ambient fuel degradation is a slow process requiring months of testing time to pro-
duce deposit.[120] By contrast, the temperatures experienced by fuel in aircraft are
in excess of 100 ◦C, with temperatures at around 160 ◦C at the fuel injector.[38] The
increase in temperature leads to the build up of deposit measured in hours. To
begin with, research by Zabarnick et al. has shown that the autoxidation of fuel ac-
celerates above ambient temperatures (Figure 2.7).[121] Increased autoxidation rate
is due to the rate increase for several reactions. However, crucially, hydroperoxides
undergo homolytic fission (Figure 2.3) at much greater rates at higher temperatures.
Additionally, higher temperatures allow for the increased hydroperoxide formation
from the reaction:

RH+O2 −−→ ROOH, (2.2)

due to the high energies required to break the C–H bond. In turn, the higher levels of
hydroperoxides produces will then further decompose to more radical species.[100][60][122]

Although it is clear deposit formation is greatly accelerated above ambient
conditions,[113] the rate of deposition has been found not to increase with temper-
ature indefinitely. Early work by Taylor and Wallace indicated a linear relationship
between temperature and the rate of deposition in a flowing rig for both conventional
fuels [35] and pure hydrocarbons.[110] Nonetheless, the researchers noted that, at a
certain temperature unique to each fuel, the rate of deposition suddenly leveled off
or even decreased.[35] A similar observation was found by Balster et al., where the
mass of deposit generated by several conventional fuels in a near-isothermal flowing
reactor was lower at 225 ◦C compared to 185 ◦C. It is important to note at 225 ◦C

the rate of deposition dropped was lower that in Taylor and Wallace’s study, which
found temperatures in excess of 450 ◦C were required to observe a drop in deposition
rate, potentially due to a different starting chemistry of the fuel. Nevertheless, in
order to explain these effects, the Balster et al. study noted two possible effects.
The first effect is a chemical one. The authors propose that the direct reaction of
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Figure 2.7: Effect of Temperature on Oxygen in Fuel [121]

hydroperoxides with antioxidants is the key step to deposition, but at higher temper-
atures, the decomposition of hydroperoxides is accelerated reducing their availability
to directly form deposits. The second effect proposed is physical, where the increase
from 180 ◦C to 225 ◦C leads to a higher solubility potential.[123]

2.2.3.3 Pressure

Because an aircraft experiences varied pressure as it moves through various altitudes
during its operation, the effect of pressure on deposition and autoxidation has been
studied. Since the dissolved oxygen concentration in fuel is related to Henry’s law,
and thus related to the total pressure and partial pressure of oxygen, the rate of
autoxidation and deposition will decrease at higher altitudes.[124][35]

In relation to the pressure of the fuel, work has shown that higher pressures have
a negligible influence on deposition.[125][112][79] Ervin et al. found that thermal
oxidative deposits from a conventional fuel did not change significantly as the system
pressure was increased from 3.89 MPa to 6.31 MPa. Interestingly, the effect of
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pressure of the fuel had a much more pronounced effect on pyrolytic deposition.[79]
Similarly, Marteney and Spadaccini found no strong relationship between deposition
and pressure with a JP-5 fuel in a flowing rig. The authors highlight that fuels should
only exhibit significant changes in deposition regimes below the critical point.[112]
As Hazlett indicates, fuels below the critical point will produce abnormal deposition
regimes due to the emergence of a vapor phase.[33] Nonetheless, the typical operating
pressures of fuel systems means that it is unlikely fuels will ever drop below their
critical pressure.[126]

2.2.4 Heteroatomics

The heteroatom component of fuel is typically less than >0.1% of the fuel body,
and therefore make up a minor component of the fuel mixture.[33] The main het-
eroatoms present in fuel can be split into sulphur, nitrogen, dissolved metals, and,
oxygen-containing species. Despite their low concentrations within the fuel, they are
known to have a significant impact on deposit formation. This is why synthetic fuels
containing almost no heteroatoms are known to yield almost no deposits, despite
their vulnerability to quick autoxidation. The inverse effect is again highlighted in
Figure 1.10 where a single component dodecane oxidizes quickly but yields no de-
posit. This section will explore the effects of the heteroatoms in fuel, and attempt to
separate their role in the autoxidation process and subsequent agglomeration steps.

2.2.4.1 Sulfur Species

Early investigations found sulfur levels at a higher concentration in deposits, sug-
gesting that they play a role in deposit formation.[35] Other authors postulate that
acid-forming sulfur species are a catalyst for condensation reactions observed in
fuels.[127] The total sulfur is limited in a number of standards.[128] [129] However,
a comparison by Rawson et al. in Figure 2.8 clearly demonstrates that the total
sulfur content is a poor predictor for amount of deposits. In order to fully under-
stand the role that sulfur plays in jet fuel deposition the sulfur class must be split
into its constituent species, each with their own influence on the autoxidation and
deposition chemistry on fuel.

The main classes of sulfur species are: mercaptans/thiols, sulfides, disulfides, and
thiophenes. Each compound has a varying effect on the amount of deposit and rate of
autoxidation, even within specific classes. Moreover, there are often contradictory
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Figure 2.8: Total Sulfur and Mass of Deposit in a QCM, the total sulfur is given to
the right of the fuel names in ppm. Taken from [51]

results between the same compounds, reflecting the sensitivity between the test
conditions and thermal oxidative stability. This section will explore the studies
investigating the sulfur species classes has on thermal oxidative stability, and then
compare each of the classes with one another.

Figure 2.9: Generic Thiol Structure

Thiols/Mercaptans Thiols/Mercaptans are end-chain sulfur species. They are
the only class of sulfur species to have limits placed on their maximum concentrations
by jet fuel standards. where they are limited to a maximum concentration of 0.003
w/w% in Jet-A-1 in the DEFSTAN standard.[129] This is because they are thought
to reduce the thermal oxidative stability in fuel even at low concentrations.[33]
Therefore, a process to convert thiols to disulfides known as ’sweetening’ is em-
ployed at the refinery stage to reduce the concentration of thiols below maximum
specification levels.[8]
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First, the effect thiols have on autoxidation will be examined along with their
subsequent products. Naegeli et al. found that 50 ppm of thiophenol added to
dodecane at 433 K for 4 h in a static aluminum vessels slowed down the rate of
autoxidation. A straight-chain thiol was then tested, which had a smaller effect on
slowing autoxidation. 50 ppm of hexanethiol at the same conditions had little effect
on the autoxidation rate, but 200 ppm slowed the rate to a similar extent as 50 ppm
of thiophenol.[52] By contrast, Rawson and colleges found that a straight chain thiol
reduced the autoxidation rate to a greater degree than thiophenol. In their study,
20mmol L−1 of decanethiol and 39mmol L−1 of thiophenol was added to a model
80% dodecane- 20% toluene fuel for 15 h at 413 K in a stainless steel static vessel.
The pure model fuel reached 0% oxygen concentration in the headspace after 4 h
but decanethiol slowed the rate of autoxidation significantly more, with a drop from
45% to 38% oxygen in the headspace after 15 h stressing. On the other hand, unlike
Naegeli’s study, the aromatic thiophenol slowed the rate of autoxidation to a lesser
degree, with a drop of 43% to 17% oxygen in the headspace after 15h stressing.[51]
The contradictory results here could be initially attributed to the time length of
tests, since it has been shown that aromatic thiols behave differently under longer
stressing conditions compared to straight chain thiols.[130] However, since Naegeli
et al ’s experiments run to complete oxygen depletion, this can be ruled out as a
possibility. Alternatively, there is the possibility that Rawson et al.’s model fuel is
not representative enough of the Jet-A fuel employed in Naegeli et al’s study, or the
different vessel wall materials have an influence. Nevertheless, both studies show
the retarding effect thiols have on autoxidation.

Direct measurement of hydroperoxides, a key initiating species in the autoxida-
tion radical chain reaction, provides another method of measuring the antioxidant
effects of species. Watkins et al. found that concentrations of thiophenol in the
range 0.03-0.1% in a Jet-A fuel at 65°C inhibited hydroperoxide formation for a
number of weeks, until all thiophenol was depleted. The tests were carried out
in glass vessels.[131] In another study, 1000 ppm of hexadecyl thiol was added to
Jet-A-1 at 160°C for 30 minutes in a glass flask. Hexadecyl thiol reduced peroxide
formation by two orders of magnitude compared to Jet-A-1.[69] From these studies,
it is clear thiols can act as antioxidants by decomposing hydroperoxides.

Several mechanisms are proposed to explain the thiol antioxidant properties.
Chien et al. propose that sulfonic acids, arising from the oxidation of thiols, decom-
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pose hydroperoxides via the following mechanism:

H+ +ROOH −−→ ROOH2
+ (2.3)

R−OOH2
+ −−→ R+ +H2O2 (2.4)

R+ +ROOH −−→ ROOR+H+ (2.5)

[132] However, the role that these acids play in decomposing hydroperoxides attracts
contrasting results. On the one hand, Rawson et al. demonstrate, that the direct
addition of sulfonic acid to a fuel seemed to have little effect on the rate of autoxi-
dation of fuel.[51] Moreover, the termination product from the above reactions will
still be unstable due to the peroxide linkage, leading to the scission of the O-O bond
and production of hydroxy (RO · ) radicals.[133] On the other hand, the addition of
an acid inhibitor additive by Naegeli et al. into Jet-A led to an increased rate of
autoxidation.[52] However, there could be several mechanisms whereby the inhibitor
itself could be displaying antioxidant characteristics here. Other studies outside the
area of fuels demonstrate the power of strong sulfuric acids to decompose cumene
hydroperoxides to phenols and acetone via the following reaction:

Ar−C(CH3)2−OOH+H3O
+ −−→ Ar−OH+ (CH3)2OC+H3O

+. (2.6)

[134]
However, these reactions were carried out in an aqueous solvent, and could ex-

plain the lack of autoxidation inhibition when sulfonic acid was added to the non-
aqueous fuel phase, as observed by Rawson et al.[51]

Another way that thiols can act as antioxidants in fuels is as hydroperoxide sinks.
In a step-wise manner, they are able to react to form sulfinic (2.7a), sulfenic (2.7b)
and eventually sulfonic acids (2.7c):

RSH + ROOH −−→ RSOH + ROH (2.7a)

RSOH + ROOH −−→ RS(−−O)(OH) + ROH (2.7b)

RS(−−O)OH + ROOH −−→ RS(−−O)2OH+ ROH. (2.7c)

[70, 135] It also proposed that hydroperoxides decompose via the following mecha-
nism, forming disulfides:

2RSH + ROOH −−→ RSSR + ROH+ H2O. (2.8)
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[136, 137, 138] With regards to the formation of disulfides from thiol, Mushrush et
al. demonstrated that a n-nonanethiol added to a JP-5 fuel oxidized through this
(equations 2.8) pathway preferentially over the acid forming pathway (equations
2.7).[139, 140] Mushrush et al. were also able to demonstrate that alcohols were the
major product when hydroperoxides react with sulfides, with acetone as a minor
product.[140] They propose the following scheme for the oxidation of thiols:

Figure 2.10: Proposed autoxidation pathways for thiols, presented in [139]

Sulfonic acids, and other sulfur organic acids, are known to greatly increase de-
position, and are regarded as a key species whereby thiols influence the formation
deposits by a number of authors.[127, 141] An early study looking at the influence of
thiols by Taylor and Wallace, demonstrated that 1000 ppm of hexadecanethiol and
dodecanethiol added to Jet-A fuel increased the deposition rate, and that this rate
increased exponentially from 456 to 500 K.[142] Another study showed the removal
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of thiophenol, shown in Naegali et al.’s study [52] to have a strong inhibiting effect on
autoxidation, to below 10 ppm significantly reduced the formation of deposits.[143]
Further evidence of the deleterious impact of thiols on oxidative stability is provided
by a study by Daniel and Heneghan, where the addition of 10 µg L−1 of butane, pen-
tane and benzene thiol to Jet-A in a glass walked container at 408 K all increased
deposits above the pure fuel control.[62] Daniel and Heneghan’s work also suggests
that straight-chain thiols are the most problematic species for thermal oxidative
stability. Straight chain thiols were also found to be more problematic in Naegeli
et al.’s study, where 50 ppm of hexane thiol increased the formation of gums to
a greater extent than 50 ppm of benzene thiol under same conditions.[52] This is
interesting since in the same study showed that benzene thiol had the greatest re-
tarding effect on autoxidation, suggesting that it would have formed a larger amount
of sulfonic acid via reactions 2.7. This could add further support for the non-acid
forming antioxidant mechanism like that presented in equation 2.8 competing for
the formation of sulfonic acid pathways.

Not all studies point to thiols as being problematic for the fuel. In recent work,
Rawson and colleagues added 20mmol L−1 of decanethiol and 39mmol L−1 of thio-
phenol to a model 80% dodecane- 20% toluene fuel for 15 h at 413 K.These produced
similar amounts of deposits to the un-doped model fuel. However, when sulfonic acid
was directly added to the model fuel, the amount of deposit was greatly increased.
Like Naegeli et al.’s work, this could suggest that thiols either form small quantities
of acid (Figure 2.10) or an alternate pathway. Interestingly, Rawson et al. found
when investigating several real Jet-A fuels characterized by their total thiol content,
that the fuels with the highest thiol content were not significant depositors.[51] This
highlights the divide in literature and the sensitivity to the individual testing con-
ditions. Additionally, as will be discussed in Section 2.2.4.3, sulfur compounds may
require nitrogen species to produce deposits.

The mechanism whereby sulfonic acids, arising from thiol oxidation, form de-
posits on the wall and the bulk has been explored by a number of authors. Firstly,
within the bulk fuel, early studies suggest that sulfonic acid catalyze esterification
reactions in the heating fuels.[144] There is evidence for the presence of esterification
products in bulk fuels,[105] where strong sulfonic acids could catalyze their produc-
tion. Acid-base reactions between sulfur and basic nitrogen compounds within hy-
drocarbon fuels are also proposed in later work.[145][63] However, a study correlating
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the basicity of nitrogen compounds and total deposits found that it was the non-
basic compounds that caused the formation of the highest amount of insolubles.[146]
The role that nitrogen species will be discussed in further detail in Section 2.2.4.3. It
has also been suggested that acids catalyzing the formation of phenols play a role in
forming phenols (see equations 2.6),[69, 147] which have been shown to be extremely
deleterious to thermal oxidative stability by multiple studies (Section 2.2.4.2).

Sulfonic acids from thiols are also implicated in playing a role in the adhesion to
the wall. Kauffman et al. hypothesized that sulfonic acids are crucial to first stage
of deposition:

Acidic SulfurOxide +Metal Surface −−→ Initial Deposition (2.9)

[69]The authors demonstrated that the treatment of steel wires with various acid
neutralizing compounds reduced deposits. Increasing levels of ferric oxide (12, 25,
50 ppm) and calcium oxide (50, 100 ppm) were able to successively reduce deposit
thickness on the steel wires down from 1800 nm untreated to a minimum of 80nm
treated. By contrast, powders known to be unreactive towards acid like silicon diox-
ide and aluminum oxide had little on the thickness of the deposit. These result
highlight the importance of a judicious selection of wall material for testing deposi-
tion. Overall, it is clear there is a large body of work implicating sulfur based acids
in the formation of deposits.

Not all authors believe acids, arising from autoxidation of thiols, play a significant
role in the formation of fuels. Hardy and Wechter,[148] discovered that measuring
the total acidity alone was not a predictor for the formation of bulk deposits in diesel.
Moreover, the addition of an organic base (trialkylamine) to neutralize these acids
increased deposits. In a different study, the addition of tridodecylamine, another
organic base, also increased the formation of deposits, but in this case the authors
pose that the suppression of hydroperoxide decomposing acids (see equations 2.5 and
equations 2.6) as to the reason why deposits increase.[52] By contrast, Hazlett et al.
showed the addition of piperidine, an organic base, was able to decrease the amount
of deposition.[127] With such contrasting results, and acids possibly affecting au-
toxidation and later agglomeration stages in different ways, it becomes difficult to
conclude the mechanism of acid catalyzed deposition from just the addition of basic
nitrogen compounds. Especially since nitrogen heteroatoms have been implicated
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in the formation of deposits themselves (see Section 2.2.4.3).

One study which is particularly critical of the acid theory of deposition used a
solvent extraction gravimetric technique to examine the effect of acids on fuel. In
this work, Hardy and Wechter were able to show that addition of dodecylbenzene
sulfonic acid (DBSA) to a diesel fuel had no significant effect on deposition. In their
study, acids had no influence on deposits whether polars were kept in or removed
from the diesel fuel, suggesting that sulfonic acids do not catalyze reactions between
polar constituents in fuel. Moreover, unlike many other studies, upon addition of
the acid the fuel was immediately filtered to remove any immediate acid-induced
precipitate. The workers deemed precipitates produced instantaneously upon addi-
tion of acids were not reflective of real deposit masses, but rather solvency effects
from adding a strong acid to the non-polar fuel. It was shown that the precipitate
immediately generated was of a similar mass to the added DBSA. Nevertheless,
one of the fuels stressed for 90°C from fuel filtered immediately after the addition
of acids, was shown to increase deposits by two fold.[149] In summary, it is not
clear still as to what role acids play in bulk deposition, and whether acid-catalyzed
pathways contribute to a large portion to the formation of bulk deposits. But this
is most likely reflective of the fact that bulk deposition occurs through multiple
mechanisms as highlighted by Hazlett in an extensive review into jet fuel thermal
oxidative stability.[33]

Figure 2.11: Generic structure of a sulfide

Sulfides Sulfides as a species class are not limited by their composition in fuel,
apart from being encompassed in the total sulfur specification for Jet-A.[128] [129]
Sulfides are characterized by singular sulfur atoms taking the place of a carbon atom,
analogous to an ether when compared to oxygen.

First, looking at the effect of sulfides have on autoxidation. Naegeli et al. found
that the addition of 50 ppm of thioanisole to a dodecane-15%cumene model fuel had
no effect on autoxidation.[52] Another study by Rawson and workers found similar
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results, where butyl sulfide (23mmol L−1) and phenyl sulfide (24mmol L−1) had no
effect on autoxidation in an 80% dodecane- 20% toluene. The tests were performed
in a steel vessel 15 h at 413 K.[51] By contrast, another study by Mielczarek et al.
found that when dibutyl sulfide was added to dodecane in a petrOoxy, the rate of
autoxidation was significantly slowed. Dibutyl sulfide and dodecane were combined
in a 1:500 volume ratio in a PetroOxy device at 423 K, in this study the PetroOxy
device automatically switches off after a 10% pressure drop, giving the total resi-
dence time. The addition of dibutyl sulfide increased the residence time by +43%
compared to neat dodecane, slowing autoxidation. [115] Kauffman et al. were able
to show that the addition of 1000 ppm benzyl phenyl sulfide to Jet-A was able to
reduce the amount of hydroperoxides.[69] The variation in results here highlights the
sensitivity to the specific structure of the sulfide compound, as was also highlighted
in a study exploring sulfur constituents in gasoline fuels.[130]

In order to examine the autoxidation behaviors of sulfide containing fuels, their
oxidation mechanism can be explored. When sulfides are oxidized they form sulfox-
ides and then sulfones in successive steps shown in Figure 2.12.

Mushrush et al. were able to demonstrate that sulfoxides were the major prod-
uct of sulfide oxidation,[139] whereas sulfoxides were the minor components. The
authors also showed that alcohols were the main product when hydroperoxides re-
acted with sulfides with acetone as a minor product.[140] Epping et al. showed that
sulfones and sulfoxides, formed from sulfide oxidation, were shown to have no effect
on deposition in fuels. When 0.1mol L−1 of pentamethylene sulfide was added to a
model fuel sample in a steel autoclave at 4.5 bar of air for 24 h at 120°C, the amount
of deposit decreased by almost half compared to the un-doped fuel.[68] In another
study, 10µg L−1 of dibutyl and dipentyl sulfide was added to Jet-A in a glass walked
container at 408 K both reduced deposits after 168h thermal stressing.[150]

Not all studies indicate sulfides as effective deposit reducers. Naegeli et al. found
that 50 ppm of thioanisole added to Jet-A fuel for 180 min at 433 K had no effect on
the amount of deposit. These were tested in an aluminum static vessel.[52] Addition-
ally, recent work by Zabarnick et al. showed that 100mg L−1 di-n-hexyl sulfide had
no effect on deposition when added to a simple commercial solvent in a steel walled
QCM.[63] By contrast, Taylor and Wallace found that 1000 ppm of thioanisole and
phenyl propyl sulfide doped in Jet-A for 4 h at 436 K increased deposition in a tita-
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Figure 2.12: Oxidation of sulfides in a Benzene solvent containing 3 × 10−4 M of
t-butylhydroperoxide and 9× 10−4 M hexyl sulfide.[139]

nium alloy (Ti-8A1-1Mo-1V) walled flowing rig.[142] The difference in concentration
here as well as longer testing time and wall effects may have played a role in the
difference from Naegeli’s study. Taylor and Wallace’s study also demonstrate the
effect structure has on the sulfide deposition characteristic, with 1000 ppm of diben-
zyl disulfide and benzyl phenyl disulfide had no effect on deposition. Here, there is a
clear difference between the diaryl and single ringed sulfide. The increased inductive
effects, adding to the strength of the C-S bond, could be a key explanation for the
difference in deposition characteristics between the di-aryl and single-ringed system.
Taylor and Wallace propose that the scission of C-S bonds in the deposit leading to
sulfides being part of the mechanism of deposition:

RSR −−→ RS · +R · . (2.10)

[142] However, little is presented in the literature as to how these species then form
insoluble products. One pathway could be the direct reaction of RS · with other
fuel species, or even lead to the formation of acids via the formation of thiols which
can then be oxidized. Moreover, Mushrush et al. [139] point to the resistance of
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sulfoxides and sulfones to form acids, which could explain why some studies discussed
previously found they had a minimal effect on deposition.

Figure 2.13: Generic structure of a disulfide

Disulfides Like sulfides, disulfides are not specifically limited as a class by stan-
dards, but are encompassed in the total sulfurs class.[128] Disulfides are naturally
found in fuels, but also arise out of the sweetening process, where sulfides are con-
verted to disulfides.[33]

Most studies indicate that disulfides slow the rate of autoxidation. Naegeli et
al. investigated the addition of t-butyl disulfide to dodecane with 15% cumene for
180 minutes at 433 K in an aluminum vessel. Increasing concentration of 8, 20,
50 and 300 ppm of t-butyl disulfide led to successively lower oxygen consumption,
slowing autoxidation.[52] In another study dibutyl disulfide was added to dodecane
in a volume ratio 1:500 in a PetroOxy device with gold plated walls, the temperature
was 423 K. The addition of dibutyl disulfide increased the residence time by +320%
compared to neat dodecane, slowing autoxidation.[115]

The oxidation products arising from disulfides in decane, a simple jet fuel surro-
gate solution, were analyzed by Rawson et al..[51] In their study 400µL of diphenyl
disulfide and 200µL t-butyl hydroperoxide (at a concentration of 5-6 mol dm-3) was
added to decane and stressed for 2 h at 413 K. The products were characterized using
GC-MS and GC-AED. The dominant product was thioanisole, a sulfide, suggesting
the scission of the S-S disulfide bond. No evidence of thiosulfonate or thiosulfinate
products was found, as were suggested in Figure 2.10. However, in earlier work,
Mushrush et al. identified thiosulfinates and thiosuflonates at 338 K when 0.03% of
diphenyl disulfide was added to JP-5.[139] The different products between Rawson’s
and Mushrush’s study highlights the sensitivity to the testing conditions, and the
potential role of sulfonate and sulfinates as intermediate species to further oxidized
products. The addition of t-butyl hydroperoxide in Rawson et al.’s study could have
led to exaggerated oxidation conditions, compared to the Mushrush et al.’s study
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which relied on the formation of peroxides in-situ from dissolved oxygen.

The mechanisms whereby disulfides slow autoxidation are explored by Naegeli et
al., who proposed that disulfones produced from the autoxidation of disulfides were
responsible for slowing the rate of autoxidation via:

RCH3CH2S(−−O)2S(−−O)2CH2CH3R −−→ 2RCH3CH2S(−−O)2 · (2.11)

RCH3CH2S(−−O)2 · +R · −−→ RCH−−CH2 + SO2 +RH. (2.12)

[52] Here, SO2 produced is proposed to react with also produced alkenes, leading
to polysulfone deposits. Moreover, SO2 could react with trace water in fuels and
form sulfuric acids. The formation of sulfuric acids via the oxidation of the disul-
fones, as shown in Figure 2.10, will also decompose hydroperoxides (see equation
2.6). Decomposition of hydroperoxides from disulfides can be seen in the results of
Kauffman et al.’s study in which 1000 ppm of diphenyl disulfide was able to reduce
peroxides from 5.5mmol L−1 in un-doped fuel to 1.5mmol L−1. Interestingly, the
addition of disulfides also lead to increased levels of phenols, which have been shown
to greatly increase deposition.[69] Counter to this hypothesis, once again Wechter et
al.’s work can be cited,[149] which argues against acids in fuel due to solvency effects.

Looking at the effect of disulfildes on deposit formation. An early study by
Taylor and Wallace explored the deposition characteristics of dibenzyl disulfide and
dibutyl disulfide in 1000 ppm in a conventional jet fuel. They found that both com-
pounds increased the deposition formation rate, with dibenzyl disulfide having the
greatest effect.[35] In one study, n-butyl disulfide and diphenyl disulfide was added
to a Jet-A fuel and a dodecane solvent for 180 min at 433K in an aluminum vessel.
Both the sulfur compounds increased deposition.[52]. When Rawson et al. doped
2.1mmol L−1 of diphenyl disulfide in Jet-A-1 fuel deposit were greatly increased
compared to the un-doped fuel at 12 000µgmol−1 at the end of 15 h stressed. This
is even in comparison to a fuel with 1.6mmol L−1 of sulfonic acid which produced
around 6000µmol−1 after 15h.[51] Overall, it is clear that disulfides have a deleteri-
ous impact on fuel deposition.

The mechanism for disulfide deposit formation can be presumed to be similar
to deposition from the thiol class since disulfides eventually form sulfonic acids, see
Figure 2.6. Rawson et al. also studied the role that disulfides had on deposition.
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Although no acid production was directly measured, there was evidence of sulfonic
acids by the presence of sulfonic acid esters.[51]

Figure 2.14: Generic structure of a Thiophene

Thiophenes Thiophenes are thought to be a relatively benign sulfur species by
some authors,[151, 152, 153] but like many of the previous sulfur compounds other
studies disagree.[150, 130] There are no limits placed on thiophenes specifically in jet
fuel standards,[128] but are limited through the wider sulfur fuel limit. Thiophenes
are often identified as the most abundant sulfur compound class in jet fuel.[154]

Let’s first consider the autoxidation behavior of fuels containing thiophenes.
Rawson et al. found that 58mmol L−1 of tetrahydrothiophene doped in Jet-A-1
for 14 h at 433 K slowed down the rate of autoxidation.[51] Thiophene autoxidation
products were studied by Epping and colleagues in model fuels containing aromat-
ics and straight chain compounds, thiosulfoxides and thiosulfones were the only two
products detected by ESI-MS.[68] Here, thiophenes slow the rate of autoxidation by
acting as a radical sink, a preferential site for oxidation rather than direct reduction
of hydroperoxides compared to the other sulfur species. This was demonstrated by
Kauffman et al.. who showed that sulfones and sulfoxides in fact increase the con-
centration of hydroperoxides.[69] Mushrush et al. also highlights the phenomena of
thiophenes increasing hydroperoxide concentration, but it is unclear as to how this
occurs.[139]

The deposition characteristics of fuels containing thiophenes has been investi-
gated by several authors, where there seems to be disagreements on their effect on
the formation of deposits. In an early study, Taylor and Wallace found that 1000
ppm of dibenzothiophene added to a conventional jet fuel had no discernible effect
on the deposition rate over the temperatures 456-500 K.[35] Mushrush et al. point
to thiophenes being low-deposit promotors due to their low reactivity towards hy-
droperoxides, where they found that less than 1% of thiophenes react in a 2-fold
molar excess of t-butyl hydroperoxide. However, since it has been shown that thio-
phenes have a retarding effect on autoxidation, this is unlikely to be direct evidence
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for low deposition characteristics.[141] Nevertheless, in a later study comparing the
deposition tendencies of two Jet-As, one containing 0 ppm of sulfur and one contain-
ing 4200 ppm of dibenzo and benziothiophenes showed that both fuels had almost
identical deposit concentrations after heating for 363 K in a glass container for 16
h.[154] Despite evidence presented here suggests that thiophenes are innocuous to
fuels, a few studies find the opposite is the case.

Looking at studies showing thiophenes increasing deposition, Daniel and Heneghan
found that adding 10 µg L−1 of dibenzothiophene to Jet-A in a glass walled container
at 408 K increased average deposition over an un-doped fuel.[150]. A later study by
Epping et al. doped 0.1mol L−1 of dibenzothiophene in fuel showed that deposition
increased by 60% compared to the clean fuel.[68] Outside the jet fuel area, one study
demonstrates that a number of different thiophene compounds increase deposits in
gasoline, with dibenzothiophene being especially deleterious.[130]

Exploring a possible mechanism that thiophenes may lead to deposits may help
explain the conflicting results between the above studies. As was highlighted evi-
dence from Epping et al., thiophenes tend to form non-acid products like sulfones and
sulfoxides.[68] Moreover, elemental analysis from deposits produced in fuel doped
with thiophenes show no increase in sulfur compared to deposits from an thiophene-
free fuel, suggesting thiophenes themselves do no take part in directly in deposit
forming reactions. However, the ability of thiophenes to increase the concentration
of hydroperoxides as shown by Kauffman et al. and Mushrush et al.,[69, 139] could
mean that fuels with other components known to produce deposits in the presence of
increased hydroperoxides are responsible for the increased deposition. Because even
conventional fuels are hugely varied in composition, trace compounds other than
the thiophene component could explain the observation that some studies show no
effect on deposition whereas others show an increase.

2.2.4.2 Oxygenated Species

Various oxygen-containing species are present in jet fuel, the key classes are: ketones,
aldehydes, alcohols, carboxylic acids and phenolic species.[33] Many of these species
are formed in storage by low temperature autoxidation or are found as indigenous
species.[155] When the fuel undergoes autoxidation and dissolved oxygen forms hy-
droperoxides, oxygenated species are formed at various proportions depending on
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the physical and chemical properties of the bulk medium.[27] Several papers have
attempted to correlate the presence of these species to the formation of deposits in
order to better understand their role in deposition mechanisms.

Ketones, Aldehydes and Carboxylic Acids The oxygenated species- ketones,
aldehydes and carboxylic acids - arise from the majority of autoxidation reactions
from hydrocarbons, albeit in different proportions, so studying their specific effect
on deposits has been difficult.[101] Nonetheless, several authors have studied their
effect on deposition- either by correlating their initial concentrations to their influ-
ence on the fuel or by doping fuels with them.

An investigation by Taylor and Frankenfield looked into the effect of oxygenated
compounds in low oxygen conditions. Removal of oxygen from the fuel simulates
the depletion stage experienced by fuel in a closed system (Figure 1.10). In this way
the ability of autoxidation products to oligomerize/polymerize into larger species
can be studied in isolation from their effect on autoxidation. Nonetheless, removal
of oxygen also precludes any free-radical deposition effects, which may be required
for agglomeration of oxygenated species. The base fuel chosen was a JP-5, a US
military grade fuel, with less than 1ppm thiol sulfur, 234 ppm total sulfur and 1
ppm total nitrogen. In each case, the compounds were added to deoxygenated JP-5
bring the total oxygen heteroatom level to 100 ppm. A flowing 316 steel walled
rig at 69 atm was employed with 4 zones at 371 °C, 427 °C, 482 °C and 538 °C
respectively. Several classes of oxygenated compounds were investigated as shown
in Table 2.1. The hydroperoxides tested increased deposit compared to the base fuel
as they act as initiators to the radical chain mechanism in the absence of oxygen.
Presumably these radical products would begin to form products with the impurities
in the JP-5 fuel. N -dodecanoic acid also showed increased deposit in relation to the
base fuel, the other acids tested also slightly increase deposition with the exception
of 2-ethylbutyric acid.[156] Within the context of sulfurs, acids have been suggested
to take part in condensation reactions in the bulk phase and/or play a role in the
adhesion of deposits to metal walls (see Section 2.2.4.1). Carboxylic acids have been
suggested to take part in similar mechanisms.[74]

Antonio et al. found that carboxylic acids tend to chemisorb to iron in model
diesel fuels in.[49] In another study, Hazlett et al. found carboxylic acids- dode-
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canoic, furoic and chloroacetic- all increased the amount of bulk deposits in straight
run distillate fuel. The fuels were aged over 2 weeks at 80°C in a glass walled vessel.
Interestingly, the H+ concentration in aqueous solution for each acid was able to
predict the total amount of deposits produced (Figure 2.15). However, this corre-
lation broke down when comparing strong (sulfonic) and weak acids (carboxylic).
Nonetheless, authors note that it is surprising that such an analytical approach
would be successful due to the extent of acid dissociation in non-polar media. The
authors state that fact that such a correlation was able to be produced is suggestive
of some limited dissociation in organic media. Furthermore, since no chlorine was
found in the final deposits when chloroacetic acid was added, the authors indicate
that the acids are acting as catalysts in deposit formation.[127]

The other compounds demonstrating significant deposit enhancement in Taylor
and Frankenfield’s study were methyl benzoate and 5-nonanone, whereas phenols
and aliphatic alcohols demonstrated a moderate increase (Table 2.1). By contrast,
aromatic esters and other naphthenic compounds were mostly inert or low depos-
itors. The authors note that the naphthenic compounds, which tend to produce
lower levels of deposits, are known to have a lower resistance to pyrolysis. There-
fore, they explain the low deposition characteristics through the enhanced solubility
of the naphthenic compounds towards polar agglomeration products compared to
their aliphatic counterparts.[156] In another study, Tseregounis also proposes that
oxidative species formed from autoxidation, are inhibiting deposit formation due to
solvency effects. Tseregounis proposed that oxygenated compounds may increase
the solubility of deposit precursors in fuels, therefore delay deposit formation.[130]
It has been shown in other papers that jet fuel deposits are soluble in alcohols and
mixtures of alcohols and ketones, albeit at much higher concentrations that would
be formed from the autoxidation of fuel.[157, 158]

Phenols Phenolic compounds have long been known as autoxidation inhibitors in
fuel, but inversely are known to increase deposition.[159] Phenols are present in fuel
as indigenous components,[24] as antioxidants in fuel,[78] and are even thought to
form from thermal autoxidative stressing of fuel.[24] The antioxidant capabilities of
phenols in fuels are due to two main factors: the bond strength of the O–H moiety
and the ability of phenoxy radicals to stabilize themselves. Firstly, the bond disso-
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Total Deposits

Class of Added
Oxygen Com-
pound

Added Compound Oxygen
Content,
ppm of O2

µg of car-
bon

As ppm based on
fuel

Peroxide Di-tert-butylperoxide 0.2 2878 1.49
Cumene hydroperox-
ide

0.1 7219 3.73

tert-
Butylhydroperoxide

0.2 8934 4.62

Carboxylic acid Cyclohexanecarboxylic
acid

0.1 1563 0.82

n-Decanoic acid 0.1 2997 1.54
Cyclohexanebutyic
acid

0.2 1730 1.54

2-Ethylbutyric acid 0.2 1291 0.67
2,4-Dimethylbenzoic
acid

0.3 1801 0.93

Phenol 2-Methylphenol 0.2 1561 0.81
2,6-Dimethylphenol 0.1 2048 1.06
2,4,6-Trimethylphneol 0.1 1451 0.75

Furan Benzo(b)furan 0.2 1505 0.78
Dibenzofuran 0.2 1410 0.73

Alcohol n-Dodecyl alcohol 0.9 2046 1.06
4-Methylcyclohexanol 0.3 1356 0.70

Ketone 5-Nonanone 0.7 2422 1.26
4-
Methylcyclohexanone

0.3 1244 0.64

Ester Cyclo formate 0.2 1318 0.68
Methyl benzoate 0.7 2488 1.29
Pentyl formate 0.8 1894 0.98

- Base fuel 0.4 1485 0.77

Table 2.1: Effect of various oxygenated compounds of jet fuel deposition, recreated
from [156]
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Figure 2.15: Correlation between total deposits and net hydrogen concentration,
taken from [33]

ciation energy (BDE) of the O-H bond compared to the aliphatic C-H bond shown
to be 79 kcal mol−1 and 96-83 kcal mol−1 respectively from DFT calculations.[29]
The difference in O-H and C-H BDE means the phenolic hydrogen preferentially
abstracted compared to the bulk fuel. In addition, alkyl-substituted phenols have
enhanced stability due to inductive effects adding electron density to the ring as
shown in Figure 2.16. The enhanced stability of phenoxy radicals allows them to
act as a thermodynamic sink, slowing the free-radical chain reaction (’chain break-
ing’).

First the effect that phenols have on autoxidation will be explored. Zabarnick et
al. were able to show that the addition of BHT to Jet-A fuel slowed the rate of
autoxidation significantly. The doped run led to a far slower drop in headspace
pressure, indicative of slower oxygen consumption.[159] A later study by Kerkering
et al. showed that various substituted phenols were able to slow the rate of autox-
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Figure 2.16: Resonance stabilization of the phenoxy radical and BHT

idation significantly in several model fuels. The results show that all the phenolic
compounds employed slowed down the rate of autoxidation as shown in Figure 2.17.
Moreover, the greater degree of methyl substitution the greater the stability, due to
inductive effect described in Figure 2.16. The opposite effect is seen in the case of
2-phenylphenol (2-PhP on Figure 2.17b), where the electron withdrawing capabili-
ties of the phenyl group lead to a lower retarding effect on autoxidation compared
to methyl groups.[160] Overall, it is clear both indigenous and additive phenols have
an influence on slowing the rate of autoxidation.

In contrast to their retarding effect on autoxidation, phenols have consistently
been shown to enhance deposition. Studies correlating constituent and doped phe-
nols with final deposits are numerous. Early work by Hazlett et al. employed
caustic extraction techniques to isolate natural phenol components form real fuels,
and demonstrated that the addition of these phenol-rich caustic extracts to stable
fuels increased deposition. In their study, several Bass Strait fuels were aged at 80°C
for 42 days in a glass-walled reactor and total insolubles were measured after. A fuel
(LCO-II) with known high phenolic content was selected for caustic extraction- the
light brown extract representing 0.9 g L−1 of the total fuel contained almost no or-
ganic acids and high concentrations of substituted and non-substituted phenols. The
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(a) Phenols Tested

(b) Effect of Phenols on pertoOxy Stability

Figure 2.17: Effect of various phenolic Constituents on the pertoOxy stability- time
to reach 10% pressure drop [160]

authors highlighted that absence of indigenous acids meant that any acid catalyzed
formation of deposits could be discounted. However as highlighted previously, acids
could still from autoxidation reactions during aging.[123] When LCO-II extract was
added to a low depositing fuel (ACO), the total insolubles at the end of testing in-
creased from 20mg L−1 to almost 50mg L−1. When the neat LCO-II was compared
with the LCO-II after caustic extraction, the total insolubles were also reduced.[161]

Further exploring phenolic deposition effects, Zabarnick et al. found that pas-
sivization of the reactive portion of the phenol molecule by silylation agents (Figure
2.18) were able to significantly reduce deposits. Several Jet-A fuels were doped with
hexamethyldisilazane (HMDS) in the range of 0.1−0.5mL/60mL fuel and stressed
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in a QCM device. Interestingly, for some of the fuels, before a variable thresh-
old concentration of HMDS, deposition was higher. However, above the HDMS
concentration thresholds lower insolubles were produced for all the fuels tested,
attributed to blocking activity of the phenolic –OH group. Nevertheless, a solid
phase extraction technique, similar to the caustic extraction technique as described
in Hazlett et al.’s study above, showed that removing phenols was more effective
at reducing deposition.[162] Both Hazlett et al.’s [161] and Zabarnick et al.’s [162]
extraction/passivization studies demonstrate that phenols contribute significantly
to deposition. Correlations between initial phenol concentration and final deposit
also indicate phenol’s role in deposition.

(a) Silylation of Phenols

(b) Effect of Varying Concentrations of Hexam-

ethyldisilazne on Deposition

Figure 2.18: Silylation of phenols and its effect on Jet-A deposition in a QCM at
140°C [162]

In the 2000s, two studies testing a large suite of fuels with varying heteroatomic
components showed initial phenol concentrations were a strong predictor for depo-
sition. The first study by Balster et al. quantified the total polar concentrations of
20 fuels and the distributions of the polars. Quantification and classification was
achieved via solid phase extraction followed by HPLC then GC-MS (SPE-HPLC-
GC-MS). Each fuel was stressed and total deposits were measured in a QCM at 140
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°C for 15 h. For the 20 fuels tested, total phenols gave the strongest correlation
with total deposits, but only an extinction coefficient (R2) of 0.21. However, when
several outlier fuels were excluded (defined by strong deviations between total polars
and deposit amount) in this class, this increased to 0.60. The other polar classes
quantified in Balster et al.’s study were the nitrogen compounds indoles, carbazoles,
pyridines, anilines, and other oxygenates. All these gave poor correlations before
’unusual’ fuels were excluded.[65] Poor correlations could be due to the fact that
other heteroatoms known to cause deposition were excluded in the analysis. The
unusual fuels could also have contained high amounts of reactive sulfur and/or dis-
solved metals skewing the data.

The second study, by Sobkowiak et al., quantified the polar content in 4 Jet-A
fuels and 1 Fischer-Tropsch (FT) fuel and correlated the composition against total
deposits produced in a flowing reactor. The 4 Jet-A fuels were used in the previous
study by Balster et al., but the FT fuel was used to create fuel blends in order
to adjust the total polars. When the 4 neat fuels were tested alongside 4 1/1 FT
blends in the flowing reactor at 550°C, an R2 of 0.8354 coefficient of determination
was produced between total concentration of phenols and mass of deposit. FT fuels
tend to be completely free of heteroatoms, so when blended with conventional fuels
they will act as a diluent for fuel heteroatoms. When one outlier fuel was removed,
a coefficient of determination of 0.9777 was given. The authors compare this to the
R2 of 0.5855 of the total polars to deposits in Balster et al.’s study. However, since
their selection of fuels is itself a subset of Balster et al.’s study, the comparison is
invalid. The inclusion of 4 1/1 FT blends of the original study helps to artificially
increase the data set size for the phenol deposits correlation. The inclusion of the
blends highlights a linear relationship between phenol concentration and total de-
posits within specific fuels- rather than specifically showing a stronger correlation
between indigenous phenols and total deposits.[163] The linear relationship between
FT blend and thermal oxidative instability was not observed in a previous study
where blending gave a complex non-linear relationship.[44] Despite the deficiencies
of the second study, both demonstrate that indigenous phenol concentration gives
reasonable prediction for oxidative deposits. However, since thermal oxidative de-
composition is a complex multi-component process, outlier fuels had to be excluded
in order to produce significant correlations in both studies. Outlier fuels may contain
other components like sulfurs or dissolved metals which were not quantified prior to
stressing.
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Table 2.2: Studies correlating phenols with mass of deposit

Reference Coefficient of Deter-
mination (R2)

Coefficient of Deter-
mination Excluding
Unusual Fuels (R2)

[65] 0.21 0.60
[163] 0.8353 0.9777

Not all studies indicate that phenols exhibits large amounts of deposit . A
study by Clark and Smith quantifying deposits generated from doped fuels using a
JFTOT and carbon burn-off technique showed phenols only very slightly elevated
deposit formation. A clean conventional Jet-A-1 fuel yielded 10 µg of deposit at
623 K. The same fuel and conditions doped with 100mg L−1 of 3,5-dimethylphenol
and 2,6-dimethylphenol produced 14 and 15 µg deposit respectively. The levels of
deposit generated by phenols are low in contrast to the other compounds tested
such as ethane sulphonic acid, which generated 225 µg of deposit. Furthermore, the
phenol deposit levels are lower than all the nitrogen and sulfur species tested.[164]
The results here are not explicitly contradictory with the work highlighted previous
work showing phenols as depositors. However, the work here shows that the influ-
ence phenols have on deposition may be lower than for other species. Moreover,
the flowing configuration in the JFTOT device may not provide enough residence
time for phenols to form deposits, despite being a closer representation of a real fuel
system. As highlighted in Figure 2.22, some phenols only exhibit deposits after a
long stressing time. Interestingly, Clark and Smith found that phenols combined
with strong and weak acids lead to a synergistic effect of deposit formation. The
synergistic effect manifests in higher levels of deposits than the sum of individual
total deposits forming from phenols and acid separately.

The studies demonstrating phenols as high depositors in Table 2.2 neglected
to test for the presence of sulfur components. Naegeli et al. suggests the abil-
ity of phenols to form deposits could be reliant on the presence of acids. Naegeli
et al. compared the LIF spectra of a phenolic resin and deposits generated from
a stressed Jet-A fuel (Figure 2.20). Phenolic resin was formed by acid-catalyzed
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cross-coupling reactions between and aldehydes.[147] Nonetheless, a recent study by
Zabarnick et al. showed that sulfide suppresses phenol deposit interactions (Figure
2.22). However, the identity of the sulfur compounds could have a varying effect
on the interaction. Further characterization work needs to be done to understand
phenol-sulfur interactions.

Work characterizing the structure of deposits from a surrogate fuel [68] and a
low-heteroatom phenol-containing middle-distillate [155] has indicated phenols ox-
idatively couple. In each study, deposits were generated with a flask oxidizer, and the
resultant deposit was analyzed using soft-ionization mass spectroscopy techniques.
The compounds detected match generic phenolic oxidative-coupling products pre-
sented in Figure 2.19. In the case of the middle distillate fuel tested, the authors
suggest copper and pyridine could catalyze the oxidative-coupling reactions, en-
hancing the amount of deposit.[155] Oxidative coupling occurs in the presence of
free-radicals, and are known to occur for a large number of compounds, particularly
aromatic compounds.[165]

Figure 2.19: Products from 2,6-dimethylphenol stressing produced an autoclave
autoxidizer detected by ESI-MS [68]

Despite the relationship between indigenous phenols and deposits, the phenolic
antioxidant BHT is added to military grade fuels as a way of reducing thermal oxida-
tive deposits. Its widespread usage as a deposit reducer highlights the importance
understanding the link between the structure of the phenolic species and its ten-
dency to form deposits. In a series of flowing tube tests Ervin et al. clearly showed
that BHT has a strong influence in reducing deposition.[167] Since BHT is a sub-
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Figure 2.20: LIF spectra of Jet-A deposits and a Phenolic Resin [166]

stituted on the ortho- and para- positions on the ring structure as shown in Figure
2.16, there is a large steric penalty for any oxidative coupling on these sites. The
effect that substituted methyl groups have on the binding sites of oxidative coupling
can be seen in the production of polyphenylene ethers (PPEs). Here PPEs are made
with the 2,6-dimethyl phenol monomer as the methyl groups prevent binding on the
ortho- and meth- sites of the phenol, yielding polymer chains bonded only on the
para- sites.[165] However, Zabarnick et al. showed that BHT will eventually form
oxidative deposits greater than a neat fuel via coupling reactions if the residence
time is long enough. In Zabarnick et al.’s study, a neat Jet-A was tested and with
25mg L−1 BHT in a QCM device at 140 °C for 15 h. Initially the BHT doped fuel
gave a lower rate of deposition but after around 8h the BHT-doped fuel gave greater
amounts of deposit.[159] Comparing it to Ervin et al.’s study where BHT-doped
fuels gave significantly lower deposition in a flowing rig, it is likely fuels in a flowing
rig, and in a real fuel system, will have far lower residence times than the 15 h static
test undertaken in Zabarnick et al.’s study.

2.2.4.3 Nitrogen Species

Nitrogen species tend to be at a lower concentration in fuels than oxygenated and
sulfur-containing species. Nonetheless, nitrogen has often been found at higher lev-
els in deposits than in the parent fuel.[168] The most commonly found nitrogen
species in jet fuels are: indoles, carbazoles, anilines, pyridines, and amines.[28, 24]
In general, the majority of literature has demonstrated that nitrogen-containing
compounds exhibit varying antioxidant capabilities, and has adverse effect on ther-
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Figure 2.21: Common nitrogen compounds in fuel

mal oxidative stability. The effect that nitrogen species have on the autoxidation
of fuels has received little attention, but they have been extensively investigated in
relation to their effects on deposition.

Despite limited studies on the effect of nitrogen species on autoxidation, work
by Smith and Clark provides some insight into differing antioxidant properties of
nitrogen compounds in fuels.[169] In Smith and Clark’s study, 2,5-dimethyl pyrrole
demonstrated mild antioxidant properties whereas several quinolines promoted oxi-
dation. Interestingly, indole displayed neither antioxidant or pro-oxidant character-
istics. All compounds were added as 40 ppm of nitrogen to conventional Jet-A-1 and
were tested in the flask oxidizer pictured in Figure 2.1 at 433 K.[170] A later study by
Zabarnick and workers reinforced the findings that indoles have a neutral effect on
the rate of oxidation. In their study a QCM device was employed with measurable
headspace oxygen. The QCM test demonstrated that the oxygen consumption did
not change when 100mg L−1 of indole was added to a jet fuel-like solvent (Exxsol
D80), compared to the clean solvent. In the same study, several other nitrogen
compounds were investigated for their effect on oxidation rate. None of the nitrogen
compounds- carbazoles, anilines, quinolines and pyridines -demonstrated significant
antioxidant or pro-oxidant characteristics.[63] It is clear that more work needs to be
done on elucidating the role that nitrogen compounds play in the autoxidation stage.
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Figure 2.22: QCM test on Exxsol D80 solvent doped with various nitrogen, sulfur
and phenolic compounds. The numbers adjacent to the species names are the per-
centage of remaining reactant at the end of the run [63].

An early investigation by Thompson et al. on distillate fuels demonstrated that
pyrroles promoted the greatest amount of deposit compared to an array of common
nitrogen compounds. Thompson and workers selected two distillate fuels: fuel 1
with poor storage stability and high sulfur content, and fuel 2 with better storage
stability and low pyrrole and sulfur content. The fuels were stored in a glass flask
at 311 K for periods of up to 315 days, and doped with pyrroles, quinolines and
pyridines. Both fuels exhibited greater levels of deposit when doped with all classes
of nitrogen compounds. In fuel 1, pyrroles produced 0.105mg L−1 of insoluble gum
compared 0.070mg L−1 when an equivalent amount of isoquinoline was added. The
same test was not performed for fuel 2. Nonetheless, when fuel 2 was tested with
indole (a substituted pyrrole) and aminopyrridine (a 6-membered nitrogen hetero-
cycle similar to quinoline) the indole produced around twice the amount of insoluble
material. The authors investigated whether the increased acidity the 5-membered
heterocycles was responsible for enhanced deposition, but a caustic wash had no ef-
fect on deposition. Elemental analysis of all the deposits indicated that the deposit
was not entirely composed of the nitrogen species coupling with each other, but the
main fuel was involved in deposits too.[171] A possible explanation for these results,
not indicated by the authors, is that 5-membered rings have a greater propensity
for coupling with electrophilic species than 6-membered rings due to the stability of
the pyrrole intermediate.

The deleterious effect of nitrogen compounds on fuel oxidative stability was rein-
forced by Antoine. Antoine found that nitrogen compounds universally decrease
break-point temperatures in a JFTOT.[172] Jet-A doped with indole and pyrrole
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(5-membered heterocycles) exhibited the most extreme drop in break-point temper-
ature. By contrast, pyridine, quinoline and 4-ethyl-pyridine (6-membered hetero-
cycles) solutions only lowered the break-point temperature slightly.[172] In another
study, a survey of twenty conventional fuels correlating the mass of deposit with
measured heteroatom species found that indole and carbazole were correlated with
the mass of deposit, but pyridines, anilines, and quinolines had no correlation. In
the survey, total polars were detected via a SPE-HPLC-GC-MS system, and the fu-
els were stressed in a QCM. When outlier fuels were excluded, indole and carbazole
gave correlation coefficients of 0.38 and 0.37 respectively. On the other hand, pyri-
dine, aniline and quinoline gave no correlation, with coefficients of 0.04, 0.00 and
0.02 respectively.[65] The work here further demonstrates the higher propensity of
5-membered nitrogen heterocycles to form deposits compared to 6-membered rings.

Expanding on the work on 5-membered rings by Thompson et al., Oswald and Alexis
studied the effect 5-membered pyrroles had on bulk deposition in fuels. Pyrrole alone
added at 0.3mol L−1 did not generate when doped into solutions of tetrahydronaph-
thenate, hexadecane and xylene in glass containers at 316 K. However, when thiols
were added, the combination of thiol and pyrrole lead to deposition. The deposition
observed with thiols and pyrrole was the highest for the aromatic solvents xylene
and tetrahydronaphthenate. Investigating the reactions between pyrroles and thiols
further, the authors reacted two methyl-substituted pyrroles with a thiol with a
hydroperoxide initiator, and analyzed the the insoluble product. The product con-
tained OH/NH, CO, and sulfone groups. In addition, elemental analysis suggested
the insoluble product contained 3 nitrogens for every 1 sulfur, indicating the thiol
is directly coupling with the nitrogen species. The work here also ruled out the
action of acids in the formation of deposits, since no acidity increase was found in
any of the test solutions after the stress periods. In fact, Oswald and Alexis suggest
the agglomeration mechanism between the pyrroles and thiols tested were free rad-
ically polymeric. In addition, the authors indicate acid-free condensation reactions
between pyrroles and oxygenated species could also lead to deposit (summarized
Figure 2.23).[64] However, since the characterization of the deposits was limited to
elemental analysis and IR spectroscopy, the mechanism leading to insolubles is still
unclear.

The synergistic effect between nitrogen species and sulfur species was further high-
lighted by Zabarnick et al.. In this study, the addition of hexyl sulfide to a fuel
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surrogate (Exxsol D80) containing various 5- and 6-ring nitrogen heterocycles uni-
versally increased deposition tendency, with the exception of carbazole, whereby
hexyl sulfide in fact decreased deposition. This synergistic deposition effect between
nitrogen and sulfide compounds is highlighted in Figure 2.22, where the combination
of indole and hexylsulfide led to a large increase compared to the mono-component
indole run. Nevertheless, in Zabarnick et al.’s study, there seems to be no clear
trend between the deposition tendancy of 5- or 6-membered nitrogen compounds.
Contrary to Oswald and Alexis, Zabarnick et al. propose an acid-base condensation
reaction as the origin of the N+S interaction.[63] Bolstering the acid-base theory,
the 5-membered nitrogen compounds have been shown to have lower basicity than
the less problematic 6-membered nitrogen compounds.[173] Nevertheless, basicity
was found to correlate with deposition tendency within each nitrogen class, but this
trend broke down when comparing between classes.[174] What is clear is that further
characterization work needs to be completed in order to understand the mechanism
of nitrogen-sulfur interactions.

In fact, limited work has focused on the mechanisms of the deposit formation mech-

Figure 2.23: Proposed reaction pathways between nitrogen species and sulfur species
and proposed mechanisms [64]
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anisms of nitrogen species as a whole. Nevertheless, recent characterization work
on a surrogate fuel containing indole species by Epping et al. indicated oxidative
coupling products, analogous to phenol coupling (Figure 2.19). In Epping et al.’s
study, a model fuel was employed where 0.1mol L−1 of 1-methylindole was added to
a fuel surrogate in a flask oxidizer. Soft-ionization mass spectroscopy was employed
and was able to identify the probable chemical formula of the products. Due to exact
knowledge of the starting components in the surrogate, the authors were able to offer
likely chemical structures as shown in Figure 2.24. Oxidative coupling between ni-
trogen species has also been observed outside the fuels literature in non-polar media
under oxidizing conditions, for pyrrole [175] and quinone.[176] Thus, this appears to
be a plausible route to deposit formation for nitrogen species. Nevertheless, further
characterization work is needed to confirm this.

Figure 2.24: Indole coupling products produced in autoclave oxidizer detected by
ESI-MS [68]

2.2.5 Wall Effects

The problem of jet fuel deposition ultimately concerns deposit growth on metal
surfaces. A variety of metals come into contact with the heated fuel throughout the
engine architecture, including 316 stainless steel, aluminum, and brass.[13] Deposits
on the heated surfaces on jet fuel components have consistently been observed as
being varnish like and difficult to remove.[33, 115, 35] Moreover, studies employing
thermal gravimetric analysis (TGA) of the deposits found that deposit layers on steel
surfaces only begin to be removed at 350 °C, with the entire layer being removed 750
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°C. Results from TGA analysis and the strong adhesion to metal surfaces implies
strong chemisorption of oxidized fuel constituents to the surfaces as the predominant
means of adsorption.[177] The metallurgy of the surface has been shown to influence
the magnitude and nature of deposits greatly, and thus the degree of adsorption.[178]
The metal surfaces have also been thought to influence autoxidation at the initiation
stage:

M+RH −−→ R · +MH (2.13)

where M represents the metal wall.[33] In the propagation stage the decomposition
of hydroperoxides has been shown to be catalyzed on metal surfaces:

M+ROOH −−→ M(O) + H2O (2.14)

with the resultant metal oxide also able to decompose hydroperoxides:

M(O) + ROOH −−→ M+O2 +H2O (2.15)

thus completing the catalytic cycle.[123, 179] Various studies have attempted to
understand the deposition mechanisms by correlating specific metal surfaces with
deposit magnitudes and autoxidation.

Starting with the effects on autoxidation, Jones and Balster found that fuel ex-
posed to steel tubes led to faster rate of autoxidation compared to 304 stainless steel
treated with an inert siloxane polymer mono layer. In their investigation a flowing
rig at 185 °C was used to test 16 fuels of varying sulfur and dissolved metal content.
Autoxidation for most fuels was slowed down by the presence of the inert mono-
layer. The authors posit that the dissociation of hydroperoxides is catalyzed on the
metal surfaces, leading to an accelerated rate of autoxidation. It is also highlighted
that a small amount of uniform deposit on the surfaces passivates further autoxida-
tion enhancement.[123] Ervin and workers also found that silica-based layers 10,000
Åthick led to the reduction of autoxidation rate. Here, two fuels were employed in
a flowing rig, a neat Jet-A fuel and the same Jet-A with BHT and MDA additives.
Autoxidation was studied by measuring the fraction of dissolved oxygen remaining
at the end of the tube at temperature points in the 373-513 K range. With the neat
Jet-A test, the silica-treated tubes allowed a higher maximum bulk temperature of
10 K before full oxygen consumption. The Jet-A fuel, with thermal stability addi-
tives had a 20 K higher bulk temperature before full oxygen consumption.[167]
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An early investigation by Kendall and Mills showed that a greater weight of
deposits formed on stainless steel surfaces compared to aluminum surfaces. seven
fuels with varying sulfur content were tested in a JFTOT device with aluminum
tubes and stainless steel tubes at 623 K.[178] Both aluminum and stainless steel
form passivization layers in air, so it is these layers where initial deposit growth
will occur. For aluminum, layers are composed of Al2O3, whereas with 316 steel
these layers are composed of mainly ferric oxides, ferric hydroxides and Cr2O3 [180].
A later study by Kauffman et al. initially appears to contradict the Kendall and
Mills study since they showed that ferric oxide powders had a far lower depositing
propensity than aluminum oxide powders layered onto stainless steel.[69] However,
as highlighted in an earlier paper, the lower deposition propensity of aluminum is
most likely due to the migration of magnesium (present in many magnesium alloys)
when the tube undergoes thermal stressing.[181] Nonetheless, oxide layers tend to
reduce deposition regardless of the species involved. Antonio et al. highlights this
in a recent study comparing the rate of deposition on polished (no oxide layers),
annealed (partial oxide layer) and fully oxidized layers. The polished surface yielded
the greatest amount of deposits in a hexadecane solution at 473 K after 72 h of
testing.[49] Overall, it is clear that the reactivity of the oxidized surface plays a key
role in determining the rate of deposition.

Figure 2.25: Wall material effect on deposition in a JFTOT [178]

An understanding of the chemical mechanisms of adhesion of deposits to fuel
system surfaces remains limited. As highlighted in section 2.2.4.1, Kauffman et
al. have proposed that sulfur acids, formed from the oxidation of indigenous sulfur
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compounds, could play a role in the deposition process. This seems plausible, par-
ticularly as sulfur acids have been used for self-assembled monolayers (SAM) outside
the fuel literature.[182] Nevertheless, other indigenous and oxygenated fuel species
may also attach to the wall.[182] In particular, carboxylic acids formed from au-
toxidation (section 2.2.4.2) could attach to the wall, particularly as they have been
used as SAMs on stainless steel.[183] Further mechanistic investigations need to be
undertaken to understand deposit-wall interactions.

2.2.6 Metals in Situ

Dissolved metals, or metals present as small particles in fuel, represent an acute
problem for thermal stability. Dissolved metals have been suggested to slowly dis-
solve in the fuel via organic acids. Organic acids themselves form in the fuel due to
oxidative reactions and are proposed to react with metals in the system.[184] Ppb
levels of transition metals like copper, iron and molybdenum have been shown to
more than double total oxidative-deposits.[125] Metals have also been shown to in-
crease the rate of oxidation of fuel, mainly as a result of their ability to catalytically
decompose hydroperoxides.

Work on the influence of copper on the oxidation of conventional fuel showed that
copper ions accelerated oxidation. In Morris et al.’s work, copper was added to a
conventional fuel and tested in a JFTOT device. The total oxygen and hydroperox-
ide concentration was measured over time (Figure 2.26). The rapid consumption of
oxygen, and removal of hydroperoxides suggested that copper was catalytically de-
composing the hydroperoxides formed. Interestingly, the authors found that copper
entrained in deposit as a heterogenous phase had a low/negligible impact on oxida-
tion, suggesting copper needs to be present in solution to have catalytic effects. The
catalytic role that copper plays has lead to the development of metal deactivator
additives (Figure 1.5), which have been shown to reduce the oxidation of jet fuel
somewhat.[185] A DFT investigation by Zabarnick et al. employed the B3LYP//6-
31G(d) method to explore the mechanism responsible hydroperoxide decomposition
by copper. The commonly cited hydroperoxide decomposition reaction:

Mn+ +ROOH −−→ M(n+1)+ +RO · +OH−,

M(n+1)+ +ROOH −−→ Mn+1 +ROO · +H+,
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was found to have excessively high thermodynamic barriers. The authors indicate
that the existence of charged species in their non-aqueous gas phase model the used
would lead to high calculated barriers. Instead, they proposed the following alternate
mechanism:

Mn+ +ROOH −−→ Mn+ +RO+OH, (2.16)

where M was represented by iron, cobalt and copper in their study. Although
the thermodynamic barriers were reduced, the entire reaction scheme was found to
be endothermic, and hence could not be considered catalytic.[29] Building on this
work, Parks et al. employed the cc-pvTZ/SDD/B3LYP method to further explore
the mechanisms behind hydroperoxide decomposition. A copper naphthenate was
chosen as a representative dissolved copper species due to the prominence of naph-
thenic acids in fuel stocks. Parks et al. found that although the copper naphthenate
decomposed hydroperoxide readily:

CuL+ROOH −−→ RO · − CuL−HO · , (2.17)

the resultant RO · – CuL – HO · did not favorably liberate the resultant radicals.
Nevertheless, RO · – CuL – HO · could readily react with fuel hydrocarbons:

RO · − CuL−HO · +RH −−→ RO · −CuL + R · +H2O, (2.18)

potentially offering a catalytic route for hydroperoxide decomposition and ther-
mal oxidative degradation by metals.[94]

Metals also have been shown to increase deposition rates. In an early study by
Taylor, iron, copper, nickel and cobalt acetate were all added at 50ppm to a conven-
tional Jet-A fuel. For each metal, the deposit rates increased, with all the dissolved
metals exerting a similar influence. To explain these results, Taylor referred to the
ability of metals to initiate the free-radical chain reaction via equation 2.13. A later
study by Jones et al., employing a conventional fuel containing ppb levels of copper
and iron, looked at the effect of adding a metal deactivator on deposition. Deposi-
tion was reduced at short stress times in a flowing rig, but at longer times deposition
reached the level of fuels containing no metal deactivator.[31] Like Taylor, Jones et
al. point to the role of metals in initiating the free radical decomposition process.
In addition, since nitrogen and phenol species have been shown to oxidative couple
(figures 2.19 and 2.24), there is the possibility of transition metals catalyzing this
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Figure 2.26: Effect of dissolved copper on oxygen and hydroperoxide concentration
[186]

.

coupling process too.[187] The possibility of copper accelerating oxidative coupling
was suggested by Jones et al.,[155] but this has not received further mechanistic
investigation. Overall, it is clear more work needs to be done to understand the
mechanisms that metals catalyze in the deposition process.

2.2.7 Concluding Remarks of Factors Affecting Autoxidation

and Deposit Formation

The autoxidation and deposition process is a complex chemical and physical phe-
nomenon with competing chemical and physical effects. Researchers have utilized
static, flowing and large scare rigs to understand which factors influence thermal
stability. Additionally, characterization work on the deposit formed has allowed
mechanisms to be proposed.

The entire autoxidation and deposition process is initiated by dissolved oxygen,
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with the formation and decomposition of hydroperoxides leading to the initiation
of a free-radical chain reaction. Physical effects like temperature influence the rate
of formation and decomposition of these hydroperoxide species. Once the radical
chain mechanism begins, the resultant free-radicals react with different fuel compo-
nents producing a variety of species. Bulk hydrocarbons form various oxygenated
compounds, and have been suggested to couple via free-radical and/or condensation
reactions. Nevertheless, aromatics appear to be far more reactive than aliphatic
species in fuel, owing to their ability to stabilize free-radicals and lower C-H bond
strengths.

The minor heteroatomic components of fuels appear to have a large influence
on deposit formation. Sulfur species are the only heteroatom specifically limited in
fuel standards, owing to their deleterious effect on thermal stability. Nonetheless,
not all sulfur species contribute to deposition equally. Mercaptans/thiols have con-
sistently been shown to contribute to deposits, and are specifically limited in fuel
standards. Disulfides also are found to contribute to deposition, but are not limited
in standards. Sulfides and thiophenes are not limited by standards, and are found to
reduce autoxidation and have a limited effect on deposition. The suggested mech-
anisms whereby sulfur compounds form deposit are particularly focused on their
ability to form sulfur acids. It is unclear how these sulfur acids influence the for-
mation of deposits however. Acid-base reactions between nitrogen fuel species and
sulfur acids are proposed, but not all authors are in agreement. A particular weak-
ness of the acid-base theory is the lack of suitable solvent in fuel, and the fact that
the basicity of nitrogen class did not appear to correlate well with total deposits.
Further work needs to be done to understand this interaction between nitrogen and
sulfur compounds to gain a greater mechanistic understand of the interaction.

Within the nitrogen class, many authors indicate that 5-membered heterocy-
cles like indole and carbazole had a greater influence on deposit than 6-membered
compounds like pyridine and quinolines. Analysis of the indole containing surro-
gates revealed that oxidative coupling was the most likely reaction between nitrogen
containing fuels. Similarly, analysis of phenolic deposit has suggested an oxida-
tive coupling mechanism. It is clear that dissolved metals have a large influence
on deposition and autoxidation too. Computational work has revealed that metals
can decompose hydroperoxides and then react with bulk fuel species, accelerating
autoxidation. However, the role that metals play in deposition is less clear. The

69



wall material of the fuel system has also been shown to play a role, but the sugges-
tion of sulfur acids attaching to the wall has received little mechanistic investigation.

Emerging from this review is a complex picture, with different chemical classes
synergistically interacting with one another. Much work has focused on correlating
initial species concentrations with the rates of autoxidation and deposition. Less
work has been performed on the characterization of the fuel deposits, namely due
to the complexity of the deposit structure. Mechanisms that have been proposed
are difficult to scrutinize under experimental conditions. Nevertheless, recent stud-
ies, particularly on the reactions of metals with hydroperoxides, have successfully
scrutinized existing pathways and proposed new ones based on calculated energetic
barriers.

The review of existing chemical and physical processes will leads us to critically
examine the proposed mechanisms in the next section. In particular, the next section
will explore attempts to generalize the autoxidation and deposition processes based
on the chemical trends observed in this section.

2.3 Generalized Deposition Models

One obvious motivation for researchers attempting to understand thermal oxida-
tive stability mechanisms is to indentify methods of enhancing thermal oxidative
stability, via equipment design or addition of additives. Nonetheless, formation of
deposit is an inevitable process, even for highly stable fuels.[74] As a consequence,
generalized models have been proposed to help predict the deposition and autoxi-
dation process. Generalized models attempt to encapsulate the important aspects
of the chemical and physical processes of deposition. We will focus on chemical and
pseudo-detailed computational mechanisms

With respect to generalized chemical mechanisms of deposition, only the soluble
macromolecular oxidatively reactive species mechanism (SMORS) is found in the
literature. The SMORS mechanism attempts to generalize the role of nucleophilic
nitrogen species and phenols into an overarching deposition mechanism.

Numerous pseudo-detailed computational mechanisms exist, which are intended
to be integrated into computational fluid dynamics (CFD) prediction of deposition in
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fuel systems. Pseudo-detailed mechanisms are limited by computational resources.
Consequently, they need to be able to capture the most important chemical and
physical contributions to deposit formation.

The limitations of the generalized mechanisms will be discussed in relation to
the chemical and physical contributions to deposit explored in the previous section.
As a result, the key research questions of this thesis will emerge.

2.3.1 Soluble Macromolecular Oxidative Reactive Species (SMORS)

Mechanism

The origins of the SMORS mechanism can be found in a paper by Hardy and Wechter
on diesel deposits. The paper proposed a method of isolating and identifying storage
deposit precursors using methanol extraction.[84] The authors reasonably assumed
that the precursors would be more polar than the bulk fuel, and thus would be
amenable to extraction using a polar solvent like methanol. Their extraction pro-
cess is shown in Figure 2.27. In fact, the insoluble nature of deposits, attributed
to the presence of oxygen and nitrogen groups, are a result of the higher polarity
compared to bulk fuel.[168] The researchers termed the methanol extracted de-
posit precursors soluble macromolecular oxidatively reactive species (SMORS). The
methanol extract was then treated with hexane yielding a precipitate. The precip-
itate was termed extraction induced precipitate (EIP). This isolates agglomerated
polars from indigenous polars. The resultant precipitate was then separated from
the liquid phase by filtration. After redissolution in THF, the EIP was analyzed
using size-exclusion chromatography, yielding a mass range of 600-900 Da. Elemen-
tal analysis from combustion gases of compounds this range revealed an average
empirical formula of C21H20O2N. However, no elemental analysis was conducted on
sulphur, with no explanation provided. This has implications for later work based
on this study. Sulphur compounds have been shown to form an equal, if not greater
component, of deposits.[69, 35].

Based on the precursors identified in middle distillates being in the range of
600-900 Da with both N and O groups, a chemical mechanism leading directly to
deposits in jet fuel was proposed.[32] Termed the SMORS mechanism, the mecha-
nism incorporates the fact that antioxidants, which form stable radical species, are
known to increase deposits.[33] The first step, shown in Figure 2.28, involves the
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Figure 2.27: SMORS method of analysis

abstraction of a hydrogen from an phenolic species (1) via a hydroperoxy radical
(2) (equation 2.1). The stable radical species generated, species (3), is proposed
to react with dissolved oxygen in the fuel. Oxygen is naturally found in the triplet
state. This yields compound (5), a ketoperoxy radical.

Figure 2.28: SMORS mechanism step 1

The ketoperoxy radical (5) then undergoes a termination step, producing a
tetraperoxide intermediate compound (6) (Figure 2.29). This compound is then
proposed to rapidly decompose through the Russell mechanism [188] producing a
hydroquinone (7), quinone (8) and a singlet oxygen species (9). In the mechanism
presented in reference [32], triplet oxygen is produced. However, in order to adhere
to the conservation of spin angular momentum, this reaction should yield singlet
oxygen, which is highly reactive towards electron-rich molecules.[189]
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Figure 2.29: The proposed SMORS mechanism step 2, ketoperoxy radical self
reaction- yielding a hydroquinone (7), quinone (8) and singlet oxygen (9). The
original mechanism proposes the formation of triplet oxygen [32].

Production of electron-deficient quinone-like species is essential for this mecha-
nism. Quinone is a strong electrophile.[163] As a result, the researchers propose that
it goes on to react with indigenous carbazoles (species (10)) via electrophilic aro-
matic substitution (EAS) reactions in Figure 2.30 to form (12). Compound (12) has
an empirical formula similar to one of the SMORS precursors detected in the origi-
nal diesel study.[84] Once again, because this is a generalized mechanism quinones
can also react with other electron-rich heteroatoms and aromatic species.[38] Com-
pound (13) is then oxidized in step 6. The oxidized compound (13) can then react
with another compound (12), to form compound (14). Compound (12) has the
empirical formula and weight similar to that of the SMORS detected by the initial
SMORS study into diesel fuel,[84] and is a precursor species to further EAS addi-
tions to larger insoluble compounds. In an attempt to include sulfur in the SMORS
mechanism, the authors also suggest that aryl thiols would directly react with the
metal surface. The resultant metal sulfide is then attacked by a SMORS quinone
species, then following the described SMORS steps 1-7.

Alongside the non-conservation of spin angular momentum in step (4) mecha-
nism, there are other issues with both of these proposed mechanisms. The original
work by Hardy and Wechter neglected to analyze for sulfur.[84] Consequently, the
empirical formula presented may bear little relation to the actual fuel precursor.
Additionally, the empirical formula presented in the original SMORS paper is an
average of several different fuel precursors. Therefore, assigning a precise structure
information on an average empirical formula, and building a subsequent mechanism
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Figure 2.30: Final Steps of the SMORS Mechanism

on this structure is not without its weaknesses. Moreover, the reactions proposed
here are presented with little experimental justification. In the original SMORS
mechanism paper by Beaver et al., the researchers were unable to produce any of
their proposed compounds in jet fuel.[32] As a final point of weakness, the mecha-
nism proposes that aryl thiols are a key species for deposition. By contrast, alkyl
thiols are consistently shown to be more problematic for thermal stability [52][62].

Despite these weaknesses, several papers have further explored this mechanism.
One study by Sobkowiak et al. showed increasing phenol, indole, and carbazole
concentrations correlated with increased thermal oxidative deposit formation.[163]
Sobkowiak et al. do implicate phenols, indoles and carbazole species as deposit
forming, but there is little evidence elucidating the mechanism by which they form
deposits. Later work by Kabana et al. managed to produce compound 12 in Figure
2.30 by coupling a quinone and indole species in an aqueous medium. However, an
aqueous medium is a poor representation of the real fuel environment. Nevertheless,
Kabana et al. were able to detected quinone species from fuels.[38] Quinone species
have also been detected in work with surrogate fuels.[68, 155]

Another study in 2011 focused on the use of electrospray ionization mass spec-
troscopy (ESI-MS) to explore the generation of deposit precursors prior to stressing.[47]
ESI-MS is particularly amenable for analysis for deposit precursors due to its high
selectivity of polar species and its ability to volatilize compounds up to 200 MDa.
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The researchers found an increase in polar compounds in the 200-400 Da range was
found after stressing the fuel. The presence of odd-numbered ion peaks correspond-
ing to an even mass compound implies the presence of compounds containing an
even number of nitrogen atoms. There was little indication of odd containing nitro-
gen compounds. This suggests that compound [12] in Figure 2.30 (molecular weight
of 317) is not appearing in a stressed Jet A-1.

Recent work employing two surrogates did detect empirical formulae which could
be indicative of a SMORS species. Two surrogate fuels containing 2-naphthol + 2-
methylindole and 2-naphthol + 2,5-dimethylpyrrole were stressed. ESI-MS analysis
found two molecular formulas consistent of hydroquinone-like products bonded to
the respective nitrogen-species.[68] As a result, the SMORS mechanism as a mech-
anistic pathway to deposits cannot be ruled out. Quinone-like species have been
detected in fuels, but whether they react with nitrogen heterocycles via the original
SMORS scheme is unclear.

2.3.2 Pseudo-Detailed Predictive Mechanisms

Since the 1980s, predictive pseudo-detailed mechanisms have grown in complexity
and accuracy. An increasing availability of computational power, as well as an en-
hanced understanding of the chemistry of thermal oxidative stability has permitted
this development. Kinetic mechanisms offer researchers a way to predict oxygen
depletion, as well as the location, and magnitude of deposition. The term ’pseudo-
detailed’ refers to the fact that mechanisms cannot realistically model of every single
fuel reaction, and therefore need to group and lump various reactions and species.
Before these models can be built, chemical kinetic parameters, specifically activation
energies and the pre-exponential factor A, must be obtained. Work has been done
to obtain these parameters for specific reactions within the fuel [102, 110] as well
as more general lumped parameters for the general fuel-to-deposit mechanisms.[113]
Models can then be implemented into computational fluid dynamic (CFD) simula-
tions to predict deposits in a variety of geometries.

Early work by Chin et al. attempted to create a generalized one step model for
deposits formed on the wall based of off:

Fuel −−→ Deposits. (2.19)
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This was then represented by:

dD

dt
= αA exp

{
−E2a

RT

}
, (2.20)

where D is the amount of deposit formed. A and E2a are dependent on the fuel

type and correlated from experimental data and α is a flow parameter. The simpli-
fication of the deposit forming process was shown to be useful for predicting deposit
formation in simple conditions. But the omission of oxygen limited the ability of the
model to predict the change in deposit formation at different sections of a flowing
test rig.[113] Inclusion of oxygen in a subsequent one-step model wall model gave
more accurate results in lower oxygen environments.[190] Nevertheless, the simplifi-
cation of the deposition to process into one step neglected reactions in the bulk in
Figure 1.9.

Models adding reactions in the bulk began by focusing on the generation and
destruction of deposit precursors. Deshpande et al. attempted to take into account
these general processes by conceiving a precursor creation, precursor destruction and
precursor to deposit term. The precursor to deposit term involves the rate term Rm,
which is the mass transfer rate onto the wall. The rate terms are calibrated from
experiments with particular fuel, making them empirical terms. Deshpande et al.’s
three step model allows for deposit generation in the bulk, which then diffuses to
the wall.[191] This creates a lag between oxygen levels and deposit location, which
is observed in tests.[33] This is an important development from previous models
described which only allowed for deposit generation at a wall. However, validation
experiments performed by Katta et al. showed that Deshpande et al ’s model fails
to predict the peak deposition rate, location, and the oxygen consumption profile
accurately.[44] The simplification of the model into 3 steps, and the exclusion of fuel
species classes, was identified as the key reason for prediction failure. As a result,
Katta et al. developed an expanded 9 step model with 6 bulk generation terms:
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O2 + Fuel −−→ ROOH (2.21a)

ROOH+ Fuel −−→ Solubles (2.21b)

ROOH+ SulphurComponents −−→ Precursors (2.21c)

Precursors + Fuel −−→ Solubles (2.21d)

ROOH+ Fuel −−→ BulkDeposits (2.21e)

BulkDeposits + Fuel −−→ 2 (BulkDeposits) (2.21f)

This also included wall generation terms too:

O2wall −−→ Deposits (2.22a)

Precursorswall −−→ Deposits (2.22b)

BulkDepositswall −−→ Deposits. (2.22c)

This had a greater accuracy of prediction than the 3-step model. This was due
to the inclusion of specific reactants, and the multiple routes of deposit generation
on the wall. However, this model still omitted species like antioxidants and metals.
Moreover, the kinetic equations associated with these still relied on empirical cali-
brations from flowing rigs for the rate parameters, rather than rate parameters from
chemical kinetic first principles. As a result, fuel blending with a FT and conven-
tional distillate fuel produced poor predictions. Inclusion of indigenous antioxidants
(phenols, fuel polars etc.) appeared to be another crucial improvement in closer
reflecting the varying chemistry of different fuel.

To improve upon the sensitivity of pseudo-detailed mechanisms to different fuel
species, a more complex mechanism reflecting the autoxidation of the fuel was con-
ceived by Zabarnick et al. in 1993. Inclusion of an antioxidant term AH allowed for
the effect of different antioxidant concentrations in fuels to be studied. Zabarnick
et al.’s model showed that at low AH concentrations O2 depletion was inhibited.
Whereas, at high AH concentrations, the rate of oxidation would increase. The
model also underlined the importance of including ROOH decomposition as crucial
step in the autoxidation process.[41] Improvements on the original 1993 model in-
volved the addition of SH thiol sulfur species, adding further sensitivity to different
fuel species to the model.[192] Kuprowicz et al. added additional peroxy radical
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reaction steps to the mechanism, and tuned the kinetic parameters. These improve-
ments led to the accurate prediction of oxygen depletion in a simple hydrocarbon
solvent at different oxygen concentrations and temperatures.[193] Finally, in the
most recent iteration of the mechanism, the inclusion of metals led to the following
scheme:

I −−→ R · (2.23a)

R · +O2 −−→ RO2 · (2.23b)

RO2 · +RH −−→ RO2H+ R · (2.23c)

RO2 · +RO2 · −−→ termination (2.23d)

RO2 · +AH −−→ RO2H+A · (2.23e)

A · +RH −−→ AH+ R · (2.23f)

A · +RO2 · −−→ ProductsAH (2.23g)

R · +R · −−→ R2 (2.23h)

RO2H −−→ RO · +HO · (2.23i)

RO · +RH −−→ ROH+ R · (2.23j)

RO · −−→ Rprime · + carbonyl (2.23k)

HO · +RH −−→ H2O+R · (2.23l)

RO · +RO · −−→ ROterm · (2.23m)

Rprime · +RH −−→ alkane + R · (2.23n)

RO2H+ SH −−→ ProductsSH (2.23o)

RO2 · +R · −−→ O2 (2.23p)

RO2 · +R · −−→ termination (2.23q)

RO2H+M −−→ RO · +HO · +M. (2.23r)

The pseudo-detailed mechanism was then tested with two potential global de-
position terms, such that each one could be compared. The concentrations of the
heteroatom terms (AH, ROOH, M, SH) were calibrated against several real fuels.
The mechanism was able to predict the change of hydroperoxide concentration along
a near isothermal tube reactor (NIFTR) with accuracy. Moreover, the 3-step global
deposition term was able to predict the peak deposit accurately for most fuels tested.
Nevertheless, for some fuels, the peak deposition was not predicted accurately.[24]
Additionally, when the model was applied to a non-isothermal simulation, kinetic
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parameters were calibrated with deposition experiments. In this sense, the reac-
tions are implicit, and the complex chemical contributions to the deposition state
are heavily simplified. Additional deposition steps were added to the up-to-date
mechanism in a recent paper by Liu et al., reflecting the differing deposition rates of
hindered and non-hindered phenols.[61] Nevertheless, even this recent paper suffers
from the issue of empirical rate parameters calibrated to specific fuels.

In the future, jet fuel chemistry will become more varied and complex as alter-
native fuels are used alongside conventional fuels. As a consequence, mechanisms
relying solely on fitted chemical kinetic parameters will struggle to remain sensitive
to varying chemical compositions. In response to this challenge, several researchers
have attempted to build mechanisms from ’first-principles’, using chemical kinetic
parameters calculated from semi-empirical/ab-initio methods. Dwyer, in his PhD
thesis, built a pseudo-detailed autoxidation mechanism for bulk fuel with the cc-
pVTZ//B3LYP method. In order to simplify the complexity of the bulk, calcula-
tions were performed on n-dodecane (straight chain), decalin (cyclic) and toluene
(aromatic). Each species represented a distinct class of the bulk fuel. A mecha-
nism for each class was constructed, taking into account the formation of aldehydes,
alcohols and ketones. Additionally, the pathway to the formation of alkenes was
calculated. Although the mechanism was not tested, it proved DFT as a method
for building and constructing pseudo-detailed mechanisms.[48]

A further development in building a pseudo-detailed mechanism from semi-
empirical/ab-initio techniques was inclusion of the peroxyl radical self-reaction. Al-
borzi et al. integrated peroxyl self-reaction into a pseudo-detailed autoxidation
mechanism. Rate parameters were calculated with the cc-pVTZ//B3LYP method.
Additional oxidation reactions were included to model the production of aldehydes
and ketones. A simple solvent composed of jet fuel range n-paraffins was used to
test the predictive capabilities of the pseudo-detailed autoxidation mechanism. The
mechanism gave accurate predictions of oxygen depletion at differing hydroperox-
ide concentrations and temperatures. Furthermore, the predicted oxygenated fuel
concentrations (Figure 2.31) followed the change of measured oxygenated fuel com-
ponents. Nevertheless, the model tended to under-predict the true concentrations of
fuel autoxidation products. The under-prediction potentially arising from the high
initiation barrier (RH −−→ R · + H), where the direct reaction of O2 with RH could
provide a lower barrier (equation 2.2).[76]
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Figure 2.31: Predicted and measured oxygenated products from a DFT constructed
pseudo-detailed mechanism found in [76]

Inclusion of heteroatom species into pseudo-detailed mechanisms using DFT was
explored by Parks et al.. Firstly, the modeling of copper hydroperoxide decomposi-
tion led to a the addition of 5 other reaction steps, expanding on equation 2.23r.[94]
In a second paper, the reaction of indigenous sulfur with hydroperoxides was mod-
eled, leading to formation of sulfonic acids and other sulfur species. The DFT calcu-
lations on a variety of sulfur classes allowed for structural variations within species
classes to be taken into account, and chemical kinetic parameters proposed.[54] For
both studies, the cc-pVTZ//B3LYP method was used.

2.4 Concluding Remarks of Generalized Deposition

Models

The pseudo-detailed and the SMORS chemical mechanism arise from the desire to
encapsulate the autoxidation and deposition in a series of human readable reactions.
Consequently, the deposition and autoxidation of jet fuel can be predicted based on
a set of known starting conditions (temperature, species concentrations etc.).

The SMORS mechanism attempts to generalize the deposition process into a
reaction between electrophilic quinones and nucleophilic fuel heteroatomics. Addi-
tionally, the SMORS mechanism proposed that aryl thiols act as ’anchors’ to the
internal metal fuel surfaces. A significant body of research subsequently used the
SMORS mechanism to explain certain fuel behaviors, particularly the apparent syn-
ergistic interaction between nitrogen and phenolic species. Nevertheless, despite the
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fact that SMORS compounds have been detected in fuel surrogates, the pathways
proposed have not received extensive mechanistic scrutiny.

Pseudo-detailed predictive mechanisms have been developed in recent years to be
integrated into computer codes for predictive purposes. Nascent mechanisms were
simplistic (reflecting availability of computational power at the time), mostly focus-
ing on the deposition process, with low sensitivity to fuel starting chemistry. Later
mechanisms included new species classes as input parameters, and added complex
autoxidation chemistries. The higher complexity of autoxidation chemistry, and fit-
ted deposition steps led to oxygen depletion and deposition being predicted with
accuracy. Nevertheless, the deposition steps remained simplistic, and tied to the
existing fuels they were calibrated for.

To build pseudo-detailed mechanisms from a more ’first-principles’ approach,
DFT has become an increasingly popular too. Several pseudo-detailed mechanisms
have been constructed recently using DFT methods, with a sole focus on producing
chemical kinetic parameters for autoxidation steps. A key advantage of a DFT
constructed pseudo-detailed mechanism is the ability to capture a wider range of
fuel chemistries. Nevertheless, a first principles approach to the deposition steps
presents a greater challenge than the autoxidation steps. Since the formation of
large macromolecules characterizes the deposition process, the ability to model the
process in terms of even one fuel heteroatom becomes intractable due to the number
of possible reactions. A method of approaching this problem with DFT methods
and available computational power still eludes researchers.

2.5 Conclusion to Literature Review and Key Re-

search Themes of the Thesis

This literature review has highlighted the key issues regarding the mechanistic un-
derstanding of deposition. Previous research has highlighted which species affect
thermal stability in positive and negative ways is well established. In addition,
previous work has allowed us to split thermal oxidative stability into broadly two
phases. First, there is the autoxidation stage, where indigenous fuel components are
oxidized. Then the second stage involves the deposition stage, which encapsulates
the agglomeration of oxidized fuel components which eventually forms insolubles.

81



The chemical pathways, regarding the first autoxidation step are well characterized.
As a consequence, existing predictive models have detailed oxidation steps, but are
generally empirical and simplistic at the deposition step. DFT has emerged as an
important tool to study the different fuel reaction pathways, and offers a poten-
tial way of studying the agglomeration process. Additionally, DFT can be used to
help build predictive mechanisms from ’first principles’. DFT calculations can ob-
tain thermochemical and kinetic data which can be used in predictive mechanisms.
However, it is unclear how DFT can be used to help build the mechanisms for the
deposition stage. Arising from these issues is a clear set of themes for this thesis to
follow. Firstly, the thesis will attempt to enhance our understanding of the poorly
defined deposition process using experimental and computational techniques. Then,
DFT as a tool to build predictive methods will be assessed. Emerging out of these
themes, a discrete set of questions arise:

• Can DFT successfully model the SMORS pathway? Due to the defi-
ciencies of the SMORS highlighted in the third section of the literature, is it
possible to model the pathway using DFT methods? If the proposed pathway
is unfeasible, what other routes to SMORS species can be conceived?

• How do nitrogen and sulfur species interact synergistically in jet

fuel? There is still considerable debate as to how nitrogen and sulfur species
in fuels. Can experimental and DFT techniques be used to help understand
the mechanisms behind nitrogen and sulfur interactions in fuels?

• How do oxidized fuel species interact with the heated walls to form

the initial deposit layer? Investigations into the early stages of deposition
have been a challenge experimentally, can we use DFT methods to elucidate
which species are likely involved with the early stages of deposition?

• How can researchers approach constructing predictive deposition

mechanisms with DFT methods? The autoxidation stage of deposition
has been modeled with DFT and integrated into pseudo-detailed mechanisms
with success. By contrast, the deposition process presents a significant chal-
lenge due to the complexity of reactions. Using simplistic surrogate fuels, how
can DFT be related to the deposition process?
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Chapter 3

Theoretical Background

Quantum chemical methods allows mechanistic and thermochemical data to be ob-
tained from chemical reactions. Quantum chemistry has gained popularity in recent
years, driven by an ever-expanding availability of computational resources at lower
cost. Within the area of fuel autoxidation, quantum chemistry allows complex re-
actions to be studied in isolation of one another, leading it to be a popular choice
mechanistic investigations [29, 194, 195]. By comparison, experiments attempting to
study fuel autoxidation have to contend with thousands of side-reactions and multi-
step processes that are difficult to isolate from one another. However, the accuracy
of data produced from computational methods is sensitive to the choice of the spe-
cific method and the representative system. Moreover, bar very small cases of little
interest within fuels, no system can be modeled with 100% accuracy. However, if the
errors are consistent, general mechanistic trends can be observed. Furthermore, the
thermochemical data generated can be employed in chemical kinetic mechanisms.
These mechanisms often have greater sensitivity to different initial concentrations
that previous ones correlated from empirical data of specific fuels.

The following chapter will detail the theory behind the quantum chemical meth-
ods that will be discussed and used in this thesis. Thermochemical parameters are
produced from the differences between local minima, for reactants and products, and
maxima, for transition states on a potential energy surface. The potential energy
surface is a concept that relates the geometric structure of a atom/molecule to en-
ergy. Geometric structure in the potential energy surface in this instance is defined
by positions of the nuclear coordinates. This thesis aims to use quantum chemical
methods to relate the structure and position of atoms/molecules at local minima
and maxima to gain greater insights in jet fuel thermal oxidative stability. This
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theory section will start with the background behind these techniques, including
quantum mechanics and the Schrödinger equation. Then we will explore methods
of approximating solutions to the Schrödinger equation starting with Hartree-Fock
(HF) theory. Although pure HF will not be used in this thesis, the self-consistent
field produre used to solve the HF equations is used throughout quantum chemistry.
Post-HF methods will be briefly outlined, but with the caveat that many are too
expensive to study the size of systems required for jet fuel agglomeration. Density
Functional Theory (DFT) will then be introduced as a method of achieving high
accuracy calculations for lower computational cost compared to post-HF methods.
The background theory, key equations, and functionals associated with DFT will be
explored in detail.

3.1 Transition State Theory and Thermochemistry

of Chemical Reactions

One of the main goals of this thesis is to extract thermochemical, entropic and
kinetic data from deposition forming reactions using quantum chemical methods.
Transition state theory provides a means of interpreting the data in the context of
deposit forming reactions, and can provide a quantitative measure of the rate of
reaction. On the other hand, thermochemical interpretations of chemical reactions
gives information about the stability of reactions and the degree of spontaneity.
Since these concepts will be referred to throughout this thesis, transition state the-
ory and the thermodynamics of chemical reactions will be discussed briefly in this
section.

A reaction between two reactants A and B producing C, which can be represented
with the following symbolic equation:

A+ B
kf−−⇀↽−−
kr

C (3.1)

The rate of the forward reaction can be represented with the equation:

r = kf [A][B] (3.2)

where r represents the rate of reaction and kf is the forward rate constant. In
order to relate the temperature to the rate of reaction, Arrhenius proposed the
following relation in 1910 [196]:
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kf = Ae
Ea
RT , (3.3)

where Ea is the activation energy, A is the pre-exponential factor, R is the gas
constant and T is the temperature of reaction. At its conception the pre-exponential
factor did not have an explicit physical interpretation, reflecting the empirical nature
of the equation. Furthermore, the activation energy was not defined in terms of
what we now understand as the difference between an activated complex and the
reactants. Several authors attempted to build on the Arrhenius equation (equation
3.3) from a thermodynamics, kinetic or statistical mechanics angle [197]. However,
it was Eyring who united the three approaches in his transition state theory. This
produced the following expression for the forward rate constant:

kf =
kBT

h
e−∆‡

fG/RT . (3.4)

Here, the Gibbs energy can be expanded giving a physical expression for the pre-
exponential factor A:

kf =

A︷ ︸︸ ︷
kBT

h
e∆

‡
fS/R e−∆‡

fH/RT (3.5)

Here kB refers to the Boltzmann constant, h to Plank’s contant, T to temperature,
S to entropy, H to enthalpy, R to the universal gas constant and G to Gibbs en-
ergy [198]. Compared to the Arrhenius equation, Eyring’s equation gave an explicit
interpretation of the transition state, where the symbols ∆‡

f refer to the difference
between the reactants and the transition state complex. Furthermore, unlike the Ar-
rhenius equation, which was primarily conceived for gas phases systems, the Eyring
expression can be applied to any reaction, regardless of phase. From the above ex-
pression, once entropy and enthalpy are known for a particular reaction, a value of
the forward rate constant can be derived [197]. Eyring’s expression will be used in
the work here to generate forward rate constants from entropy and enthalpic values
generated in quantum chemical calculations.

Thermochemistry has its origins in work by Van’t Hoff who expressed the con-
centration equilibrium of a reversible reaction in terms of the difference in stan-
dard internal energy U between the reactants and products [199]. In chemical sys-
tems, particularly condensed systems at constant phase temperatre and pressure,
the Gibbs energy expression is more often used:

85



Keq = e−∆rG/RT . (3.6)

Here ∆rG is the difference in Gibbs energy between the reactants and products.
The equation 3.6 can also be expressed as a ratio of forward and reverse reactions:

Keq =
kf
kr
, (3.7)

where kf and kr are the forward and reverse reactions respectively. A physical
interpretation arises from the relationship between equations 3.6 and 3.7. A reaction
in which the products are at a higher Gibbs energy than the reactants, leading to a
high positive value of ∆rG, a small Keq. will be formed and thus kf << kr , meaning
the equilibrium will be shifted towards the reactants. In the case where kf << kr a
reaction is described as endergonic. In the opposite case where the products are at
a lower Gibbs energy compared to the reactants, kf >> kr leading to equilibrium
shifted towards the products. A reaction where kf >> kr is described as exergonic.
In a deeper sense, ∆rG governs the degree of spontaneity of reactions. In this thesis,
the vast majority of reactions will be treated as irreversible, so the ∆rG values will
be used to compare and analyze the likelihood of reaction pathways. In order to
obtain thermodynamic ∆r and kinetic ∆‡

f information from a chemical system, the
molecular geometry of the chemical system is related to a potential energy surface.

3.2 Potential Energy Surface

The geometry of any molecular species containing N nuclei is defined by 3N -6 de-
grees of freedom. Every conformation is a function of its electronic potential energy
U . A point in Cartesian space defined by x, y, z can be represented by three ge-
ometric parameters qx, qy, qz. In a simplified system of two geometric parameters
q1 and q2, the plot of U(q1, q2) produced would be a three dimensional surface. In
the case of more than two geometric parameters q1, q2...qn, a surface becomes an n-
dimensional hyper-surface [200, 201]. The thermochemical and kinetic parameters
discussed in the previous section require the energy differences between reactants,
products and transition states. Stationary points, at which the gradient of the n-
dimensional hypersurface is 0, represent points of relative stability and are where
reactants, products, and transition states can be found. What distinguishes reac-
tants and products from transition states is the nature of their stationary points.
Reactants and products can be found at local minima on the potential energy sur-
faces, whereas transition states are found at first-order saddle points, i.e. points
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Figure 3.1: Potential energy surface, showing minima in red and transitions states
shown in yellow

where the potential energy U is at a maximum for one variable but a minima for all
other variables. For a sufficiently large molecule or chemical system, computation of
the entire potential energy surface is computationally too expensive. Instead ’single-
point’ calculations are performed, where a single minima/maxima on the potential
energy surface is located.

A reaction scheme can thus be analyzed as a series of these stationary points, in
the form of a potential energy diagram.

Howver, in real chemical systems the molecules do not occupy a fixed point,
molecules vibrate about their equilibrium positions. These vibrations occur at var-
ious frequencies. A non-linear molecule with N nuclei has 3N-6 normal mode fre-
quencies. Along with providing useful information on the infrared spectrum of the
chemical species under investigation, calculation of the frequencies provides the zero-
point energy (ZPE) as shown in Figure 3.3. The zero-point energy is the energy a

87



Figure 3.2: Example reaction coordinate diagram with the Gibbs energy of forward
reaction ∆‡

fG, energy of backward reaction ∆‡
rG and the Gibbs free energy change

of reaction ∆rG

molecule posses at absolute zero as a result of vibrations. Instead of a occupying
the bottom of a potential energy well, a molecule will vibrate at an energy slightly
above this level.

Another assumption that has been made in constructing the relation U(q1, q2...qn)
is that the nuclear coordinates qn are fixed in space. For the systems of interest in
this thesis, only adiabatic surfaces will be considered and potential energy diagrams,
meaning the nuclear coordinates will be treated as fixed. The underlying assumption
behind this is the Born-Oppenheimer approximation.
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Figure 3.3: Example potential energy curve including vibrational energies. The
quadratic approximation is shown here with a dotted line, which treats vibration as
a harmonic oscillator.

3.3 Born-Oppenheimer Approximation

To simplify calculations involving chemical systems Born and Oppenheimer demon-
strated that nuclei can be fixed in space in relation to the electrons [202]. The
assumption was based on the fact that because the nuclei are much heavier than
electrons (mN >> me) nuclei can be treated as fixed points in space. As dis-
cussed above, this allows potential energy diagrams to be constructed as a function
of nuclear coordinates, essentially giving molecular configurations a defined shape.
However, the Born-Oppenheimer approximation also means that the underlying
equations giving energetic information about the system only need to be solved in
terms of their electronic terms, which will be discussed in detail in the following
sections.

3.4 Geometry Optimization

Computation of the entire potential energy surface for systems of interest in this
thesis would be computationally prohibitive. Instead, we investigate single points
on the surface, but in a stricter sense we are interested in minima and maxima on
the surface where reactants, products and transition states are located. Repeated
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calculations of the potential energy U at an assigned series of geometries are an
inefficient way of locating these stationary points, and have limited use in the work
here (a bond scan is an example where this method is used). Instead, U is calcu-
lated along with its first partial derivatives (δU/δq1, δU/δq2, ...δU/δqN) with respect
to the molecule’s 3N-6 coordinates (N being the number of nuclei). The first partial
derivatives yields the gradient which is used by a number of optimization methods
and reveals whether the optimization has reached a stationary point.

For certain calculations, like transitions state searches, the second partial deriva-
tives with respect U (δ2U/δq21, δ2U/δq22, ..., δ2U/δq2N) are calculated. The second
derivatives with respect to U is computed as a matrix of partial derivatives known
as the Hessian or the force constant matrix. The diagonalization of the Hessian
yields the normal vibrational modes of the molecule under investigation and proves
you have a minima.

In practical terms, before a calculation is initiated, a geometry is guessed for
the molecule or molecular system. Various the optimization procedures exist for
finding stationary points such as the steepest-descent method and the conjugate
gradient method, but they will not be explored in detail here. Calculating U from
the molecular structure q1, q2, ..qn is at the core of computational chemistry. From a
classical perspective this can be achieved using molecular mechanics. However, for
reactions and calculations where small high accurate systems are concerned, usage
of quantum chemical methods are essential. It is here where the fundamentals of
quantum mechanics and the key quantum chemical methods used in this thesis will
be introduced.

3.5 Quantum Mechanics

The quantum chemical methods used in the work have its basis in quantum theory.
Quantum theory emerged from investigations into black body radiation and the pho-
toelectric effect. In classical physics, a black body will emit radiation as a series of
oscillators, where each oscillator had its own vibration mode independent of energy.
However, since the number of modes rises without limit as the wavelengths of elec-
tromagnetic radiation get smaller, the energy emitted from a black body possessing
heat would approach infinity (meaning all matter in the universe would immediately
radiate all its heat to absolute 0), as shown in figure 3.4. Similar experiments on the
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Figure 3.4: The black body ultravoilet catastrophe is illustrated here with the flux,
the intensity of radiation, is plotted against wavelength. A classical system predicts
that as the wavelength decreases the intensity rises indefinitely.

photoelectric effect led to classical physics being unable to explain why the kinetic
energy of electrons ejected from a metal surface was independent of the intensity
of light, but instead related to the frequency of light. Work by Planck in 1900 and
Einstein 1905 on these problems led to the relation:

E = hν, (3.8)

where h is the Planck constant, ν is frequency of the electromagnetic waves
and E energy. Here, electromagnetic radiation is described as being formed of dis-
crete particles, photons, with the Planck constant describing the discreteness. By
contrast, classical mechanics views electromagnetic radiation as a continuous pro-
cess. In the context of black-body relation, Planck’s work showed that instead of
a continuous series of modes emitting radiation, there instead was a set of discrete
vibrational modes divisible by hv. Likewise, the photoelectric effect could be ex-
plained by the relation given in equation 3.8 where only the frequency increases the
energy of the incoming particles and thus the kinetic energy of emitted electrons. On
the other hand, the intensity of light merely increases the number of particles reach-
ing the surface. Ultimately, this work showed that electromagnetic radiation can
demonstrate both particle like behavior and wave-like behavior. However, the work
in this thesis is concerned with matter which can also exhibits particle-like behavior.

Quantization of electrons in atoms and molecules can be observed in their spec-
tra, which consist of discrete lines. Following the failure of the Bohr model, which
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described electrons as particles which orbited undeviating along specific paths. To
describe accurate spectral lines beyond hydrogen, Louis de Broglie suggested that
electronic motion follows wave-like behavior:

λ =
h

mv
=
h

p
. (3.9)

Here, λ is the wavelength, m is the mass of electron, v is the velocity of electron
and p is linear momentum. The de Broglie relation was confirmed by diffraction
experiments. However, as with electromagnetic radiation, electrons also exhibited
particle-like behavior. The wave-particle duality is also applied to electrons, and
by extension, all microscopic particles. However, in a deeper sense, electrons and
sub-atomic particles are neither waves or particles but have properties of both clas-
sical analogues. A result of the wave-particle duality is the Heisenberg uncertainty
principle expressed as:

∆x∆px ≈ h, (3.10)

where ∆x refers to the position of the ’particle’ and px refers to the momen-
tum. The uncertainty principle essentially imposes limits on the simultaneously
accurate measurement of the momentum and position of an electron. An example
of this uncertainty has already been discussed in relation to zero-point energy (ZPE)
(see figure 3.3) [203]. If our optimized geometry were to lie at the bottom of the
potential well, its position and momentum would be exactly known, violating the
uncertainty principle. Instead, they occupy fixed energy levels by oscillating inces-
santly about an equilibrium bond length. To begin to work with quantum systems,
Erwin Schrödinger developed a mathematical framework based on classical wave
mechanics.

3.6 Schrödinger Equation

To provide the means of predicting how the state of a quantum mechanical system
changed with time, Erwin Schrödinger postulated the partial differential equation
for a one particle, non-relativistic, one dimensional system:

−ℏ
i

∂Ψ(x, t)

∂t
= − ℏ2

2m

∂2Ψ(x, t)

∂x2
+ V (x, t)Ψ(x, t), (3.11)

where ℏ is the reduced Planck constant (h/2π), i is the imaginary unit, Ψ(x, t)

is the wave-function, m is the mass of the ’particle’ and V (x, t) potential energy
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function of the system [204]. The wave-function Ψ(x, t) is postulated to contain
all the dynamical information about the quantum system. In the above equation
the wave-function describes how the amplitude of the particle varies with time t and
distance x from some chosen origin. Since Ψ(x, t) is a quantum mechanical function,
it cannot provide information on the exact location of a particle. Instead:

Ψ(x, t)∗Ψ(x, t)dx = |Ψ(x, t)|2dx, (3.12)

gives the probability at time t that a particle is in the region x and x+ dx. It is
known as the probability density following the Copenhagen intepretation of quan-
tum mechanics. The concept of a probability density expresses the statistical or
non-deterministic nature of quantum mechanics. As shown in equation 3.12 proba-
bility density is computed as a product of the complex conjugate of the wavefunction
Ψ∗ and the wavefunction Ψ. The complex conjugate to ensure the probability den-
sity is real, since the wavefunction often contains real and imaginary parts.

Since the systems concerned in this thesis are time-independent (systems with
constant energy), the wavefunction can be seperated into spacial and time parts :

Ψ(x, t) = e−iEt/ℏψ(x), (3.13)

where E is postulated to be the energy. If we restrict the potential energy
function V (x, t) to only depend on x and insert equation 3.13 for Ψ(x, t) we can
write equation 3.11 as:

−ℏ
i

d
(
e−iEt/ℏ

)
dt

ψ(x) = − ℏ2

2m
e−iEt/ℏd

2ψ(x)

dx2
+ V (x)ψ(x)e−iEt/ℏ, (3.14)

which simplifies to:

−ℏ
i

d
(
e−iEt/ℏ

)
dt

1

e−iEt/ℏ = − ℏ2

2m

d2ψ(x)

dx2
1

ψ(x)
+ V (x), (3.15)

since:

d
(
e−iEt/ℏ

)
dt

=
−iE
ℏ

e−iEt/ℏ, (3.16)

inserting 3.16 in the right hand side of equation 3.15 gives:

Eψ(x) = − ℏ2

2m

d2Ψ(x)

dx2
+ V (x)ψ(x), (3.17)
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which is known as the time-independent Schrödinger equation. However, the pre-
ceding derivation has been performed for a one dimensional system. The Laplacian
operator:

∂2

∂x2
+

∂2

∂y2
+

∂2

∂z2
= ∇̂2, (3.18)

allows equation 3.17 to be written for a 3-dimensional system:

− ℏ2

2m
∇̂2ψ + V̂ ψ = Eψ, (3.19)

where (x,y,z) has been excluded from the functions for simplicity. Equation 3.19
can be written as: [

ℏ2

2m
∇̂2 + V̂

]
ψ = Eψ. (3.20)

This puts the equation in the form of an eigenvalue equation since we can assign
the functions in the square brackets as an operator. All operators in this thesis will
be written with theˆsymbol (note theˆsymbol on the Laplacian operator in equation
3.18). An operator has the mathematical property of acting on a function transform-
ing it into another function. In eigenvalue equation 3.20 the operator, acts on the
wavefunction or eigenfunction, yielding a value of energy E, known as the eigenvalue.

Although each wavefunction is unique to the system it represents, there are
several requirements for it to be considered a ’well-behaved’ wavefunction. These
requirements are that the wavefunction should be: continuous, quadratically inte-
gerable, single valued, and normalized over all space.

The mathematical expression of normalization over all space is:∫ ∞

−∞
Ψ∗Ψdτ = 1. (3.21)

In other words, the probability that the particles represented by the wavefunc-
tion are present in all space is 1. For most chemical systems, the true wavefunction
is not known and instead approximate wavefunctions are built. Building approxi-
mations to the wavefunction form a key part of quantum chemistry and provides a
key source of accuracy within calculations.

Looking at the operator in the Schödinger equation again, to relate the above
equations to chemical systems, we must consider systems of multiple particles. More-
over, the operator presented in equation 3.20 is a general one. For chemical systems
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involving electrons and nuclei we can be more specific of the nature of the opera-
tor acting on the wavefunction, which is generally referred to as the Hamiltonian
Operator.

3.7 The Hamiltonian Operator

The Schrödinger equation for a chemical system can be expressed as an eigenvalue
equation:

Ĥψ = Eψ, (3.22)

where Ĥ is the Hamiltonian operator. It operates on the wavefunction yielding
an energy value E [201, 200]. The Hamiltonian operator can be broken down step
by step in the following way. First, the Hamiltonian operator is formed of its kinetic
and potential energy operators:

Ĥ = T̂ + V̂ , (3.23)

where V̂ is the potential energy operator and T̂ is the kinetic energy operator.
T̂ can be expressed as:

T̂ = T̂e + T̂N , (3.24)

where T̂e is the electronic kinetic energy and T̂N is the nuclear kinetic energy.
Then, V̂ can then be expressed as:

V̂ = V̂ee + V̂Ne + V̂NN , (3.25)

where V̂ee is the electron-electron repulsion potential, V̂Ne is the nucleus-electron
repulsion potential and V̂NN is the nucleus-nucleus repulsion potential. When the
Born-Oppenheimer approximation (see section 3.3) is invoked the term T̂N can be
neglected and V̂NN is treated as a constant in a new electronic Hamiltonian:

Ĥelec = T̂e(r) + V̂ee(r) + V̂Ne(r;R), (3.26)

where R is a vector of the nuclear coordinates and r is a vector of the electronic
coordinates. The electronic Hamiltonian’s variables are the electronic coordinates
r, with the nuclear coordinates R being fixed:
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Ĥelec = − ℏ2

2me

∑
i

∇2
i −

∑
Na

∑
i

Zae
2

4πϵ0ria
+
∑
i

∑
j>i

e2

4πϵ0reiej
, (3.27)

where me is the mass of an electron, Za is the atomic number of some nuclei a,
ϵ0 is the vacuum permittivity constant, i represents an electron and j represents a
different electron. Since the Born-Oppenheimer approximation fixes the positions
of the nuclei (’clamps’ the nuclei), term V̂NN is a constant only scaling the elec-
tronic potential energy eigenvalue U by a fixed value. This means the electronic
Schrödinger equation can be expressed as:

(Ĥelec + V̂NN)ψelec(r;R) = Uelec(R)ψelec(r;R). (3.28)

Arising from these set of equations and the Born-Oppenheimer approximation
is the fact that the electronic Schrödinger equation is solved in the space of fixed
nuclei positions. The Uelec(R) provides the energy for the potential energy surface
shown in figures 3.2, 3.1 and 3.3. To obtain the entire energy of the molecule
in question, the positions of the nuclei need to be optimized. Optimization has
been discussed in a general sense in section 3.4, but here we introduce the nuclear
Schrödinger equation for motion to complete the picture. When the positions of the
nuclei move the electronic wavefunction in equation 3.28 changes from ψ(r;R) to
ψ(r;R′) with Uelec(R) changing to Uelec(R

′). As a result, as the nuclear positions
R change the electronic energy varies smoothly, according to the solved electronic
Schrödinger equation. Thus, Uelec(R) forms part of the energy for nuclear motions.
The Schrödinger equation for nuclear motion is given as:

ĤNψN(R) = UtotalψN(R), (3.29)

where ψN is the nuclear wavefunction and ĤN is the Hamiltonian for nuclear
motion containing the Uelec(R):

ĤN = T̂N(R) + Uelec(R). (3.30)

Where T̂N(R) is the term excluded in the electronic Schrödinger in equation
3.24. The solutions Utotal to equation 3.29 provide the energies of the vibrational
levels for a specific electronic state, shown as the dotted levels in figure 3.3. In this
section, the details of solving the Schrödinger equation have been neglected. It is
a fact of quantum mechanics that the Schrödinger equation that for systems with
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more than 2 bodies cannot be solved analytically.

The variational principle allows us to build approximate methods to give inexact
solutions to the Schrödinger equation. These will be dealt with in the next section.

3.8 The Variational Principle

The Schrödinger equation can only be solved analytically for systems involving less
than three bodies, e.g. monoatomic hydrogen. Therefore, an approximate approach
is required, if we are to have a basis for building approximate methods to solve
quantum chemical systems. Moreover, an approach is required for building wave-
functions for chemical systems, where the exact wavefunction is unknown.

The variational theorem states that the using a set of trial wavefunctions ϕ we
can obtain an approximate energy which is higher than or equal to the ground state
energy, expressed mathematically as:

∫
Φ∗ĤΦ ≥ E0 (3.31)

where E0 is the ground state energy and ϕ is any well-behaved trial wavefunc-
tion. Equation 3.31 is expressing the probability density acted on by the Hamilto-
nian, integrated over some unspecified boundary conditions. To prove the variation
theorem, we begin by expressing the trial wavefunction as a linear combination of
orthonormal eigenfunctions of Ĥ:

Φ =
∑
i

ciϕi, (3.32)

where each ϕi is a eigenfunction of the energy value Ei. Here, all the possible
eigenfunctions of the trial wavefunction, Φ, are weighted by an expansion coefficient
ci.

The expansion of the wavefunction as a linear combination of orbitals cϕi is
known as a basis set expansion. Each eigenfunction in equation 3.32 corresponds to
its own energy eigenvalue:

Ĥϕi = Eiϕi (3.33)

so in a deeper sense each expansion coefficient ci expresses a weighted probability
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that the measurement Ei will occur. Inserting equation 3.32 into the left hand side
of equation 3.31 gives:∫ ∑

i

c∗iϕ
∗
i Ĥ
∑
j

cjϕjdτ =

∫ ∑
i

c∗iϕ
∗
i

∑
j

cjĤϕj (3.34)

Using equation 3.33 we can write equation 3.34 in terms of energy:∫ ∑
i

c∗iϕ
∗
i

∑
j

cjEiϕj =
∑
i

∑
j

c∗i cjEj

∫
ϕ∗
iϕ

∗
j (3.35)

in order to simplify calculations we use orthonormal eigenfunctions ϕi. Orthonor-
mal functions have the property where all terms are 0 when i ̸= j and 1 when i = j.
Strictly, the previously described property alone is referred to as orthogonality, but
orthonormality imposes the condition that the eigenfunctions ϕi are normalized too.
To express the orthonormality of eigenfunctions the kronicker delta δij replaces the
intergrals on the right hand side of equation 3.35:

∑
i

∑
j

c∗i c
∗
jEjδij (3.36)

Since δij is 0 when i ̸= j we can express equation 3.36 as composed of i parts
only: ∫

ϕ∗Ĥϕdτ =
∑
i

c∗i ciEi =
∑
i

|ci|2Ei (3.37)

In equation 3.31 we expressed the varation theorem in terms of the groundstate
energy E1, the lowest energy eigenvalue. Therefore we can write equation 3.37 as:∫

ϕ∗Ĥϕdτ =
∑
i

|ci|2Ei ≥
∑
i

|ci|2E0 = E0

∑
i

|ci|2 (3.38)

Since ϕ is normalized we can write
∫
ϕ∗ϕ, and thus:

1 =

∫
ϕ∗ϕdτ =

∫ ∑
i

c∗iϕ
∗
i

∑
j

cjϕjdτ =
∑
i

∑
j

c∗i cj

∫
ϕ∗
iϕjdτ =

∑
i

∑
j

c∗i cjδij

(3.39)
and therefore:

1 =
∑
i

|ci|2 (3.40)

so, finally, we can write equation 3.38 as:
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∫
ϕ∗Ĥϕdτ = Ei ≥ E0 ≥ E0, (3.41)

which is the variation theorem expressed in terms of orthonormal wavefunctions.
When the functions are non-orthogonal we can write equation 3.41 as:

∫
ϕ∗Ĥϕdτ∫
ϕ∗ϕ

≥ E0 (3.42)

An equivalent way of writing equation 3.42 is in terms of bra-ket notation:

⟨ϕ|Ĥ|ϕ⟩
⟨ϕ|ϕ⟩

≥ E1 (3.43)

where the "bra-" ⟨ϕ| represents the complex conjugate terms and the "-ket" |ϕ⟩
represents the right hand integral terms. In a deeper sense, the bra-ket notation
expresses the integrals as vectors in Hilbert space with the "-ket" representing a
Hilbert space vector, and the "bra-" representing the complex adjoint of the ket
vector. Bra-ket provides a more convenient way of writing integrals in quantum
mechanics.

What emerges from this is the variational theorem, a method for reaching ap-
proximate solutions using a trial wavefunctiton. These trial wavefunctions are often
built with variational parameters inside them, which can be optimized to reach an
energy minimum. However, with the variation theorem we still have the problem
of systems involving more than two particles since electron-electron repulsion terms
cannot be separated within the electronic Hamiltonian. It is therefore necessary
to separate our guess wavefunctions into one-electron wavefunctions, known as the
independent particle approximation (IPA). HF builds on the IPA by approximating
2-electron interactions. The Hartree-Fock method provides a means for approximat-
ing and solving a multi-electron system in terms of one- and two-electron functions.

3.9 Hartree-Fock Self-Consistent Field Method

3.9.1 The Slater Determinant

The Hartree-Fock method has its origins in 1928 when Douglas Hartree proposed
constructing the multi-electron wavefunction as a product of 1-electron wavefunc-
tions:
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Φ0 = ϕ0(1)ϕ0(2)...ϕ0(n) (3.44)

where Φ0 is a product of 1 electron wavefunctions, and serves as our guess poly-
atomic wavefunction. ϕ0(1) is the the wavefunction guess for electron 1 and ϕ0(n)

electron n. To begin optimizing Φ0, the first one-electron wavefunction ϕ0(1) is
solved where electron-electron repulsion is taken as the repulsion between electron 1
and an averaged field of electrons ϕ0(2)...ϕ0(n). When the one-electron Schrödinger
equation of 1 ϕ0(1) is solved in this field, an improved wavefunction ϕ1(1) is found.
The process then repeats for electron 2 and its wavefunction ϕ0(2) in the field of
one-electron functions, until electron n ϕ0(n). The cycle then repeats again for elec-
tron 1 and its wavefunction ϕ1(1), in a newly optimized field. The cycle continues
until the wavefunctions no longer optimize further in relation to the field. Then
one-electron wavefunctions can be said to be consistent with the field, hence the
term self-consistent field (SCF) [205].

Vladimir Fock found that the treatment of the polyatomic wavefunction in equa-
tion 3.44 as simply a product of 1-electron functions failed to represent the fermionic
nature of electrons [206]. Fermions have half-integer spin quantum numbers, for elec-
trons these are −1/2 or +1/2. The one-electron wavefunctions in Hartree’s method
in equation 3.44 neglects spin quantum numbers. Another deficiency Fock found
related to the Pauli Exclusion principle, which states that no two fermions can
possess the same quantum numbers, giving each electron in the system its own dis-
tinguishable set of quantum numbers. Representing the multi-particle wavefunction
in equation 3.44 as simply the product of one-electron orbitals leads to their treat-
ment as an indistinguishable set of particles. A correct treatment would allow for
the exchange of any two particles to lead to a change in sign on the overall wavefunc-
tion, which would give the wavefunction its anti-symmetric requirement for fermions
and ensures each particle occupies its own unique set of quantum numbers. To rec-
tify the issues of Hartree’s original representation of the wavefunctions, John Slater
suggested that the multi-electron wavefunction be represented as:

Φ(1, 2...n) =
1√
n!

∣∣∣∣∣∣∣∣∣∣∣

ϕ1(1)α(1) ϕ1(1)β(1) ... ϕn(1)β(1)

ϕ1(2)α(2) ϕ1(1)β(2) ... ϕn(2)β(2)
...

... . . . ...
ϕ1(n)α(n) ϕ1(n)β(n) ... ϕn(n)β(n),

∣∣∣∣∣∣∣∣∣∣∣
(3.45)
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where α and β are spin functions respectively, ensuring that each electron has
its own unique spin quantum number. The products of the spatial orbital ϕn(n)

and spin function α/β in equation 3.45 are known as spin orbitals. Another way of
writing the spin orbitals is:

ϕ1 = ϕ1α, (3.46a)

ϕ̄1 = ϕ1β, (3.46b)

which condenses the notation. Equation 3.45 became known as a Slater deter-
minant. Placing the spin orbitals in a determinant maintains the anti-symmetric
property, since the exchange of any 2 rows leads to a change of sign for the total
determinant [207].

3.9.2 Formation of the Hartree-Fock Energy Expression

In order to derive an expression for the Hartree-Fock (HF) energy, we recall that for
a series of normalized wavefunctions we can express the energy as:

EHF = ⟨Φ|Helec|Φ⟩ , (3.47)

where Φ is our n-dimensional Slater determinant in equation 3.45. To expand
equation 3.47 we recall that an n-dimensional electronic can be written as an elec-
tronic Hamiltonian:

Ĥelec =

1-electron terms︷ ︸︸ ︷
n∑

i=1

(
−1

2
∇2

i −
Nuclei∑
Na

1

ria

)
+

2-electron terms︷ ︸︸ ︷
2n−1∑
i=1

2n∑
j=1+1

1

rij
. (3.48)

Here, the Hamiltonian has been written in terms of atomic units which sets all
the constants in equation 3.26 to 1. In this expansion we are considering a closed-
shell case, with 2n electrons. Open-shell systems are more complex and will be
discussed in Section 3.10.2. The 1-electron parts of the Hamiltonian, containing
electron kinetic energy and nuclear-electron repulsion, can be condensed into a ’core
Hamiltonian’ operator:

Ĥelec =

1-electron terms︷ ︸︸ ︷
2n∑
i=1

Ĥcore
(i) +

2-electron terms︷ ︸︸ ︷
2n−1∑
i=1

2n∑
j=i+1

1

rij
. (3.49)
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Separating the Hamiltonian into 1-electron and 2-electron terms allows them to
be separated when the energy equation 3.47 is expanded.

Expanding the energy equation 3.47, which includes the expansion of the Slater
determinant, leads to a set of integrals:

EHF = (n!)−1

∫
[(ϕ∗

1(1)ϕ
∗
1(2)...ϕ

∗
n(n))− (ϕ∗

1(2)ϕ
∗
1(1)...ϕ

∗
n(n)) + ...]Ĥelec

[(ϕ1(1)ϕ1(2)...ϕn(n)− ϕ1(2)ϕ1(1)...ϕn(n) + ...)] dτ,

(3.50)

where singly permutated terms lead to −1 coefficients and doubly permuted terms
have +1 coefficients for the expanded spin orbital products. In total, the Slater
determinants on each side of the operator will have n! products. It can be shown
that all the integrals on the right hand side of equation 3.50 are all equal, allowing
us to write the expansion as:

EHF =

∫
[ϕ∗

1(1)ϕ
∗
1(2)...ϕ

∗
n(n)]Ĥelec

[(ϕ1(1)ϕ1(2)...ϕn(n)− ϕ1(2)ϕ1(1)...ϕn(n) + ...)] dτ.

(3.51)

At this point we can then seperate out the expansion in terms of the 1-electron and
2-electron terms in the electronic Hamiltonian.

First, equation 3.51 is written solely in terms of the 1-electron core Hamiltonian:

∫
ϕ∗
1(1)ϕ

∗
1(2)...ϕ

∗
n(n))

(
Ĥcore

(1) + Ĥcore
(2) + ...Ĥ(n)

)
[(ϕ1(1)ϕ1(2)...ϕn(n)− ϕ1(2)ϕ1(1)...ϕn(n) + ...)] dτ,

(3.52)

where the sum of each core Hamiltonian for each electron 1 − n is shown. Taking
the first set of integrals in equation 3.52, where there are no permutations, and the
core Hamiltonian we get:∫

ϕ∗
1(1)ϕ

∗
1(2)...ϕ

∗
n(n)

(
Ĥcore

(1) + Ĥcore
(2) + ...Ĥ(n)

)
(ϕ1(1)ϕ1(2)...ϕn(n))dτ. (3.53)

We can separate equation 3.53 further according to a product of integrals for each
core Hamiltonian, and then simplify the integrals using the orthogonal property of
the wavefunctions. In order to demonstrate this simplification we expand equation
3.53 in terms of the core Hamiltonian Ĥcore

(1) of electron 1. Since Ĥcore
(1) does not

operate on electrons 1− n we can write the expansion 3.53 as:
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∫
ϕ∗
1(1)

(
Ĥcore

(1)

)
ϕ1(1)dτ1

∫
ϕ∗
1(2)ϕ1(2)dτ2...

∫
ϕ∗
n(n)ϕn(n)dτn, (3.54)

and due to orthogonality of the overlap integrals the (recalling δi=i = 1) integrals
simplifies to: ∫

ϕ∗
1(1)

(
Ĥcore

(1)

)
ϕ1(1)dτ1, (3.55)

which demonstrates the power of choosing orthogonal functions to represent the
wavefunction, since the problem becomes greatly simplified. In the expansion of
equation 3.52, if the integrals contain one or more permutations they will vanish due
to disagreements in the overlap integrals ( δi ̸=j = 0). Thus for each core Hamiltonian
for n-electrons, only integrals expanded with no permutations will remain, giving
the general expression for equation 3.51 for a 2n electron case as:

n∑
i=1

2Hii = ⟨Ψ|
2n∑
i=1

Ĥcore
(i) |Ψ⟩ , (3.56)

where Hii refers to:

Hii =

∫
ψ∗
i (1) ˆHcore

(1) ψi(1)dτ1. (3.57)

Giving the first term in the expansion of HF energy for a 2n electron system.

Moving on to the expansion of the 2-electron terms, once again we express the
HF equation 3.50 solely in terms of the 2-electron terms in the core Hamiltonian:

∫
ϕ∗
1(1)ϕ

∗
1(2)...ϕ

∗
n(n))

(
1

r12
+

1

r13
...

1

rij
...

1

r(n)(n−1)

)
[(ϕ1(1)ϕ1(2)...ϕn(n)− ϕ1(2)ϕ1(1)...ϕn(n) + ...)] dτ,

(3.58)

where the sum of the 2-electron repulsion terms for electrons 1− 2. Taking the
first set of integrals in equation, where there are no permutations, 3.58 we get:

∫
ϕ∗
1(1)ϕ

∗
1(2)...ϕ

∗
n(n))

(
1

r12
+

1

r13
...

1

rij
...

1

r(n)(n−1)

)
(ϕ1(1)ϕ1(2)...ϕn(n))dτ.

(3.59)

Once again we can separate the integrals further by writing them as a product
integrals for each 2-electron term. Since the 2-electron repulsion term 1

rij
does not
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act on any electrons other than ij, we can write the expansion of electrons 1 and 2

as:

∫
ϕ∗
1(1)ϕ

∗
1(2)

(
1

r12

)
ϕ1(1)ϕ1(2)

∫
ϕ∗
2(3)ϕ2(3)...

∫
ϕ∗
n(n)ϕn(n). (3.60)

Due to the orthogonality of the orbitals, the overlap integrals simplify to 1. In
the general case of expanded terms from the Slater determinant which contain no
permutations the integrals are represented symbolically as:

Jij =

∫
ϕ∗
i (1)ϕ

∗
j(2)

(
1

r12

)
ϕi(1)ϕj(2), (3.61)

which is referred to as the Coulomb integral, which represents the repulsion be-
tween two electrons 1 and 2 between in spin orbitals i and j. In general, the coulomb
integral Jij represents 2-electron terms involving no permutations in the expansion
of the Slater determinant. Moving on to terms involving single permutations, such
as the second set of integrals in the expansion in equation 3.51, which is expressed
as:

−
∫
ϕ∗
1(1)ϕ

∗
1(2)

(
1

r12

)
ϕ1(2)ϕ1(1)

∫
ϕ∗
2(3)ϕ2(3)...

∫
ϕ∗
n(n)ϕn(n), (3.62)

where the the overlap integrals are once again simplified to 1. In the general case
the integrals expanded from the Slater determinant involving single permutations
are represented symbolically as:

Kij =

∫
ϕ∗
i (1)ϕ

∗
j(2)

(
1

r12

)∫
ϕi(2)ϕj(1), (3.63)

which is referred to as the exchange integral. The exchange integral does not have
an explicit physical meaning, but is often interpreted as representing the repulsion
between-like spins. In the case where a single permutation occurs between electrons
of different spin the exchange integral will vanish, resulting in the total expression
for the 2-electron terms for the closed shell 2n case to contain 2 coulomb repulsion
terms for every 1 exchange terms:

n∑
i=1

n∑
j=1

(2Jij −Kij) = ⟨Ψ|
2n−1∑
i=1

2n∑
j=i+1

1

rij
|Ψ⟩ . (3.64)

Terms involving 2 or more permutations in the expansion of the Slater deter-
minant in equation 3.59 will all contain disagreement in the overlap integrals, so

104



equation 3.64 contains only terms involving zero and single permutations. In total,
combining the expansions of the 1 and 2 electron terms we arrive at an expression
for energy for a 2n system:

ϵi = ⟨Φ|Helec|Φ⟩ = 2
n∑

i=1

Hii +
n∑

i=1

n∑
j=1

(2Jij −Kij) . (3.65)

These are known as the Slater-Condon rules.

3.9.3 Formation of the Hartree Fock Equations

In order to minimize the energy in the energy equation 3.65 the spin orbitals are
optimized, with the constraint orthnonormaility such that the overlap integrals are
0 or 1 according to the kronicker delta δij. At the minimum energy, EHFmin and the
overlap integrals Sij ≡ ⟨ϕi|ϕj⟩ must both be constants with variations of the spin
orbitals δϕ, therefore their linear combination can be expressed as:

ϵmin +
n∑
i

n∑
j

ϵijSij = constantfor δϕ, (3.66)

where ϵij is known as unknown set of constants which maintain the orthnormality
of the overlap integrals Sij. The method of obtaining a set of constants ϵij in order
to minimize a function under a constraint is known as the Lagrangian method of
unknown multipliers, where ϵij is our unknown multiplier. Substituting the equation
for EHF into equation 3.66 and differentiating with respect to ϕ’s we get:

2
n∑

i=1

δHii +
n∑

i=1

n∑
j=1

(δ2Jij − δKij) +
N∑
i

N∑
j

ϵijδSij = 0, (3.67)

to obtain a minimum energy. Since the we are differentiating with respect to the
spin orbitals we can write the components of 3.67 as:

δSij =

∫
δϕi(1)

∗ϕj(1)dτ1 +

∫
ϕ∗
i (1)δϕj(2)dτ1, (3.68a)

δHii =

∫
δϕ∗

i (1) ˆHcoreϕi(1)dτ1 +

∫
ϕi(1)

∗ ˆHcoreδϕi(1)dτ1, (3.68b)

δJij =

∫
δϕ∗

i (1)ϕ
∗
j(2)

(
1

r12

)
ϕi(1)ϕj(2)dτ1dτ2 +

∫
ϕ∗
i (1)δϕ

∗
j(2)

1

r12
ϕi(2)ϕj(2)dτ1dτ2

+ complex conjugates,

(3.68c)
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δKij =

∫
δϕ∗

i (1)ϕ
∗
i (2)

(
1

r12

)
ϕi(2)ϕi(1)dτ1dτ2 +

∫
ϕ∗
i (1)δϕ

∗
i (2)

1

r12
ϕi(2)ϕi(1)dτ1dτ2

+ complex conjugates.

(3.68d)

Using the approximation, we can define the Coulomb operator as:

Ĵi(1) =

∫
ϕ∗
i (2)

(
1

r12

)
ϕi(2)dτ2, (3.69)

where Ĵi(1) is a pseudo 1-electron operator. This allows us to write the partial
differential δJij as:

∫
δϕ∗

i (1)Ĵj(1)ϕi(1)dτ1 +

∫
δϕ∗

j(1)Ĵi(1)ϕj(1)dτ1 + complex conjugate. (3.70)

Similarly, if we define the exchange operator as:

K̂i(1)ϕj(1) =

∫
ϕ∗
i (1)

(
1

r12

)
ϕj(2)dτ2ϕi(1), (3.71)

which is written as operating on an orbital ϕj since it involves an orbital ex-
change. Defining the exchange operator as equation 3.71 allows us to write the
partial differential δKij :

∫
δϕ∗

i (1)K̂j(1)ϕi(1)dτ1 +

∫
δϕ∗

j(1)K̂i(1)ϕj(1)dτ1 + complex conjugate, (3.72)

which leads to the total partial differential equation 3.67 to be written in terms
of the coulomb and exchange operators:

2
n∑

i=1

∫
δϕi[Ĥcore(1)ϕ

∗
i (1) +

n∑
j=1

(2Ĵj(1)− K̂j(1))ϕ
∗
i (1) +

1

2

n∑
j=1

ϵijϕ
∗
j(1)]dτ1

+ complex conjugates = 0.

(3.73)

Here the total sum of the other integrals is represented by ’complex conjugates’.
Two interpretations could arise from equation 3.73: that the total sum of all the
integrals cancel to equal 0 or that each integral is individually equal to 0. However,
since the spin orbitals δϕi and δϕ∗

i are independent, each integral must individually
equal 0. As a consequence, for all i = 1 to n, each integral can be expressed as:

106



[
Ĥcore

(1) +
n∑

j=1

(2Ĵj(1)− K̂j(1))

]
ϕi(1) =

n∑
j=1

ϵijϕj(1), (3.74)

where the terms in the square brackets are known as the Fock operator F̂ , con-
densing equation 3.74:

F̂ (1)ϕi(1) =
n∑

j=1

ϵijϕj(1) (3.75)

It is important to note here that the usage of (1) in the previous equations
indicates that these i equations are all 1-electron equations, solving for electron
1. The Fock operator is therefore a pseudo 1-electron operator in contrast to the
Hamiltonian operator which is a multi-electron operator. In order to obtain the
solutions to equation 3.75 we need it to be in the form of an eigenvalue equation.
In its current form, an operator acts on a function to produce a sum of functions
multiplied by a constant ϵij. In order to derive an eignenvalue equation from the
equation we can rewrite it as a matrix equation:

F̂ϕ = ϵϕ, (3.76)

where ϕ is a column matrix of spin orbitals i to n, and ϵ is a square matrix of
elements eij. The matrix equation 3.76 will be in eigenvalue form (F̂ ϕi = kϕi) if
all the off diagonal elements of ϵ where ϵi ̸=j equal 0. In other words ϵ is a diagonal
matrix. In its current form ϵ is not a diagonal matrix, but it can be diagonalized
in the following way. For ϵ there exist matrices P and P−1, as well as a diagonal
matrix ϵ′ such that:

ϵ = Pϵ′P−1. (3.77)

Substituting 3.77 in the matrix equation 3.76 yields:

F̂ϕ = Pϵ′P−1ϕ. (3.78)

Multiplying by P on the left and P−1 on the right gives:

F̂P−1ϕ′P = (P−1P )ϵ′P−1ϕ′P , (3.79)

and since P−1P = 1, equation 3.79 simplifies to:

F̂ϕ′ = ϵ′ϕ′. (3.80)
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The equations 3.80 are known as the Hartree-Fock equations, and the diagonal
elements of ϵ yield the energies of the orbitals i. Here, we can now refer back to
equation 3.44 The derived HF equation 3.80 provides the means to iteratively reach
a minimized energy in the same way, where an initial guess of the molecular orbitals
ϕi (which are in turn individual spin orbitals in terms of the α β spin operators)
allows us to then construct the Fock operator F̂ , which then in turn provides an
improved ϕi and an energy ϵi for that orbital. The iterative process continues until
ϵi no longer varies. The dependence of the Fock operator F̂ on the molecular or-
bitals ϕi means that equation 3.80 is not a true eigenvalue equation. Nonetheless,
the dependence of the Fock operator on the wavefunctions it acts upon provides
the means for the iterative optimization procedure, known as a self-consisten field
method.

Since the wavefunctions ϕ used in the equations 3.75 are meant to represent
whole molecular orbitals, they may be computationally expensive to optimize due
to their complexity. Furthermore, a procedure whereby the wavefunctions are varied
has not been explicitly defined. The Roothan-Hall equations provide a means for
representing the complex molecular orbitals ϕ as a linear combination of simpler
functions and will be discussed in the next section.

3.9.4 Roothaan-Hall Equations

In 1951 Roothaan and Hall proposed that in order to minimize the energy in the
HF energy equation 3.65, the molecular orbitals could be expanded as a series of
basis functions χ:

ϕi =
r∑

s=1

csiχs, (3.81)

where the basis functions χ are weighted by expansion coefficients cki and ex-
panded up to s times [208, 209]. The choice of basis functions χ to represent the
spin orbitals will be discussed in section 3.12. Substituting the molecular orbitals in
equation 3.80 with the linear combination of basis functions in equation 3.81 gives:

∑
s

csiF̂χs = ϵi
∑
s

csiχs, (3.82)

where the matrix form has been neglected demonstrate how the molecular or-
bitals are represented in terms of basis sets. Multiplying equation 3.82 by χ∗

r and
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integrating gives:

r∑
s=1

csi

(
⟨χr|F̂ |χs⟩ − ϵi ⟨χr|χs⟩

)
= 0, (3.83)

where we can rewrite the integrals as:

r∑
s=1

csi(Frs − ϵiSrs)) = 0, (3.84)

which can the be expressed in matrix form as:

FC = SCϵ (3.85)

which concludes the derivation of the Roothan-Hall equations. However, if total
energy is expressed as a sum of the individual orbital energies:

E(overestimation) = 2
n∑

i=1

ϵi, (3.86)

there is an overestimation of the total energy. The overestimation comes the fact
that we are counting the repulsion between electrons i and j twice in equation 3.65.
We recover the artificial increase in energy by instead using:

EHF = 2
n∑

i=1

ϵi −
n∑

i=1

n∑
j=1

(2Jij −Kij) , (3.87)

which gives the total expression for the HF electronic energy.

3.9.5 Deficiencies With the HF Method

The Roothaan-Hall method provides an iterative way of implementing the HF
method, as well as allowing the wavefunction to be constructed of a linear com-
bination of basis functions. Referring back to the start of the HF section to the
original SCF equation proposed by Hartree, equation 3.44 was solved as a series
of 1-electron functions where the wavefunctions were guessed and then iteratively
refined in an average field of other electrons. In a similar way, the Roothaan-Hall
procedure starts with some initially chosen basis sets χs and guessed coefficients csi,
which leads to the evaluation of the overlap integrals S, Hcore and the potential en-
ergy integrals. The energy is then varied via the coefficients csi, elements of C. The
newly optimized coefficients csi the form a newly optimized set of basis functions
for the overlap integrals and the Fock operator. The process continues until the
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coefficients csi no longer vary. The HF method will not be directly employed in this
thesis, but the SCF procedure it uses and the deployment of basis sets are common
to all the methods used in the work here.

Despite providing the first method for variationally obtaining energies for poly-
atomic multi-electron systems, the HF method as described has a number of dis-
advantages. Firstly, electron correlation is neglected. Electron correlation refers to
the repulsion between individual electrons. In the HF method, electrons experience
repulsion from other particles as a smeared-out cloud of charge, but a more accu-
rate picture would take into account local electron-electron interactions. Neglection
of electron correlation means that energies arising from the HF method are always
higher than the true non-relativistic energy:

Ecorr ≡ Ee − EHF . (3.88)

The correlation energy, Ecorr, associated with the electron-electron repulsion is
known as dynamic correlation.

A second problem is the fact that the derivation just described has been for
closed-shell systems. In our closed-shell derivation electrons have been added as
pairs of electron associated with the same spatial molecular orbitals and different
spin orbitals, described as a Restricted Hartree-Fock method. The work in this
thesis deals extensively with free radicals, open-shell systems with odd numbers of
electrons. Correlation energy associated with the misrepresentation of the system’s
state is known as static correlation. Arising from the HF methods, a quantum
chemist has two techniques to recover some of the correlation energy- that can be
employed simultaneously, or individually. Firstly, the modification of the construc-
tion of the Slater determinant wavefunction such as allowing the spin orbitals to be
associated with different spatial orbitals. Secondly, post-HF methods, which involve
modifications to the construction of the multi-electron wavefunctions, such as the
use of multiple Slater determinants. Both these techniques will be described in the
next section.
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3.10 Recovering Correlation Energy

The total correlation energy arising from the incorrect description of the systems
state and local electron-electron interactions, can be expressed as:

Ecorr = Estatic + Edynamic. (3.89)

This section will outline methods to recover these correlation energies.

3.10.1 Restricted Open-Shell Hartree-Fock and Unrestricted

Hartree-Fock

The wavefunction 3.45 constructed in the previous section was built in a closed
shell configuration, with each spatial orbital being associated with α and β spin
orbitals. A wavefunction whose spatial orbitals are each associated with an α and β
is termed a restricted Hartree-Fock wavefunction (RHF). We can express this RHF
wavefunction for n orbitals as:

|Φ(1, 2...n)⟩ =
∣∣ϕ1ϕ̄1ϕ2ϕ̄2...ϕnϕ̄n

〉
. (3.90)

In the open-shell case, where α > β electrons (or vice-versa), restricted open-
shell Hartree-Fock (ROHF) method assigns extra α spin orbital(s) with a doubly
occupied spatial orbital. The ROHF wavefunction can be expressed as:

|Φ(1, 2...n)⟩ =
∣∣ϕ1ϕ̄1ϕ2ϕ̄2...ϕn

〉
, (3.91)

where a single electron fills the last spatial orbital.

By contrast, unrestricted hartree-fock (UHF) assigns different spatial orbitals for
both the α and β spins. The UHF wavefunction is expressed as:

|Φ(1, 2...n)⟩ =
∣∣∣ϕα

1 ϕ̄
β
1ϕ

α
2 ϕ̄

β
2 ...ϕ

α
n

〉
. (3.92)

Both approaches have their advantages and disadvantages. In the ROHF case,
since the extra α spin state is assigned to a doubly occupied spatial orbital, it is
restricted spatially despite having a different environment to α the β electrons. The
restriction on the spatial component could be problematic in the case of homolytic
fissions for instance, where α and β electrons are situated on different atoms. As
a result of this spatial restriction, the ROHF energy is higher than UHF energy
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where the α and β electrons are assigned different spatial orbitals, which can be
individually optimized. On the other hand, the UHF wavefunction is often not an
eigenfunction of the spin operator Ŝ2. As a result, the UHF cannot purely describe
the multiplicity of the system of interest, and is often ’contaminated’ by higher spin
states. This contamination by higher spin states can be seen in figure 3.5 where the
low energy orbitals in the UHF doublet are not completely degenerate.[210]

Figure 3.5: Restricted Hartree-Fock, Restricted open-shell Hartree-Fock and Unre-
stricted Hartree-Fock wavefunctions visualized

The use of unrestricted or restricted open-shell orbitals allows us to recover some
of the static correlation energy. However, the dynamic correlation is still not taken
into account when these orbitals are employed in a pure HF calculation. The next
section will describe post-HF methods, which broadly aim to recover both static and
dynamic correlation.
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3.10.2 Post-Hartree Fock Methods

The current HF methods described thus far have all used single determinants. How-
ever, when breaking bonds homolytically to form doublets, triplets etc. (radical
species), the single determinant fails to describe the multiconfigurational nature of
these systems. Introducing the first post-HF method, Configuration interaction (CI)
overcomes this by constructing the wavefunction as multiple determinants called
configuration state functions (CSFs):

|Ψ⟩ =
ground state︷ ︸︸ ︷
b0 |Φ0⟩ +

singly excited︷ ︸︸ ︷∑
ra

bra |Φr
a⟩+

doubly excited︷ ︸︸ ︷∑
a<b,r<s

brsab |Φrs
ab⟩ ..., (3.93)

where contribution of each determinant is varied via the expansion coefficients b.
Each determinant in equation 3.93 is constructed from a ground state, singly ex-
cited, or doubly excited configurations. Representing all the possible configurations
for a given set of occupied and virtual orbitals is termed a full CI calculation. Even
for small molecules, the number of determinants in a full CI calculation is too compu-
tationally too expensive to deal with. For instance, one of the simplest hydrocarbons
CH4 requires 13123110 determinants for a full CI calculation using a minimal basis.
Even with an incomplete basis it is necessary to reduce the size of the CI calculation
by truncating the number of excited determinants due to computational expense. A
commonly employed CI method is CISD, which just includes the singly and doubly
excited CSFs. However, CI calculations have the disadvantage that they are neither
size extensive nor size consistent [211]. Size extensivity refers to the property of a
method that produces a linear growth in energy as the size of the system increases.
Size consistency refers to the property of a method that treats two infinitely disso-
ciated species as two separate entities. Coupled with the high computational cost,
the size extensivity and consistency issues means that CI is rarely useful for all but
small systems. In order to deal with these issues whilst still employing multiple
determinants, the multiconfiguration SCF (MCSCF) method can be introduced.

In the MCSCF method, the multi-electron wavefunction is still written as a lin-
ear combination of CSFs, but the variation comes from the b expansion coefficients
as well as the molecular orbitals which construct the CSFs. There are a several types
of MCSCF, with the key difference between each type being the way the configura-
tions for the determinants are selected. Qualitatively, many chemical systems have a
multi-determinant nature, like conjugated systems where a single determinant fails
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to describe the resonance between the orbitals. One of the most popular forms of the
MCSCF methods is complete active space SCF (CASSCF). In CASSCF the ’active
space’ are MOs with whom a full CI is performed. Since this becomes too expensive
for larger systems, a variation of CASSCF, restricted active space SCF (RASSCF)
is sometimes employed. RASSCF portions the active space into single, double and
triple excitations; and so on. Employing MCSCF requires a judicious choice of the
active space. Incorrect choice of the active space can lead to incorrect potential
energy surfaces, which can lead to transition states ’flattening’ [212]. Furthermore,
MCSCF much like CI is expensive to employ for larger systems. As an alternative
to the expensive CI and MCSCF methods, pertubation theory can be used.

Møller-Plesset (MP) pertubation theory was developed to recover correlation en-
ergy from the unperturbed HF wavefunction [213]. Perturbation theory is not unique
to quantum chemistry, but originates from a wider set of methods in physics devel-
oped to reach approximate solutions to complex problems by adding perturbations
to simpler mathematical models of those problems. One of the earliest examples
of perturbation theory is in reaching approximate solutions to many-body celestial
mechanics problems [214]. Nonetheless, MP perturbation theory was developed as a
way of systematically recovering correlation energy from the original HF equation.

A second order correction calculation is termed an MP2 calculations, with fur-
ther corrections being termed MP3, MP4; and so on. MP calculations are generally
computational cheaper than CI and MCSCF calculations. Furthermore, MP calcu-
lations are size consistent. MP calculations have the disadvantage that when used
with unrestricted wavefunctions spin contamination can produce serious errors [215].
Moreover, MP calculations only work when the perturbation to reach the correct
solution is small. Therefore, the starting geometries can not be too far from the sta-
tionary point. When the starting guess is far away from the solution, there is little
guarantee that the calculation will converge. The final post-HF we will introduce is
the coupled-cluster method.

Coupled-cluster (CC) is similar to CI and MCSCF in that it recovers correlation
energy by using electron excitations.

A common CC method use is coupled cluster singles and doubles (CCSD), which
includes the T̂1 and T̂2 excitation operators. The method CCSD(T), which includes
a perturbation inclusion of the triple excitation operator T̂3, is often referred to as

114



’the gold standard’ of computational chemistry due to its accurate computation of
bond lengths and energies. However, CCSD(T) is often too computationally de-
manding to be used for larger systems.

A common issue in many of the Post-HF methods is the computational expense
required. For the work in this thesis, where the agglomeration of large aromatic
systems characterizes jet fuel deposition, many of these methods are too expensive
to be used practically. The next section will introduce Density Functional Theory
(DFT), which takes a different approach entirely to HF and post-HF methods, re-
covers electron correlation energy. DFT is computationally cheap and scales N3.5

compared to N8.5 for CCSD(T). Moreover, DFT is usually less sensitive to the basis
sets used.[216]

3.11 Density Functional Theory

Density functional theory is not based on the wavefunction, in contrast to HF and
post-HF. DFT rests on the proof that all the electronic properties of a molecule
can be found from its ground-state electron probability density ρ0(x, y, z) [217].
Using the ground-state electron density ρ0(x, y, z) has the advantage in that it is a
function of only three variables, in contrast to 4n coordinates using the wavefunction.
Furthermore, electron density is a property which directly measurable in contrast to
the abstract concept of the wavefunction. The key advantage of DFT is that it can
recpver correlation energy whilst being relatively computational cheap compared to
post-HF methods. As a result of these advantages, it is employed extensively in this
thesis. The following section will elucidate the theories behind DFT and describe
how it will be employed in the work in this document.

3.11.1 The Hohenberg-Kohn Theorems

Calculating the properties of atoms and molecules has its origins in early work on
an ideal electron gas [218] [219]. Moreover, modern implementations of DFT rely
on the Hohenberg-Kohn theorems. The first Hohenberg-Kohn theorem states that
the properties of a molecule in its ground state is a functional of its ground state
probability density:

E0 = E[ρ0(x, y, z)]. (3.94)
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A functional is a mathematical operation that transforms a function (in this case
density) into a number. The second Hohenberg-Kohn theorem is analogous to the
variation theorem for wavefunction described in section 3.8. The second theorem
states that any trial electron density function will give energy equal or higher than
the true energy, which is expressed as:

Ev[ρt] ≥ E0[ρ0]. (3.95)

Here, Ev and ρt refer to the variational energy and trial electron density respec-
tively. Unfortunately, there are several issues with the above theorems. Firstly, there
is no indication how to find the electron density ρ0. Moreover, the functional relating
energy to the electron density ρ0 is not known. As a result, approximations in find-
ing the electron density and the functionals must be made. These approximations
lead to functionals which are not variational. Nevertheless, with judicious choice of
functional, it is still possible to obtain molecular structures with a high degree of
accurac. The most widely applied method for obtaining approximate energies and
obtaining electron density is the Kohn-Sham approach.

3.11.2 Kohn-Sham Equations

In principle, DFT makes it possible to calculate electronic properties without having
to find the wavefunction. However, the original Hohenberg-Kohn theorems offered
no way of finding the energy. The Kohn-Sham (KS) approach overcomes these is-
sues in two ways. Firstly, expressing the total energy functionals as a sum of many
smaller functionals, where only a relatively small functional is the unknown one.
Secondly, building electron density as an initial guess of ’KS orbitals’ which are iter-
atively optimized (similar to the HF method). In this sense, the KS theory still relies
on a ’KS wavefunction’ formed from basis sets. However, in the KS approach, the
wavefunction has no physical significance. By contrast, HF occupied orbital energies
correspond well to the negative of the energy to remove an electron from that orbital.

For the derivation of the KS equations, we consider a fictitious non-interacting
reference system of n interacting electrons ρf (r) that each experience the same
external potential vs(ri). The external potential vs(ri) acts on fictitious density
ρf (r) to yield exact energy eigenvalues of the densities of a real system. To find an
expression for the external potential vs(ri), we consider the total energy expression
for a molecule:
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E0[ρ0] = Tni[ρ0] + Vne[ρ0] + Vee[ρ0] +

Exc︷ ︸︸ ︷
∆T [ρ0] + ∆Vee[ρ0] (3.96)

Here Tni[ρ0] represents the kinetic energy for non interacting electrons, Vne[ρ0] the
nuclear-electron repulsion, Vee[ρ0] electrostatic electron-electron repulsion, ∆T [ρ0] is
a correction term for non-interacting electrons and ∆Vee[ρ0] is a correction term
for the deviation between the real electron-electron repulsion energy compared to a
charge-coulomb repulsion energy. It is this last term which makes DFT a correlated
method. These last two terns are summed into one term ’the exchange correlation’
EXC functional. However, the exact form of the exchange-correlation function EXC

is unknown. Instead, various approximations have been proposed, and it is up to
the user to find which approximation suits their system the best. Different approx-
imations to the exchange-correlation functional will be discussed in Section 3.11.3.

In the totel expression for energy, equation 3.96, we have used the ground state
density ρ0. However, we are considering a system of non-interacting electron of
fictitious density ρr(r). In the Kohn-Sham approach, the fictitious density is said to
be equal to the true ground state density, which is expressed as a linear combination
of spatial-orbitals:

ρ0 = ρf =
2n∑
i=1

∣∣∣ ˆΦ(1)KS
i

∣∣∣2. (3.97)

Using the expression for fictitious density in equation 3.97, we can now expand
the total energy expression 3.96 in terms of the known functionals. Starting the
kinetic energy for non-interacting electrons, the kinetic energy for non-interacting
electrons Tni[ρ0] can be written as the expectation value of the sum of one-electron
kinetic energy operators:

Tni[ρ0] = −1

2

2n∑
i=1

〈
Φ(1)KS

i

∣∣∇2
1

∣∣Φ(1)KS
i

〉
. (3.98)

The nuclear-electron repulsion, Vne[ρ0] is written as the product of ground state
density and the external potential:

V ne[ρ0] =

∫
ρ(r)ν(r)dr = −

∑
nucleiA

ZA

∫
ρ0(r1)
r1a

dr1, (3.99)

where ν is the potential for attraction of electron i to the nuclei and ZA the
nuclear charge on nucleus A. The electron-electron repulsion Vee[ρ0] is be written as:
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V ee[ρ0] =
1

2

∫ ∫
ρ0(r1)ρ0(r2)

r12
dr1dr2 (3.100)

Using equations 3.98, 3.99 and 3.100 and combining the last two terms into the
exchange correlation term, the energy expression 3.96 now becomes:

E0 = −
∑

nucleiA

ZA

∫
ρ0(r1)
r1a

dr1 −
1

2

2n∑
i=1

〈
Φ(1)KS

i

∣∣∇2
1

∣∣Φ(1)KS
i

〉
+

1

2

∫ ∫
ρ0(r1)ρ0(r2)

r12
dr1dr2 + EXC [ρ0].

(3.101)

In a similar procedure to HF, substituting our expression of the KS density
(equation 3.97) into our expression for the energy (equation 3.101) as well as varying
E0 with respect to ΦKS

i , subject to the constraint of maintaining orthonormality,
leads to the KS equations:

[
−1

2
∇2

i −
∑

nucleiA

ZA

r1A
+

∫
ρ(r2)
r12

dr2 +
δExc [ρ(r)]
δρ(r)

]
ΦKS

i (1) = ϵKS
i ΦKS

i (1). (3.102)

Combining the two-body terms in equation 3.102 we find an expression for the
external potential vs(ri) acting on our fictitious density ρf (r). The term in equation
3.102 square brackets is termed the Kohn-Sham operator, and is expressed as:

ĥKSΦKS
i (1) = ϵKS

i ΦKS
i (1). (3.103)

The Kohn-Sham operator is analogous to the Fock operator F̂ shown in equa-
tions 3.74 and 3.75. In order to optimize the density with respect to minimizing the
energy of the orbitals ϵKS

i , we can employ the Roothaan-Hall approach described
in Section 3.9.4. Using the Roothaan-Hall equations, the KS orbitals in equation
3.103 are written as a series of basis functions χ which are varied by expension co-
efficients csi (equation 3.81). The expansion of the KS MOs ΦKS

i in terms of their
basis functions χ and expansion coefficients csi, allows us to form a matrix equation
much like equation 3.85:

hC = ϵSC, (3.104)
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where h is the matrix of Kohm-Sham operators, C the matrix of expansion co-
efficients, ϵ the matrix orbital energies, and S the overlap matrix. Using the matrix
equation 3.104, an iterative procedure can be employed to minimize the energy of
the orbitals, in much the same way as the HF method. Coefficients c are guessed,
yielding a trial density from equation 3.97. This can then be inputted into the
KS operator, which then forms the secular matrix equation 3.104, yielding new
coefficients c and ϵ. This iterative procedure continues until the electron density
converges. Equation 3.104 then produces the minimized electronic energy.

The KS approach to DFT is remarkably similar to HF. The similarities include:
employing a SCF procedure to minimize the energies, optimizing a series of basis
functions to minimize energy and the affinity of the Fock and KS operators. The KS
operator’s advantage over the Fock operator is that it can recover correlation energy
with the Exc term. In some sense, the KS approach is a step away from the original
conception of DFT as a wavefunction-free method. The usage of 1-electron orbitals
means that the problem has 3n dimensionality (where n is the number of electrons)
as opposed to 3 (x, y, z) if the direct density is employed. Orbital-free DFT (or ’pure’
DFT) has its beginnings in the Thomas-Fermi for an ideal electron gas [218, 220].
Subsequent improvements have been made to the Thomas-Fermi orbital free DFT
[221]. However, in its current form, due to the lack of accurate approximations to
the kinetic-energy functional Tni, it has poor accuracy. As a consequence, KS DFT
is ubiquitous in the literature, and will be solely employed in this thesis.

3.11.3 Approximations to the Exchange Correlation Func-

tional

The true form of the exchange-correlation (XC) functional Exc in the total Kohn-
Sham energy expression is unknown. As a consequence, approximate EX functionals
must be employed. The approximate functionals can be categorized and placed on a
metaphorical ’Jacobs Ladder’. A functional class on a higher rung of Jacob’s Ladder
introduces new physical components to the XC functional not included in the previ-
ous rungs. However, in contrast to the systematic improvements in accuracy offered
by increasingly expensive post-HF wavefunction methods, the increasingly complex
functionals offer no guarantee that they will reach more accurate solutions. The
key difference between post-HF methods and DFT XC functionals is the fact that
many DFT functionals are semi-empirical, with constants fitted from experimental
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data. The semi-empirical nature of some functionals means that they can be pro-
duce accuracy for certain systems, but offer poor accuracy for others. Non-empirical
DFT functionals are constructed using known features of the exact functional, but
since the number of known constraints are highly limited, the accuracy associated
with non-empirical functionals is often poor [222]. Despite these weaknesses, a gen-
eral trend of improving accuracy rising up the ladder is observed, leading up to the
’heaven’ of chemical accuracy.

Figure 3.6: Jacob’s Ladder of DFT functionals

Starting at the bottom of the ladder in figure 3.6, local spin-density approxima-
tion (LSDA) functionals approximate the electron density as a uniform electron gas.
In LSDA functionals the α and β spin densities are varied independently. In general,
the LSDA functionals are split into their exchange and correlation functionals:

ELSDA
xc = ELSDA

x + ELSDA
c . (3.105)

Splitting the exchange correlation functional into two separate functionals allows
each one to modeled separately. The exact form of the LSDA exchange functional

120



was conceived by Slater in 1951 [223]:

ELSDA
x = −3

2

(
3

4π

)1/3 α,β∑
σ

∫
ρ(r)4/3σ dr. (3.106)

The exact form of the LSDA correlation functional (purely dynamical corre-
lation) is unknown. Nonetheless, approximate LSDA correlation functionals like
VWN5 [224] and PW92 [225] provide accurate electronic energies. LSDA function-
als are popular for condensed matter systems where the electron density is slowly
varying. However, for molecular systems of highly varying electron density the ac-
curacy of LSDA is extremely poor, underestimating the exchange energy by 10%
[212]. In order to improve on LSDA, we need to consider an additional property of
electron density, its non-uniformity.

At the second rung of Jacobs Ladder we find Generalized Gradient Approxima-
tion (GGA) functionals, which utilize electron density and its gradient. The density
gradient ∇ρ(r) is found from the first derivative of electron density. Therefore, the
general expression for a GGA exchange correlation functional is:

EGGA
xc [ρα, ρβ] =

∫
f(ρα(r), ρβ(r),∇ρα(r),∇ρβ(r))dr. (3.107)

Here, the spin densities and their gradients are variables in some function f . In a
similar way to LSDA, EGGA

xc is usually split into its exchange and correlation parts.
The general form of the GGA exchange functional is given as:

EGGA
x = ELSDA

x +∆EGGA
x , (3.108)

where ELSDA
X,σ is the uniform electron gas exchange density per unit volume cor-

rected by some inhomogeneity function ∆EGGA
x,σ . An example of a commonly-used

exchange functional used is the B88 functional [226]:

EB88
x = ELSDA

x +∆EB88
x = ELSDA

x − b

α,β∑
σ

∫
(ρ(r)α)4/3x2σ

1 + 6bxσ ln
[
x2σ + (x2σ + 1)1/2

]dr,
(3.109)

where b is an empirical parameter fitted to knwon HF energies and:

x =
|∇ρ(r)σ|
(ρ(r)σ)4/3

. (3.110)
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Popular GGA correlation functionals are the Lee-Yang-Parr (LYP) functional
[227] and the Perdew 1986 functional [228]. The Perdew-Burke-Ernzerhof (PBE)
exchange and correlation functional is widely employed in solid systems and con-
tains no empirical constants [229].

At the third rung of Jacobs Ladder we have meta-GGA functionals. Meta-GGA
functionals further improve on GGA functionals in two ways. First, by including the
Laplacian of the density, ∇2ρ(r)σ and including the kinetic energy density, which is
given by:

τsigma =
nσ∑
i

∣∣∇ΦKS
i,σ

∣∣2. (3.111)

Here, τσ is the kinetic energy density, which is formed from the absolute sum
squared of the occupied KS orbitals ΦKS

i,σ [230]. In a similar vein to equation 3.107,
the general expression for a meta-GGA functional is:

EMGGA
xc [ρα, ρβ] =

∫
f(ρα(r), ρβ(r),∇ρα(r),∇ρβ(r)∇2ρ(r)α,∇2ρ(r)β)dr. (3.112)

Inclusion of either the Laplacian of the density or the kinetic energy density
term depends on the precise functional. Furthermore, either term can be found in
the exchange or correlation parts. A popular meta-GGA functional is B95, which
contains empirical parameters [231]. Meta-GGA functionals tend to perform better
than GGA functionals, albeit at a higher computational cost. Nevetherless, GGA
functionals may perform better than meta-GGA functionals in certain cases. A re-
cent study found that PBE, a GGA functional, performs better for hydrogen bonded
systems than some meta-GGA functionals [232]. The idiosyncratic strengths and
weaknesses of LDA, GGA and meta-GGA functionals leads us on to the next rung of
Jacobs Ladder- hybrid functionals. Hybrid functionals mix contributions of differ-
ent exchange correlation functionals together as well as combining some contribution
from Hartree-Fock exchange.

Hybrid functionals are popular, and were first contrived by Becke who proposed
the B3PW91 functional:

EB3PW91
xc = ELSDA

xc + 0.2
(
Eexact

x − ELSDA
x

)
+ 0.72∆EB88

x + 0.81∆EPW91
c , (3.113)
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where the B3PW91 Exc is given by contributions from the: LSDA exchange cor-
relation energy ELSDA

xc , the B88 correction to the exchange correlation ∆EB88
x , the

PW91 correction to the correlation function ∆EPW91
c and the ’exact’ exchange en-

ergy Eexact
x [233]. The ’exact’ exchange energy term is provided by the HF definition

of exchange:

Eexact
x = −1

4

n∑
i=1

n∑
j=1

〈
ΦKS

i (1)ΦKS
j (2)

∣∣ 1
r12

∣∣ΦKS
j (1)ΦKS

i (2)
〉
. (3.114)

If the orbitals in equation 3.114 were chosen to be HF orbitals, the exact HF
exchange energy would be obtained. The parameters in front of the last three terms
in the PW91 equation 3.113 are found by fitting to numerous atomization energies,
making PW91 semi-empirical. The parameters decide the weighting of each con-
tributing term to the total exchange correlation energy. Other hybrid functionals
are formed in similar ways to PW91- containing weighted contributions from lower
rung functionals and/or the exact exchange functionals. One of the most popular hy-
brid functionals is B3LYP, which is almost identical to PW91, replacing the EPW91

c

functional with ELY P
c . The contribution of HF exchange Eexact

x is repeatedly found
to improve accuracy, but the fractional contribution is highly system-dependent.
Additionally, inclusion of Eexact

x can add additional computational expense. At the
highest point in Jacob’s ladder we find double-hybrid functionals. Double-hybrid
functionals improve on hybrid functionals by using the MP2 second-order energy
correction. Of course, the addition of an MP2 calculation further adds computa-
tional expense.

In general, most DFT functionals struggle with long range interactions like Van
Der Waals forces. In order to correct the issues of long range interactions, an energy
correction term is often applied. Addition of a dispersion energy correction term to
the total energy is known as DFT-D. DFT-D3 is one of the best dispersion correc-
tion terms for correcting for long range interactions and will be used extensively in
this thesis [234]. As an alternative to adding dispersion corrections, some function-
als have non-local correlation functionals as part of their total exchange correlation
functional- termed vdW-DF. An example of a vdW-DF functional is optPBE, which
adds an non-local correlation functional to the widely used PBE functional [235].

Several thousand DFT functionals have been proposed. Each functional has
its particular strengths and weaknesses. It is up to the user to work out which
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functional best suits their needs. The ’best’ functional can be defined by historical
use in the literature, benchmarking studies and direct comparison of energetics with
real experimental values. Compared to post-HF methods, there is no systematic
way of achieving higher accuracies. However, the ’gold standard’ post-HF methods
CCSD(T) has limited applicability due to scaling N8.5. By contrast, DFT scales
roughly N3.5, so large molecular systems can still be modeled with high accuracy
within acceptable time-frames.

3.12 Basis Sets

The formation of the Roothan-Hall equations (Section 3.9.4) and the Kohn-Sham
Equations (Section 3.11.2) introduced the concept of basis functions (χ) to build
the total wavefunction and total ground-state density respectively. A set of basis
functions is referred to as a basis set.[200] A linear combination of basis functions is
used to build the molecular orbitals (Equation 3.81). In this section, we will detail
several important basis sets and those that are used in this thesis.

3.12.1 Slater-Type Orbitals

The simplest basis set is the Slater-type orbitals.[207] Slater-type orbitals (STOs)
are close approximations to the atomic wavefunctions. Their form is:

χSTO
abc = Nxaybzce−ζr. (3.115)

where χ is our STO basis function, N is a normalization constant and ζ controls
the width of the orbital, and r controls the radius of the orbital. STOs are said
to have the correct properties of hydrogen 1s orbitals because the function decays
exponentially from a cusp at the nucleus. Figure 3.7 shows a typical Slater-type
function for hydrogen. Unfortunately, STOs are computationally expensive to use,
arising from the evaluation of two-electron integrals.[236] In order to overcome the
issue with computational cost, STOs can be built from a linear combination of
Gaussian functions, which are easier to integrate.[237]

χGTO
abc = Nxaybzce−ζr2 . (3.116)

An STO-1G basis function is built from 1 Gaussian function, and STO-3G is built
from 3, and adding more leads the basis function to become more ’Slater-like’. The
effect of adding successive Gaussian functions is illustrated in Figure 3.7.
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Figure 3.7

3.12.2 Pople Basis Stets

To address some of the issues encountered with STOs, we can use multiple basis
functions for each atomic orbital. The terminology of using multiple basis sets for
each atomic orbital is double zeta for two, triple zeta for three etc. Nevertheless, this
can become quite expensive too, so splitting the valence electrons into an inner shell,
outer shell, and core electrons is done to reduce the cost. For example 3-21G refers to
a split-valence basis set which uses 2 Gaussian functions on the inner shell, and 1 on
the outer shell, and 3 Gaussian functions for the core orbitals. Using multiple basis
functions for an atomic orbital allows for nodal features to be added. However, for
d orbitals, we need to add polarization functions which allows the atomic orbitals to
displaced along a particular direction. 3-21G with polarization functions is termed
3-21G(*), which mixes contributions from higher angular momentum orbitals. For
example, if we want to add polarization functions to an s orbital, we would mix it
with a p orbital.[238] These basis sets are often referred to as Pople Basis sets.

To further improve on the accuracy of Pople Basis sets, we can add diffuse func-
tions. Diffuse functions help model more diffuse electron clouds, found in systems
containing heteroatoms with lone pairs, anions and excited state electrons. A Gaus-
sian function with a small value of ζ is added to the existing functions, leading the
3-21G* function to be termed 3-21G*+G.[200] Overall, it is clear that moving from a
minimal basis to adding more functions (increasing the basis set size) that improves
the accuracy of calculations. It is here the concept of the basis set limit can be
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introduced, which posits that in variational methods using successively larger basis
sets leads to lower energies.[239] Building on this concept, Dunning and co workers
built a series of basis sets design to converge smoothly to the basis set limit, which
will be discussed next.[240]

3.12.3 Dunning’s Correlation Consistent Basis Set

Dunning’s correlation consistent (cc) basis sets are designed to successively recover
correlation energy from valence electrons. Practically, this means that additional
functions, added to the basis set at the same stage contribute similar amounts of
correlation energy. An additional advantage compared to the Pople and STO basis
sets, previously described is that they were built using CI methods as opposed to
pure HF.[212] The nomenclature of Dunning’s correlation consistent basis sets: cc-
pVDZ, cc-pVTZ,...cc-pVnZ, where n to the number of contracted basis sets added
to the core electrons.[240]

In this thesis, the cc-pVTZ basis set is used extensively. For metals, the number
of core electrons starts to become very expensive to calculate. Additionally, for
extended systems like metal surfaces, the electron density effectively has ’infinite’
range within the solid. It is here that we can introduce the concept of plane-wave
basis sets combined with pseudopotentials.

3.12.4 Plane Wave Basis Sets and Projector Augmented Wave

Method

3.12.4.1 Bloch’s Theorem

Part of this thesis focuses on the calculation of periodic solid state systems. In
extended solid systems there are essentially an infinite number of electrons. Conse-
quently, they are impossible to calculate as an extended system without restricting
the solid size and artificially creating edges to the solid. To alleviate this problem
we can use Bloch’s theorem which states that the wavefunction ψ of an electron n

in a periodic system can be written as:

ψn(r) = un(r)e
ik·r, (3.117)

where n is the band number (energy level in the solid), r is a positional lattice
vector, u is a periodic function with the same periodicity of the solid, and k is a
wave-vector which defines the momentum in the crystalline lattice. The exponent
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part of equation 3.117 is a plane-wave. The periodicity of the function un(r) means
that:

un(r) = un(r +R), (3.118)

where R is any vector which is a multiple of the unit cell, where the unit cell is the
smallest unit of the repeating periodic system. Resulting from Bloch’s theorem is
the ability to calculate the properties of an extended system by just calculating the
approximate solutions of ψn of a single unit cell.[241]]

3.12.4.2 Application of Bloch’s Theorem to Solid State Calctuions

In the last section of the basis set introduction we introduced plane waves as a means
of modeling an ’infinite’ systems of solids. When combined with periodic boundary
conditions, they can be used to run quantum chemistry calculations on bulk solids
and surfaces. Practically, a calculation involving periodic boundary conditions leads
to the optimization of a volume and the atomic positions in that volume (for solid
systems the volume is usually a unit cell or a supercell). This is illustrated in Figure
3.8.

The atoms in the chosen volume then ’feel’ interactions in adjacent volumes,
where the total wavefunction can be written as equation 3.117. We can express the
periodic part of the wavefunction as:

un(r) =
∑
G

CGnke
iGr. (3.119)

CGnk are variation coefficients. G are reciprocal lattice vectors within the chosen pe-
riodic volume, which are found from transforming the lattice vectors l into reciprocal
space via:

Gl = 2πm, (3.120)

where m is an integer. Combining equations 3.117 and 3.119 leads to a total expres-
sion for the wavefunction:

Ψ(x) =
∑
G

CGnke
i(G+k).r. (3.121)

This allows an system with an infinite number of electrons to be calculated as a
finite set of electrons in a unit cell. However, Equation 3.121 is an expression the
periodic wavefunction for an infinite set of reciprocal space vectors k. Practically it
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Figure 3.8: A simplified periodic system.

would be impossible to use a wavefunction with infinite terms. Therefore, a select
number of reciprocal space vectors k are selected, discretizing the problem. We can
then substitute Equation 3.121 into the Kohn-Sham equations 3.102 allowing us to
run DFT calculations on periodic systems.[242]

3.12.4.3 Psuedopotential Approximation

An issue associated with building the total wavefunction with plane-waves is that
the number of waves required for rapidly varying states, such as near the cusp
of the nucleus, becomes computationally very expensive. To overcome this is-
sue, the projector-augmented wave method (PAW), is introduced which combines
two techniques.[243] Firstly, the core-electrons are frozen and pre-calculated in an
atomic environment. Secondly, the rapidly oscillating plane-waves are transformed
to psuedized smooth waves, which are easy to compute. This is represented visu-
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Figure 3.9: Projector augmented wave method.

ally in Figure 3.9, where Ψ̃ is the approximated wavefunction and rc is the cutoff
radius for the frozen core. In the PAW method, everything outside rc is allowed to
optimize. Practically this leads to reduction in accuracy, but aside from H and Li,
calculation of atomic systems becomes impossible using pure plane-waves.
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Chapter 4

Investigations into the SMORS

Mechanism

Abstract

The SMORS mechanism describing the formation of insoluble material in

bulk jet fuel was investigated using density functional and experimental tech-

niques. The first part of the SMORS mechanism, the formation of quinones

from the oxidation of indigenous fuel phenols, was shown to proceed via two

possible pathways. First, a single-step pathway yielding two quinones and

a hydrogen peroxide. Secondly, a two-step pathway yielding a quinone, p-

chinole and singlet oxygen. The second step of the SMORS mechanism, the

reaction of quinones with electron-rich heterocyles in fuels, was shown to pro-

ceed via a homolytic aromatic substitution pathway. These findings, allow us

to propose a modified SMORS mechanism, built on our enhanced mechanistic

understanding of fuel deposit formation.

4.1 Introduction

Liquid-phase jet fuel thermal oxidative degradation in conventional fuels is largely
driven by minor heteroatomic species.[24] The process of jet fuel thermal degrada-
tion can be split into three main stages: 1) autoxidation of the bulk fuel yielding
oxidized species, 2) agglomeration of oxidized components to high molecular weight
species, 3) formation of insolubles.[33] There is a better understanding of step 1 than
step 2, and this is reflected in the existing pseudo-detailed mechanisms for deposi-
tion, where there are more steps representing autoxidation reactions.[193, 24, 74]
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To understand the agglomeration and insoluble formation processes in more detail,
researchers have taken the approach of correlating initial polar concentrations with
mass of deposit.[244, 63, 65] Phenols and electron-rich nitrogen compounds, indoles
and carbazoles, were found to correlate well with mass of deposit.[65] In fact, phenol
and electron-rich nitrogen compounds have been found to interact synergistically to
enhance deposit formation in fuels.[63, 170] To explain this synergistic effect, Beaver
et al. proposed the Soluble Macromolecular Oxidatively Reactive Species (SMORS)
mechanism.[32] Several articles have subsequently used this mechanism to explain
observed deposition effects,[245, 47, 68, 66] but none have explored the SMORS
mechanism in depth.

The original SMORS mechanism proposed by Beaver et al. is described in detail in
the following reference[32] and in Section 2.3.1. It relies on the formation of elec-
trophilic quinones from the oxidation of phenol. These quinones are then proposed
to undergo electrophilic aromatic substitution reactions (EAS) with electron-rich
heteroatomic compounds in fuel.[163] Using indole as a model for nitrogen hetero-
cycle leads to the formation of a 3-indolyl hydroquinone. The EAS product between
quinone and nitrogen heterocycles is proposed to undergo further EAS steps to suc-
cessively larger structures, ultimately forming insoluble particles in fuel.[245]

In recent years, density functional theory (DFT) has become an increasingly popular
tool to investigate thermal oxidative reactions in fuel.[94, 29, 54, 76] Early work by
Zabarnick et al. used the B3LYP//6-31G(d) level of theory to investigate X–H bond
dissociation energies of various fuel heteroatoms to understand their chain-breaking
properties.[29] Building on these methods, Parks et al. used the B3LYP//cc-pVTZ
level of theory to propose a copper catalyzed hydroperoxide decomposition cycle.[94]
Further work by Parks et al. successively elucidated thermally oxidation pathways
of a variety of sulfur classes.[54]

It is the aim of this work to investigate the SMORS mechanism at a molecular
level using DFT methods, while proposing alternative pathways where appropriate.
Additionally, our DFT calculations will enhance the understanding of the SMORS
mechanism itself, and allow us to propose alternative pathways. Moreover, a greater
mechanistic understanding of the SMORS mechanism will eventually lead to en-
hanced predictive capabilities in the form of pseudo-detailed mechanisms.
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4.2 Materials and Methods

4.2.1 Computational Details

All calculations were performed in Gaussian09 (E.01) using the B3LYP functional.[246][233]
Grimme’s DFT-D3(BJ) dispersion correction was applied to all the calculations to
account for long-range effects.[247] A PCM solvation model, with n-dodecane as the
chosen solvent, was selected to replicate the hydrocarbon bulk.[248] The basis set
chosen was cc-pVTZ on an ultrafine grid. This basis set adds polarization functions,
allowing orbital hybridization to be taken into account.[240] Transition states were
optimized using the QST1/3 method depending on the reaction studied. All transi-
tion states were verified by the presence of one imaginary frequency corresponding
to the saddle point. Additionally, intrinsic reaction coordinate (IRC) calculations
were performed to verify the transition state corresponded to the expected reac-
tants and products. Unrestricted (broken symmetry) calculations were performed
on open-shell systems, where the HOMO and LUMO were mixed (guess=mix op-
tion). Entropy values were corrected using the GoodVibes script, which employs
a quasi-harmonic correction corrected at 298K.[249, 250, 251] The quinone oxi-
dation pathway in Section 4.3.2 was further validated with single point DLPNO-
CCSD(T)[252, 253, 254, 255, 256] calculations using the ORCA quantum chemistry
package.[257] DLPNO-CCSD(T) allows near CCSD(T) accurate calculations at a
fraction of the cost by identifying electron pairs with significant contributions to
correlation energy, where the correlation energies for the other pairs are obtained at
the MP2 level of theory.

4.2.2 Surrogate Fuels

Details of the experimental setup can be found in the Appendix (Section 10.1.4).

4.3 Results and Discussion

In this section we will present the DFT calculations for each step of SMORS, in
conformity with reference.[32]
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4.3.1 Formation of the Keto-Peroxyl Radical

The first set of calculations was focused on the generation of keto peroxyl radical,
indicated as (P1) in Figure 4.1. In the generalized SMORS reaction scheme, the
first step involves the abstraction of a hydrogen atom from a phenol (representing
an indigenous antioxidant) by a hydroxy radical ROO · . As shown in Figure 4.1,
the Gibbs free energy barrier corresponding to the transition state of this reaction
(TS1) is ∆‡G=+12.65 kcalmol−1; the overall reaction is slightly endergonic, with a
∆rG(ROO · )= +0.40 kcalmol−1.

Comparing the hydrogen abstraction step for the reaction between phenol and dif-
ferent n-dodecane fuel radical classes (R · , RO · , ROO · )[24], the RO · pathway
provides the lowest barriers. The calculated values for each pathway associated for
each radical class are presented in Table 10.1 and the comparison for each pathway
is shown in Figure 4.1. The higher associated barriers ∆‡G for the R · and ROO ·
species compared to RO · are likely due to the higher level of distortion associated
with these barriers. Energies of formation ∆rG for the radical classes go from high-
est to lowest RO · > R · > ROO · . The ability of the electron-rich oxygens to share
spin density with the ring can justify the lower peroxyl radical reactivity, leading to
enhanced radical stability. On the other hand, the alkyl radical is stabilized solely
by the inductive effects from the adjacent carbons.[26]

The next step in the SMORS mechanism is the reaction of dissolved oxygen with
the resulting phenoxy radical. In order to study this step computationally, triplet
oxygen was selected for the calculation, because of its higher stability and common-
ality in nature.[258] Our results indicate that the reaction between dissolved oxygen
and the phenoxy radical is endergonic, with a ∆rG=+15.23 kcal/mol. The transition
state with a barrier of ∆rG=+21.50 kcal/mol was identified for this reaction (TS2

in Figure 4.1), which is in good agreement with the previous work.[259] Overall,
the formation of keto-peroxyl radical (P1 in Figure 4.1) is endergonic, indicating
that high temperatures would be needed for this species to form. However, the
exergonicity of the reactions of phenol with R · and RO · more than compensates
for this, making the hydrogen abstraction using R · or RO · exergonic overall and
making these reactions more favorable than the reaction with ROO · Nevertheless,
the concentration of these chain-carrying radicals will be important too, with ROO ·
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Species ∆‡S ∆‡H ∆‡G ∆rS ∆rH ∆rG

(kcal
mol-1K-1)

(kcal
mol-1)

(kcal
mol-1)

(kcal
mol-1K-1)

(kcal
mol-1)

(kcal
mol-1)

R · -2.749E-02 8.24 9.97 -1.440E-03 -18.88 -17.98

RO · -2.037E-02 0.29 1.32 1.24E-03 -3.31 -20.79

ROO · -2.327E-03 8.94 10.40 9.00E-06 0.40 0.40

Table 4.1: Calculated energy change of reaction ∆‡ and formation ∆r values for
reaction of phenol with different dodecane fuel radicals calculated at the B3LYP-
D3//cc-pVTZ n-dodecane PCM level of theory. Enthalpy values are corrected with
GoodVibes at 298K. All ∆‡ values are calculated from stable pre-collision complexes
located from an IRC calculation.

being primary chain carriers due to their higher concentration.[33]

134



Figure 4.1: Potential energy surface (Gibbs energy) for the formation of the keto per-
oxyl radical calculated at the B3LYP-D3//cc-pVTZ level of theory using n-dodecane
(PCM) as a solvent.
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4.3.2 Formation of Quinones

The next step proposed in the SMORS mechanism is the chain termination of two
keto-peroxyl radicals, resulting in the formation of a quinone, a hydroquinone and
oxygen. Quinones have been found to form from substituted and unsubstituted
phenols in fuels under oxidative conditions.[155, 74] The formation of quinones from
phenols is universally found to occur via a termination step.[260, 261, 100] In the
SMORS mechanism proposed by Beaver et al. it has been suggested that this step
is likely to proceed with the formation of a tetraperoxide (ROOOOR) intermediate,
formed from the recombination of two keto-peroxyl radicals. Beaver et al. then
propose quinones are formed by the decomposition of the ROOOOR via a Russell
Mechanism, leading to the final products.[262] However, our DFT calculations sug-
gest that this is unlikely. The final SMORS species are 104.89 kcalmol−1 (indicated
as the red level in Figure 4.2) lower than the starting state of keto-peroxyl radicals.
However, it is highly unlikely that the α hydrogen (labelled as 1 in Figure 4.2) would
be able to move to the para-oxygen (labelled as 2 in Figure 4.2), given that the dis-
tance of 4.75 Å is prohibitive to hydrogen transfer. Indeed no transition state was
found for this hydrogen transfer.

Because the termination of two radicals is unlikely, the production of keto-peroxyl
radicals and subsequent tetroxide formation in competition with n-dodecane au-
toxidation and other phenol H-abstraction pathways was explored using a pseudo-
detailed mechanism. The details of the pseudo-detailed mechanism are presented in
Section 10.1.3.1 of the appendix. The final concentrations of the species from our
pseudo-detailed mechanism is presented in Table 10.3. Despite the competing steps,
the formation of the tetroxide is still competitive with the other autoxidation and
hydrogen abstraction steps, with the concentrations greater or similar to n-dodecane
autoxidation products found.

Alternative to the proposed oxidation products in reference [32], several pathways
yielding a p-chinole (a), quinone (b), and singlet oxygen (c). These are shown as
P2a,b,d in Figure 4.2. Additionally, a pathway yielding two quinones (a) and hy-
drogen peroxide (d) were found (P2c in Figure 4.2).

The first step is the formation of the tetraperoxide. A barrier of 13.36 kcalmol−1

(TS3) for peroxyl radical recombination and the formation of the tetraperoxide
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(I2) was found in our calculations, which is similar to the previous work on peroxyl
radicals.[263]. Furthermore, the formation of the tetraperoxide (I2) is endergonic,
with a Gibbs energy +8.05 kcalmol−1 above the separated species. This can be
attributed to the instability of the linear ROOOOR structure.[264] It is worth men-
tioning that no stable ROOOOR species was found on the triplet surface, which is
in agreement with previous work.[265]

The decomposition of ROOOOR can proceed through several pathways which are
discussed here. First, a modified Russell Mechanism pathway was explored, lead-
ing to the formation of quinone (I2 → TS4a → P2a,b,d) However, the Rus-
sell mechanism pathway was found to have a high Gibbs free energy barrier of
∆‡G=+34.91 kcalmol−1. Such a high energy barrier indicates that the Russell mech-
anism is unlikely to contribute significantly to quinone formation, when compared
to other calculated pathways in this section. We note that experimental work has
found little evidence for the Russell Mechanism[262] in peroxyl self-reactions pro-
ducing ROH, RCHO and O2 products.[266, 267, 268]

Given that the Russell Mechanism decomposition of the tetraperoxide was found to
have a large free energy barrier, we considered other pathways. As a consequence,
an exergonic single-step channel was identified (I2 → TS4c → P2c), yielding a two
quinones and a hydrogen peroxide P2c. First, the tetraperoxide decomposes via T4c

(∆‡G=10.87 kcalmol−1), predicting a simultaneous transfer of two α-hydrogens to
two oxygens in the ROOOOR chain and the cleavage of two O-O bonds. The IRC
calculation for this transition state can be found in Figure 10.1 in the Appendix.
Production of hydrogen peroxide from peroxyl self-reactions has been detected in
previous work.[100] But, to the best of our knowledge, this is the first time a con-
certed hydrogen peroxide production step has been located.

A second pathway consists of a two-step channel yielding a quinone, p-chinole, and
singlet oxygen species was identified (I2 → TS4b → I3b → TS5b → P2a,b,d).
This includes a transition state TS4b (∆‡G=25.27 kcalmol−1) involving a simulta-
neous cleavage of one O-O and transfer of an α-hydrogen to an oxygen. The resul-
tant intermediate formed (I3b) is a stable hydrotrioxide (ROOOH) species hydrogen
bonded to a quinone species (∆rG=−51.58 kcal/mol). Subsequently, the hydrotri-
oxide species can decompose via a transition state TS5b of ∆‡G=44.26 kcal/mol,
characterized by a four membered cyclic structure. This level of energy barrier is in
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agreement with the previous work.[265, 263] The high barriers for TS4b and TS5b

show that this channel is prohibitive for the production of quinone.

Finally, a further two-step channel leading to a quinone, p-Chinole and singlet
oxygen species was identified (I2 → I3d → TS5d → P2a,b,d). The first step
in this pathway is the exergonic decomposition of the ROOOOR species (∆rG=-
3.27 kcalmol−1), yielding two keto hydroxyl radicals and a singlet oxygen.[269, 48]
In a related work, a potential energy surface scan of the CCSD//6-31G(d) level
of theory on this step with ethane peroxyl radicals indicates that this is a barri-
erless process.[263] In our case also, no transition state was found. Following the
decomposition of the tetraperoxide, an α-hydrogen from one peroxyl radical is then
transferred linearly to the other peroxyl O atom, yielding P2a,b,d with an energy
barrier of ∆‡G=+18.84 kcalmol−1 corresponding to TS5d in Figure 4.2.

Figure 4.2: Potential energy surface (Gibbs energy) of the keto-peroxyl radical yield-
ing quinones on the singlet surface, calculated at the B3LYP-D3//cc-pVTZ using
n-dodecane (PCM) as a solvent. The red level indicates energy of the proposed
quinone oxidation products, where no pathway could be found to form them.

To identify competing oxidation pathways, other non-quinone producing path-
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ways were considered, as shown in Figure 4.3. On the singlet surface, an exergonic
aromatic substitution pathway is identified, leading to ROOR species and singlet
oxygen (P1 → PC4a → TS6a → P4), without producing quinone. In this path-
way, at TS6a a rocking movement of the peroxyl radical towards an α-carbon on
the other peroxyl radical is observed. This is in association with the simultaneous
cleavage of a C–O liberating singlet oxygen is observed. However, the high energy
barrier of TS6a (∆‡G=+59.46 kcalmol−1) means that the termination of ROOOOR
(I2) via TS3 is strongly preferred, suggesting this pathway can be excluded.

On the triplet surface, an exergonic pathway was identified, which leads to the
production of two hydroxy radicals and a triplet oxygen (P1 → PC4b → TS6b

→ P3). The first step of this pathway is the formation of a dimeric pre-reaction
complex (PC4b). Following PC4b, a high energy transition state (TS6b) was
characterized via the simultaneous scission of O–O bonds on each peroxyl radical
and the formation of new O–O bonds between terminal oxygens. The very high
barrier associated with TS6b (∆‡G=+51.49 kcal/mol) means that this pathway will
not proceed beyond PC4b.

If all the pathways are compared, then the formation and decomposition of ROOOOR
via two routes offers the most likely pathway to quinones with both having similar
kinetic barriers. First, the single-step pathway (I2 → TS4c → P2c) giving two
quinones and hydrogen peroxide. Secondly, the two-step pathway (I2 → I4d →
TS5d → P2a,b,d), yielding a quinone, p-chinole and singlet oxygen. The single-
step pathway is more favorable thermodynamically, with an exergonicity of the re-
action of 28.12 kcalmol−1 lower. Nevertheless, both pathways have similar kinetic
barriers. Thus, there is likely to be a distribution of products.

DLPNO-CCSD(T) calculations were performed for the pathways in this section,
where the same reactive trend was observed, which validates our method chosen.
The results are shown in Section 10.1.3 of the appendix.

In real fuels, unsubstituted phenols form a majority of phenolic species. Neverthe-
less, they also form quinones when oxidized, and are expected to undergo similar
reactions here.[155, ?] Nonetheless, this should be investigated further.
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Figure 4.3: Reactions of Keto-Peroxyl Radical yielding non-quinone products on
the triplet and singlet surfaces, calculated at the B3LYP-D3/cc-pVTZ n-Dodecane
PCM level of theory

4.3.3 Quinone Heteroatom Coupling Step

4.3.3.1 Proposed SMORS Electrophilic Aromatic Substitution Step

The next step in the originally proposed SMORS mechanism; the electrophilic aro-
matic substitution (EAS) between indigenous electron-rich compounds and elec-
trophilic quinones was found to be thermodynamically and kinetically prohibited.
EAS reactions usually proceed with the initial attack of an electron-rich aromatic
(the carbazole in this case) to an electron deficient species (quinone in our study),
breaking aromaticity. The second step is the subsequent release of a species, most
commonly H+, at the site of electrophilic attack, completing the substitution reac-
tion and re-establishing aromaticity.[270] The EAS between indole and benzoquinone
(P2) proposed by Beaver et al. is presented in Figure 4.4.[32]. Following the addi-
tion of benzoquinone, a zwitterionic σ-complex forms (Indole+Quinone-).[271]
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Following the EAS scheme in Figure 4.4, no stable intermediate was found. The
aprotic nature of n-dodecane solvent is unable to provide stability to the charged in-
termediate. However, even with a PCM water solvent model no stable benzoquinone-
indole intermediate structure was found.

Figure 4.4: Proposed SMORS EAS step

Despite these limitations, the EAS transition state was identified between methyl
substituted-carbazole proposed in Beaver et al.[32] and quinone, using a lower level
of theory (B3LYP//cc-pvDZ). The intermediate product (I4) could only be obtained
from a constrained optimization by freezing the C–C bonds. Without freezing the
C–C bonds, the zwitterionic structure in 4.4 optimized to two separate indole and
quinone species. The ∆‡G=+177.11 kcalmol−1 barrier between benzoquinone and
carbazole implies the original SMORS EAS proposal is kinetically prohibited. Re-
cent work on EAS reactions indicate that in aprotic/apolar solvents interactions are
likely to proceed through a concerted route, precluding the formation of a charged
intermediate. The concerted routes studied found that in apolar solvents tend to in-
volve autocatalysis of the attacking electrophile with another electrophile.[272, 273]
Two quinone species reacting with a single indole was studied to explore an auto-
catalytic concerted route. However, in our case no concerted route to the coupled
SMORS species was identified.
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Figure 4.5: Potential energy surface (Gibbs free energy) of the reaction between
carbazole and quinone, calculated at the B3LYP//cc-pVDZ n-Dodecane PCM level
of theory.

4.3.3.2 Alternative Acid-Catalyzed EAS Step

The condensation reaction between benzoquinones and indoles has been reported
previously to be catalyzed by acid.[274, 275] In fuels, it is proposed that the au-
toxidation of indigenous sulfur compounds can lead to the formation of sulfonic
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acids.[54] In addition, previous work has suggested that strong acids may play a
role in catalyzing deposit formation.[33] Therefore, an acid-catalyzed pathway was
considered as a possible route for SMORS formation.

This alternative SMORS scheme is presented in Figure 4.6. A protonated quinone
was selected to model this pathway since protonation of the indole would preclude
it from reacting with the electrophilic quinone species. From the overall reaction
scheme presented in Figure 4.6, it can be concluded that a protonated quinone is
able to proceed through a more favorable kinetic pathway. In addition, the forma-
tion of the aromatized hydroquinone carbazole species as proposed in the SMORS
mechanism is possible and thermodynamically favorable (−78.13 kcalmol−1).

The pre-reaction complex (PC5) for this reaction is exergonic. The barrier of the
addition step (TS7) is small at ∆‡G=+6.83 kcalmol−1 above I5. When compared to
the non-catalyzed EAS scheme (Figure 4.4), the positive charge delocalized around
the quinone species will activate the nucleophilic 3-position of the quinone. A hy-
drogen transfer (TS8) is then achieved through a pseudo-ring like structure, with
a small barrier of +7.10 kcalmol−1. The resultant structure from this hydrogen
transfer contains a hydroquinone moiety (I6). The formation of this species is
thermodynamically favorable with a Gibbs free energy change of -18.43 kcalmol−1

compared to the starting structures.

Protonation of quinone will also proceed with a barrier. In our DFT calculations
the quinone was protonated by a dodecane sulfonic acid, known to form from the
oxidation of indigenous sulfur compounds in fuel. It was found that the protonation
step was barrierless but highly endergonic in n-dodecane with a large thermodynamic
barrier of ∆rG=+77.57 kcalmol−1. As shown in Figure 4.6, an overall Gibbs energy
of -0.59 kcalmol−1 change is associated with the entire catalytic cycle, from the
protonation of the quinone by the dodecane sulfonic acid to the formation of the
SMORS species. This indicates that the overall pathway is only mildly exergonic.
Nevertheless, a protonated quinone allows the EAS step to proceed with modest
kinetic barriers. However, with such a large thermodynamic barrier to quinone
protonation in n-dodecane, protonation is unlikely unless the resultant ionic species
are stabilized by a more polar solvent. The protonation step in water was calculated
to have a thermodynamic cost of ∆rG=+25.43 kcalmol−1. Small amounts of water
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Figure 4.6: Acid catalyzed EAS step calculated at the B3LYP//cc-pVTZ n-dodecane
PCM level of theory.

have been detected as micelles in jet fuel.[276] We hypothesize that these micelles
could offer a site for protonation in fuels.

4.3.3.3 Alternative Oxidative Coupling Pathway

Although an acid catalyzed pathway was shown to proceed with modest kinetic bar-
ries, protonation of quinone in n-dodecane comes at a high thermodynamic cost.
Therefore, we investigated additional mechanisms. Another possible pathway for
the coupling between indoles and quinones in the SMORS mechanism is an oxida-
tive coupling route. Oxidative coupling products have previously been detected in
real and surrogate fuels.[155, 68] Undeniably, chain termination between an indole
and a quinone radical would occur spontaneously. However, the termination of two
dissimilar radical species is unlikely due to the low concentration of free-radicals in
solution.[100, 62] Nevertheless, the termination reaction between an indole and a
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Figure 4.7: Generalized HAS mechanism.[278]

quinone radical will lead to a small proportion of SMORS. Alternatively, we investi-
gated the possibility of a homolytic aromatic substitution (HAS) reaction between
indole radicals and quinone, and indoles and quinone radicals. HAS has been de-
scribed as the ’radical analogue of the more facile EAS’.[277] In our study an EAS
pathway could not be located. Therefore HAS serves as another alternative pathway
to forming the SMORS product.

The general HAS mechanism is presented in Figure 4.7. The first step is manifested
by the attack of a radical species on an aromatic ring. The formation of a σ-complex
(analogues to the Wheland intermediate in Figure 4.4) is then followed by the loss
of hydrogen leading to re-aromatization of the ring.

Following the HAS framework, the scheme depicted in Figure 4.7 is proposed for
the reaction of quinone radical with an indole. The σ-complex formed from the initial
attack of the quinone radical at the indole C3 site is presented as I8b. It appears
that the formation of the hydroquinone moiety is not immediately accessible via
abstraction of a hydrogen atom from the σ-complex, which is how the general HAS
mechanism proceeds (Figure 4.7). Instead, internal hydrogen transfer leads to the
formation of intermediate I9, which contains a semiquinone moiety. Semiquinones
are known for their exceptional stability owing to their resonance stabilization.[259]
Nevertheless, hydrogen abstraction from indigenous fuel compounds (RH in Figure
4.7) will lead to the formation of the SMORS product.

DFT calculations for the HAS pathway are presented in Figure 4.9. For compar-
ison, two HAS reaction pathways were calculated for quinone and indole radicals, re-
spectively. For indole, multiple positions for hydrogen abstraction are available, but
the C3 is generally the preferred site for C-C bond formation.[279] Our calculations
indicate that the route leading to the formation of quinone radicals is kinetically and
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Figure 4.8: HAS mechanism applied to the SMORS indole + quinone substitution
step

thermodynamically preferred (0→PC6b→TS9b→I7b) over the formation indole
radicals (0→PC6a→TS9a→I7a). The transition state for both species is char-
acterized by a linear hydrogen transfer to a dodecane hydroxy radical, where the
barrier to quinone hydrogen abstraction (TS9b) is 5.04 kcalmol−1 lower in Gibbs
free energy than the indole abstraction barrier (TS9a). Additionally, the resul-
tant quinone radical (I7b) is 8.12 kcalmol−1 lower in energy than the indole radical
(I7a). Here, it must be noted that when comparing all the products formed from the
quinone production (P2), hydrogen abstraction from p-chinole ((a)P2) is strongly
preferred over quinone due to the formation of a highly stable semiquinone radical.
Not shown in Figure 4.9, the abstraction of an α-hydrogen from p-chinole ((a)P2)
has a ∆‡G+5.54 kcalmol−1 barrier and a resultant ∆rG −47.13 kcalmol−1. Conse-
quently, the p-chinole species is more likely to form radicals than indole and quinone
here. However, the subsequent attack of the p-chinole radical at the C3 of an indole
to form a HAS σ-complex has a high barrier ∆‡G 36.47 kcalmol−1, meaning it can
be precluded as a contributor to the HAS pathway.

The next step in the HAS scheme is the attack of the radical to the aromatic ring
forming a σ-complex. With respect to the indole radical + quinone pathway, 1,4-
benzoquinones are not strictly aromatic. Nevertheless, it has been noted that both
substituted and non-substituted 1,4-benzoquinones are able to form resonance struc-
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tures which could stabilize the resultant σ-intermediate.[280] Both the quinone and
indole radical attack pathways (I7→PC7→TS10→I8) proceed exergonically. How-
ever, in relation to I7, the attack of a quinone radical has a lower free-energy barrier
(TS10b) ∆‡G=6.87 kcalmol−1 compared to the attack of the indole radical (TS10a)
∆‡G=8.09 kcalmol−1. For both TS10a and TS10b, the transition state is charac-
terized by a rocking motion between the C–C bonds formed. The resultant indole
radical-quinone σ-intermediate (I8a) is 4.84 kcalmol−1 more stable than the quinone
radical-indole σ-intermediate (I8b).

Following the formation of the σ-intermediates, a subsequent hydrogen transfer leads
both intermediates to form I9 which is a stable semiquinone radical. Formation of I9

is strongly preferred from quinone radical-indole σ-intermediate (I8b→TS11b→I9).
The free energy barrier for TS11b is small (∆‡G=2.76 kcalmol−1). The re-aromatization
step TS11b for this pathway is characterized by a pseudo-cyclic transition state
structure, where a hydrogen from the C3 position on the indole is transferred to a
quinone (––O) moiety ortho- to the C–C bond. By contrast, re-aromatization of the
indole radical-quinone intermediate I8b proceeds via a high energy barrier (TS11a)
∆‡G=47.64 kcalmol−1 meaning this pathway should be discounted as a major HAS
pathway. TS11a is part of a hydrogen transfer from the quinone C2 carbon, where
the planar quinone moiety has to be bent to allow hydrogen transfer. This bending
of the quinone moiety out-of-plane likely leads to the high barrier for TS11a.

The final step to produce the resultant SMORS species leading to re-aromatization
of the semiquinone compound I9 via abstraction of hydrogen. Dodecanol pro-
duced in the first abstraction step (0→TS9b→I7b) was modelled as the species
for hydrogen abstraction, allowing the efficiency of this radical propagation step
to be assessed. The re-aromatization step with dodecanol proceeds endergonically
(I9→PC8→T12→SMORS), showing the semiquinone compound I9 is more sta-
ble than the dodecane hydroxy radical. However, overall the pathway to produce the
final SMORS product is exergonic by −18.24 kcalmol−1 relative to the reactants
state. This indicates this propagation cycle leading to SMORS is thermodynamically
favorable. The stability of I9 indicates that completion of the final re-aromatization
step is disfavored. Formation of a SMORS trimer is likely given that the SMORS

trimer (Figure 4.11) is 14.15 kcalmol−1 more stable than I9. In this case, an addi-
tional indole and dodecane hydroxy radical are consumed.
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Figure 4.9: HAS step calculated at the B3LYP//cc-pVTZ n-dodecane PCM level of
theory. The R group in this figure refers to an n-Dodecane moiety.

Our calculations show that SMORS can form under both acid-catalyzed and oxida-
tive conditions, in line with literature precedent.[281, 282] In order to investigate
the formation of trimers under acid-catalyzed and oxidative conditions a series of
small scale testing was performed, as illustrated in the following section.

4.3.4 Flask Tests

Our calculations have shown that acid catalysis and/or oxidative conditions can
lead to the formation of SMORS. To examine the effect of acids on the SMORS
mechanism, two indole + phenol based model fuels were prepared, one containing
acid forming dodecanethiol (IP-S) and one without (IP). The details of these tests
are presented in the Appendix, in Section 10.1.4, along with a list of the molecular
formula from (-)LCMS (negative mode LCMS), as well as the proposed structures.
Each (-)LCMS peak was characterized in terms of species class by assigning the
formula of the base peak to a species class. Subsequently, the areas associated
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with each class were grouped, allowing the % total area for each species class to be
presented. This allows the relative abundance of each deposit class detected by (-
)LCMS to be determined. The species classes and their associated percentage peak
areas are presented in Figure 4.10a.

From (-)LCMS results, it is clear that the addition of thiol led to indole + sulfur
oligomer formation, and suppressed the formation of SMORS. The heavy molecular
weight materials corresponding to the IP-S surrogate contained compounds with
molecular formulas associated with indole sulfonylation (44.10b), arylated sulfony-
lation (54.10b), and sulfenylation (64.10b) reactions. These products have previ-
ously been detecting when indole and thiols have been combined under oxidative
conditions.[279, 283, 272] A SMORS trimer (14.10b) is directly observed in the IP
surrogate deposit, suggesting that the SMORS process can proceed without the need
of a strong acid catalyst, as weak carbxylic acids can still form from the autoxida-
tion of bulk fuel.[284] This observation lends support to the HAS mechanism over
an acid-catalyzed mechanism.

The formation of phenol dimers (24.10b) in the sulfur-free IP surrogate deposit sug-
gests that phenols are oxidized in the liquid phase. By contrast, no phenol oxidation
products are observed in the sulfur containing IP-S surrogate. Instead, oxidized sul-
fur compounds form the largest proportion of the deposit. Co-elution of phenolic
and oxidized sulfur compounds can be ruled out because phenolic compounds in IP
elute at different retention times to oxidized sulfur compounds in IP-S (Tables 10.4
and 10.5 in the Appendix).
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(a) (-)LCMS peak areas associated with the deposits generated from the

n-dodecane 0.1mol L−1 indole + phenol and 0.1mol L−1 indole + phenol

+ dodecanethiol surrogates.

(b) Selected putative structures detected in the de-

posit. Detailed information of the deposit structures

are present in Section 10.1.4 of the Appendix

Figure 4.10
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4.3.5 Discussion and Implication for Fuels

The fact that different components in fuels interact with each other, either enhancing
or slowing down deposit formation, is an uncontroversial idea. In fact, synergistic
deposition enhancement between indole, phenol, and sulfur compounds in fuel has
been observed in recent tests.[63] However, the mechanism by which this behind
this synergistic behavior is still unclear. Our DFT and experimental results lead
us to propose a modified SMORS mechanism. The first step in our mechanism
is the oxidation of phenols (1) to quinones (9) are presented in Figure 4.2. The
key weakness of the original SMORS proposal was the formation of quinones via
a Russell Mechanism. Instead, we propose that quinones are produced via two
main pathways, leading to a distribution of products. The first pathway, a two-step
mechanism, involves the decomposition of the tetraperoxide (5) chain followed by
hydrogen transfer. This leads to the production of one quinone (7), p-chinole (6),
and singlet oxygen (8). The second pathway, a single step-mechanism, involves the
concerted decomposition of the tetraperoxide (5). This leads to the production of
two quinones (7) and a hydrogen peroxide (9). The hydrogen peroxide (9) species is
likely to undergo fission, yielding two HO · radicals, further propagating the chain-
mechanism.

The second part of this modified SMORS mechanism is the coupling of quinone and
indoles is proposed to occur via a HAS pathway, presented in Figure 4.12. The orig-
inal EAS pathway, requires a stable, charged, σ-intermediate could not be located
computationally in n-dodecane. Instead, a HAS pathway offers a route to a stable
radical σ-intermediate via the attack of a quinone radical (11) on an indole (13).
Quinone radicals could also attack other electron-rich fuel heterocyles like pyrroles
and carbazoles, generalizing the scheme.

This is the first time a HAS pathway has been proposed as a route to fuel deposit
formation. A HAS pathway also offers additional flexibility being a deposit forma-
tion route which does not rely on free-radical termination to lead to C–C/C–O
bond formation, and instead can be considered to be a propagation step. Beyond
phenol and indole coupling, other fuel species could react to form via HAS reactions.
A recent review focusing on HAS has shown these reactions can occur for both aro-
matic and heterocyclic compounds, including pyrrole and phenyls present in fuel.
A particularly interesting facet of this review in relation to this work is the usage
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Figure 4.11: Modified SMORS mechanism: quinone production pathway

Figure 4.12: Modified SMORS mechanism: coupling mechanisms between indole
and quinone

of SO2 leaving groups for HAS coupling.[278] Indole containing SO2/SO3 leaving
groups were directly observed in the surrogate experiments (4,54.10b).

The updated SMORS mechanism elucidated in this work will enable predictive avi-
ation fuel stability mechanisms with higher accuracy. At present, existing predictive
mechanisms contain no steps for nitrogen and phenol interactions.[61, 24] This is
largely due to the poor mechanistic understanding of the interactions between the
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species, despite the fact that deposition in conventional aviation fuels are highly
correlated with nitrogen and phenol content.[65, 163] Additionally, a common weak-
ness in existing pseudo-detailed mechanisms is the implicit deposition steps. The
work here presents an explicit generalized scheme for nitrogen and phenol deposit
formation. The effect on kinetic and thermochemical parameters on the variations
between different nitrogen species and different phenol structures using this general-
ized scheme can be studied, allowing for the eventual addition of explicit deposition
steps in pseudo-detailed mechanisms.

4.4 Conclusions and Next Steps

The highly-cited SMORS mechanism to explain phenol and fuel heteratom coupling
in fuels was investigated by experimental and DFT methods. Several key modi-
fications are made to the original proposed mechanism. First, in contrast to the
proposed one-step Russell Mechanism, formation of quinone was shown to occur
via a two-step mechanism. This occurs via the decomposition of a tetraperoxide,
formed via the termination of two keto-peroxyl radicals, leading to two reactive
hydroxy radicals and singlet oxygen. Hydroxy radicals then undergo a hydrogen
transfer reaction to form quinone and a p-chinole, in contrast to the quinone, hydro-
quinone and triplet oxygen products in the original mechanism. The second impor-
tant modification is the coupling step between quinone and electron-rich compounds.
In apolar solvents, an electrophilic aromatic substitution (EAS) step was found to
form unstable intermediates and was found to proceed with prohibitively high bar-
riers. Instead, a homolytic aromatic substitution (HAS) mechanism was found to
be the most likely pathway according to DFT calculated energies and experimental
observations. Based on these findings, we propose a new modified SMORS pathway
(Figures 4.11 and 4.12). Additionally, HAS reactions should begin to be explored
as a new coupling pathway for fuel species.
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Chapter 5

The Interaction of Nitrogen

Heteroatomics with Sulfur

Abstract

The mechanism behind the synergistic interactions between nitrogen and

sulfur compounds in fuels was explored using a series of simplified surrogate

fuels. Indole combined with dodecane-sulfide, disulfide, and thiol in a flask ox-

idizer setup all led to increased deposits in comparison to indole alone. LCMS

and GCMS analysis indicates that the addition of sulfur led to nitrogen-sulfur

cross-coupling, indole alkylation, and accelerated indole-indole coupling. Addi-

tionally, the liberation of SO3 from all the sulfur compounds led to sulfonated

indoles forming. Hansen solubility parameters were employed to assess the

solubility of the suggested structures. Additionally, when pyrrole and quino-

line were combined with dodecanethiol differing effects occur. Addition of

dodecanethiol to pyrrole led to rapid polymerization products. Whereas for

quinoline, where no coupling products were detected, quinline decomposition

products were detected instead. From these results, a mechanism is proposed

involving direct protonation of the nitrogen compounds catalyzing coupling.

5.1 Introduction

Jet fuel deposition is largely driven by minor heteroatomic species, present as less
than 0.1% by mass. The heteroatomic fraction is further subdivided into categories
including: sulfur species, antioxidants, nitrogen species, and dissolved metals.[24]
The nitrogen species of significant concentration in fuels include nitrogen heterocy-
cles such as indole, quinoline, pyridine, and pyrrole.[28] Nitrogen and sulfur com-
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pounds have long been known to synergistically act together to form deposits. How-
ever, there is debate as to whether 6- or 5-membered nitrogen heterocycles interact
with indigenous sulfur the strongest. Several studies have indicated that 5-membered
heterocycles (indole, pyrrole) are significantly more adverse for fuel thermal stability
when compared with 6-membered heterocycles (pyridine) and amines.[171, 172, 156]
In addition, an extensive investigation correlating the heteroatom type and the mass
of deposit produced from conventional Jet A-1 fuels found that species primarily
of concern were 5-membered nitrogen heterocycles, phenols, and polar oxygenated
species.[65]

Conversely, work by Zabarnick et al. showed that in a polar-free solvent, 6-membered
heterocycles had a greater deposition propensity than both 5-membered heterocy-
cles pyridines and indoles. However, when all the nitrogen compound classes were
combined with hexylsulfide, the level of deposit increased significantly for all the
nitrogen classes.[63] Likewise, in Oswald and Alexis’s work, the addition of sulfur
compounds was often necessarily to induce deposition.[64] It is the aim of this pa-
per to expand our understanding of the mechanisms of the synergistic interaction
between nitrogen heterocycles and sulfur compounds leading formation of insolubles
in fuel.

Total sulfur is limited by a number of jet fuel standards[129]. However, various
classes of sulfur species behave differently during fuel thermal degradation. Conse-
quently, a correlation between total sulfur and surface deposition is not an appro-
priate approach in understanding thermal stability.[51] For example, the deposition
tendency of straight chain thiols is consistently found to be the highest amongst
all the classes.[140, 62, 130, 153] By contrast, heteroatomic sulfur compounds are
found to be relatively benign.[151, 152, 153] It is commonly accepted that sulfur
species tend to slow down the oxidation process in fuels by reacting directly with
hydroperoxides forming sulfur acids.[140] It is thought that the deposition tendency
of sulfur compounds is linked to their formation of acids and other sulfur oxidation
products.[285, 52, 139, 142]

Several studies have investigated the synergistic deposition effects between ni-
trogen and sulfur species, and proposed contrasting potential theories to explain
the effects. These theories include: an acid-base pathway where the basic nitrogen
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reacts with acids from the oxidation of sulfur compounds,[33, 63] a free radical ox-
idative pathway where oxidative coupling occurs between electron-rich sulfur and
nitrogen species,[63, 148, 64] an acid-catalyzed cross-coupling pathway,[170, 33] and
a mechanism involving the decomposition of sulfur compounds forming SO2 and
alkenes.[52] None of the above theories have received extensive mechanistic scrutiny,
and the pathways leading to deposits remain largely unknown.

For our work, investigation into the synergistic interactions between nitrogen and
sulfur fuel species, a customizable surrogate fuel was considered using lab grade
solvents. In order to characterize the thermally stressed surrogates, a twin LCMS
and GCMS approach was taken. With GCMS, enhanced heteroatom concentra-
tions combined with a pre-concentration technique [155] will allow for thermally
stressed components at lower concentrations to be characterized. GCMS has been
found to be successful at characterizing bulk fuel components,[74] so the effect of
heteroatoms on bulk fuel can be elucidated. LCMS will allow for the larger, less
volatile deposit precursors and deposits to be characterized in terms of molecular
formula and weight. Here, knowledge of the starting components in the surrogate
will allow structures to be proposed from the molecular formula.[68] Both GCMS
and LCMS will offer semi-quantitative data in terms of the relative areas of the
peaks associated with each compound class. An investigation combining these tech-
niques to a multicomponent surrogate fuel heteroatoms is novel within the area of
jet fuel, and the wider fuel-fouling area.

The successful characterization of the nitrogen and sulfur deposits will improve our
understanding of their interactions at molecular level, and ultimately lead to the
construction of predictive models with improved sensitivity and accuracy to differ-
ent fuel chemistry. In our study, ab-initio density functional theory was used to
assess proposed various fuel reactions. Additionally, Hansen Solubility Parameters
(HSPs) were employed to assess the solubility of the detected deposit species.

5.2 Materials and Methods

5.2.1 Surrogate Fuels

The bulk surrogate fuel in this investigation was composed solely of n-dodecane
(ACROS Organics, >99%), which is the average carbon chain length of jet fuel.[286]

156



The bulk surrogate fuels use in this study are shown in Table 5.1. All the het-
eroatoms added to the fuel were added in at 0.1mol L−1 indole (Sigma Aldrich, >99%
purity) , pyrrole (Sigma Aldrich, >98% purity) and quinoline (Oakwood chemicals,
>98% purity) were chosen as the representative of polar nitrogen. The role of indole
and pyrrole in deposition is widely reported in the literature.[63, 172, 156, 64] How-
ever, quinoline compounds have lower effect on the formation of deposit in fuels.[65]
Furthermore, three different straight-chain sulfurs components were added to sep-
arately surrogate fuels including: di-N-hexyl sulfide (Insight Biochemical, >99%),
di-N-hexyl disulfide (Alfa Aesar, >85%), and dodecanethiol (Oakwood Chemicals,
>98%). These sulfur compounds were selected on the basis of their commonality
in aviation fuels and their varying effect on deposition.[51, 63] Methanol (≥99.8%,
SLS), toluene (≥ 99.5%, SLS) and acetone(>99%, SLS) were used for the dissolution
of deposit procedure.

Heteroatom Classes Compounds Added to n-dodecane

Polar Nitrogen Indole

Polar Nitrogen + Sulfur Indole + Di-n-Hexyl Sulfide

Polar Nitrogen + Sulfur Indole + Di-n-Hexyl Disulfide

Polar Nitrogen + Sulfur Indole + 1-Dodecanethiol

Polar Nitrogen + Sulfur Pyrrole + 1-Dodecanethiol

Polar Nitrogen + Sulfur Quinoline + 1-Dodecanethiol

Table 5.1: Surrogate fuels employed in this work, all compounds were added at
0.1mol L−1

5.2.2 Method of Thermal Stressing

All tests were carried out in pressurized glass round bottom flasks to eliminate any
effect of wall surface catalysis.[287] 5mL of surrogate fuel and a 12mm PTFE mag-
netic stirrer bar was added to the 50mL volume flasks and sealed for the rest of the
tests. The stirrer bar was set to 600 rpm for the duration of the test. Each test was
carried out at 140 ◦C with a 1 bar bar molecular oxygen atmosphere above the heated
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surrogate fuel. The oxygen pressure was maintained at 1 bar with glass inserts con-
nected to a cylinder left open during the duration of each test. To maintain the
temperature, a heating block was used. A lower temperature typically encountered
in jet fuel systems was chosen due to limits of the device used.[245] A pure oxygen
atmosphere was used to ensure that the fuel was completely saturated with oxy-
gen, an essential reagent of autoxidation and deposition chemistry.[71] Enhanced
oxygenated conditions allowed for greater production of autoxidation/deposition
products, providing easier analysis and detection. The tests were carried out for 8 h
for all surrogates.

5.2.3 Characterization

Prior to each test, 10mL of total surrogate was prepared, which was split into two
equal parts, with one was kept as a blank. After thermal stressing, the liquid por-
tion of the thermally stressed mixture was taken off the top, and solid deposits were
allowed to settle to the bottom of the flask. Liquid-liquid extraction with 1mL of
methanol was then performed on the stressed liquid. Methanol was analyzed by
GCMS to explore the effect on the bulk solvent and search for any detectable pre-
cursors. In order to characterize the deposits, 5mL of tri-solvent composed of 1:1:1
methanol, toluene, and acetone was used to dissolve the deposits.[288, 289, 170] In
summary, at the end of each test, three samples were produced for analysis: a) the
stressed bulk, b) tri-solvent consisting of dissolved deposits, and c) a blank surrogate.

The GCMS instrument used in this work was an Agilent Technologies 7200 Ac-
curate Mass GC-MS QToF. A split ratio of 100:1 was selected, equiped with an
Agilent hp5-ms low-bleed column. The oven temperature program was set at 45 ◦C

for 2min, then 10 °C/min ramp to 90 ◦C, followed by a 2 °C/min ramp to 130 ◦C,
and eventually a 10 °C/min ramp to 225 ◦C. The injector temperature was set at
250 ◦C. Structures proposed by GCMS are compared with mass spectral fragmenta-
tion data from the NIST library. In most cases, the highest match/R-match factor
was selected as the structure. However, in some cases, due to knowledge of the
starting structures, some structures with a lower match factor were selected.

For the LCMS analysis an Agilent Technologies 6530 Accurate Mass LC-MS QToF
instrument was used. The samples were injected into the a Agilent Zorbax Extend-
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C18 2.1mm×50mm, 1.8 µm column. The mobile phase was run at a 20 : 1 ratio of
70 : 30 acetonitrile:water containing 0.1% formic acid to water for the first 10min.
For the next two minutes the ratio was changed to 1 : 20 70 : 30 acetonitrile:water
containing 0.1% formic acid. Subsequently, for the remaining 3min the final solvent
mixture was 20 : 1 ratio of 70 : 30 acetonitrile:water containing 0.1% formic acid to
water. The mass spectrometer on the LCMS was operated at 350 ◦C with a pressure
of 45 psi. Data was collected over a 50-3000 m/z range, with a 4000V capillary
voltage, fragmenter voltage of 125V. A Duel ESI ion source allowed for real-time
mass accuracy calibration, allowing for probably chemical formulas of the ions to
be elucidated. All the solutions were analyzed in positive ((+)LCMS) and negative
mode ((−)LCMS), ensuring all functional groups were analyzed for.

The Agilent LCMS MassHunter software allows for the determination of a probable
chemical formula based on the mass of the molecular ion detected. In many cases,
multiple formulas are suggested, but given the knowledge of the starting compounds,
one is selected. The deviation from the predicted formula and the measured mass
of the compound will be presented in ppm.

5.2.4 Computational Details

All calculations were performed using the same settings detailed in Section 4.2.1.

5.2.5 Hansen Solubility Analysis

Hansen solubility parameters have historically been a useful tool to asses and pre-
dict the solubility/miscibility of various solvents and solutes.[290] Here, we will use
Hansen solubility parameters (HSP), calculated from the HSPIP software, to asses
the solubility of the structures proposed from our analysis.[291] We built a HSP
sphere to calculate the probable solubility of the detected deposit molecules. These
are detailed alongside the structures. A relative energy difference (RED) between
the HSP sphere and the calculated HSP parameters of the molecule chosen larger
than 1 implies the molecule is likely to be insoluble in your main solvent (n-dodecane
in this case), whereas a RED less than 1 implies the molecule is soluble. Further
detail on the calculation and equations associated with HSP can be found in Section
10.2.1 of the Appendix.
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5.3 Results and Discussion

5.3.1 Pure Indole Deposition

Our analysis of the 8h indole run has demonstrated that indoles tend to couple-
oxidatively to form deposits when present in a fuel-like solvent. Putative structures
compounds detected by LCMS are in Figures 10.19 and 10.21 in the Appendix.
The deposits formed from an indole containing solvent tend to be solely formed
from indole units with oxidized bulk fuel seemingly not present in the deposit struc-
ture at significant levels. Instead, the oxidation of the bulk fuel appears to be
suppressed by the indole as indicated by GCMS analysis of the stressed solution
presented in 10.22 of the Appendix. In contrast to this, GCMS chromatograms
of the stressed n-dodecane chromatogram which is populated by peaks containing
various oxygenated groups shown in Figures 10.14 and 10.15 in the Appendix. This
is interesting as it is in contrast to previous studies showing indole had neither pro
or antioxidant tendencies.[63, 170] The key difference here may be the high concen-
tration of indole added to our mono-component surrogate, where previous studies
used smaller amounts of indole. Studies with real fuels have consistently shown
that nitrogen has been present at higher elemental concentrations than the parent
fuel,[156, 292, 293, 33] which reinforces the validity of chemical comparisons between
surrogate and real fuels.

5.3.2 Effect of Sulfur with Indole

In this section, the effect on adding various sulfur compounds to the indole sur-
rogate on the structure of deposits will be discussed. After 8 hr stressing the ap-
pearance of each flask was markedly different. The pictures of the flasks after 8
hr thermal stressing are presented in Figure 10.17 in the appendix. Gravimetric
analysis of the deposit masses indicates that the order of deposition in terms of the
sulfur compounds added is dodecanethiol (RSH) > di-n-Hexylsulfide (RSR) > di-n-
hexyldisulfide (RSSR) > pure indole (I) which is presented at the bottom of Figure
5.1 (Table 10.7). Thiols have consistently been shown to have the most severe effect
on deposition in fuels compared to other sulfur compounds. [130, 294, 51]

The deposit masses generated and the appearance of each flask are related to the
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structure of the deposit, with a higher deposit mass correlated to a higher proportion
of the deposit containing alkylated indole oligomers. Comparative chromatograms
in positive ((+)LCMS) and negative (−))LCMS ion mode are presented in Figures
10.27 and 10.28. The LCMS chromatogram peaks are labelled according to the class
of deposit structure. Because some peaks contained multiple ions, the most intense
ion signal was selected as the dominant species to assign to the peak class. However,
it should be noted that signal height is not necessarily correlated with concentra-
tion within each peak.[68] The relative peak areas by species class are presented
in Figure 5.1. The structures associated with all the peaks are presented in Tables
10.13 and 10.14, and their associated chromatograms are presented in Section 10.2.7.
Looking at both chromatograms, the I+RSH deposits exhibit the largest number of
peaks, implying there is a larger amount of decomposition products. This is not
surprising given that the I+RSH deposit gave the largest mass. The addition of
sulfur compounds to the indole surrogate led four key compound classes: 1) indole
sulfur oligomers, 2) indole oligomers, 3) oxidized sulfur species, and 4) alkylated
nitrogen structures. Interestingly, in both (−)LCMS and (+)LCMS, the higher the
deposit mass, the greater the proportion of the deposit structure was composed of
alkylated-indole oligomers. However, the proportion of indole-sulfur products in the
deposit is the largest in the RSR+I deposit. Overall, it is clear that addition of
sulfur compounds: accelerates coupling between indoles and changes the deposit
structure by reacting with indole. The deposit structure for each class will now be
discussed in detail.

Selected structures associated with each major species class will now be dis-
cussed, putative structures for each class presented in Figure 5.1 are shown in Figures
5.2, 5.3,5.4, and 5.6. First, the structures for indole oligomers compound class will
be discussed. In all of the deposits analyzed, indole oligomers were found. However,
for the I deposit, indole oligomers formed the entire deposit structure. Indole dimers
found in I, I+RSR, and I+RSH are presented as structures 3 and 1 in Figure 5.2,
which are indicative of oxidative coupling products. Similarly, indole trimers 2 and
tetramers 4 are found, suggesting that even when dimers are insoluble (indicated by
their RED score > 1), further heterogenous coupling reactions can occur leading to
further deposit growth. Similar oligomerization products were observed in another
model fuel study using 2-methyl indole.[68] Nevertheless, the oligomers detected
using 2-methyl indole appeared to contain more oxygenated functional groups com-
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Figure 5.1: Relative peak areas for the four deposit species classes shown the key,
with associated mass of deposit generated in 5mL surrogate shown. Detail of the
peaks associated with each class are shown in the LCMS chromatograms in Section
10.2.7 of the Appendix.

pared to our indole oligomers, which do not always contain oxygen group, even as
tetramer oligomers.

GCMS analysis of the stressed surrogate solutions also reveal information about the
structure of the indole oligomers. Detailed structures of the compounds detected
in the GCMS solutions are presented in Section 10.2.6 of the Appendix. Several
oligomers containing nitrile and indole-ring opening moieties are found in all the
indole and sulfur surrogate solutions (for example, compound h-k in Table 10.10).
In addition, the compound C15H10N2 was detected in the I+RSR and I+RSH LCMS
analysis of the deposit, also suggestive of a dimer containing indole decomposition
moieties. The fact these compounds are only detected in the indole + sulfur sur-
rogates and not the pure indole surrogate is suggestive of the sulfur compounds
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accelerating indole oxidation.

Structures associated with the indole sulfur oligomer compound class will now be

Figure 5.2: Examples of compounds found in the indole oligomer compound class
found in the indole+sulfur deposits. The RED score indicates the solubility of the
proposed structure, with RED > 1 indicating an insoluble structure in n-dodecane.

explored. Out of sulfur containing the deposits analyzed, the highest proportion of
deposit containing the indole sulfur oligomer class was the RSR+I deposit. In-
terestingly, in all (−)LCMS analysis of the deposit, the compound C8H7NSO3

was detected, which is assigned to structure 7 in Figure 5.3. Sulfur dioxide has
been observed as a decomposition product of sulfur compounds in model and real
fuels.[141, 51, 52] Compound 7 is indicative of a SO3 molecule reacting with indole.
Sulfonation of indole usually occurs at the 3-position, owing to the enhanced sta-
bility of intermediates compared to electrophilic substitution at the 2-position.[295]
As a consequence, the most likely structure in Figure 5.3 is presented as the –SO3H
group at the 3-position. 7 could contribute to deposit in several ways. Firstly, the
–SO3H group will significantly reduce the solubility of the indole moiety in hydro-
carbons. The RED score for this structure is 2.03, indicating that this structure is
likely to be highly insoluble in n-dodecane. The RED score is one of the largest
out of all calculated scores for the deposit structures. Despite dodecane sulfonic
acid (structure 10) containing an –SO3H group, the majority of the molecule is
composed of the C12 chain, leading to a total calculated RED score of 0.54. As the
alkyl chain shortens, the total proportion of the molecule which shares structural
similarities (δD, δP, δH Hansen parameters) with the bulk solvent is reduced. This
effect of chain length on RSO3H solubility is particularly well demonstrated when
comparing the RED scores for hexyl sulfonic acid (structure 9) to dodecane sulfonic
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acid (structure 10), where the RED scores are 0.54 and 1.22 respectively, owing to
the proportion of the molecule containing an n-dodecane-like structure. Regarding
the sulfonylated indole species 7, the –SO3H group is attached to an indole con-
taining an aromatic structure with a polar NH moiety, which is highly dissimilar
to n-dodecane base solvent. Alternatively, structure 7 could accelerate deposition
because of the electron withdrawing effect of the –SO3H, increasing the propensity
of nucleophilic aromatic substitution.[283] Nevertheless, –SO3H groups are widely
accepted as protecting groups for coupling reactions.[296]

Compounds containing sulfoxide groups compounds in the indole sulfur oligomer
class are found in the I+RSR and I+RSH deposit. The C/H ratio of several
compounds detected in the I+RSR and I+RSH deposit including C17H24N2OS,
C33H39N3OS, and C20H31NOS are indicative of a sulfur containing alkyl chain at-
tached to an indole oligomer. The proposed structure of C2OH31NOS is presented in
Figure 5.3 as structure 6. Structure 6 is indicative of the product of indole sulfeny-
lation, usually occurring in the presence of thiols and an oxidant source. Indole
sulfenylation products tend to form at the C3 position on the indole.[279] Never-
theless, the RED score of compound 6 indicates it is likely soluble in n-dodecane
owing to the large alkyl chain, meaning only larger oligomers containing shorter
sulfur alkyl chains are likely to contribute significantly to deposits.

Finally, indole+sulfur oligomers containing sulfoxide/sulfone bridges were detected
in all the sulfur+indole deposits. The C/H ratio and number of nitrogens C16H12N2OS,
C16H12N2O2S, and C24H23N3OS are all indicative of indole oligomers containing sul-
foxide/sulfone bridges. A putative structure is presented for C16H12N2OS as struc-
ture 5 in Figure 5.3. Structure 5 could form from the reaction of an indole with a
sulfonylated C8H7NSO3 (structure 7) species. Both of these arylated sulfonylated
compounds could be intermediates to dimers, where C-S bond cleavage and the re-
lease of SO3/SO2 leads to the formation of C-C bonds. Despite this, cleavage of the
C–S bond is a challenge without transition-metal catalysts, which are not present in
our surrogates.[283] Nevertheless, the detection of both arylated sulfonylated com-
pounds adds credence to the theory that compounds 7 could accelerate coupling.
Alternatively, direct reaction of SO2/SO3 and R · could leading to sulfonyl radicals
(RSO2 · ), which can then couple further. SO2 in particular is a good radical trap,
and the subsequently formed RSO2R’ is able to readily decompose to release more
radicals.
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Next, focusing on the oxidized sulfur species class, we see an array of products as-

Figure 5.3: Examples of compounds found in the indole-sulfur oligomers compound
class found in the indole+sulfur deposits.

sociated with sulfur oxidation in the I+RSR and I+RSH deposit. Interestingly, no
oxidized sulfur species were detected in the I+RSSR deposit. Nevertheless, the pres-
ence of the sulfonylated structure 7 in the I+RSSR deposit is suggestive of oxidized
sulfur species being formed, but below the limit of detection.

Focusing on the oxidized sulfur species in I+RSH, a large peak in (−)LCMS (labelled
on Figure 10.28) pertains to C12H26O3S which is dodecane sulfonic acid shown as
structure 10 in Figure 5.4. Similarly, in the I+RSR deposit, hexane sulfonic acid is
found with the formula C6H14O3S assigned to structure 9. In the I+RSR deposit,
the compound C12H26S is also found, corresponding to a sulfoxide species (structure
8). Sulfoxides are a known product of sulfide oxidation, and likely a precursor to
C–S scission allowing hexane sulfonic acid (structure 9) to form.[297]

Finally, we will explore the alkylated indole species class detected. Selected struc-
tures for this class are presented in Figure 5.6. First, it is notable that no alkylated
indole species were detected in the pure indole deposit. This is likely due to the
fact that the oxidation of n-dodecane is suppressed by the presence of indole, as
discussed in Section 5.3.1. The source of the alkylated compounds in the sulfur
surrogates is proposed to come through two key mechanisms: 1) reaction of indole
oligomers with oxidized n-dodecane compounds and 2) sulfur decomposition prod-
ucts leading to the formation of alkenes and SO3 via the mechanism in Figure 5.5.
Regarding mechanism 1), several n-dodecane autoxidation products were detected
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Figure 5.4: Examples of compounds found in the oxidized sulfur class compound
class found in the indole+sulfur deposits.

in the LLE enhanced GCMS analysis of the stressed sulfur indole solutions which
are presented in 10.2.6. These n-dodecane autoxidation products could react with
indole oligomers. Nevertheless, n-dodecane autoxidation products still appear to
form a minor part of the stressed solution like the pure indole surrogate, so it would
be expected that some alkylated products would be detected in the pure indole de-
posit. Instead, mechanism 2) is more likely, given the fact the SO3 reaction products
like 5 and 7 are detected in all the indole + sulfur deposits, so alkenes are likely
readily formed too. Indeed, alkenes are well known to readily couple with other
species under free-radical oxidative conditions.[298]

Exploring the alkylated indole class in detail in each surrogate, in the I+RSR de-

Figure 5.5: Mechanism of SO3 production in fuels.[52] First RSH is successively
oxidized to a sulfonic acid. The sulfonic acid then undergoes hydrogen abstraction
and reacts with another alkyl radical, this subsequently yields an SO3 molecule, an
alkane, and an alkene.

posit, several compounds are found containing more carbons expected than given the
number of nitrogens. These include the compounds C30H23N3O, C38H30N4O,C22H22N2O2,
and C29H23N3. These structures are all consistent with alkylated indole oligmers.
Exploring one structure from the I+RSR deposit in detail, C22H22N2O2 is presented
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as 13 in Figure 5.6. Structure 13 shows an indigo moiety bonded to a hexene moiety.
Given that indigo was directly detect in the GCMS trace as compound r in Table
10.10 and hexene would be an expected decomposition product of hexane sulfonic
acid via mechanism 2) in Figure 5.6, 13 is likely to correspond to C22H22N2O2.

Similar alkylated indole products are found in the I+RSH deposit, again indi-
cated by more carbons than expected given the number of nitrogens in the molec-
ular formula. These I+RSH deposit products include the compounds C36H37N3,
C44H40N4O, C36H35N3O, and C20H29NO. C36H37N3 is assigned structure 12, show-
ing a dodecene, likely arising from dodecane sulfonic acid decomposition, bonded
with an indole oligomer. C20H29NO is assigned 11, which likely arises from an oxi-
dized dodecane species (detected in the I+RSH LLE GCMS) reacting with indole.
Interestingly, the RED score of 11 of 0.51 implies this molecule is likely soluble
in n-dodecane, and is potentially entrained in the I+RSH deposit. The long alkyl
chain contributes to the solubility of 11 in n-dodecane. Shorter alkyl chains in the
I+RSR deposit structures could lead to compounds with lower solubility, which can
explain the wider distribution of deposit products compared to the I+RSH deposit.

In the I+RSSR deposit, fewer alkylated indole oligomers are detected. This reflected
in the fact that oxidized sulfur species are not detected in this deposit, lending sup-
port to the mechanism in Figure 5.5 being a source of the indole alkylated deposits.

Figure 5.6: Examples of compounds found in the alkylated indoles compound class
found in the indole+sulfur deposits.
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5.4 Reaction of Sulfur with Other Nitrogen Hete-

rocycles and Compounds

To further investigate the synergistic effect between nitrogen and sulfur compounds,
we explored the interaction between other representative nitrogen compounds and
thiols. Dodecanethiol was chosen as the representative sulfur in these tests due to
its significant interaction with indole. Two other fuel representative nitrogen hete-
rocycles were selected- pyrrole and quinoline. Each test was carried out according
the method of thermal stressing detailed in the method section.

After 8 h thermal stressing each flask contained differing levels of visible deposits
and the solutions exhibited different colors. The flasks are depicted in Figure 10.33
of the Appendix. Although, gravimetric analysis was not performed for these tests,
it is clear that the addition of dodecanethiol had a pronounced effect of increasing
the amount of visual deposits. In particular, the pyrrole flask produced a black
deposit which was only partially soluble in the trisolvent mixture. As a conse-
quence, for pyrrole + dodecanethiol, the trisolvent mixture was filtered through a
glass microfibre 0.6 µm filter before analysis. The black deposit is likely polypyrrole,
proposed to form by other researchers under oxidative conditions in fuel,[64] and is
notoriously difficult to dissolve due to the highly constrained nature of the polymer
backbone.[299] By contrast, the pure quinoline solution appeared to yield no visible
deposits, but the addition of dodecanethiol led to a fine deposition around the flask.

The GCMS chromatograms of each solution with the indication of products detected
at each region is presented in Figure 5.7. Similarly to the indole GCMS analysis
(Figure 10.22), GCMS was not able to detect surrogate deposit precursors. Once
again, this is likely due to the volatility of the precursors, precluding them from
entering the GCMS column. Nevertheless, it is notable that n-dodecane autoxida-
tion products were observed for both pyrrole and quinoline, but the same GCMS
analysis found that indole (Figure 10.22) suppressed the autoxidation of the bulk
solvent. Pyrrole has been noted for its antioxidant properties too,[300] but in this
case it is clear that indole shows greater antioxidant properties.

GCMS analysis also revealed that pyrrole was consumed below the detection limit
in the pure-pyrrole test. By comparison, the other solutions in Figure 5.7 all indi-
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cated the presence of starting nitrogen compounds. To understand the deposition
mechanism further, LCMS analysis was performed on the dissolved deposit.

Like in the indole tests, LCMS analysis was performed for these tests in (+)LCMS

Figure 5.7: GCMS chromatogram of the solutions of pyrrole, pyrrole+dodecanethiol,
quinoline, and quinoline+dodecanethiol after 8h stressing at 140 ◦C.

and (−)LCMS mode to capture a wide range of possible deposit products. The ions
detected in these tests are presented in Table 10.15.

Four main classes of species were observed in both the nitrogen deposit structures:
1) n-dodecane autoxidation products 2) nitrogen oligomers, and 3) alkylated nitro-
gen compounds. The chromatograms and ions detected by LCMS are presented in
Section 10.2.8.2. The addition of sulfur had a large effect on the structure of the
deposit for each nitrogen species.

Analysis of the pyrrole deposits produced structures entirely composed of the n-
dodecane autoxidation products class. These compounds are C12H24O3 and C12H22O2

both associated with acidic n-dodecane species, assigned structures 14 and 15. In
section B and C of the pyrrole (+)LCMS chromatogram several low-intensity over-
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lapping peaks are found, which could not easily be identified. However, it is likely
this section contained n-dodecane autoxidation products too because the peaks were
found at same retention times as n-dodecane autoxidation products found in the pure
quinoline (+)LCMS deposits. Additionally, the absence of pyrrole in the GCMS
analysis of the solution implies pyrrole did take part in the formation of deposit.
Nevertheless, nitrogen containing structures were not identified in the LCMS chro-
matogram here.

Upon the addition of sulfur, pyrrole deposits contained structures associated entirely
with pyrrole cross-coupling and oxidized sulfur. Suppression of n-dodecane autox-
idation is clear from the GCMS results in Figure 5.7, so it is not surprising that
no n-dodecane autoxidation products were found in LCMS analysis of the deposit.
Several products containing C/N ratio of 4:1 indicating several pyrrole oligomers
C8H10N2O and C16H2ON4O, assigned structures 17 and 18. Products with C/N
ratios higher than expected were also found in the pyrrole + dodecanethiol deposit.
These include the compounds C13H11N3 and C25H20N6O3. The C/H ratios of these
compounds are indicative of pyrrole chain containing a pyrridine moeity. For ex-
ample, the compound C25H20N6O3 is assigned structure 16, consisting for 4 pyrrole
units and one pyrridine, possibly formed from ring opening with pyrrole and sub-
sequent re-aromatization. Alternatively, since pyrrole polymerization proceeds via
a chain-growth mechanism, whereby the formation of a radical/positive charge on
the subsequent dimer leads to further reactions at the 2-position, the reaction of
trace pyridine is likely to halt/slow this process. Due to pyridine’s 6-membered
structure, a pyridine unit is likely to interfere with the polymer conjugation prop-
erties of polypyrrole.[301] As a consequence, compound 16 is likely to have a lower
propensity to undergo further coupling compared to a pyrrole trimer. Thus, 16 is
likely to remain soluble towards the trisolvent compared to the larger polypyrrole
species formed.

Analysis of the pure quinoline deposit shows a mixture of oxidized n-dodecane,
oxidized quinoline, and alkylated quinoline products. Oxidized n-dodecane com-
pounds include acid decomposition products C4H6O4 and C5H8O3, and directly
oxidized n-dodecane including C12H22O4, C12H22O4, and C12H26O6. The oxidized
n-dodecane compounds then directly react with quinoline. Compounds C16H19NO
and C17H21NO are indicative of cross-coupling reactions with n-dodecane decompo-
sition products. 20a and 20b are considered possible structures of C16H19NO. 20a
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Figure 5.8: Selected putative structures from the compounds detected by LCMS
detected in the pyrrole and pyrrole+dodecanethiol deposit. The RED based on
calculated HSP are presented for each structure.

is analogous to the alkylation products observed in the indole+di-n-hexylsulfide and
indole+dodecanethiol runs (for example 12, 19). 20b is proposed to occur via cou-
pling between oxidized n-dodecane species detected in the GCMS chromatogram
in Figure 5.7. Interestingly, all the quinoline structures proposed in section A
(+)LCMS are soluble in n-dodecane according to the RED scores given. RED scores
below one for the cross-coupling products arise from the large alkyl chain, increasing
the similarity with the base solvent. Since no deposits were observed visually from
the pure quinoline run, these structures could collect at the bottom of the flask after
the solution was extracted. Finally, the compound C9H7NO is associated with an
oxidized quinoline, likely structure 19. 19 is proposed as the most likely site oxida-
tion is the ortho-position according to previous work on quinoline oxidation.[302]

Addition of dodecanethiol to the quinoline surrogate led to the suppression of n-
dodecane autoxidation products, and quinoline oxidation products. Again, the
GCMS chromatograms in Figure 5.7 indicate that n-dodecane autoxidation is sup-
pressed here, so the formation of alkylated quinoline is not observed here. In fact,
the formation of oxidized quinoline compounds is also suppressed by the addition of
dodecanethiol. Instead, the compounds are detected in section B C25H26N4O and
C28H22N4O of the (+)LCMS contain fewer carbons that would be expected with
quinoline tetramer. Since ring-opening reactions were observed in the indole runs
upon addition of sulfur compounds (Tables 10.12, 10.10 and 10.11), the compounds
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associated with quinoline in this run could also be formed from ring-opening prod-
ucts of quinoline. Supporting this assertion, sulfur acids and SO3 have shown to
readily decompose quinolines.[303, 304]

Figure 5.9: Selected putative structures from the compounds detected by LCMS
detected in the quinoline deposit. The RED based on calculated HSP are presented
for each structure.

Overall, the addition of a typical fuel sulfur, n-dodecanethiol, appears to lead to
two effects. Firstly, the suppression of n-dodecane autoxidation products is evident
from the GCMS and LCMS data, where these products are only observed in the
pure nitrogen deposit and solution. The second effect is the promotion of coupling
for pyrrole, where direct coupling products are only observed when dodecanethiol
is added to the flask. This is also seen with the indole tests, where addition of
sulfur compounds led to an apparent increased amount of coupling product ions
observed. By contrast, the 6-membered quinoline shows no neat quinoline coupling
species, even upon addition of dodecanethiol. Instead, the compounds formed are
associated with reactions between decomposed nitrogen coupling products. Also,
the addition of dodecanethiol appeared to suppress the formation of quinoline alky-
lation/alkeneylation products (36-39). The implications for these results will be
discussed in the next section, with potential mechanisms proposed.
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5.5 Mechanism Discussion and Implication for Jet

Fuels

In the introduction to this work three mechanisms proposed by researchers which
lead to nitrogen and sulfur compounds forming fuel deposits were highlighted: 1) an
acid-base pathway leading to salt formation,[33, 63], 2) an acid-catalyzed coupling
pathway,[170, 33] 3) a free-radical oxidative coupling pathway between nitrogen and
sulfur species,[63, 64] and 4) a pathway involving the in-situ formation of H2SO4

from SO2.[52] The semi-quantitative investigation into nitrogen-sulfur interactions
in fuel has revealed several important findings. Firstly, the addition of reactive sulfur
compounds to fuel nitrogen heteroatoms does not appear to lead to salt formation in
our study, as suggested by some researchers.[63, 33] Considering oxidative-coupling
between nitrogen and sulfur compounds, several sulfenylation reactions were found
in the indole runs (6, 17, C27H27N3OS), but oxidative coupling products between
nitrogen compounds appeared to be make up the a large part of the total deposit
structure, too. Nevertheless, the third mechanism proposed in the literature, for-
mation of SO2 is given credence in our study due to the detection of sulfonylated
species 7 in the indole sulfur tests. However, other sulfonylated species were not
detected in the other nitrogen sulfur runs. Despite this, the sulfonation of indole led
to a compound with high insolubility in our n-dodecane solvent. Nonetheless, the
presence of the –RSO3 group is likely to protect indole from further coupling, so the
insolubles formed from compound 7 are likely to form as fine deposits rather than
larger macromolecular structures. According to the barriers calculated (Table 10.17
in Section 10.4), the sulfonation of several fuel-typical 5-membered nitrogen hete-
rocycles can more easily proceed than 6-membered heterocycles, potentially giving
one reason why 5-membered heterocycles led to enhanced deposit in the presence of
sulfur in some studies.[171, 172, 156]

It is also notable that the identity of the sulfur species in the indole test led to
interesting differences in the structure of deposit. The I+RSH and I+RSR deposits
contained indole-sulfur cross-coupling products, likely forming from the reaction
with R · and RS · . However, the most notable effect between the sulfur classes
appeared to be related to the extent of coupling products produced, indicated by
the number and area of peaks produced in the dissolved deposit (Figures 10.27 and
10.28). This effect is particularly seen when comparing the pyrrole + dodecanethiol
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test to the pure pyrrole test, where no pyrrole coupling products appear to form
after our 8 h test. By contrast, upon addition of dodecanethiol, pyrrole coupling
products are observed but no direct sulfur+nitrogen coupling is found (Tables 10.15
and 10.16). The addition of dodecanethiol to the quinoline surrogate fuel did not
lead to the detection of quinoline coupling products. Instead, the main products de-
tected were ions indicative of reactions between ring opening products of quinoline.
These findings indicate the addition of sulfur appears to play a role in catalyzing
coupling between some nitrogen species.

To explain this effect, it is proposed that sulfonic acid plays a role in accelerating
coupling by protonating the heteroatom, supporting the acid-catalyzed theory of
coupling.[33, 170] Our proposed mechanism is illustrated in Figure 5.10. In our
explanation we use pyrrole as our model 5-membered heteroatom and pyridine to
illustrate the 6-membered case. Protonation on pyrrole is more favorable at the
C2 position.[305] On the other hand, pyridine tends to be protonated at nitrogen,
since the lone pair is more available to protonation. Pyrrole protonation at the
C2 position leads to C3 and C5 activation due to the positive charge dissociated
round the ring via more resonance forms, leading to nucleophilic 5-membered het-
erocycles to attack these positions. The resulting pyrrole dimer from nucleophilic
attack still bears the positive charge, leading further coupling. It is for this reason
acids are employed in the production of polypyrrole.[306] By contrast, protonated
6-membered heterocycles are unable to form resonance structures meaning the posi-
tive charge remains on the protonated nitrogen site. Nevertheless, due to the strong
electron withdrawing effects of the protonated nitrogen species, attack by nucle-
ophiles (like other nitrogen heterocycles) leading to enhanced coupling at the C2
position.[304] Since 6-membered heterocycles show much greater basicity than 5-
membered heterocycles,[307] strong acids (like sulfonic acids), the effect stronger
activation effects in 5-membered heterocycles will be balanced out by the increased
protonation of 6-membered rings. As a consequence, our mechanistic approach can
explain enhanced coupling in for both 5- and 6-membered heterocycles.

Our proposal relies on the ability of sulfur acids in fuel to protonate in non-polar
aprotic bulk fuel. A recent review has highlighted the importance of trace water
in forming reverse micelles, allowing acid-base chemistry to occur in non-polar bulk
solutions.[308] Another review into the water content in jet fuel has highlighted that
polar compounds, including sulfonic acids and polar nitrogen compounds, tend to
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coalesce round water droplets found in fuel, potentially offering a site where the
protonation steps could occur.[276] Nevertheless, despite the low concentration of
water, as highlighted in Figure 5.10, once protonation occurs on one nitrogen species
the positive charge remains on the dimer allowing polymerization/oligmerization to
larger macromolecules until the nitrogen oligomer is deprotonated.

Figure 5.10: Proposed mechanism of acid catalyzed for 5-membered nitrogen hete-
rocycles in fuel

To explore the coupling sites via protonation, a series of DFT calculations wer
performed on various protonated nitrogen fuel species to calculate the electrostatic
potentials (ESP) mapped onto total electron density. The results of the calcula-
tions are presented in Figure 10.34 in the Appendix. The chosen protonation sites
were selected as the most favorable based on previous literature supplied in the
figure caption. Panel 10.34A shows that pyridine protonated at the N1 position
leads to electron deficiency primarily at the N1 site. Nevertheless, the C2/C6 car-
bons appear to show areas of weak electron deficiency too, which can help explain
why pyridine shows increased deposit in the presence of sulfur acids.[64] Protonated
quinoline demonstrates lower charge dissociation, where the benzene ring attached
to the pyridine moiety leads to greater electron density at the C2 position. By con-
trast, pyrrole, which shows greater deposit enhancement when combined with acid
species, protonation at the C2 leads to electron deficiency at the C5 site, and to
a lesser extent the C3 site. Indole protonated at the C3 site also leads to electron
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deficiency at the C2 position. This likely explains why coupling products were ob-
served in the C2 position in the GCMS results in section 10.2.6. Interestingly, the
carbazole ESP plot shows that protonation has little effect on the electron density
at other sites, potentially explaining why Zabarnick et al. showed that carbazole
deposition was not accelerated by the addition of sulfur. [63]

Two notable differences between our surrogates and real fuels 1) use of an artificially
high concentration of antioxidant and 2) use of a simplified bulk fuel containing aro-
matics, should be discussed. Firstly, use of artificially high concentration of antiox-
idants likely increased the level of self-reaction. In a real fuel, an antioxidant would
be expected to couple with fuel components at a higher rate, leading to a greater
concentration of bulk fuel-nitrogen side products. Secondly, using a more realistic
fuel containing aromatics would also lead to an increase in bulk fuel-nitrogen side
products. Particularly because aromatics have a higher propensity to undergo C–H
abstraction than alkyl components.[29] Additionally, the addition of aromatics is
known to increase the solubility of polar compounds, therefore the level of deposit is
likely to change between a pure n-dodecane fuel and a fuel containing aromatics.[276]

Our findings in this work will help researchers more to a more comprehensive under-
standing of jet fuel deposition. The work has highlighted that greater understanding
into the protonation mechanisms in fuels will need to be performed. Nevertheless,
integration of our findings into a predictive mechanism will lead to greater sensitivity
to fuel chemistries.

5.6 Conclusions and Next Steps

In this work a combination of experimental and computational techniques was used
to propose several mechanisms to deposits generated by nitrogen heteroatoms and
sulfur compounds. When indole and several common fuel sulfur compounds (di-n-
hexyl sulfide, di-n-hexyl disulfide and dodecanethiol) are combined in a flask oxi-
dizer LCMS and GCMS analysis shows that sulfur compounds tend to accelerate
coupling between indoles. This accelerating coupling effect is found to in the order
dodecanethiol > di-n-hexyl sulfide > di-n-hexyl disulfide. Interestingly, di-n-hexyl
sulfide and dodecanethiol exhibited indole alkylation and sulfenylation/sulfonylation
cross-coupling products, indicative of decomposition of the chain to R · and RS · .
In all the sulfur compounds, SO3 gas is generated, indicated by the detection of
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sulfonated indoles in all the sulfur deposits. Additionally, the decomposition of sul-
fur compounds producing SO3 creates alkenes as a by-product, which were found
to form alkeneylation compounds in the sulfur nitrogen deposits. The calculated
Hansen Solubility Parameters of the sulfonated indole compounds suggests many
of these are highly insoluble in n-dodecane, leading to another source of deposit in
fuels.

Expanding our investigation to two other common fuel nitrogen compounds, quino-
line and pyrrole, the addition of dodecanethiol leads to the rapid polymerization of
pyrrole. By contrast, quinoline appears not to show any coupling products, but in-
stead demonstrates decomposition products likely catalyzed by sulfonic acid formed
from the oxidation dodecanethiol.

Based on our analysis, a mechanism was proposed involving sulfur acids from oxi-
dized sulfur. Favorable protonation sites on 5-membered rings lead to the activation
carbon sites around the ring to coupling, initiating a oligmerization chain reaction.
Protonation of basic 6-membered rings does not lead activation of coupling sites to
the same extent, but still leads to enhanced C2 activation to nucleophilic attack
due to strong electron withdrawing effects of the protonated nitrogen. We show this
difference clearly with calculated electrostatic potential plots. Our proposal will
enable greater prediction of fuel deposits engines with higher thermal efficiency, and
enable models to be built with greater sensitivity to fuel blends.
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Chapter 6

Understanding the Wall Deposition

Mechanism

Abstract

Elemental analysis of deposits formed on a simulated jet fuel burner feed

arm suggest a higher concentration of oxidized polar fuel species at the wall-

deposit interface. To investigate this, the adsorption energies of various jet fuel

species classes were calculated using plane-wave DFT methods on two oxides

Fe2O3-(0001) and Cr2O3-(0001), which were chosen to represent a stainless

steel surface. A mixed termination approach was chosen to encapsulate the

heterogeneous nature of stainless steel surfaces. On metal-terminated Fe2O3

and Cr2O3, the order of the absolute adsorption energies was RSO3H > RSO2H

> RCOOH > RSH > ROH > RCOH>RH. Dissociative chemisorption was

observed for all the acid species, with sulfur acids having a higher absolute

adsorption energy on Cr2O3 but carboxylic acids having a higher adsorption

energy on Fe2O3. On oxygen-terminated Fe2O3, the order of the absolute

adsorption energies was RSO2H > RSR > RSO3H > RSH > ROH > RCOH

> RCOOH > RH. On the other hand, for oxygen-terminated Cr2O3, the order

of the absolute adsorption energies were RSO2H > RSR > RSH > RSO3H >

RCOH > ROH > RCOOH > RH In contrast to the metal terminated surface,

acids do not chemisorb on the oxygen terminated surfaces. Instead, the sulfur

acids are found to form surface hydroxyl species from the dissociation of the

acidic –OH group. The reactivity of the surfaces followed the general pattern:

metal terminated-Fe2O3> metal-terminated Cr2O3, oxygen-terminated Fe2O3

≈ Cr2O3.
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6.1 Introduction

Irrespective of the source of an aviation fuel, one of the crucial technical suitabil-
ity considerations for the utilization of fuel is its resistance to thermal oxidative
degradation. Thermal oxidative stability is a regulated property, since jet fuel has a
secondary function as a cooling fluid, prior to the combustion chamber.[309] Ther-
mal oxidative degradation will become increasingly important in the future as more
thermally efficient jet engines are brought into service, resulting in larger heat loads
on the bulk fuel.[74] The development of a robust theoretical framework for ther-
mal oxidative degradation through an understanding of the molecular interactions
between fuel species and components will enhance the prediction of the growth of
surface carbonaceous deposits in aero-engine fuel systems.[24] However, this requires
a comprehensive quantitative/qualitative analysis of a large number of chemical
species interacting with the surface during fuel thermal degradation. The complex
chemical composition of aviation fuel means that efforts to understand the mecha-
nisms behind deposition, to date, have involved a combination of theoretical studies
and experimental work carried out under simplified conditions.[24, 89, 77]

Experimentally, jet fuel system simulators such as the Aviation Fuel Thermal Sta-
bility Test Unit (AFTSTU) are capable of assessing fuel thermal degradation in
service conditions.[89] The AFTSU rig replicates conditions in a range of current
and future aero-engines, ensuring that the fuel arrives at the simulated burner feed
arm in a condition which is representative of a system in terms of fluid flow, thermal
exposure, surface chemistry, etc.

From a theoretical point of view, density functional theory (DFT) has emerged as
an increasingly important tool to understand thermal oxidative degradation. DFT
allows proposed reaction pathways to be evaluated in terms of calculated thermody-
namic and kinetic parameters. Publicly available DFT studies pertinent to jet fuel
thermal stability have mainly focused on liquid phase chemistry in bulk fuel.[310,
311, 54] Within recent years, plane-wave pseudopotential methods implemented in
DFT have become useful tools for investigating surface chemistry.[312, 313, 314]
Within the scope of fuels, DFT calculations using the Vienna Ab Initio Package
(VASP) have explored the reactivity of surfactants on stainless steel surfaces in au-
tomotive engines.[312] Particularly relevant to our research area, a recent study has
employed plane-wave DFT calculations to study the adsorption of bio-fuel species
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on stainless steel.[315] To our knowledge, no DFT studies have investigated the reac-
tion of thermally oxidized conventional jet fuel species occurring at the surface-fuel
interface, i.e. reactions occurring between the fuel and pipe walls.

The term thermal oxidative stability refers to the ability of an aviation fuel to
withstand chemical changes caused by reactions with oxygen dissolved in the liquid
phase.[316] Thermal oxidative degradation can be divided into two key processes:
(i) autoxidation of the fuel, (ii) subsequent formation of insoluble species leading to
deposits. The autoxidation of the bulk fuel produces several oxidized fuel species
including acids (RC(––O)OH), alcohols (ROH) and carbonyl compounds (RCHO).
Minor heteroatomic species (such as nitrogen and sulfur-containing species) are also
oxidized via reactions with hydroperoxides (ROOH). Of these heteroatomic species,
indigenous sulfur compounds are known to be strongly deleterious to fuel ther-
mal stability. In particular, thiols,[317, 318, 319] successively react with hydroper-
oxides to form sulfenic (RSOH), sulfinic (RS(=O)OH) and sulfonic (RS(=O)2H)
acids.[54, 53]

The oxidized species RCHO, ROH, RC(––O)OH along with sulfur-containing species
RSOH, RS(––O)OH, RS(––O)2OH formed through the autoxidation process are be-
lieved to take part in agglomeration processes. These oxidized species then eventu-
ally bind to heated surfaces, forming carbonaceous deposits.[320] However, it is yet
unclear which chemical mechanisms or fuel species are involved in different stages of
deposition. It has been reported that deposits generated in aviation fuel systems are
‘varnish-like’ or ‘lacquer-like’, as they are difficult to remove mechanically.[115, 166]
The high temperatures (500−800 ◦C) required to completely remove deposits using
thermal gravimetric analysis (TGA) and carbon burn-off methods suggest that de-
posits are chemically bonded to the heated surfaces.[321, 89]

Direct analysis of deposits from lab scale tests, and subsequent characterization
of constituent elements and functional groups has collectively helped to propose
potential mechanisms of deposition. Stainless steel (SS) 316 is the most common
material found in the fuel lines of an aero-engine. Therefore, it has received ex-
tensive attention as a substrate for deposition.[321, 69, 178] For example, Ervin et
al. used X-ray Photoelectron Spectroscopy (XPS) to confirm the higher concentra-
tion of S-O bonds at early stages of deposit growth.[321] Moreover, atomic emission
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spectroscopy (AES) measurements carried out by Kauffman et al. demonstrated a
higher concentration of sulfur and oxygen at the deposit-surface boundary.[69] The
presence of S–O bonds allowed both papers to postulate that organic sulfur acids
formed from autoxidation of reactive sulfur play a key role at the early stage of
deposition. Complementary to this, Venkataramanet et al. reported that deposits
show high levels of oxygen-containing functional groups together with the presence
of carboxyl moieties via thermogravimetric analysis-mass spectroscopy (TGA-MS).
The latter was confirmed by XPS.[322] In addition, sulfonic and carboxylic acids
have been shown to react with SS316L surfaces. However, the mode of interaction
in this case has not been fully elucidated.[323] In contrast to the involvement of
oxidized fuel species in wall attachment, Beaver et al. proposed that aryl thiols are
important for deposit formation.[320] Mohan et al. also theorize that thiols and
disulfides directly form metal sulfides on a variety of SS surfaces.[324] Finally, metal
sulfides have also been shown to form at higher pyrolytic temperatures on stainless
steel by several researchers.[322, 325]

Morphological analysis of fuel deposits reveals that the thermally stressed fuels ini-
tially form a thin film of deposit on SS. This film then manifests itself as particle
growth at specific sites.[321] Kauffman et al. postulated that site-specific growth
could occur at grain boundaries on stainless steel.[69] Stainless steel primarily is
passivated by a chromium layer. However, grain boundaries reveal local chromium
depleted zones which exposes iron-based oxides.[28] Furthermore, steel passivation
layers tend to contain both chromium and iron oxides of differing phases. Thus, local
oxides could interact with deposits in different ways. Unfortunately, because of the
high molecular weight and amorphous nature of jet fuel deposits, direct analysis of
deposits can only provide limited information about their structure. Furthermore,
it is difficult to study deposit growth in situ, because of the difficulty of sampling
and the rapidity of deposit layering at the nano-scale.

The aim of this article is to identify which indigenous/oxidized fuel species have
the greatest propensity to adsorb on clean stainless-steel surfaces using DFT calcu-
lations of their adsorption energy and adsorption mode. A complication in this is
the fact that SS is heterogenous in structure, whereas predictive numerical mech-
anisms require the wall to be treated as a mono-component surface with uniform
reactive properties.[24] Thus, the adsorption energies of fuel species for two main
surface oxides, hematite and chromia, will be compared. Two main classes of species
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and their main autoxidation products will be assessed. Firstly, bulk hydrocarbons
(RH) which will be represented by a simple alkane as the most common species
in conventional and alternative fuels.[28, 326] The bulk hydrocarbon autoxidation
products investigated will be carbonyl (RCHO, alcohol (ROH) and carboxylic acid
(RC(––O)OH) species. Secondly, sulfur species represented by a thiol (RSH) and
sulfide (RSR), which are found in conventional fuels. The main products of thiol
(RSH) autoxidation, sulfinic (RS(––O)OH) and sulfonic (RS(––O)2OH) will also be
assessed. The DFT results were compared with the elemental analysis of carbona-
ceous deposits at the early stage of deposition, obtained from the wetted surface of
a simulated burner feed arm, as part of Aviation Fuel Thermal Stability Test Unit
(AFTSTU).

6.2 Methods

6.2.1 Surface Model

Stainless steel is heterogeneous in structure, so noted above. Therefore, α-Cr2O3

and α-Fe2O3 oxides were chosen as the surfaces to represent stainless steel in this
study. Fe2O3 and Cr2O3 are isostructural species. Both are found in corundum type
structures. The (0001) lattice planes were used for both given that they are common
in steel. [327] Both metal and oxygen-terminated surfaces will be studied, in-line
with recent computational work exploring the reactivity of stainless steel. [314]
Nevertheless, we acknowledge that a metal-terminated surface has frequently been
shown to have the highest stability for pure α-Cr2O3 and α-Fe2O3. [328, 327, 329]

To construct the surfaces, bulk hexagonal unit cells and ions were allowed to
relax. Subsequently, two layers were frozen using the relaxed-bulk structure and op-
timized unit cell, and a 20Å vacuum was added above the surface. The non-frozen
ions were subsequently relaxed, creating the clean surface geometry. Each bulk and
surface unit cell consisted of a slab roughly 12Å thick which was built from four
stoichiometric units. All structures were assigned their most stable magnetic or-
dering at standard conditions. Thus, Fe2O3 exhibits ferromagnetic coupling within
each Fe bilayer and anti-ferromagnetic coupling between neighboring bilayers along
the (0001) direction. [330] In contrast, Cr2O3 exhibits anti-ferromagnetic coupling
within the bilayers and ferromagnetic coupling between adjacent Cr layers. [331]
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Figure 6.1: Surfaces used in this study, blue atoms represent chromium, brown
atoms represent iron and red atoms represent oxygen. Panel a) correspond to metal
terminated Cr2O3 (Cr–O3 –Cr). Panel b) corresponds to oxygen terminated Cr2O3

(O3 –Cr–Cr). Panel c) metal terminated Fe2O3 (Fe–O3 –Fe). Panel d) oxygen
terminated Fe2O3 (O3 –Fe–Fe). Green arrows and circles indicate the chosen ad-
sorption sites for this study, at the top site metal and oxygen for each respective
surface.
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All surface models were prepared using the pymatgen python package. [332, 333]
The molecules were placed 1.6Å above the surface aligned with functional groups
2 potential sites corresponding to metal and oxygen top-sites. These sites were se-
lected out of all possible adsorption sites (Figure 6.1) likely to be important. For
each top-site, the slab and adsorbate geometries were optimized to a minimum.
Each calculation corresponds to a high-coverage scenario, because a (1×1) unit cell
was chosen. A high coverage scenario was chosen, because of the number of species,
configurations and surfaces that were tested, given the available resources. Addi-
tionally, a high-coverage scenario allows the lateral interaction between adjacent
polar species on heated surfaces.

6.2.2 Computational Details

All density functional theory calculations were performed using the Vienna Ab Initio
Simulation Package (VASP), version 5.4.4. [334, 335, 336] The generalized gradient
approximation (GGA) was used with the optimized Perdew, Burke, and Enzerhof
functional (OptPBE). [337] OptPBE improves the accuracy of the original PBE
functional by adding a non-local correlation energy using a model response func-
tional which uses electron densities. [338] Addition of this vdW-DF allows long-range
dispersion interactions to be accounted for, where localized GGA functionals are
often inaccurate. [339] Inclusion of long-range interactions makes the OptPBE func-
tional particularly suitable for surface interactions. Our own testing of the OptPBE,
PBE, and the meta-GGA SCAN functionals demonstrate that PBE under-binds for
chemisorbed and physisorbed fuel species on both oxides. These results are presented
in Table 6.1. To describe the highly correlated 3d-electrons in α-Fe2O3 and α-Cr2O3

the rotationally invariant approach proposed by Dudarev et al. was chosen as the
DFT +U method. [340] For Fe the U-J parameter was 4.0 eV, which gave a band gap
of 2.07 eV and magnetic moment of 4.14 µB , close to the experimental band gap of
2.4 eV and measured magnetic moment range of 3.32− 4.20 µB. [341] For Cr a U-J
parameter of 4.0 eV gave a band gap of 3.22 eV and a magnetic moment of 2.91 µB,
compared to the experimental values of 3.4 eV and 3.8 µB band gap and magnetic
moment, respectively. [323] The core electrons were replaced by projector augmented
wave (PAW) potentials. [342, 343] The wave function of the valence electrons was
cut-off at 600 eV. [344, 345] For both α-Fe2O3 and α-Cr2O3, a Monkhorst-Pack
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7×7×1 k-point grid was in used the surface calculations, where a dipole correction
was added to account for the asymmetry of the slabs. For the bulk calculations a
7 × 7 × 7 Monkhorst-Pack k-point grid was employed. Bader charge analysis was
performed by the code written by the Henkelman group.[346, 347, 348, 349]

The adsorption energies, Eads, were calculated as follows:

Eads = (Esys − Eslab −Nmol × Emol)/Nmol (6.1)

where Esys is the energy associated with the optimized structure of the adsorbate
on the slab, Eslab is the energy associated with the clean slab, and Emol is the energy
of the adsorbate calculated in a large 20 × 20 × 20Å box. Nmol is the number of
adsorbates per unit cell.[312]

We will also consider the energy contribution of lateral interactions below. They
were calculated using:

Elateral = Emolsurf − Emol, (6.2)

where Emolsurf is the energy of the frozen adsorbate, obtained from the geometry of
the fully-relaxed structure on the slab after the slab is removed (as described in the
surface model section).

6.2.3 Justification for using the OptPBE

Due to the difficulty in obtaining reliable experimental data for adsorbtion en-
ergies, often the comparison of different functionals is used to justify the choice
of functional.[314] As a result, we compared OptPBE with PBE (GGA) and the
SCAN (meta-GGA) functional. The cutoff energy used for these tests was 450 eV
and a gamma centered 4x4x2 k-point grid was used. The SCAN functional has
been shown to give accurate results for covalent and long-range systems for both
solid state and molecular systems, often improving on the accuracy of more ex-
pensive hybrid functionals.[350] The ethane sulfonic acid adsorbate was selected
for testing each functional since it was expected that this group would exhibit the
both strong chemisorption and long-range interactions. The adsorption energies for
each functional are presented in Table 6.1. It is clear that PBE underbinds at the
chemisorption site (oxygen top-site), and the physisorbtion site (metal top-site).
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By contrast both the SCAN and OptPBE functional gave similar results at each
site. The OptPBE functional was chosen for this study because of its lower overall
computational cost.

Table 6.1: Calculated adsorbtion energies eV of ethane sulfonic acid on metal ter-
minated Fe2O3 and Cr2O3 using different functionals

Fe2O3 Cr2O3

Metal top-site Oxygen top-site Metal top-site Oxygen top-site

PBE -0.31 -1.55 -0.36 -1.73

OptPBE -1.26 -2.48 -1.01 -2.56

SCAN -0.90 -2.11 -0.93 -2.76
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6.3 Results and Discussion

6.3.1 Results from the Aviation Fuel Thermal Stability (AF-

STU) Rig

Figure 6.2 presents the distribution of the elements in an area covering small parts
of stainless steel and deposit layer generated in the AFTSU rig. These results sug-
gest that Fe atoms are more concentrated in stainless steel and reduce significantly
throughout deposit. On the other hand, the Cr component is closer to the steel
wall surface, indicating the passivating layer.[351] With the exception of the early
stage of deposit, close to the surface, C atoms are evenly distributed throughout the
different stages of deposition. This suggests that deposition at later stages is dom-
inated by C-C interactions. O atoms are more concentrated at the early and later
stages of deposition; sulfur atoms show more contribution at early stage and become
patchy throughout deposit. Interestingly, the concentration of oxygen and sulfur is
located at similar spots at the wall-deposit interface, suggesting the involvement of
an oxidized sulfur species.

Deposit 

Fe Cr C O S

Wall

Figure 6.2: Map of constituent elements detected via EDX of deposit generated in
an AFTSU burner feed-arm corresponding to an arbitrary point, the corresponding
SEM image of the area is shown at the top

As noted above, the late stage development of the deposit is outside the scope of
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this work, but our results are consistent with a deposition layer composed largely of
polar species. In this work we will focus on the origins of the fuel-wall interactions
at the early stage using DFT calculations.1

6.3.2 Computational Results

In this section, DFT-calculated adsorption energies for oxidized and indigenous fuel
species on Fe2O3 and Cr2O3 are presented and discussed. Geometry optimization
of the clean M-terminated (metal terminated) surfaces led to the inward relaxation
of the top metal sites, leading to a contraction in the interlayer metal top-layer and
oxygen layer. For clean O-terminated (oxygen terminated) surfaces, geometry op-
timization also led to an inward relaxation of the top-site oxygens. The optimized
clean surface geometries are present in the appendix Figure 10.35. The surface en-
ergy for the M-terminated Fe2O3 and Cr2O3 surfaces were 1.52 Jm−2 and 2.03 Jm−2

respectively, matching well with previous data.[352, 353] The O-terminated surfaces
had higher surface energies 3.09 Jm−2 and 3.69 Jm−2 for Fe2O3 and Cr2O3, owing
to the dipole induced by the non-stoichiometric surface.

The results will be related to the AFTSU experimental work and existing observa-
tions for fuel systems.[321, 320, 69, 322] Since this study is primarily concerned with
the reactivity of the functional groups of various fuel species with stainless steel, a
short ethane carbon chain was used rather than more typical jet fuel species. Indeed,
the average chain length of a jet fuel hydrocarbon is C12.[316] This was computa-
tionally too costly, given the available resources, due to the large gap which would
be required between the slabs. Thus, a C2 chain was selected instead, to minimize
the computational cost. Additionally, a shorter chain reduces the number of possible
conformations of the alkyl tail. Nevertheless, in general, a longer alkyl tail increases
adsorption energy due to adjacent VdW packing (see Figure 10.38 in the Appendix
for the effects of tail length), observed in recent work on high-coverage surfactant
adsorption on SS.[312] A shorter tail reduces the complexity of the calculations with-
out sacrificing insight into different fuel species. Figure 6.3 shows the adsorption
energies for each of the surface terminations and for the given fuel species. Tables
10.19 and 10.18 in the Appendix give details of the adsorption energies, and tabu-
late the contribution of lateral VdW interactions to the total adsorption energies.

1The results here were not conducted by the author of the thesis but by Dr Simon Blakey and
Dr Ehsan Alborzi, and are included as part of completeness of the study.
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Section 10.5.5 contains the geometries of all the adsorbates and surfaces tested.

Figure 6.3: Adsorption energies calculated using OptPBE for the high coverage
metal-terminated and oxygen-terminated surfaces. The key indicates whether the
geometry relaxation was initiated the metal-top (-M) or oxygen-top (-O) sites. The
adsorbates displayed at the bottom are the initial configurations which are set to
relax on each surface. The black bars indicate the VdW contributions towards the
total adsorption energy.

Our VASP calculations show that sulfur acids play an important role in binding
to the heated surface in the deposition process as proposed by previous researchers.[69,
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Figure 6.4: Chemisorbed geometries in our tests including charge density difference
plots,

49, 321] In particular, the detection of higher concentrations of O and S at the the
wall/deposit interface of the AFTS burner feed arm is consistent with the accu-
mulation of acidic sulfur species. However, the adsorption energies show that each
oxidized sulfur species exhibits individual behavior on the surface depending on the
surface termination and the specific oxide under consideration.

Firstly, only M-terminated surfaces lead to dissociative chemisorption adsorption
of oxidized sulfur species to the wall, where the adsorption of sulfur acids is pre-
sented in panels in B, D, E and F Figure 6.4. Hereby, dissociative adsorption of
sulfur acids on Cr2O3 is more favorable than on Fe2O3. This contradicts the asser-
tion by previous researchers that Cr-depleted zones could provide a favorable site
for deposition.[69] Nevertheless, the deposition process in conventional fuels is al-
most always characterized by an induction period, where components like sulfurs are
oxidized.[317] Therefore, the formation of sulfur acids before the start of deposition
corroborates well with previous observations.

All acids tested formed metal ester bonds (S/C–O–M) via the top site metal on
the M-terminated surfaces (Figure 6.4). Ethanoic acids were adsorbed as monoden-
tate metal-ester structures on both surfaces (Figure 6.4 A and C). However, all the
sulfur acids (with the exception of sulfinic acid on Fe2O3) were adsorbed as bridging
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bidentate metal-esters formed on adjacent M top-sites. On O-terminated surfaces,
acid –OH groups tended interact with the top O layer (Figures 10.40 and 10.44 in
the appendix). In general, acids on O-terminated Fe2O3 had the highest absolute
adsorption energies compared to O-terminated Cr2O3. Interestingly, sulfur acids
dissociated on O-terminated Fe2O3 forming surface –OH groups.

In contrast to the sulfur acids favorable binding on M-terminated Cr2O3, non-
oxidized sulfur compounds tended to have a higher absolute adsorption energy on
M-terminated Fe2O3. Thiols tended to have a higher absolute adsorption energy
than sulfides on both M-terminated surfaces, where poor packing abilities of the
sulfide methyl groups led to repulsive VdW interactions reducing the total adsorp-
tion energy (Figure 10.41 in the appendix). Both non-oxidized sulfur compounds
are stabilized by favorable sulfur lone-pair M-topsite interactions. On O-terminated
surfaces, in general sulfides had higher absolute adsorption energies. In fact, on the
O-terminated surfaces, at the M-topsites, sulfides form sulfoxides upon adsorption.
Thiol adsorption is characterized by favorable –SH O-topsite interactions. However,
on Fe2O3 the adsorption of thiol also leads to the formation of surface –OH groups.
In contrast with Beaver et al.’s SMORS proposal, no aryl sulfide formation was ob-
served on any of our oxides tested.[320] Nevertheless, stable physisorbed structures
formed on both surface terminations could block further adsorption at these sights,
suggested by previous researchers.[287]

Potential alternative future fuels like power-to-liquid fuels will contain no sulfur. In-
stead, the major products of thermal oxidative stressing will be oxygenated species.[315]
For the oxygenated species on the M-terminated surfaces, Fe2O3 provides the high-
est absolute adsorption energies. Nevertheless, both M-terminated surfaces surfaces
follow a similar adsorption trend of RC(––O)OH > RCOH ∼ RCHO > RH. This re-
sult mirrors similar work on biofuel molecules on Cr2O3 M-terminated surfaces.[315]
In general, physisorbed geometries of the oxygenated species are stabilized by O-
M interactions, where stable dative bonds are formed (Figure 10.39). For the O-
terminated surfaces, Fe2O3 tends to provide the highest stability for oxygenated
species with the exception of RCHO on O-terminated Cr2O3.

On both surfaces and terminations, surface-adsorbate adsorption of the oxygenated
compounds is stabilized by high levels of VdW lateral interactions. Because high lev-
els of oxygenated species has previously been correlated with high levels of deposit,[354]
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an increased concentration of oxygenated species at the wall will increase the stabil-
ity of oxygenated species simultaneously adsorbed at the wall. Additionally, despite
the fact that no chemisorption was found for the oxygenated species we tested,
formation of meta-stable physisorbed structures would still increase the residence
time of these species in the fuel system. It has been shown that increased residence
time results in the production of larger amounts of deposit because of the ability of
species to undergo further autoxidation and agglomeration reactions.[118]

Looking into the future, fuels will contain an increasing variety of oxygenated and
heteroatomic species, as drop-in fuels become more popular. Existing numerical
mechanisms tend to model deposition as a single Deposit Precursor→Deposit

step.[24, 74, 78] However, our AFTS experimental data shows a changing chemical
composition moving away from the SS wall (Figure6.2). In addition, our VASP re-
sults suggest that once adsorbed, fuel species would block any further reaction with
the surface. Therefore, after initial adsorption, further deposition will be no longer
characterized by metal-fuel interactions, but by carbon-carbon interactions. Exist-
ing work by Alborzi et al. has proposed a two-stage deposition mechanism based on
this phenomenon.[355] However in reference[355], the thermochemical and kinetic
parameters were correlated from experiments using a conventional fuel with a spe-
cific fuel chemistry. Recent work has shown that quantum chemistry calculations
integrated into predictive numerical mechanisms have the potential to create more
generalized mechanisms, applicable to multiple fuel chemistries.[76] Our study has
demonstrated that DFT calculations can begin to explain the behavior of different
fuel types. A larger study of a variety of compounds and surface types, including
structural variations of adsorbates, would provide the opportunity to construct a
predictive deposition mechanism using these techniques. Indeed, high throughput
surface calculations could offer a way of constructing a larger data-set for the task
of constructing a predictive numerical mechanism for future fuels.[356]

6.3.3 Conclusions

The adsorption of representative jet fuel species on representative stainless steel ox-
ides (hematite and chromia) was studied using plane-wave DFT calculations. In ad-
dition, the AFTSU rig was employed to study chemical composition throughout the
deposit-wall structure. Results from the AFTSU rig indicate higher levels of sulfur
and oxygen at the deposit-wall interface. DFT calculated adsorption energies show
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that sulfur acids and carboxylic acids are able to chemisorb on metal-terminated
Fe2O3 and Cr2O3. Interestingly, sulfur acids show a larger binding strength for
metal-terminated Cr2O3, whereas carboxylic acids show greater stability on metal-
terminated Fe2O3. Future sustainable aviation fuels (SAF) are expected to have a
lower sulfur content. Therefore, higher levels of carboxylic acids are expected to be
formed from autoxidation. Thus, the deposition on steel is expected to be slower
and found at Cr-depleted zones.

Unoxidized sulfur compounds showed a lower reactivity towards the surface. How-
ever, thiols and sulfides were still able to form stable physisorbed structures, particu-
larly on Fe2O3. The bulk fuel component, represented by ethane, was inert towards
both surfaces as expected. Oxidized bulk fuel components, ethanol and ethanal,
were able to form stable physisorbed structures via dative bonds. Since the aim
of the work was to guide the future formation of predictive deposition models, the
generalizability of heterogeneous stainless steel was also explored within the DFT
calculations. In general, metal-terminated surfaces led to a larger binding energy.
In addition, binding energies were larger for both terminations of the Fe2O3 sur-
face. However, many exceptions were found to this observation, notably for the
chemisorption of sulfur acids on Cr2O3.

Our experimental results combined with surface DFT calculations show that both
techniques can be used successfully in combination to explore complex deposition
phenomena in fuels. Future, fuels will have a lower proportion of heteroatomic com-
ponents. However, higher temperature demands on fuels, and the expectation that
conventional fuel will be continually used as a blend, means that thermal oxidative
stability will still be important. In particular, our study has shown the formation of
carboxylic acids from fuel autoxidation will remain a problem as long as hydrocarbon
fuels are used.
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Chapter 7

Predicting Thermal Stability

Behavior with Quantum Chemistry

Abstract

To understand the formation of insolubles in fuels from first principles, a

series of DFT calculations were run to calculated the barriers of the autoxida-

tion and coupling reactions for several common fuel aromatics/heteroatoms.

The compounds chosen were: phenol, toluene, naphthalene, pyrrole, quinoline,

and indole. A homolytic aromatic substition mechanism was indentified which

when integrated into a simplified pseudo-detailed mechanism, could predict de-

position behavior of the compounds tested in a simple n-dodecane surrogate.

The homolytic aromatic substition mechanism identified starts with the for-

mation of an AHA · intermediate, formed from the attack of a A · to an AH

species. It was found that ROOH could re-aromatize the AHA · intermediate

forming a deposit dimer. Sensitivity analysis of our pseudo-detailed mecha-

nism indicated that R · and RO · abstraction steps had a large influence on

the final mass of deposit. However, the A · +AH coupling step also had the

largest influence on the rate of deposit formation. An aromatic/heteratom

model containing phenol and toluene was also built, which showed that phe-

nol suppressed deposition from toluene, and reduced peaked in deposit mass

at a 25:75 phenol:toluene ratio.

7.1 Introduction

The formation of insolubles in the liquid-phase of jet fuels is mainly driven by the
formation of oligomers from fuel components.[74, 47] Oligomers successively grow
starting from dimers, trimers, tetramers and so on. Each oligomer growth step is
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predominantly characterized by the formation of C–C and C–O bonds. Previous re-
search has emphasized the termination of antioxidant and/or fuel components (A · +
A · −−→ A2) as a key source of fuel insolubles, and by that extension C–C/C–O
bond formation.[62, 145, 24] This has led Heneghan and Zabarnick to highlight an
inverse correlation between the ease of oxidation and the formation of deposits. In
other words, a fuel with a lower oxidation rate arises from the higher concentration
of chain-breaking A · radicals, and therefore have a higher concentration of A · to
undergo termination steps producing deposit.[62] However, in some instances, this
relation does not always hold. Notably, some nitrogen compounds like pyrroles and
indoles tend to show low/no effects on autoxidation rates yet are severe deposit
promoters.[170, 63, 65] To explain these exceptions, Heneghan and Zabarnick pro-
pose that some fuels produce termination A–A products with a higher solubility.[62]
Nevertheless, there may be other chemical factors that need to be explored.

The formation of A–A via the termination of two free-radicals A · in solution
is part of an oxidative coupling process. However, it is possible to form A–A
without a termination step under oxidative conditions. Focusing on transition
metal free processes, homolytic aromatic substition (HAS) has received consider-
able attention as a method for cross-coupling aromatic compounds under free-radical
conditions.[357, 358, 278, 359] Additionally, HAS mechanisms have been used as a
way to understand the rate of radical reactions.[360, 361] The general mechanism
of HAS is shown in Figure 4.7. First, an attack of an aryl radical to an arene
compound generates a σ-intermediate. The σ-intermediate is then re-aromatized
via elimination of a leaving group forming a dimer. In this sense, HAS reactions
are analogous to electrophilic aromatic substitution (EAS) reactions, except that
the σ-intermediate is not charged. EAS reactions have been proposed as a mech-
anism in the formation of jet fuel deposits.[32] However, in aprotic non-polar jet
fuel, the stabilization of charged EAS σ-intermediates is precluded.[273] By con-
trast, HAS reactions have been shown to readily occur in non-polar aprotic solvents
between arenes under molecular oxygen.[362] In general HAS reactions have pre-
sented a challenge to organic chemists due to poor selectivity, leading to intractable
mixtures.[278] Nevertheless, in the context of jet fuel fouling, fuel deposits and gums
are characterized by highly disordered coupled products composed of mainly aro-
matic groups.[177, 363] Overall, the HAS reactions between aromatic fuel species
should be investigated as possible route to deposits. Particularly as HAS offers a
route to form C–C bonds without terminating the free-radical chain mechanism,
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and can instead be considered a propagation step.

Several reactions for the formation of insolubles/deposits are represented in pseudo-
detailed mechanisms in the public literature.[24, 61] However, at present, they are
implicit. As a result, they do not represent specific chemical transformations, but
are composed of ’pseudo’ species with parameters fitted to experiments. In the fu-
ture, a wider range of fuel chemistries and blends will require predictive mechanisms
with greater sensitivity to the starting components, without relying too heavily on
fitting parameters. However, due to complexity and range of insoluble structures,
a compromise needs to be met between the range of reactions and products repre-
sented.

In recent years, density functional theory (DFT) has become a popular tool to
build pseudo-detailed mechanisms jet fuel deposition from ’first-principles’.[54, 76]
DFT allows direct calculations of thermochemical and kinetic data, and evaluation
of competing chemical reaction pathways. By contrast, previous pseudo-detailed
mechanisms have been produced by producing activation energies from fitted exper-
imental data.[24, 61] However, this leads to mechanisms which are only suitable for
specific types of fuel.

It is the aim of this paper to: 1) explore the possibility of HAS as a route to in-
solubles formation and 2) attempt to predict insoluble formation tendencies using
DFT methods. First, several two-component fuels containing bulk and heteroatoms
will be stressed to produce an insoluble mass. Then, the energetic pathways from
fuel heteroatoms and bulk species to dimers are calculated and compared to insol-
ubles generated by the surrogate fuels. As a means of understanding the deposition
process further, the solubility of oligomers will be considered too.

7.2 Methods and Materials

7.2.1 Surrogate Fuels for this Study

Six surrogate fuels were built with a range of compounds designed to represent the
different heteroatom and aromatic compounds found in fuels. Out of the nitrogen
class of compounds pyrrole (Sigma Aldrich, >98% purity), quinoline (Oakwood
chemicals, >98% purity), and indole (Sigma Aldrich, >99% purity) were selected.

196



Pyrrole and indole are two 5-membered nitrogen heteratom compounds known to
promote insoluble formation, with pyrrole being a particularly problematic insoluble
promoter.[65, 172] Quinoline has been shown to also promote insolubles, but to
a lesser degree than pyrrole and indole.[65, 63] Next, phenol (ACROS Organics,
>99%) was chosen to represent the phenolic class of compounds, again shown to
promote insolubles in a variety of real and surrogate fuels.[65, 155, 161, 77] Finally,
two aromatic components, naphthalene (Fluorochem, >99%) and toluene (SLS, ≥
99.5%) were chosen for their presence in the mono-aromatic and di-aromatic class in
fuels.[37] Each of the above six components were added as 0.1mol L−1 to n-dodecane
(ACROS Organics, >99%).

7.2.2 Method of Thermal Stressing and Deposit Measure-

ment

To produce the insoluble masses, 5mL of fuel was added to a 50mL borosilicate
round bottom pressurized flask. The flask was heated to 140 ◦C for 24 h under 1 bar.
After heating, the flask was allowed to cool and insolubles were then filtered through
a 0.1 µm glass fiber filter to give the total weight of insolubles in the bulk. The flask
was then washed with trisolvent and then washed into a flask. The flask was then
dried in a vacuum oven to remove any liquid residue, weighed, and then compared
with the weight of the clean flask- giving the total weight of adherent insolubles left
in the flask.[364] The sum of the insolubles weights on the filter and in the flask
gave a mass total insolubles per surrogate. The deposit experiments were repeated
at least 3 times for each surrogate to improve the accuracy of the total insolubles
measurement.

7.2.3 Hansen Solubility Parameters and Computational De-

tails

The details for the Hansen Solubility Parameters can be found in Section 10.2.1 and
5.2.5. The computational details for this section were the same employed in the
Chapter 4 presented in Section 4.2.1.
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7.2.4 Pseudo-Detailed Mechanism in Fuels

In order to compare the total insolubles to the number of dimers predicted by DFT,
several new reaction steps were proposed which will be elucidated in the results and
discussion. To capture the autoxidation reactions in the bulk, the basic autoxidation
scheme (BAS) was used which gave good agreement with oxygen and hydroperoxide
depletion with experiment. The BAS scheme was optimized for a range of C10-C14
hydrocarbons, whereby the thermochemical and kinetic parameters were obtained
using n-dodecane as the model fuel. Further details of the BAS scheme can be found
in reference[76]. To construct the mechanism, the Eyring equation was used, with
A being formed from the entropy barrier and Ea formed from the enthalpy barrier.
All the forward and reverse barriers were calculated from a stable pre-reaction and
post-reaction complex.

For each surrogate fuel, different mechanisms were constructed to study oxygen
depletion and deposit formation. For oxygen depletion, the level of oxygen was
fixed at 1.8mmol L−1.[365] For the deposition mechanism, oxygen was removed as
a limiting reagent (kept constant at 1.8mmol L−1) to reflect the continuous supply
of oxygen in our deposit forming rig. The mechanism was integrated in MATLAB
using the ode45 solver. The mechanism gave a molar concentration of a dimer,
which was then related to a mass via the molecular weight of the proposed dimer.

7.3 Results and Discussion

7.3.1 Homolytic Aromatic Substitution Mechanism

The key bottleneck in any HAS reaction is the re-aromatization and liberation of hy-
drogen from the σ-intermediate. The loss of H · in this step is not well understood.
Nevertheless, one paper exploring HAS reactions between aryl iodides and arenes us-
ing oxygen as an oxidant, proposed a re-aromatization step involving oxygen this is
shown as reaction 1) in Figure 7.1 Because hydroperoxides (ROOH) and oxygenated
species like alcohols (ROH) form under oxidative conditions in fuels, these were also
considered as possible reagents to remove hydrogen from the σ-intermediate. ROOH
reacting with the σ-intermediate is proposed to form RO · and H2O, is shown as
reaction 2) in Figure 7.1. ROH reacting with the σ-intermediate is proposed to form
R · and H2O, is shown as reaction 3) in Figure 7.1.

198



Figure 7.1: HAS reactions considered for fuel coupling reactions. Each step shows
the σ-intermediate formed from an A · + AH reaction, and the species chosen to
re-aromatize the intermediate.

Considering the mechanisms presented in Figure 7.1, we explored the possibility of
these reactions in phenolic coupling. Phenols have widely been recognized as be-
ing detrimental to fuel thermal stability.[65] HAS mechanisms have previously been
considered as a possible pathway the oxidative coupling of phenols.[361]

The calculated HAS pathways for phenol are presented in Figure 7.2. First, the for-
mation of the σ-intermediate is endergonic and has a free-energy barrier of ∆‡G=+25.64 kcalmol−1

leading to an intermediate PhOPhO · . The para- position of the phenol was chosen
as the site of oxidative coupling of another phenoxy radical given that this is the
generally the more favorable site.[165] The first mechanism in Figure 7.1, involving
the re-aromatization with oxygen, could not be identified for phenol. A key chal-
lenge with the oxygen transition state is the choice of spin multiplicity. Given that
oxygen is in the triplet state, and the system σ-intermediate is in the doublet state,
an open-shell doublet or a quartet surface can be chosen.

The other two mechanisms presented in Figure 7.1 involve ROH and ROOH. The
ROOH pathway in Figure 7.2 shows a lower barrier to re-aromatization of the σ-
intermediate compared to the ROH by 30.22 kcalmol−1. Additionally, the ROOH
is thermodynamically favored, namely due to the enhanced stability of the RO ·
radical compared to R · The IRCs for both these pathways are presented in Figures
10.45 and 10.46 in the appendix. The ROOH and ROH re-aromatization transition
states are characterized by a rotation of the terminal OH moiety towards an avail-
able hydrogen at the para-coupling site.
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Figure 7.2: Comparison of different HAS pathways at the B3LYP-D3//cc-pVTZ
level of theory using n-dodecane (PCM) as a solvent. The first step of the process
in black shows the A · + AH −−→ AHA · reaction of a phenol and a phenoxy
radical, leading to the σ-intermediate. The subsequent levels in green shows the
re-aromatization step with ROH and the level in orange shows the re-aromatization
step with an ROOH species.

7.3.2 Comparison of Antioxidant Oligomer Solubility and Path-

way to Deposit

To justify the assumption that the formation of insolubles results from the cou-
pling of AH species, we calculated Hansen solubility parameters for oligomers for
our chosen heteratoms of increasing size. Previous research has hypothesized that
aromatic compounds in fuel rapidly become insoluble as they grow in size.[27] Fig-
ure 7.3 shows the change in RED score as the oligomer chain grows, where relative
energy difference (RED) > 1 (see Section 5.2.5) indicates an oligomer that has be-
come insoluble in n-dodecane. For real fuels, these results will vary, particularly
as the aromatic content will increase the ’likeness’ of the solvent to other extended
aromatic structures.[276] Nevertheless, because our model fuels in this study con-
tain n-dodecane as the base solvent, the Hansen plots here are a useful tool to
explore deposition tendency in our model fuels. Oligomer structures were chosen

200



based on the favored coupling site for each .heteroatom based on literature data and
our calculations.[165, 306, 304] The phenol chain growth is shown as an example.
What is clear is that in general as the oligomer grows in size, the solubility in n-
dodecane decreases. However, different oligomers reach the insolubility threshold in
fewer units, where a single unit is the monomer, 2 units is a dimer and so on. For
example, comparing toluene and naphthalene, naphthalene reaches the insolubility
threshold after 2 units have coupled. This is consistent with previous observations
that di-aromatics form deposit more rapidly because they ’require fewer consecutive
reaction steps to produce high-molecular-weight’.[27]

Interestingly, heteroatom size does not influence the solubility of the resultant oligomers.
Instead, the lower solubility is related to the dD parameter in the HAS framework,
representing Van Der Waals forces between the solvent and heteroatom. As the
oligomers grow, the difference in polarity and hydrogen bonding begins to decrease
(indicated by the decreasing dP and dH parameters), but the difference in dispersion
forces dD increases.
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Figure 7.3: Effect of oligomer unit size on solubility calculated using the HSPiP
software. It is clear some heteroatoms reach insolble threshold in fewer units than
others. Phenol and toluene is particularly intersting, becoming initially more soluble
in n-dodecane before reaching the threshold. For phenol this is due to the growth
of oligomer leading to a lower proportion of the molecule containing the H-bonding
–OH group, but as the molecule grows the Van Der Waals dD difference grows
eventually leading to an insoluble.
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7.3.3 Predicting Deposition formation using DFT

7.3.3.1 H-abstraction and Coupling Mechanisms for Each Heteratom

Based on the solubility modelling presented in Figure 7.3, it was clear that the
coupling of fuel heteratoms would lead to insoluble formation in our n-dodecane
surrogate. Following the proposed HAS pathway, we calculated the H-abstraction
and subsequent barriers to form dimers via the HAS pathway. The barriers for these
reactions are presented in detail in Table 10.20 of the appendix. The termination
reaction was barrierless for all the species, and the pre-exponential factor was kept
constant for each of the species at 3× 109.[24]

The H-abstraction site and the coupling site for each species was selected based
on literature and our own testing, and is summarized in Figure 7.4. For phenol,
H-abstraction occurs at the O-site, with coupling between the subsequent phenoxy
radical and the para-carbon site of a phenol.[165] For naphthalene, the C3 site
was favored over the C2 position in terms of both abstraction and coupling bar-
rier heights. For quinoline, the C2 site is the most favored site for coupling and
H-abstraction, and the barriers for abstraction were lower at the C2 site compared
to the C3 site.[366] For toluene, the para position was selected for coupling and
H-abstraction based on our own testing and literature data.[367]

For indole and pyrrole, the favored coupling and H-abstraction site were different.
For indole, the N1 site was found to be the most favorable site for H-abstraction,
but the C3 site is the most favored for coupling. Nevertheless, C–N linkages are
detected very rarely and are found to be thermodynamically prohibited for indole
oligomers.[368, 369] As a consequence, we compared the overall pathway to dimers
at the C3 position via H-abstraction at the N1 and C3 positions. The results for
the indole dimer formation calculations are found in Figure 10.48 of the appendix.
Overall, the C3 H-abstraction pathway shows the highest barriers. Therefore, the N1
H-abstraction pathway for indole was chosen. Similarly, for pyrrole, H-abstraction
at the N1 position is favored, yet polypyrrole is formed of C2-C2 linkages.[306] Com-
paring both pyrrole coupling C2 coupling pathways with H-abstraction at the N1 or
C2 position, presented in Figure 10.47, both pathways have similar barrier heights.
Nevertheless, the initial H-abstraction reaction at the N1 position is more favorable,
and leads to an intermediate I1b ∆G−24.49 kcalmol−1 lower in energy that the C2
pathway. As a consequence, following the N1 pathway, pyrrole would have antiox-
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Figure 7.4: H-abstraction Sites and Dimers Selected for the Pseudo-Detailed Mech-
anisms. The selected H-abstraction site is circled, and resultant dimer is shown for
each species.

idant properties, which is reflected in the petroOxy measurements (Figure 7.6b).
Therefore the N1 abstraction pathway for pyrrole was chosen.

Based on the above proposed coupling and H-abstraction sites, we computed the
barriers for AH species reacting with n-dodecane R · ,RO · , and ROO · radicals and
subsequently forming dimers via a HAS process. The Gibbs potential energy surfaces
for our chosen heteroatoms undergoing H-abstraction to the formation of dimers are
presented in Figure 7.3 for RO · . The values for the reactions with the other radicals
are presented in Table 10.20 of the appendix.

The first section (reaction A) of Figure 7.5, showing the abstraction of hydrogen
from our selected AH species. Here, we can see there is a clear difference in the
reactivity and thermochemistry. To begin with, phenol shows the lowest barriers for
hydrogen abstraction out of all the species tested. Phenol has long been known as
a powerful antioxidant in fuels.[24] By contrast, toluene exhibits the highest barrier
and the overall Gibbs energy abstraction reaction is endergonic at +28.32 kcalmol−1.
The overall order of the Gibbs energy barrier to hydrogen abstraction (section A)
is, in descending order: toluene > naphthalene > quinoline > pyrrole > indole >
phenol.
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The resultant radicals formed indicate that phenol, pyrrole, and indole all exhibit
antioxidant properties, by undergoing an exergonic H-abstraction reactions. By
contrast, naphthalene, toluene, and quinoline undergo endergonic H-abstraction re-
actions showing no antioxidant qualities. At this point in the reaction process, two
A · radicals can terminate to form a dimer. Nevertheless, this termination process
is a rare occurrence due to the low-concentration of A · species in fuel (for example,
for pyrrole the peak concentration in our mechanism was 5.17E-13 mol L−1).

The HAS reaction between an A · and AH first proceeds with an attack of the radical.
The radical attack is shown as pathway B) in Figure 7.5. For this step, the antioxi-
dant species formation is endergonic and proceeds with high Gibbs energy barriers
for phenol and indole of ∆‡G 25.63 kcalmol−1 and ∆‡G=24.36 kcalmol−1 respec-
tively. By contrast, pyrrole proceeds with a lower barrier of ∆‡G=19.20 kcalmol−1.
On the other hand, the non-antioxidant species show lower barriers for pathway B).
In fact, naphthalene and toluene show the highest barriers for the H-abstraction step,
but lowest barriers out of all the species for step B) at ∆‡G=12.87 kcalmol−1 and
∆‡G=13.50 kcalmol−1 respectively. Additionally, the formation of the σ−intermediate
is the most exergonic for naphthalene and toluene. The relationship between the an-
tioxidant tendency and the ease of coupling is likely related to the aromatic structure.
Species with more antioxidant qualities will also have higher levels of aromaticity to
stabilize radicals, but also will have higher barriers to aromaticity-breaking radical
attack.

The final step in the dimer forming process is the re-aromatization step via loss of hy-
drogen from the σ−intermediate. Interestingly, the barriers for this step are similar
for our aromatics tested, in the range of 23.87−17.47 kcalmol−1. This step is clearly
less related to the structure of the AH compound. Nevertheless, the concentration of
ROOH available to complete this step, is related to the antioxidant qualities of the
AH species in fuels. For example, for phenols, due to their antioxidant properties,
the concentration of ROOH is expected to be low.[24] As a consequence, termina-
tion reactions likely provide a higher source of C–C/C–O coupling. To explore how
these interrelated pathways yield deposits for different fuel components, we created
different pseudo-detailed mechanisms to compare each fuel.
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Phenol
Pyrrole
Naphthalene
Indole
Quinoline

A) RO • + AH

 A) [RO--H--A] ‡

 A) ROH + A•  
B) AH + A•

B) AHA(•)

C) [AHA(•)--RO--OH] ‡

C) AA + RO • + H2O

B) [AH--A•] ‡

Hydrogen Abstraction and Oxidative Coupling Path-
ways of Fuel Heteroatoms and Aromatics

C) AHA(•) + ROOH

A) H-abstraction with an RO• species
B) Addition of a A• to an AH species forming the σ-complex
C) Loss H from the σ-complex via reaction with ROOH

Toluene

Figure 7.5: Growth to a deposit dimer for our chosen heteroatoms, calculated at the
B3LYP-D3/cc-pVTZ n-dodecane PCM level of theory. The barriers were calculated
from stable pre-reaction complexes. The R species was n-dodecane. The antioxidant
species (phenol, indole and pyrrole) show exergonic H-abstraction in step A.
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7.3.3.2 Comparison of Experimental Results and Psuedo-Detailed Mod-

els

Antioxidant Behavior

First, the antioxidant behavior of our surrogate fuels was explored in relation to our
models. The O2 depletion predicted by our model alongside the petroOxy depletion
curves are presented in Figure 7.6. Although the petroOxy device cannot measure
the O2 depletion in the bulk, the device can be used to assess the antioxidant
behavior of different fuels.[76] Our model successfully predicts that pyrrole, indole,
and phenol are all antioxidant species, as shown by the increased induction period
in the petroOxy curves. In addition, the petroOxy device indicates that indole and
phenols are stronger antioxidants than pyrrole, which is also reflected in the O2

depletion curves in our mechanism. However, the difference between indole and
phenol in the petroOxy curves is not reflected in the mechanism. Nevertheless, this
difference between the surrogates is better reflected in the AH + RO · abstraction
barrier in Figure 7.5. Exploring the GCMS results for indole in our previous study,
in Figure 10.22, no n-dodecane autoxidation products are observed after 8h. By
contrast, pyrrole and quinoline both show lesser antioxidant qualities and lead to
n-dodecane autoxidation products in Figure 5.7. Similarly, for our model, no oxygen
is consumed leading to no autoxidation products.

Deposition Behavior

The amount of insoluble dimers predicted by our model compared with the total in-
solubles measured is presented in Figure 7.7. It should be noted that the comparison
here is focused on the correlation between amount of dimers predicted, and total
deposit produced by experiment. As a consequence, the correlation produced will
reflect how well the model predicts deposition behavior. A quantitative comparison
will require pathways beyond dimers to be calculated, which is beyond the scope
of this study. The model predicts the insoluble formation behavior between our
different surrogates well, with pyrrole producing the largest amounts of insolubles.
Interestingly, phenol and indole are shown to produce the lowest amount of deposit
in both our experiments and model. By contrast, in real fuels, indoles, and particu-
larly phenol concentration are shown to correlate well with final insoluble mass.[65]
A key difference between our simplified surrogates and real fuels are the synergistic
effects between fuel classes, which are not captured in our two-component surro-
gates. In particular, sulfur is shown to interact strongly with 5-membered nitrogen
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(a) O2 Depletion Predicted by our model

(b) Petroxy depletion behavior

Figure 7.6: O2 depletion behavior of our surrogate- comparison between model
and experiment. The model shows the change in O2 concentration over time. The
petroOxy depletion curves show the change in headspace pressure, and although they
are not a direct measure of O2 depletion, they can differentiate between antioxidant
qualities of different species.
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heterocycles, and phenols with other nitrogen compounds.[63, 170] For example, in
a simplified surrogate, previous work has shown trends between deposition propen-
sity of 5- and 6-membered heterocycles break down, where quinoline-like compounds
have shown to produce more deposit than indole compounds.[63] Nevertheless, the
use of surrogates is still important to understand the chemical interactions within
species classes.

Interestingly, in our experiment and models, toluene and naphthalene produced
more insolubles than phenol and indole. This is interesting as fuel thermal degra-
dation is often viewed as solely driven by heteroatoms.[24] Exploring the barriers
for toluene and naphthalene in detail in Table 10.20, we see that lower barriers to
the AH + A · −−→ AHA · reaction are found with the aromatic species. Sensitivity
analysis (Figure 7.9) of our models suggests this coupling step is strongly related to
the final insoluble mass. However, in a 2-component fuel, combining an antioxidant
heteroatom and aromatic, the formation of aromatic insolubles will be significantly
reduced due to the size of the H-abstraction barrier in comparison to the other het-
eroatoms used in this study (Figure 7.5). Instead, the heteroatom antioxidant class
will form the majority of the A · radicals going on to form deposit. To strengthen
this hypothesis, using our calculated values, a fuel model was built containing both
phenol and toluene.

The effect of heteroatoms suppressing deposition from non-antioxidant species is
demonstrated in Figure 7.8, where insolubles are generated from model fuels con-
taining different ratios of toluene and phenol is tested. The model was built using
the same BAS scheme base described in the section 7.2.4, with the addition of both
toluene and phenol pathways. In this simplified model, toluene-derived insolubles
are suppressed upon introduction of phenol. This effect can help explain why fuel
deposits/insolubles often have an elemental composition of heteroatoms higher than
conventional fuels also containing aromatic hydrocarbons.[33] Another interesting
effect of blending is the peak in phenol insolubles at 25:75 phenol:toluene ratios
above a 100% phenol mix, which implies that above a certain concentration, phenols
will prevent the formation of insolubles. The peak concentration of hydroperoxide
steadily drops at different % phenol concentrations, which is related to the extent the
autoxidation chain is suppressed. The peak of phenol deposition could be related to
the ROOH concentration, allowing more σ-intermediates to be re-aromatized. This
shows our model can replicate the effect of changing concentrations of antioxidant
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on total insolubles.

For some of the fuels the pseudo-detailed mechanisms reflect the behavior of ’peak’
deposition temperature. The effect of temperature on the concentration of deposits
for each mechanism is shown in section 10.6.5 of the Appendix. For quinoline, a
peak deposition level is reached at 460K. Whereas for toluene, as the temperature
increases the level of deposit decreases. All the other fuel models show an increase in
concentration of deposit as the temperature rises. This demonstrates these deposit
mechanisms can reflect the complex behavior of observed in real fuels of increasing
and decreasing levels of deposit depending on fuel temperature.[370]

Finally, our results here lend credence to a HAS pathway leading to deposit. When
the HAS pathway is removed from the mechanism in Figure 7.7b, no discernible
trend is found between the formation of dimers and insolubles measured. In fact,
the HAS pathway appears particularly important for species with low/no antioxi-
dant tendency, but with a tendency to still form insolubles.

Sensitivity analysis of our bespoke mechanisms in presented in Figure 7.9. The
reaction numbers cited here correspond to those given in Table 10.20. For our
mechanisms, the reaction 29, A · + AH −−→ AHA · , has the largest influence on
the level of deposit with the exception of phenol. Increasing the rate of reaction 29

leads to more AHA · species which can readily form deposit. Reaction 32, A · +
ROOH −−→ AH + ROO · , removing hydroperoxides from the system also has an
influence on the level of deposit. As the rate of reaction 32 increases, hydroperox-
ides are removed from the system leading to fewer AHA · +ROOH re-aromatization
reactions leading to deposit dimers. The change of ROOH and insoluble concentra-
tion presented in Figure 7.10 demonstrates that as insolubles are produced ROOH
is depleted. For all the species tested, the RO · (reaction 26) and R · (reaction 27)
hydrogen abstraction steps have a large influence on the level of deposit, with faster
rates leading to more A · species able to undergo coupling reactions. By contrast,
the rate of the ROO · abstraction barrier (reaction 16) has a negligible influence
on deposition for most species because this reaction in general has high barriers al-
ready. Finally, for phenol, reaction 26, AH + R · −−→ A · + RH also influences the
formation of deposit more than the other species, and is more important than the
coupling step (reaction 29). This is likely because the termination pathway dom-
inates the formation of deposits here, thus leading to a direct correlation between
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(a) Correlation between mass of dimer predicted by our model and insolubles measured.

(b) Correlation between mass of dimer predicted by our model and insolubles measured

when the HAS pathway is excluded.

Figure 7.7: Insoluble formation behavior- comparison between dimers predicted and
total deposits in experiment. Temperature of the experiment and pseudo-detailed
n-dodecane chemical mechanism containing the A and Ea values shown in Table
10.20. The temperature was set at 431 K both the model and the experiment. 211



Figure 7.8: Effect of phenol % in a phenol toluene aromatic total of 0.1mol L−1 on
the insolubles derived from phenol and toluene.

the concentration of A · and the amount of deposit dimer.
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Figure 7.9: Sensitivity analysis of the bespoke insoluble pseudo-detailed mechanisms.
For the sensitivity analysis, the rate of reaction is increased by a factor of 10% (blue)
and 5% (orange) and the resultant increase in insolubles is shown relative to the base
pseudo-detailed mechanism. The reaction number corresponds to Table 10.20 in the
appendix
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Figure 7.10: Change in the concentration of insolubles and ROOH over the course of
the 24h pseudo-detailed models. The thick lines show the change in insoluble dimer
concentration, whereas the dotted lines show the change in ROOH concentration.
The results clearly show that for each species, as ROOH is depleted, the level insol-
ubles begin to increase.
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7.4 Implication for Fuels

The formation of fuel insolubles is influenced by both the H-abstraction and cou-
pling propensity of the heteroatoms/aromatics present in fuel. By simplifying the
insoluble formation process into the formation of dimers, we were able to show clear
differences between the insoluble formation and antioxidant tendency between sur-
rogate fuels. Nevertheless, the formation of dimers represents a small subsection of
the insoluble/deposit structure. To expand the mechanism to reach an insolubles
formation model which can provide a quantitatively accurate description, additional
pathways need to be considered. This is a challenge, particularly as there are likely
thousands of possible side reactions between and within species classes.[47] Even in
our surrogate fuels, side reactions are likely to occur between AH and RH species,
where the oxidation of n-dodecane is not significantly repressed. In fact, this is
demonstrated when comparing the structure of insolubles found in the n-dodecane
indole (Section 10.2.5) and quinoline deposits (Figure 5.9), where indole deposits
are mostly indole-indole oligomers but quinoline deposits are composed in quinoline
n-dodecane side reactions.

To address this challenge, several approaches using techniques benchmarked in this
study can be used. The first approach involves scaling the deposit forming dimer
steps to experimental deposit measurements. This would lead to a semi-empirical
mechanism, which moves away from the first-principles approach using DFT. Nev-
ertheless, the DFT thermochemical and kinetic parameters will allow the gross dif-
ferences between species class and structure to be explored. This approach relies on
the assumption that the formation of deposit dimers relates to a general property
of ’coupling propensity’. Some preliminary calculations imply this assumption is
generally correct, where a propanal doublet attacking various nitrogen compounds
give barrier sizes (presented in Figure 10.49 in the appendix) in the same order of
magnitude as the dimerization barriers for step B) in Figure 7.5.

A second, more computationally intensive approach, would be a set of high through-
put calculations on additional deposit forming pathways. This approach would
use HAS and termination reactions to calculate the pathways to various oligomers.
Hansen solubility parameters will guide a ’cut-off’ point for energetic pathways to
oligomers to form insolubles. Nevertheless, insoluble species are still likely to react
to form larger molecular weight species, which adds an additional challenge to this
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approach.

7.5 Conclusions

The formation of insolubles in fuel is driven by coupling reactions between aromatics.
In this work we have shown the importance of HAS in explaining the formation of
these insolubles. DFT calculations revealed that the hydroperoxides play a key role
in facilitating the HAS pathway. As a result of these findings, we showed that kinetic
values calculated for a simplified two-component (dodecane and aromatic) surrogate
can reveal differences in antioxidant and deposition tendency of different aromat-
ics compared to the experiment. In addition, when the HAS pathway is excluded,
the predicted deposition trends break down. Exploring the behavior of the mecha-
nism further, we show that the addition of antioxidant to an antioxidant+aromatic
model leads the suppression of insolubles composed of the aromatic. Instead, the
antioxidant+aromatic model leads to insolubles only composed of the antioxidant.
Finally, sensitivity analysis reveals that the formation of hydroperoxides (AH +
ROO · −−→ A · + ROOH) and the homolytic coupling (AH + A · −−→ AHA · ) have
a strong influence on the final deposit mass.
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Chapter 8

Discussion, Future Work and

Conclusions

This discussion will revisit the key research questions identified from the literature
search, evaluate how this thesis has answered these questions, and propose future
directions for the work.

8.1 Key Research Questions

• Can DFT successfully model the SMORS pathway? Due to the defi-
ciencies of the SMORS highlighted in the third section of the literature, is it
possible to model the pathway using DFT methods? If the proposed pathway
is unfeasible, what other routes to SMORS species can be conceived?

• How do nitrogen and sulfur species interact synergistically in jet

fuel? There is still considerable debate as to how nitrogen and sulfur species
in fuels. Can experimental and DFT techniques be used to help understand
the mechanisms behind nitrogen and sulfur interactions in fuels?

• How do oxidized fuel species interact with the heated walls to form

the initial deposit layer? Investigations into the early stages of deposition
have been a challenge experimentally, can we use DFT methods to elucidate
which species are likely involved with the early stages of deposition?

• How can researchers approach constructing predictive deposition

mechanisms with DFT methods? The autoxidation stage of deposition
has been modeled with DFT and integrated into pseudo-detailed mechanisms
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with success. By contrast, the deposition process presents a significant chal-
lenge due to the complexity of reactions. Using simplistic surrogate fuels, how
can DFT be related to the deposition process?

8.2 Summary of Each Chapter and Critical Evalu-

ation of the Work

Chapter 4 focused on using DFT techniques to evaluate the widely cited SMORS
mechanism. The first step in the SMORS mechanism, formation of phenols, the
originally proposed concerted Russell Mechanism route was shown to be kinetically
prohibited. Instead, DFT calculations suggested two competitive routes. The first
route involved the decomposition of a tetraperoxide intermediate forming a hydrogen
peroxide and two quinones. The second route involved the barrierless decomposition
of the tetraperoxide, which yielded two hydroxy radicals and singlet oxygen. The
two hydroxy radicals can then further react to form a p-chinole (–OH species) and
a quinone.

The next step of the proposed SMORS mechanism is the reaction between indole and
quinone, proposed to occur via an electrophilic aromatic substitution (EAS) mech-
anism. The EAS reaction between quinone and indole could not be located with
our DFT methods, and neither a water and n-dodecane solvation model could not
stabilize the σ-intermediate generated in the EAS process. Instead, two alternative
pathways were explored: 1) an acid catalyzed route and 2) a homolytic aromatic sub-
stitution (HAS) route. Our calculations offered plausible routes to indole-quinone
coupling for both pathways. However, flask tests combined with LCMS analysis in-
dicated that the addition of acid forming sulfur suppressed the formation of SMORS
species, thus favoring the HAS proposal for indole-quinone coupling in fuels. As a
consequence of these findings, a modified SMORS scheme is proposed. This chapter
successfully answers the question: ’Can DFT successfully model the SMORS path-
way?’ by exploring the existing mechanism and proposing new mechanistic routes.

In the experimental work in chapter 4, several interesting nitrogen-sulfur compounds
were detected by LCMS. Consequently, the flask oxidizer technique used in the
SMORS chapter was chosen as a method for exploring nitrogen and sulfur interac-
tions.
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Chapter 5 explored the interaction of nitrogen and sulfur (N+S) compounds in fuel
insoluble production using flask tests followed by GCMS, LCMS, and gravimetric
analysis. LCMS analysis indicated that the addition of sulfur to indole (a common
nitrogen compounds found in fuel) had two key effects. Firstly, deposition was accel-
erated by increased coupling between indoles, forming indole oligomers. Secondly,
the structure of the insolubles changed, with sulfonated, sulfenylated, and alkylated
indole oligomers detected as part of the gross structure. Each insoluble compound
detected via LCMS was assessed with Hansen Solubility Parameters (HSP), to ex-
plore how the structure related to solubility. It was shown that sulfides and thiols
had a similar distribution of structural classes, whereas the disulfides class produced
acids below the detectable limits. Species from the sulfonated indoles structural class
were suggested to form from SO3 production via the decomposition of sulfonic acids
arising from the oxidation of sulfur compounds. SO3 is able to undergo EAS reac-
tions with various N-compounds in n-dodecane via an autocatalytic route, identified
by DFT calculations. A second product of the decomposition of sulfonic acids are
alkenes. Reaction of alkenes with indoles could explain the presence of alkylated
indole products detected in the flask, particularly as GCMS analysis of the solution
indicated that the autoxidation in the bulk is suppressed by indole and sulfur com-
pounds.

To expand the mechanistic work on nitrogen and sulfur interactions further, thiols
were combined with pyrrole and quinolines in surrogates. For pyrroles, the addition
of thiols greatly accelerated coupling. In the pure pyrrole flask, no coupling products
were detected after 8 h of thermal stressing. By contrast, the addition of thiol led
to the formation of many polypyrrole-like compounds, suggesting that thiols help
accelerate coupling between pyrrole units. When pure quinoline was tested, several
alkylated quinoline deposit structures were detected. However, when a thiol was
added to quinoline, hazy deposits in the flask were detected as oxidized thiol and
decomposed quinolines were found- but no coupling products were found. As a con-
sequence of these findings, we proposed a mechanism based on the protonation of
nitrogen compounds as a means to accelerate coupling. We acknowledge that proto-
nation in inorganic solvents is precluded, and thus propose that water micelles may
play a role here. Overall, the work in the chapter 5 helped elucidate new nitrogen-
sulfur structures and proposes a new pathway to explain their synergistic deposition
mechanism.
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Extending the work on acids in fuel, the literature review identified that acids may
also play a role in allowing deposits to bind to the wall. Chapter 6 uses plane-wave
DFT methods to investigate the binding of indigenous and oxidized fuel compounds
to stainless steel surfaces. A mixed termination and oxide modelling approach
was used due to the heterogenous nature of stainless steel surfaces. Benchmark-
ing showed that inclusion of dispersion in the DFT functional was essential for
the calculation of accurate adsorption energies at the surface. The only species to
chemisorb on the surface were the acids tested on the metal terminated surfaces.
DFT calculations found that sulfonic acid bonded to metal terminated Cr2O3 had
the largest adsorption energy out of all the termination and species combinations.
The adsorption of the sulfur acids is generally characterized by dissociative bridg-
ing bidentate adsorption, with the exception of sulfonic acid on metal terminated
Fe2O3 Interestingly, ethanoic acids showed a larger adsorption energy for metal ter-
minated Fe2O3 compared to Cr2O3, suggestive that heteroatom-free fuels are likely
to deposit at Cr depleted zones. Dissociation of acids in this work were calculated
in a vacuum, and therefore did not require water micelles proposed for insoluble
formation in chapter 5. The work in this chapter further highlights the importance
of acids in the deposition process, and successfully pioneers a new DFT technique
to investigate wall effects.

Building on the DFT methods in this thesis, moving away from purely mechanistic
investigations, chapter 7 focused on using DFT techniques to directly predict the
deposition behavior of different fuel chemistries. The HAS mechanism identified in
chapter 4 as route to insolubles, was used as a base mechanism for the coupling of
6 different fuel aromatics and heteroatoms (toluene, naphthalene, pyrrole, indole,
quinoline and phenol). Using DFT, for the 6 compounds, the barriers for the HAS
mechanism to a dimer and hydrogen abstraction via dodecane R · , RO · and ROO ·
were calculated. The barriers allowed for the creation of 6 compound dependent
pseudo-detailed mechanisms, which were integrated into an existing pseudo-detailed
mechanism for n-dodecane. To compare the mechanisms created, 6 surrogate fuels
were tested in the petroxy as well as their insoluble producing tendency. Hansen
solubility parameters were able to show that the successive coupling between our
compounds led to insoluble particles in fuels. Each of the 6 fuels were stressed for 24h
to produced insolubles. The DFT calculated pseudo-detailed mechanisms were able
to predict the antioxidant behavior of surrogates demonstrated in the petroxy de-
vice, where phenols, indoles and pyrroles all showed antioxidant tendencies. This is
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also reflected in our pseudo-detailed mechanisms, where the autoxidation mechanism
is suppressed for indole and phenol, but not for quinoline. In addition, analysis of
stressed surrogates tested in chapter 5 at the same conditions as our pseudo-detailed
mechanisms showed n-dodecane autoxidation products for indole but not for quino-
line.

The pseudo-detailed mechanisms also successfully predicted the differing deposition
tendencies of the mono-component surrogates. When the HAS pathway was ex-
cluded from the pseudo-detailed mechanisms, the prediction of insoluble production
tendency breaks down, which lends support to the inclusion of the HAS mechanism
in the SMORS chapter. A more complex two-component mechanism was then built
containing phenol and toluene, which showed that the addition of phenol completely
suppressed toluene derived insoluble production, and instead the majority of the de-
posits were composed of phenol. The phenol deposition tendency peaked at a 25:75
phenol:toluene blend. Sensitivity analysis of these mechanisms suggests that both
hydrogen abstraction steps for R · and RO · and coupling steps have a large influ-
ence on deposition tendency. However, the addition step A · + AH −−→ AHA · had
the largest influence on deposition tendency for most fuels. Chapter 7 successfully
shows how DFT can predict deposition behavior of simplified surrogate fuels based
on starting chemistry.

8.3 Limitations and Future Work Directions

Chapter 4 focuses directly specifically on phenol and indole as model species for
the DFT investigation. To validate the new generalized SMORS mechanism, fu-
ture work should use a greater variety of compounds to explore the relationship
between compound structure and ease of SMORS production. A larger body of
calculations will enable fuel researchers to understand whether the SMORS mech-
anism can truly be generalized for phenol and nitrogen heterocycles. In addition,
in order to be integrated into new predictive mechanisms, a larger kinetic dataset
will allow for greater predictability a variety of fuel chemistries. Larger bodies of
calculations can be achieved through high-throughput calculations, which are an
increasingly popular technique to build large DFT datasets for complex reaction
systems.[356, 371, 372]
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Chapter 5 suffers a similar weakness to the first chapter in that it focused on a
small fraction of compounds found in fuels. Nevertheless, the three nitrogen com-
pounds and four sulfur compounds were chosen to represent species classes, where
small structural changes (for example methyl groups) were assumed to not change
the major chemical transformations within each class. This assumption should be
tested in future investigations using similar LCMS techniques. In addition, the work
here can be developed from a semi-quantitative to a quantitative investigation using
internal standards.

The mechanism proposed in the chapter 5, where sulfur acids protonate nitrogen
compounds to accelerate coupling, should be explored further. It is unclear exactly
how protonation could occur in non-polar fuels. Nevertheless, doping fuels with
deuterated acids would allow researchers to ’track’ the protonation process of accel-
erating coupling. Additionally, the removal/addition of small amounts of water to
fuels in a controlled environment will help to explore the idea of micelles offering a
site for protonation to occur.

Moving to chapter 6, the plane-wave DFT techniques here present an exciting new
avenue to investigate fuel deposition. Improving the work, a larger surface (which
was precluded in our tests due to available resources) will allow researchers to dif-
ferentiate high and low coverage scenarios for deposition. In addition, because our
investigation is purely thermodynamic focused, a natural next step is the investiga-
tion of the kinetics of dissociative adsorption of acids on metal terminated surfaces
using the nudged elastic band (NEB) method. Barriers calculated here will allow
for deposition steps to be integrated explicitly in new pseudo-detail mechanisms.

Moving beyond the investigations into pure metal surfaces in chapter 6, the layering
of deposit, characterized by interaction between deposited species and addition fuel
species, presents a significant challenge. In contrast to the homogeneous crystalline
nature of Fe2O3 and Cr2O3, the carbonaceous deposit layer is almost certainly het-
erogenous in composition.[177, 373]

Chapter 7, successfully uses DFT to predict deposition behavior tendency of dif-
ferent surrogates, but for a fuel-applicable mechanism exact quantitative deposition
behavior needs to be reached. Reaching a mechanism with greater quantitative
prediction will require the thousands of deposition pathways to be accounted for.
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This presents a challenge with the computational and labor time to prepare each
calculation. Nevertheless, as highlighted previously in this section, high-throughput
calculations can offer a route to build these datasets. Additionally, structural vari-
ations within species classes can be assessed to see how they affect the kinetics of
deposition, allowing for the class ’generalizability’ to be evaluated. Due to the com-
plexity of side reactions, and other synergistic contaminants like dissolved metals
and sulfur compounds, the task of building a complete dataset using high through-
put techniques is likely to preclude researchers for many years. As a consequence, in
the short-term, a smaller dataset will allow for a more simplified but still chemistry
specific model to be built.

8.4 Conclusion

This thesis has proposed new fuel thermal oxidative degradation pathways within
the bulk and on heated surfaces, where experimental and DFT techniques have
allowed new mechanisms to be proposed. In the bulk, the homolytic aromatic sub-
stitution (HAS) mechanism is found to play a role in the inter-species coupling and
the formation of insolubles. Based on the HAS framework, new mechanisms and
predictions were made using DFT calculations.

To explain the increased formation of deposit between nitrogen and sulfur species in
the bulk, experimental work indicates that sulfur compounds act as catalysts and
react directly with nitrogen species. Acids are proposed to play a role via protona-
tion reactions, accelerating the rate of coupling. Acids were also shown to play a
key role in the deposition step, where DFT calculations showed that acids readily
chemisorb on stainless steel surfaces. These wall-DFT calculations indicated quan-
titative adsorption energies, where Cr2O3 offers the highest adsorption energies for
sulfur acids and Fe2O3 surfaces the highest adsorption energies for carboxylic acids.

In the future, a wider variety of fuels will be employed as aviation continues to
attempt to decarbonize. New sustainable fuels derived from bio and air capture
sources will contain low/no heteroatoms. On the other hand, new crude oil deposits
which will be exploited, will contain more heteroatoms. Adding to the complexity of
the problem, it is expected both conventional and sustainable fuels will be blended.
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These fuels will be subjected to increasing thermal stress, whilst engines burn hotter
in an effort to increase thermal efficiency. For this reason, it is more essential than
ever that a deeper chemical understanding of thermal oxidative stability is achieved.
A deeper chemical understanding will lead to mechanisms with greater predictive
capabilities, and ultimately a more sustainable and safer future for aviation.
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Chapter 9

Published Work from this Thesis

• Understanding Thermal Stability of Future Jet Fuels Using Computational
Chemistry C. Adams, S. Blakey, A. Meijer, E. Alborzi, C. Parks 3rd ECATS
Conference, Making aviation environmentally sustainable. 2020

• Density Functional Study of the Deposition and Adsorption of Fuel Species
on Stainless Steel C. Adams, E. Alborzi, A. JHM Meijer, S. Blakey, M.
Pourkashanian IASH 2022, the 17th International Conference On The Sta-
bility, Handling and Use of Liquid Fuels. 2022

• Predicting the Insoluble Formation Tendencies of Fuel Heteroatoms and Aro-
matics with Computational Techniques C. Adams, E. Alborzi, M. Conte, K.
Hughes, A. JHM Meijer, S. Blakey, M. Pourkashanian International Confer-
ence On The Stability, Handling and Use of Liquid Fuels. 2022

• Submitted Mechanistic Investigation Into The Formation of Insolubles in
Bulk Fuel Jet Fuel Using Quantum Chemical and Experimental Techniques
C. Adams, E. Alborzi, A. JHM Meijer, K. Hughes, M. Pourkashanian FUEL
2022
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Chapter 10

Appendix

10.1 Investigations into the SMORS Mechanism

10.1.1 Thermochemical and Kinetic Data

Species ∆S ∆H ∆G

(kcal molK-1) (kcal mol-1) (kcal mol-1)

0 0 0 0

PC1 -1.73E-02 -8.63 2.25

TS1 -2.33E-03 8.94 10.40

I1 1.97E-02 0.093 -12.26

PC2 -1.54E-02 -1.42 8.27

TS2 -1.09E-03 12.11 12.80

P1 -8.97E-04 -6.80 -6.24

Quinone Production - - -

P1 0 0 0

PC3 -1.80E-02 -3.92 7.35

TS3 -5.38E-03 2.05 5.43

I2 -1.02E-03 -5.95 -5.31

a-pathway - - -
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TS4a -3.75E-04 34.67 34.91

P2a 3.91E-02 -104.39 -128.92

b-pathway - - -

TS4b 2.06E-04 25.40 25.27

I3b 2.86E-03 -82.52 -84.31

TS5b 8.35E-04 44.79 44.26

P2b 3.48E-02 -57.38 -79.23

c-pathway - - -

TS4c -5.64E-04 10.52 10.87

P2c 3.95E-02 -108.21 -133.00

d-pathway - - -

I3d 8.39E-03 2.00 -3.27

TS5d -2.25E-02 4.72 18.84

P2d 2.05E-02 -92.22 -105.08

Other Phenol Oxidation Pathways - - -

a-pathway - - -

P1 0 0 0

PC4a -1.80E-02 -3.92 8.03

TS6a -3.60E-03 50.48 51.43

P4 3.90E-02 -38.06 -62.53

b-pathway - - -

PC4b -2.00E-02 -4.51 8.03

TS6b -1.51E-03 50.48 51.43

P3 1.27E-02 -68.44 -76.42
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SMORS Proposed - - -

0 0 0 0

PC4b -1.62E-02 -2.61 7.59

TS6b -4.92E-03 166.97 170.06

P3 -2.05E-03 -116.35 -115.06

SMORS Acid - - -

0 0 0 0

PC5 -2.18E-03 -23.95 -10.26

TS7 -7.95E-04 6.33 6.83

I5 1.31E-04 -8.93 -9.02

TS8 -1.03E-03 6.45 7.10

I6 1.04E-03 -12.42 -13.07

SMORS 1.23E-03 -77.36 -78.13

SMORS HAS pathway - - -

Free-Radical Indole - - -

0 0 0 0

PC6a -2.05E-03 -7.79 5.08

TS9a 3.99E-04 19.23 19.04

I7a 2.12E-02 6.34 -6.99

PC7a -1.87E-02 -8.32 3.40

TS10a -6.34E-04 3.07 3.47

I8a -1.11E-03 -43.05 -42.35

TS11a -3.43E-04 47.42 47.64

Free-Radical Quinone - - -
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0 0 0 0

PC6b -1.69E-02 -4.01 6.58

TS9b -2.03E-03 11.23 12.50

I7b 2.13E-02 3.28 -10.08

PC7b -1.94E-02 -7.13 5.07

TS10b -1.26E-03 2.23 3.02

I8b -2.31E-03 -31.86 -30.41

TS11b -1.46E-03 1.85 2.76

I9 1.52E-03 -31.22 -32.18

PC8 -2.40E-02 -10.10 4.98

T12 -2.52E-02 12.11 27.92

SMORS 2.49E-02 11.58 -4.04

Table 10.1: Calculated thermochemical and kinetic relative values at the B3LYP-
D3//cc-pvTZ n-Dodecane PCM level of theory with the exception of the SMORS

Proposed section which was calculated at the B3LYP-D3//cc-pvDZ n-Dodecane
PCM level of theory. Enthalpy values are corrected with GoodVibes at 298K.
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10.1.2 Intrinsic Reaction Coordinate Calculations

10.1.2.1 TS4c

Figure 10.1: TS4c IRC plot. Using the local quadratic approximation for the pre-
dictor step

10.1.3 DLNO-CCSD(T) Electronic Energy Corrected Gibbs

Energy for Phenol Oxidation

The DLPNO calculations presented in Figure 10.2 show the same overall reactive
trend for the production of quinones as the B3LYP-D3//cc-pvTZ level of theory
(Figure 4.2). Interestingly, the largest divergence in energies between the pure DFT
method and DLPNO-CCSD(T) are found with the separated structures PC3 and
I3d. With respect to PC3, the addition of the DPNO-CCSD(T) energy correction
predicted the B3LYP-D3//cc-pvTZ calculated pre-collision complex to be greater
energy that TS3. This implies a lower energy pre-collision likely exists or TS3

proceeds without a pre-collision complex. Likewise, the DPNO-CCSD(T) energy
correction led to TS5d to be in lower energy than the separated complex I3d. Cal-
culation of TS5 from separated species ISd2 led to a positive barrier. Differences
in these long-range calculations between the B3LYP/cc-pvTZ levels of theory likely
arise from the MP2 treatment of weakly correlated long-range electron pairs in the
DLPNO method.[374]
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The results for the DLPNO-CCSD(T) corrected non-quinone phenol oxidation path-
ways are presented in Figure 10.3. Once again, the same reactive trend is observed,
validating our pure DFT method.

Figure 10.2: Quinone producing pathways on the singlet surface, where electronic
energies are corrected by single point DLPNO-CCSD(T)//def2-TZVP calculations
which are added to the B3LYP-D3//cc-pvTZ enthalpic and entropic corrections.
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Figure 10.3: Non-quinone phenol oxidation pathways, where electronic energies are
corrected by single point DLPNO-CCSD(T)//def2-TZVP calculations which are
added to the B3LYP-D3//cc-pvTZ enthalpic and entropic corrections.

10.1.3.1 Pseudo-Detailed Mechanism

A pseudo-detailed mechanism was constructed to explore the production of tetroxide
species competing with other autoxidation and AH reaction pathways. The oxygen
concentration was kept fixed at 1.8mmol L−1, representing an open system. The
RH concentration was kept at 4.4mol L−1.[24] The concentration of AH was varied
between 0.1, 0.01, and 0.001mol L−1. The pseudo-detailed mechanism is presented
in Table 10.2 and is a combination of autoxidation mechanism presented in refer-
ence [76] and our calculated DFT values for AH. The mechanism was run for a 24 h

time period at 140 ◦C. The pseudo-detailed mechanism was integrated over time in
MATLAB using an in-house code the ode45 solver.

Reaction Step A Ea

RH −−→ R · + H · 5.40E+13 61.5
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O2 + RH −−→ RO2H 4.90E+06 -8.63

R · + O2 −−→ RO2 · 1.35E+06 0

RO2 · + RH −−→ RO2H + R · 4.75E+10 14.45

R · + R · −−→ R2 2.58E+11 0

RO2H −−→ RO · + HO · 5.00E+13 33

RO2H + RO2H −−→ RO · + RO2 · + H2O 1.00E+10 24.1

HO · + RH −−→ H2O + R · 2.50E+09 5.1

RO · −−→ Rprime + Carbonyl 2.80E+12 9

RO · + RH −−→ ROH + R · 1.80E+09 5.3

Rprime + RH −−→ alkene + R · 1.10E+09 10.1

RO2 · −−→ R · + O2 1.00E+16 18.9

RO2 · + RO · −−→ RO2H + Carbonyl 1.10E+09 10.5

RO2 · + RO2 · −−→ RO · + RO · + O2 9.60E+10 0

RO · + RO · −−→ Carbonyl + ROH + O2 1.10E+09 17.5

AH + RO2 · −−→ RO2H + A · 2.67E+12 8.94

RO · + RO · −−→ ROOR 2.70E+09 0

A · + RH −−→ AH + R · 1.72E+12 21.10

AH + R · −−→ A · + RH 8.61E+12 8.24

AH + RO · −−→ A · + ROH 3.78E+12 0.295

A · + A · −−→ Insoluble 3.00E+09 0

AH + A · −−→ AHA(.) 1.82E+12 20.05

AHA(.) + RO2H −−→ Insoluble + RO · + H2O 4.30E+08 7.87

A · + ROH −−→ AH + RO · 2.36E+12 15.94

A · + ROOH −−→ AH + ROO · 4.99E+12 8.49
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A · + O2 −−→ KetoPeroxy 8.94E+09 12.11

KetoPeroxy + KetoPeroxy −−→ Tetroxide 3.00E+09 0

Table 10.2: Psuedo-Detailed Mechanism for tetroxide production, where AH values
are calculated at the B3lYP-D3//cc-pVTZ level of theory. Here AH represents a
phenolic species. The RH reaction parameters are found in refernce [76] and are cal-
ibrated for n-dodecane. For bimolecular reactions, the units of the pre-exponential
factor A are Lmol−1 s−1 for bimolecular reactions and s−1 for unimolecular reactions.
The units of Ea are kcalmol−1.

The change in ROH and Tetroxide concentration over time is presented in Figure
10.4, and the concentration of all the species at the end of the run is presented in
Table 10.3. It is clear that although the concentration of tetroxide is low, it competes
directly with the autoxidation of n-dodecane. In fact, lower concentrations of phenol
lead to higher concentrations of tetroxide, potentially due to higher concentrations
of phenol suppressing chain carriers.

10.1.4 Flask Test

A surrogate fuel was built using 0.1mol L−1 indole (Sigma Aldrich, >99%) and phe-
nol (ACROS Organics, >99%) added to n-dodecane (ACROS Organics, >99%).
The flask was heated to 140 ◦C under 1 bar molecular oxygen for 24 h. The de-
posit and the stressed solution were dissolved in 5mL of trisolvent, a mixture of
1:1:1 methanol (SLS, ≥99.8%), toluene (SLS, ≥99.5%) and acetone (SLS, >99%).
The trisolvent mixture was analyzed in negative LCMS mode because the expected
SMORS species contain acidic phenolic –OH groups.

For LCMS an Agilent Technologies 6530 Accurate Mass LC-MS QToF instrument
was used. The samples were directly injected into the a Agilent Zorbax Extend-C18
2.1mm×50mm, 1.8 µm column. The mobile phase was run at a 20 : 1 ratio of
70 : 30 acetonitrile:water containing 0.1% formic acid to water for the first 10min.
For the next two minutes the ratio was switched to 1 : 20 70 : 30 acetonitrile:water
containing 0.1% formic acid. Then for the remaining 3min the final solvent mix-
ture was 20 : 1 ratio of 70 : 30 acetonitrile:water containing 0.1% formic acid to
water. The mass spectrometer on the LCMS was operated at 350 ◦C with a pressure
of 45 psig. Data was collected over a 50-3000 m/z range, with a 4000V capillary
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Figure 10.4: Comparison of ROH and Tetroxide concentration formed from the keto
peroxy self-reaction produced from the mechanism presented in Table 10.2
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Species Phenol Concentration
0.1mol/L 0.01mol/L 0.001mol/L

R. 1.83E-26 1.84E-25 1.88E-24
O2 1.80E-03 1.80E-03 1.80E-03
RO2. 4.15E-27 1.66E-25 2.42E-24
RH 4.40E+00 4.40E+00 4.40E+00
RO2H 1.20E-16 4.83E-16 7.64E-16
R2 7.43E-36 7.40E-34 7.65E-32
RO. 7.78E-32 3.13E-30 4.84E-29
OH. 9.35E-28 3.77E-27 5.96E-27
ROH 1.65E-15 6.62E-15 1.02E-14
Rprime 1.72E-28 6.92E-27 1.07E-25
Carbonyl 3.02E-19 1.21E-17 1.86E-16
H2O 1.65E-15 6.63E-15 1.04E-14
alkene 3.02E-19 1.21E-17 1.86E-16
AH 1.00E-01 1.00E-02 1.00E-03
A. 2.06E-22 2.42E-22 2.70E-22
H. 5.83E-14 5.83E-14 5.83E-14
HOO. 1.29E-17 1.29E-17 1.29E-17
ROOR 1.27E-48 2.03E-45 4.81E-43
AHA 7.90E-17 9.19E-18 1.02E-18
Insoluble 1.21E-23 5.61E-24 9.71E-25
KetoPeroxy 1.09E-14 1.18E-14 1.25E-14
Tetroxide 2.53E-14 2.98E-14 3.33E-14

Table 10.3: Species concentration after running the mechanism presented in Table
10.2 for a 24 h time period at 140 ◦C
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voltage, fragmenter voltage of 125V. A Duel ESI ion source allowed for real-time
mass accuracy calibration, allowing for probably chemical formulas of the ions to be
elucidated. All the solutions were analyzed in negative mode.

Figure 10.5: Chromatogram of (-)LCMS indole + phenol in n-dodecane de-
posit/solution solvent.

Acquisition
Time
(min)

Mass Mea-
sured [M-
H]-

Elemental
Formula

Deviation
from Ac-
tual Mass
(ppm)

Possible Structures

0.390 Background - - -

5.382 164.0354 C8H7NO3 -0.65
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5.664 144.0452 C9H7NO 2.29

6.543 226.9754 No For-
mula

-

7.273 185.0609 C12H10O2 -0.49

8.069 362.1318 C24H17N3O -5.55

8.318 339.1154 C22H16N2O2 -4.31

8.451 362.1319 C24H17N3O -5.08
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8.749 293.0954 C17H14N2O3 -3.18

9.031 231.0930 C16H12N2 -1.18

9.031 317.1191 C21H18O3 -2.54 ?

9.894 380.1418 C24H19N3O2 -1.23

Table 10.4: Compounds detected by (-)LCMS in the 0.1mol L−1 indole + phenol
in n-dodecane deposit/solution solvent. Entries assigned ? could not be identified
with confidence.

A second surrogate using the above method but with the addition of 0.1mol L−1

dodecanethiol (Oakwood Chemicals, >98%)
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Figure 10.6: Chromatogram of (-)LCMS indole + phenol + dodecanethiol in n-
dodecane deposit/solution solvent.

Acquisition
Time
(min)

Mass Mea-
sured [M-
H]-

Elemental
Formula

Deviation
from Ac-
tual Mass
(ppm)

Possible Structures

0.986 196.0079 C8H7NO3S -2.01

5.381 164.0332 No Formula - -

5.845 158.0609 C10H9NO 2.04
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6.028 389.1168 C19H22N2O5S 1.81 ?

6.442 279.0598 C16H12N2OS -0.13

6.591 358.1364 C25H17N3 -3.40

6.790 358.1142 C16H25NO4S 3.21 ?

6.790 472.0936 C28H15N3O5 1.45 ?

6.940 295.0550 C16H12N2O2S -1.08

7.023 295.0550 C16H12N2O2S -0.98

7.255 604.2110 C40H31NO5 1.97 ?

7.255 705.2417 C52H34O3 2.19 ?

7.387 475.1579 C32H20N4O -2.66 Oxidized Indole Tetramer
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7.553 576.2197 C40H27N5 -0.84 Indole Pentamer

8.018 362.1311 C24H17N3O -2.89

8.399 362.1306 C24H17N3O -1.49

8.781 362.1305 C24H17N3O -1.10

9.029 231.0930 C16H12N2 -1.23

9.129 477.1734 C24H19N3O2 -1.23

280



9.378 263.0646 C16H12N2S 0.73

9.809 249.1541 C12H26SO3 -3.84 Dodecane Sulfonic Acid

9.942 249.1534 C12H26SO3 -1.35 Dodecane Sulfonic Acid

10.456 249.1534 C12H26SO3 -1.35 Dodecane Sulfonic Acid

10.456 601.1880 C37H30O8 -1.37 ?

10.970 314.2125 C20H29NO2 -0.01 Indole + Dodecane Ester

10.970 428.2055 C19H31N3O 0.73 Indole + Undecane Ester

10.970 512.2704 C35H35N3O 0.90 ?

10.970 629.2638 C34H37N5O -2.47 ?

11.030 332.2057 C20H31NOS -0.86

11.948 298.2185 C20H29NO -2.30

13.292 624.2850 C40H39N3O4 3.16 ? (too many hydrogens for SMORS)

11.03 332.2057 C44H42N4O2 -0.86 ? (too many hydrogens for SMORS)

Table 10.5: Compounds detected by (-)LCMS in the 0.1mol L−1 indole + phenol +
dodecanethiol in n-dodecane deposit/solution solvent. Entries assigned ? could not
be identified with confidence.
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10.2 The Interaction of Nitrogen Heteroatomics with

Sulfur

10.2.1 Hansen Solubility Sphere and Table of Sphere Cali-

bration Data

In Hansen solubility theory, three Hansen solubility parameters (HSPs) are assigned
to each molecule: δD for dispersion, δP for polarity, and δH for hydrogen bonding.
As a consequence, each solvent exists in a 3-dimensional space of HSPs. The HSP
distance between two molecules in the 3d HSP space is given by:

Ra2 = 4 (δD1 − δD2)
2 + (δP1 − δP2)

2 + (δH1 + δH2)
2 (10.1)

Where Ra is the Hansen distance.

The HSP parameters for the test solvents were either obtained from the HSPIP
dataset or calculated using the software. The HSPIP software requires a series of
test solvents/solutes, tested for their solubility in the n-dodecane. A score 0 is
assigned to insoluble solvents and a score of 1 is assigned to soluble solvents. In
each case, 0.1mol L−1 of each test compound was added to 5mL of n-dodecane.
Resulting from the series of tests is a ’sphere’ in 3d HSP space, whose dimensions
are determined by the solubility of the sphere. The radius of sphere R0 is then used
to asses the solubility of a proposed solvent, where Ra of the test molecule is used
in the following equation:

RED = Ra/R0. (10.2)

Where RED stands for Relative Energy Difference. A RED > 1 implies the molecule
is likely insoluble in your main solvent (n-dodecane in this case), whereas a RED < 1
implies the molecule is soluble. Our calculated sphere was composed of 13 lab grade
compounds known for their presence in fuel, and gave a fit of 1 according to HSPIP
software. The results for these tests are presented in Table 10.6 in the appendix.
Here it is important to acknowledge that the solubility of the deposit precursors
in pure n-dodecane this study will likely be different to a conventional fuel due
to the presence of aromatic compounds and minor components. Nevertheless,these
parameters are useful to understand insoluble formation our surrogate fuel, and to
improve the HSP method for future studies.
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Figure 10.7: HSPIP Sphere

Figure 10.8: HSPIP Sphere parameter fits
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Table 10.6: Hansen Solubility test solvents and their Associated HSPs. The sphere
gave a fit of 1.000

Solvent Database/Calculated HSP δD δP δH Score RED

Indigo Calculated 21.10 17.4 10.0 0 1.639

Carbazole Database 21.7 6.4 6.2 0 1.243

p-Benzoquinone Database 19.8 13.7 6.5 0 1.121

Water Database 15.5 16.0 42.3 0 4.042

2-Naphthol Database 20.4 5.4 10.2 0 1.000

Methanol Database 14.7 12.3 22.3 0 1.800

Di-n-Butyl Sulfoxide Database 16.4 10.5 6.1 1 0.443

Naphthalene Database 19.2 2.0 5.9 1 0.884

Pyrrole Database 19.2 11.0 10.0 1 0.863

Dipropyl Sulfone Database 16.3 12.9 5.9 1 0.705

Toluene Database 18.0 1.4 2.0 1 0.961

Indole Database 20.5 7.5 6.5 1 0.973

Phenol Database 18.5 5.9 14.9 1 0.979

Quinoline Database 20.5 5.6 5.7 1 0.995
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10.2.2 Analysis of Clean Solutions

All solutions were analyzed in the trisolvent matrix apart from the clean indole
solution.

Figure 10.9: Clean Indole GCMS analysis

Figure 10.10: Clean Indole + Hexyl-n-Sulfide GCMS analysis
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Figure 10.11: Clean Indole Hexyl-n-Disulfide GCMS analysis

Figure 10.12: Clean Indole Dodecanethiol GCMS analysis

10.2.3 GCMS Analysis of Stressed n-Dodecane
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Figure 10.13: Clean n-dodecane GC chromatogram

Figure 10.14: Stressed n-dodecane GC-MS chromatogram run 1
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Figure 10.15: Stressed n-dodecane GC-MS chromatogram run 2

Figure 10.16: GC relative peak intensities of oxygenated species detected by MS in
n-dodecane stressed for 24 h at 140 ◦C
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10.2.4 Sediment Masses and Appearance of Flasks from In-

dole Runs

Indole Indole + Hexyl Sulfide Indole + Hexy Disulfide Indole +Dodecanethiol

Figure 10.17: Visual comparison of the indole, indole+hexyl sulfide, indole+hexyl
disulfide and indole+dodecanethiol flasks

Mixture Deposit Mass (g)

Indole 0.0064

Indole + Di-n-Hexyl Sulfide 0.0292

Indole + Di-n-Hexyl Disulfide 0.0132

Indole + 1-Dodecanethiol 0.0962

Table 10.7: Deposit masses generated after 24 h thermal stressing at 140 ◦C in 1 bar

oxygen
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10.2.5 Indole Analysis

The results of the 8h indole thermal stressing experiment will be discussed in this
section, supported by the direct analysis of deposit by LCMS and GCMS analysis
of the methanol extract of the stressed solution. After 8hrs of thermal stressing the
indole flask produced a yellow hazy color, with minimal visible deposits. Gravimet-
ric analysis of these deposits are presented in Table 10.7. More peaks were observed
in (+)LCMS (Figure 10.18) than negative-ion mode (Figure 10.20) since the basic
nitrogen is more amenable to protonation forming the [M+H]+. [375] The deposit
that was dissolved in n-dodecane analyzed in positive mode presented in Figure
10.18. A majority of peaks (a, b, d, e, f, g) are associated with indole oxidative
coupling. Selected putative structures for the compounds detected in positive ion
mode are presented in Figure 10.19. Some of the oxidative coupling products con-
tained oxidized indole groups (1 and 3), however indole oligomers were also formed
without the involvement of oxidized indoles (2, C24H15N3). Oxindole was predicted
to be more likely be detected in positive ion mode as a carbonyl group is more
weakly basic than alcohol groups, therefore more amenable to protonation. The
oxidative coupling products involve the formation of indoline moieties within the
deposit structure (2), which are expected to occur from coupling reactions between
indoles. The relative size of the LCMS peaks indicate the majority of deposits is
formed from 1 and 2 . Interestingly, no indole dimers were observed in the deposits,
only trimers and larger oligomers, which could imply that dimers still remain in solu-
tion. Nonetheless, Hansen solubility analysis of a proposed indole dimer gives a RED
value of 1.13, suggesting that the dimer would be insoluble in n-dodecane, which
implies that dimers formed here are quickly consumed to form larger oligomers.

In addition to indole coupling products, the compound C14H17NO5 was observed
whose structure could not be assigned with confidence. In order to elucidate the
ion we can turn to the GCMS analysis performed. GCMS chromatograms of the
LLE concentrated thermally stressed solution (Figure 10.22) indicates the presence
of indole-esters. Indole esters could form from acids formed from the autoxidation
of n-dodecane reacting with the basic nitrogen on the indole, possibly forming the
C14H17NO5 detected. The GCMS chromatogram also indicates the presence of prod-
ucts of n-dodecane oxidation as different ketones. Compared to the pure n-dodecane
stressed GCMS chromatogram (in Figure 10.13, 10.14 and 10.15), the presence of
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other n-dodecane autoxidation products was markedly reduced implying indole is
acting as an antioxidant here. By contrast, Zabarnick et al. found that indole added
to a surrogate solvent at a lower 100mg L−1 concentration had a little effect on the
headspace oxygen content, suggesting indole had neither pro- or antioxidant prop-
erties. Ion suppression can be ruled out as a reason for the reduced detection of
n-dodecane products because n-dodecane autoxidation products retain for different
times to the heteroatoms used (see chromatograms in section 10.2.3). [376] Unfortu-
nately, the GCMS chromatogram was unable to identify any more information about
the indole coupling products other than the indole ester peak detected from the con-
centrated stressed solution. Presumably, the low-volatility/low-concentration of the
coupling products meant that further information about the deposit pre-cursors
could not be found.

Looking at the (-)LCMS chromatogram, there is evidence of indole oxidative cou-
pling products and an oxidized indole species (Table 10.9). The compound identi-
fied at peak a in the negative chromatogram with the formula C8H7NO3 could be
a number of oxidized species containing acidic functional groups. Several possible
structures of the C8H7NO3 compound are presented in Figure 10.21 as 5a, 5b, and
5c. The peaks observed for (-)LCMS are more likely to contain acidic functional
groups like –OH and –COOH groups due to the greater tendency to form [M-H]-

ions. The formation of indole acids via ring opening reactions has been documented
previously [377] and has been suggested to occur in fuel.[64] The ions C24H13N3O (4)
and C24H17N3O are evidence of indole trimers, also detected in positive ion mode.
The ion C28H15N3O has excess carbons to be conclusively assigned to an indole
trimer, and too few hydrogens to arise from the reaction with an n-dodecane frag-
ment. Results from the Pubchem online chemical database indicate the possibility
of several aromatic structures, potential arising from the rearomatization of indole
ring-opening products.[378]
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Figure 10.18: (+)LCMS chromatogram for indole 0.1 mol l−1 deposit dissolved in
trisolvent, background ions highlighted in with a *, all other species detected labelled
with roman characters presented in Table 10.8.

Peak Label Chemical Formula Mass Measured [M+H]+ Deviation from Actual Mass [ppm]

a C24H15N3O 362.1305 -5.08

b C24H17N3O 364.1453 -2.06

c C14H17NO5 280.1172 -1.07

d C24H13N3O 360.1142 -2.93

e C32H26N4 467.2236 -0.90

f C24H15N3 346.1351 -3.51

g C24H17N3O 364.1457 -3.38

g C48H34N6O2 749.26481 -1.15

Table 10.8: Peaks associated with (+)LCMS in figure 10.8. Selected possible struc-
tures for b,e and g. Sample(s) labelled with 1 were found as [M+Na]+ adducts

292



Figure 10.19: Selective putative structures found in (+)LCMS from the 8h indole
run from table 10.8. The RED based on calculated HSP are presented for each
structure.

Figure 10.20: (-)LCMS chromotagram for indole 0.1 mol l−1 deposit dissolved in
trisolvent, background ions highlighted in with a *, all other species detected labelled
with roman characters presented in table
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Figure 10.21: Selective putative structures analyzed found in (-)LCMS from the 8h
indole run from table 5.1. The RED based on calculated HSP are presented for each
structure.

Peak Label Chemical Formula Mass Measured [M-H]- Deviation from Actual Mass [ppm]

a C8H7NO3 164.0349 +2.52

b C24H13N3O 358.0990 -2.67

b C28H15N3O 472.0918 +4.81

c C24H17N3O 362.1306 -1.51

Table 10.9: Peaks associated with figure 10.18. Selected possible structures found
in peaks a and b are presented in 10.21
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Figure 10.22: LLE enhanced GCMS chromatogram from the 8h indole 0.1mol L-1

solution analysis. The peaks present are labeled with their associated structures
detected by mass spectroscopy.
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10.2.6 GCMS Chromatograms of Liquid-Liquid Extract from

the Stress Heteroatom Solutions

Figure 10.23: GCMS analysis of the solution from the LLE concentration enhanced
Indole and Sulfur + Indole test

The structures corresponding to the labelled peaks are presented below. The
match factor is calculated from the similarity between the unknown spectrum and
NIST libary’s known spectrums. The reverse-match factor is similar to the match
factor, except that peaks not present in the NIST library are ignored.

Table 10.10: Ions observed in Hexyl Sulfide GCMS chromatogram Figure 10.24

Peak (retention time in min) Detected Compound (Match Factor + Reverse
Match Factor with the NIST database)

a (8.1) (744, 784)

b (11.7) (574, 666)
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c (12.5) (832, 836)

d (14.0) (778, 804)

e (14.9) (521, 696)

f (15.0) (793, 915)

g (17.3) (614, 616)

h (17.4) (478, 588)

i (18.0) (654, 810)

j (18.1) (421, 756)

k (18.8) (738, 753)
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l (18.9) (568, 599)

m (22.3) (568, 776)

n (23.2) (505, 757)

o (23.7) (590, 769)

p (24.2) (623, 766)

q (24.4) (635, 765)

r (27.2) (467, 532)

Table 10.11: Ions observed in Di-n-hexyl-Disulfide GCMS chromatogram Figure
10.25

Peak (retention time in min) Detected Compound (Match Factor + Reverse
Match Factor with the NIST database)
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a (14.2) (833, 841)

b (14.8) Di-n-hexyl Sulfide (458, 668)

c (15.5) (731, 744)

d (17.3) (622, 632)

e (18.8) (755, 764)

f (18.9) (591, 709)

g (19.7) (501, 676)

h (22.3) (533, 797)

i (22.7) (503, 777)
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j (23.2) (616, 770)

k (24.4) (635, 759)

Table 10.12: Ions observed in Dodecanethiol GCMS chromatogram Figure 10.26

Peak (retention time in min) Detected Compound (Match Factor + Reverse
Match Factor with the NIST database)

a (8.41) (569, 696)

b (8.64) (746, 813)

c (8.77) (739, 795)

d (9.58) (576, 762)

e (9.88) (637, 895)

f (20.04) (621, 673)

g (20.97) (492, 761)

h (21.59)
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i (22.96) (463, 731)

j (23.02)
(763, 792)
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Figure 10.24: GCMS analysis of the solution from the LLE concentration enhanced
Indole and Di-n-hexylsulfide 8 h test The major peaks are labelled on the figure, the
minor peaks are labelled with roman characters, and are detailed in Table 10.10.
The * peak could not be assigned with confidence.
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Figure 10.25: GCMS analysis of the solution from the LLE concentration enhanced
Indole and Di-n-hexyldisulfide 8 h test. The major peaks are labelled on the figure,
the minor peaks are labelled with roman characters, and are detailed in Table 10.11.
The + peaks are column bleed species.
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Figure 10.26: GCMS analysis of the solution from the LLE concentration enhanced
Indole and Dodecanethiol 8 h test. The major peaks are labelled on the figure, the
minor peaks are labelled with roman characters, and are detailed in Table 10.12.
The * peak could not be assigned with confidence.
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10.2.7 LCMS areas associated with Each Species Class

Figure 10.27: (+)LCMS chromatograms of the deposit from the Indole and Sulfur
+ Indole surrogates. The compounds labelled * are found as ’background ions’.
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Figure 10.28: (-)LCMS chromatograms of the deposit from the of Indole and Sulfur
+ Indole surrogates.

10.2.8 Compounds Detected in LCMS Chromatograms

For the compounds detected here, the compound associated with the molecular ion
is presented as a chemical formula. The mass of the molecular ion is presented, with
the deviation from the actual mass in ppm. The deviation is calculated is follows:
1) the probable formula is identified using the MassHunter software 2) the actual
molecular weight (Mw) of the compound is identified from the Mw of the molecular
ion peak (e.g. for and [M-H]-, the Mw would be the Mw of the molecular ion +
the Mw of a proton) 3) the difference between the Mw of the probable formula and
the actual Mw of the compound found is presented as ppm. For example, for the
peak 219.0918 detected with [M+H]+ actual Mw is 218.08396 (219.0918-1.00784),
which is assigned the probable formula of C15H10N2 with 218.0844 has a difference
of 0.0075 from the actual Mw, which is reported as a deviation of -0.75 ppm.

10.2.8.1 Indole+Sulfur
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Region Sample
Indole Indole + RSR Indole + RSSR Indole + RSH

Formula [M+H]+ ppm Formula [M+H]+ ppm Formula [M+H]+ ppm Formula [M+H]+ ppm
A - - - C15H10N2 219.0918 -0.75 - - - C7H5NO 120.0445 -1.08
(0-6min) - - - C40H25N5O 592.2130 0.46 - - - C7H7NO2 138.0553 -2.6

- - - - - - - - - C16H14N2O2 267.1135 -1.95
- - - - - - - - - C15H10N2 219.0920 -1.49
- - - - - - - - - C15H10N2 219.0920 -1.49
- - - - - - - - - C15H10N2 219.0920 -1.23
- - - - - - - - - C15H10N2 219.0920 -1.23
- - - - - - - - - C16H10N2 247.0866 -0.65
- - - - - - - - - C39H23N5O 578.1984 -1.33
- - - - - - - - - C15H12N2 221.1084 -4.58

B C24H15N3O 362.1305 -5.08 C16H14N2 235.1239 -3.62 C24H25N3O2S 420.1728 2.74 C19H12N2O 578.1984 -1.33
(6-9min) C24H17N3O 364.1453 -2.06 C25H15N3 390.1247 -2.52 C24H15N3O 362.1302 -3.33 C25H15N3O2 390.1255 -4.03

C14H17NO5 280.1172 -1.07 C21H18N2O4 362.1316* 3.65 C25H17N3 360.1509 -1.76 C16H14N2 235.1233 -1.20
C24H13N3O 360.1142 -2.93 C20H23N3S 350.1518* 2.32 C24H13N3O 360.1150 -4.96 C21H19N3OS 362.1312 1.66
C32H26N4 467.2236 -0.9 C16H14N2 235.1239 -3.62 C48H30N6O 707.2561 -1.13 C20H21N3S 336.1525 1.49
C24H15N3 346.1351 -3.51 C17H24N2OS 327.1513* 2.32 C16H10N2O 247.0871 -1.79 C21H19N3OS 362.1310 2.66
C24H17N3O 364.1457 -3.38 C21H17N3OS 360.1158 0.70 C40H27N5 578.2357 -2.70 C32H18N4O2 491.1522 -3.68
C24H17N3O 364.1457 -3.38 C24H23N3OS 402.1619 3.85 C24H17N3O 364.1459 -3.79 C21H19N3OS 362.1312 1.66
C48H34N6O2 749.2648* -1.15 C30H25N3 428.2127 -1.66 C48H36N6O2 749.2656 -2.32 C23H17N3 336.1506 -2.76

- - - C48H30N6O 707.2551 0.98 - - - C24H15N3O 362.1297 -2.89
- - - C33H20N4 473.1777 -2.97 - - - C32H18N4O2 491.1507 -0.63
- - - C32H20N4O 477.1722 -3.12 - - - C25H17N3 360.1521 -2.04
- - - C40H25N5 576.2196 -2.19 - - - C24H21N3O 368.1768 -2.35
- - - C29H23N3 414.1985* -4.29 - - - C21H17N3OS 360.1158 -0.47
- - - C35H34N4OS 559.2519 1.71 - - - C27H19N3O 402.1604 -0.28
- - - C40H27N5 578.2367 -4.12 - - - C40H25N5O3 624.2051 -2.84
- - - C35H34N4S 543.2571 1.28 - - - C37H27N5OS 295.6044† -0.70
- - - C30H23N3O 442.1932 -3.63 - - - C41H34N6O6 354.1335 2.46
- - - C32H22N4 463.1935 -3.42 - - - C48H30N6O 707.2563 -1.05
- - - C33H20N4 473.1773 -2.39 - - - C32H20N4O 477.01735 -4.86
- - - C16H14N2 235.1237 -2.78 - - - C40H27N5 578.2363 -3.87
- - - C35H32N4O 557.2360 1.62 - - - C32H22N4 463.1935 -3.34
- - - C27H27N3OS 442.1936 2.34 - - - C16H14N2 235.1234 -1.25
- - - C12H26OS 219.1792 -4.17 - - - C16H10N2O 247.0871 -1.86
- - - C14H24OS 241.1609 5.03 - - - C50H32N6O2 749.2640 2.91
- - - C26H50O2S 459.3327 0.66 - - - C33H22N4O2 507.1830 -2.32
- - - C59H47N7O 918.3592 -0.55 - - - C24H17N3O 364.1458 -3.19
- - - - - - - - - C14H19NO 218.1541 -0.61
- - - - - - - - - C50H32N6O2 749.2646 2.36
- - - - - - - - - C28H30N2O 411.24508 -4.09
- - - - - - - - - C28H32N2 397.26548 -3.19
- - - - - - - - - C24H17N3O 364.1458 -3.19
- - - - - - - - - C16H10N2O2 263.08258 -3.53
- - - - - - - - - C44H40N4 625.3349 -3.28
- - - - - - - - - C24H17N3O 364.1448 -0.78
- - - - - - - - - C24H19N3O 366.1606 -0.96

C - - - C12H26OS 219.1787 -4.17 - - - C36H37N3 512.3073 -1.90
(9-15min) - - - C22H20N2O2 329.1651 -0.51 - - - C33H39N3OS 526.2876 0.64

- - - - - - - - - C52H43N5O2 770.34926 -0.31
- - - - - - - - - C16H12N2 233.10866 -5.2
- - - - - - - - - C24H17N3O 364.1452 -1.69
- - - - - - - - - C33H39N3OS 526.2876 0.64
- - - - - - - - - C35H35N3 498.2919 -2.53
- - - - - - - - - C41H44N4OS 641.32896 1.80
- - - - - - - - - C36H35N3O 526.2858 0.85
- - - - - - - - - C24H17N3 348.1506 -2.88
- - - - - - - - - C36H37N3O 528.3013 -0.36
- - - - - - - - - C44H40N4O 641.2373 0.24
- - - - - - - - - C24H15N3 346.1337 0.79
- - - - - - - - - C36H37N3 512.3073 -2.63
- - - - - - - - - C20H31NOS 334.2216 -4.73
- - - - - - - - - C36H35N3O 526.2870 -2.99
- - - - - - - - - C20H29NO 300.2338 -4.70

Table 10.13: Compounds detected by (+)LCMS detected in the indole(+sulfur)
deposit in Figure 10.27 presented order of elution time of the analysis of deposits
produced by the surrogates after 8 h 140 ◦C. *=[M+Na]+, †=[M+2H]+.
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Region Sample

Indole Indole + RSR Indole + RSSR Indole + RSH

Formula [M-H]- ppm Formula [M-H]- ppm Formula [M-H]- ppm Formula [M-H]- ppm

A C8H7NO3 164.0349 2.66 C8H7NO3S 196.00768 -0.99 C8H7NO3S 196.0071 2.18 C8H7NO3S 196.0078 -1.98

(0-6min) - - - C6H14O3S 164.0594 -1.25 - - - C8H7NO3 164.03528 0.86

- - - - - - - - - C23H12N2S 347.0659 -0.07

B C26H18O2 361.1223 2.51 C25H17N3 358.1357 -1.62 C25H17N3 358.1354 -0.89 C19H12N2O 578.1984 -1.33

(6-9min) C24H13N3O 358.0990 -2.67 C24H13N3O 358.0996 -2.67 C24H13N3O 358.0993 -2.74 C24H17N3O 362.1306 -1.62

C28H15N3O5 472.0918 4.81 C28H15N3O5 472.0920 4.09 C28H15N3O5 472.0918 4.51 C16H12N2OS 279.0599 -0.41

C24H17N3O 362.1306 -1.51 C32H20N4O 475.1578 -2.70 C24H17N3O 362.1302 -0.89 C25H17N3 358.1356 -1.30

- - - C38H30N4O 557.2357 -1.52 - - - C24H13N3O 358.0998 -3.23

- - - C30H23N3O 440.1722 -0.66 - - - C16H12N2O2S 295.0548 -0.18

- - - C29H23N3 412.1827 -1.63 - - - C24H13N3O 358.0993 -1.85

- - - C42H30N4O5 669.2125 2.93 - - - C24H13N3O 358.0987 -0.68

- - - C30H23N3O 440.1778 -1.94 - - - C32H20N4O 475.1576 -2.01

- - - C34H25N3O 554.1712 1.80 - - - C32H20N4O 475.1576 -2.01

- - - C28H17N3O4 458.1139 2.06 - - - C16H12N2O3 279.0779 -0.86

- - - C38H30N4O2 573.2316 -3.14 - - - C24H17N3O 362.1311 -2.85

- - - - - - - - - C24H17N3O 362.1306 -1.79

- - - - - - - - - C24H17N3O 362.1309 -3.54

C - - - C28H17N3O4 458.1139 -4.17 C28H17N3O4 458.1135 2.72 C16H12N2 231.0930 -0.62

(9-15min) - - - C38H30N4O2 573.2316 -3.14 - - - C32H22N4O 477.1729 -1.48

- - - - - - - - - C12H26O3S 249.1539 -2.88

- - - - - - - - - C28H17N3O4 458.1137 2.34

- - - - - - - - - C39H37N3O5 626.2641 -0.67

- - - - - - - - - C20N29NO 298.2182 -1.46

Table 10.14: Compounds detected by (-)LCMS in the indole(+sulfur) deposit in
Figure 10.28 presented order of elution time of after 8 h 140 ◦C
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10.2.8.2 Nitrogen+Sulfur Runs

Figure 10.29: LCMS(+) chromatograms of the dissolved Pyrrole and Pyrrole +
Dodecanethiol deposit
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Figure 10.30: LCMS(-) chromatograms of the dissolved Pyrrole and Pyrrole + Do-
decanethiol deposit

Figure 10.31: LCMS(+) chromatograms of the dissolved Quinoline and Quinoline
+ Dodecanethiol deposit
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Figure 10.32: LCMS(-) chromatograms of the dissolved Quinoline and Quinoline +
Dodecanethiol deposit
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10.3 Appearance of Pyrrole and Quinoline Flasks

Pyrrole + RSH Pyrrole Quinoline + RSH Quinoline 

Figure 10.33: Visual comparison of the Pyrrole + Dodecanethiol, Pyrrole, Quinoline
+ Dodecanethiol, and Quinoline flasks
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Region Sample

Pyrrole Pyrrole + RSH Quinolene Quinolene RSH

Formula [M+H]+ ppm Formula [M+H]+ ppm Formula [M+H]+ ppm Formula [M+H]+ ppm

A - - - C8H10N2O 173.0692 -4.13 C9H7N 130.0658 -4.74 C9H7N 130.09572 -3.92

(0-6min) - - - C16H20N4O* 323.1485 -2.29 C9H7NO 146.0608 -4.74 - - -

- - - C13H11N3 210.1027 -1.97 C16H19NO 242.1550 -3.99 - - -

- - - C13H11N3 210.1031 -2.48 C16H19NO 242.1539 -1.99 - - -

- - - - - - C8H14O3 181.0836 0.32 - - -

- - - - - - C17H21NO 256.1697 3.73 - - -

- - - - - - C12H24O7* 303.1417 -0.63 - - -

B - - - C22H24N6O4 437.1940 -1.56 C12H22O4 253.1415 -1.46 C25H26N4O 437.1950 -0.06

(6-9min) - - - C25H20N6O3 453.1665 1.35 C18H23NO 270.1858 2.47 C28H22N4O 453.1628 0.7

- - - - - - C12H22O4 253.1423 -4.87 - - -

- - - - - - C12H24O4 271.1524 -3.11 - - -

- - - - - - C19H25NO 284.2019 -0.93 - - -

- - - - - - C12H22O4 253.1424 -5.39 - - -

- - - - - - C12H24O5* 271.1529 -4.59 - - -

- - - - - - C12H24O5* 271.1529 -4.92 - - -

- - - - - - C12H26O6 289.1624 -0.62 - - -

- - - - - - C24H30O6* 437.1948 -0.20 - - -

C C12H22O2 199.1697 -1.96 - - - C12H22O 183.1744 -0.20 - - -

(9-15min) C12H24O3 239.1629 -4.77 - - - C12H22O2* 199.1623 0.10 - - -

- - - - - - C12H22O2* 221.1515 0.82 - - -

- - - - - - C12H24O3* 239.1614 2.09 - - -

- - - - - - C12H26O4* 257.1728 -1.37 - - -

- - - - - - C12H24O 185.1903 -1.57 - - -

Table 10.15: Compounds detected by (+)LCMS in the dissolved deposits chro-
matograms in Figure 10.29 and Figure 10.31 after 8 h 140 ◦C. Compounds super-
scripted with * parent ions were detected as Na adducts.
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Region Sample

Pyrrole Pyrrole + RSH Quinoline Quinoline RSH

Formula [M-H]- ppm Formula [M-H]- ppm Formula [M-H]- ppm Formula [M-H]- ppm

A - - - - - - C4H6O4 117.0194 -0.34 - - -

(0-6min) - - - - - - C5H8O3 115.0398 2.57 - - -

- - - - - - C8H7NO3 164.0358 -2.72 - - -

- - - - - - C6H10O3 129.0558 -0.17 - - -

- - - - - - C6H12O3 131.0715 -0.86 - - -

- - - - - - C7H12O3 143.0718 -3.10 - - -

- - - - - - C7H14O3 145.0878 -5.01 - - -

- - - - - - C8H14O3 157.0876 -3.08 - - -

B - - - - - - C8H16O3 159.1033 -3.44 - - -

(6-9min) - - - - - - C9H18O3 173.1192 -4.60 - - -

- - - - - - C10H20O3 187.1347 -3.51 - - -

C C12H22O2 199.1697 -1.96 C12H26O3S 249.1539 -3.64 - - - C12H26O3S 249.1539 -3.63

(9-15min) C12H24O3 239.1629 -4.77 - - - - - - - - -

Table 10.16: Compounds detected by (-)LCMS in the dissolved deposits chro-
matograms in Figure 10.30 and Figure 10.32 after 8 h 140 ◦C

10.4 Sulfonation Barriers of Various Common Fuel

Nitrogen Heterocycles

In this section we present the calculated barriers for the sulfonation of various ni-
trogen heterocycles. A recent study has highlighted that sulfonation of benzene in
apolar solvents occurs more rapidly as a trimolecular electrophilic substitution in-
volving two SO3 reacting, but as the SO3 will be a limiting reagent in this reaction,
the barriers to the bimolecular reaction will be presented too.[272]
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Fuel n- Heteroatom Reaction with Two SO3 (kcal mol−1) Reaction with One SO3 (kcal mol−1)

Indole 3.49 28.49

Pyrrole 3.75 28.58

Pyridine 27.70 44.54

Quinoline 31.75 48.75

Table 10.17: Coupling reactions between 6-membered and 5-membered nitrogen
heteroatoms at the DFT/B3LYP-D3/cc-pVTZ level of theory

10.4.1 Electrostatic Potential of Various Nitrogen Heterocy-

cles
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Figure 10.34: Electrostatic potential (ESP) onto total electron density of com-
mon protonated nitrogen heterocycles calculated at the DFT/B3LYP-D3/cc-pVTZ
level of theory. The most favored protonation site is selected based on previous
literature.[379, 305, 380, 381, 382] Areas in red show electron excess, whereas areas
in blue show electron deficiency.

10.5 Understanding the Wall Deposition Mechanism

10.5.1 Relaxed Surface Terminations
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Figure 10.35: Relaxed metal-terminated Fe2O3 (brown atoms), metal-terminated
Cr2O3 (blue atoms), oxygen-terminated Fe2O3 and oxygen-terminated Cr2O3 from
left to right

10.5.2 Adsorption Energies
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Fe2O3 Cr2O3

Metal top-site Oxygen top-site Metal top-site Oxygen top-site

RSR -1.25 (+0.10) -0.92 (-0.16) -0.56 (+0.01) -0.15 (+0.15)

RS(O)2OH -1.12 (-0.42) -2.26 -0.97 (-0.48) -2.43

RS(O)3OH -1.10 (-0.62) -2.37 -1.00 (-0.66) -2.51

RSH -1.05 (-0.17) -0.92 (-0.15) -0.63 (-0.13) -0.59 (-0.18)

RCOOH -0.54 (-0.19) -1.86 -0.55 (-0.21) -1.58

ROH -0.67 (-0.13) -1.18 (-0.20) -0.52 (-0.18) -0.94 (-0.19)

RC(O)H -1.02 (-0.10) -1.02 (-0.13) -0.70 (-0.19) -0.85 (-0.22)

RH-parallel -0.51 (-0.11) -0.46 (-0.12) -0.41 (-0.13) -0.41 (-0.12)

RH-perpendicular -0.42 (-0.12) -0.37 (-0.11) -0.35 (-0.12) -0.35 (-0.12)

Table 10.18: Calculated adsorption energies all in eV on the metal-terminated oxides,
values in (brackets) are the contribution of lateral VdW interactions to the total
adsorption energy in cases of physisorption.

Fe2O3 Cr2O3

Metal top-site Oxygen top-site Metal top-site Oxygen top-site

RSR -1.35 (+0.16) -1.03 (+0.16) -0.23 (+0.18) -1.22 (-0.16)

RS(O)2OH -1.45 (-0.24) -2.00 -0.45 (-0.51) -1.48 (-0.30)

RS(O)3OH -0.89 (-0.45) -1.30 -0.66 (-0.68) -1.03 (-0.07)

RSH -1.14 (-0.18) -0.34 -0.69 (-0.18) -1.20 (-0.16)

RCOOH -0.18 (-0.15) -0.72 (+0.06) -0.23 (-0.22) -0.58 (-0.08)

ROH -0.77 (-0.18) -0.81 (-0.16) -0.47 (-0.18) -0.72 (-0.16)

RC(O)H -0.65 (-0.19) -0.23 (-0.13) -0.55 (-0.24) -1.10 (-0.23)

RH-parallel -0.43 (-0.13) -0.61 (-0.13) -0.39 (-0.12) -0.41 (-0.13)

RH-perpendicular -0.36 (-0.12) -0.53 (-0.12) -0.35 (-0.12) -0.35 (-0.12)

Table 10.19: Calculated adsorption energies all in eV on the oxygen-terminated
oxides, values in (brackets) are the contribution of lateral VdW interactions to the
total adsorption energy in cases of physisorption.
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10.5.3 Alkane Adsorption Charge Density Difference Plots
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Figure 10.36: Charge density difference plots showing ethane ethane adsorbed onto
transition metal-terminated Cr2O3 (blue atoms) and Fe2O3 (brown atoms). Yellow
represents areas of charge accumulation, blue indicates areas of charge depletion.
The adsorption energies are shown alongside each structure, along with the lateral
VdW contributions to adsorption in red.
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Figure 10.37: Charge density difference plots showing ethane ethane adsorbed onto
transition oxygen-terminated Cr2O3 (blue atoms) and Fe2O3 (brown atoms). Yellow
represents areas of charge accumulation, blue indicates areas of charge depletion.
The adsorption energies are shown alongside each structure, along with the lateral
VdW contributions to adsorption in red.
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10.5.4 Effect of Tail Length

Figure 10.38: Effect of tail length on the adsorption energy of sulfonic acid adsorbed
onto metal terminated Fe2O3

10.5.5 Detailed Geometries Surface Structures
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Figure 10.39: Charge density difference plots showing oxygenated species adsorbed
onto transition metal-terminated Cr2O3 (blue atoms) and Fe2O3 (brown atoms).
Yellow represents areas of charge accumulation, blue indicates areas of charge de-
pletion. The adsorption energies are shown alongside each structure, along with the
lateral VdW contributions to adsorption in red.
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Figure 10.40: Charge density difference plots showing oxygenated species adsorbed
onto transition oxygen-terminated Chromia (blue atoms) and Hematite (brown
atoms). Yellow represents areas of charge accumulation, blue indicates areas of
charge depletion. The adsorption energies are shown alongside each structure, along
with the lateral VdW contributions to adsorption in red.
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Figure 10.41: Charge density difference plots showing dimethyl sulfide and ethane
thiol adsorbed onto transition metal-terminated Cr2O3 (blue atoms) and Fe2O3

(brown atoms). Yellow represents areas of charge accumulation, blue indicates ar-
eas of charge depletion. The adsorption energies are shown alongside each structure,
along with the lateral VdW contributions to adsorption in red.
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Figure 10.42: Charge density difference plots showing dimethyl sulfide and ethane
thiol adsorbed onto transition oxygen-terminated Cr2O3 (blue atoms) and Fe2O3

(brown atoms). Yellow represents areas of charge accumulation, blue indicates areas
of charge depletion. The adsorption energies are shown alongside each structure,
along with the lateral VdW contributions to adsorption in red.
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Figure 10.43: Charge density difference plots showing ethane sulfur acids adsorbed
onto transition metal-terminated Cr2O3 (blue atoms) and Fe2O3 (brown atoms).
Yellow represents areas of charge accumulation, blue indicates areas of charge de-
pletion. The adsorption energies are shown alongside each structure, along with the
lateral VdW contributions to adsorption in red.
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Figure 10.44: Charge density difference plots showing ethane sulfur acids adsorbed
onto transition oxygen-terminated Cr2O3 (blue atoms) and Fe2O3 (brown atoms).
Yellow represents areas of charge accumulation, blue indicates areas of charge de-
pletion. The adsorption energies are shown alongside each structure, along with the
lateral VdW contributions to adsorption in red.
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10.6 DFT Calculated Routes to Jet Fuel Deposits

10.6.1 IRC Calculation of the Re-aromatization

Figure 10.45: IRC calculation showing the transition state of the ROOH re-
aromatization of the phenol σ-intermediate. In this case, R refers to a dodecane
moeity. The transition state yields a phenol dimer, an RO · and H2O.
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Figure 10.46: IRC calculation showing the transition state of the ROH re-
aromatization of the phenol σ-intermediate. In this case, R refers to a dodecane
moeity. The transition state yields a phenol dimer, an R · and H2O.

10.6.2 Thermochemical and Kinetic Parameters Calculated

for Each Step
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Table 10.20: All kinetic data calculated at the B3lYP-D3//cc-pVTZ level of theory for the reaction mechanisms added to the BAS
scheme. For bimolecular reactions, the units of the pre-exponential factor A are Lmol−1 s−1 for bimolecular reactions and s−1 for
unimolecular reactions. The units of Ea are kcalmol−1.

Indole Pyrrole Toluene Phenol Quinoline Naphthalene

Reaction
Number

Reaction A Ea A Ea A Ea A Ea A Ea A Ea

16 AH + ROO · −−→
A · + ROOH

2.57E+12 10.87 1.56E+13 18.23 7.41E+12 29.09 2.67E+12 8.94 1.3581E+13 25.13 7.80E+12 23.39

25 A · + RH −−→ AH +
R ·

9.80E+08 20.62 2.67E+12 20.86 7.14E+12 7.08 1.72E+12 21.10 8.6083E+12 12.34 7.64E+12 8.50

26 AH + R · −−→ A · +
RH

1.76E+12 10.95 2.09E+12 16.53 3.94E+12 19.29 8.61E+12 8.24 4.5206E+12 17.62 5.50E+12 20.98

27 AH + RO · −−→ A · +
ROH

6.69E+12 2.97 2.22E+12 5.68 3.59E+12 11.14 3.78E+12 0.29 9.7775E+12 10.33 1.02E+13 14.76

28 A · + A · −−→
Insoluble

3.00E+09 0.00 3.00E+09 0.00 3.00E+09 0.00 3.00E+09 0.00 3.00E+09 0.00 .00E+09 0.00

29 AH + A · −−→ AHA · 2.42E+12 16.67 2.7758E+08 6.29 1.02E+13 5.31 1.82E+12 20.05 4.57E+12 8.49 5.30E+12 6.62
30 AHA · + RO2H −−→

Insoluble + RO · +
H2O

5.84E+08 5.50 9.28E+08 0.077 3.75E+08 7.55 4.30E+08 7.86 2.30E+08 7.45 4.78E+08 11.65

31 A · +ROH −−→ AH+
RO ·

7.04E+12 12.60 3.38E+12 12.97 6.81E+12 2.62 2.36E+12 15.94 8.60E+12 5.79 6.85E+12 4.19

32 A · + ROOH −−→
AH + ROO ·

5.09E+12 5.97 6.24E+12 7.09 2.30E+12 0.00 4.99E+12 8.49 8.60E+12 1.35 7.70E+12 0.48
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10.6.3 Comparison of Different Sites for Pyrrole and Indole

10.6.3.1 Pyrrole
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TS3a

P1b

P2a

TS3a

TS3b

N1 pathway

C2 pathway

Figure 10.47: Potential energy surface for the pyrrole coupling at the C2 position,
comparing H-abstraction at the N1 or C2 position

10.6.3.2 Indole
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Figure 10.48: Potential energy surface for the indole coupling at the C3 position,
comparing H-abstraction at the N1 or C3 position

10.6.4 HAS Reaction Between Propanal Doublet and Various

N-heterocycles
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TS

Products

Indole
Pyrrole

Quinoline

Figure 10.49: Propanal doublet HAS attack step pathway calculated at the B3lYP-
D3//cc-pVTZ level. The barriers heights are in the order from largest to smallest;
indole > pyrrole > quinoline, which is also reflected in the A · + AH barrier heights.

10.6.5 Effect of Temperature on Each Mechanism
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Figure 10.50: Effect of temperature on the concentration of deposits for the indole
pseudo-detailed mechanism

334



Figure 10.51: Effect of temperature on the concentration of the deposits for the
pyrrole pseudo-detailed mechanism
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Figure 10.52: Effect of temperature on the concentration of deposits for the quinoline
pseudo-detailed mechanism
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Figure 10.53: Effect of temperature on the concentration of deposits for the naphth-
lalene pseudo-detailed mechanism
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Figure 10.54: Effect of temperature on the concentration of deposits for the phenol
pseudo-detailed mechanism
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Figure 10.55: Effect of temperature on the concentration of deposits for the toluene
pseudo-detailed mechanism
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