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Abstract

Massive multiple input multiple output (MIMO) systems can significantly improve the chan-

nel capacity by deploying multiple antennas at the transmitter and receiver. Massive MIMO

is considered as one of key technologies of the next generation of wireless communication

systems. However, with the increase of the number of antennas at the base station, a large

number of unknown channel parameters need to be dealt with, which makes the channel

estimation a challenging problem. Hence, the research on the channel estimation for massive

MIMO is of great importance to the development of the next generation of communication

systems. The wireless multipath channel exhibits sparse characteristics, but the traditional

channel estimation techniques do not make use of the sparsity. The channel estimation

based on compressive sensing (CS) can make full use of the channel sparsity, while use

fewer pilot symbols. In this work, CS channel estimation methods are proposed for massive

MIMO systems in complex environments operating in multipath channels with static and

time-varying parameters. Firstly, a CS channel estimation algorithm for massive MIMO

systems with Orthogonal Frequency Division Multiplexing (OFDM) is proposed. By ex-

ploiting the spatially common sparsity in the virtual angular domain of the massive MIMO

channels, a dichotomous-coordinate-decent-joint-sparse-recovery (DCD-JSR) algorithm is

proposed. More specifically, by considering the channel is static over several OFDM symbols

and exhibits common sparsity in the virtual angular domain, the DCD-JSR algorithm can

jointly estimate multiple sparse channels with low computational complexity. The simulation

results have shown that, compared to existing channel estimation algorithms such as the

distributed-sparsity-adaptive-matching-pursuit (DSAMP) algorithm, the proposed DCD-JSR

algorithm has significantly lower computational complexity and better performance. Sec-



4

ondly, these results have been extended to the case of multipath channels with time-varying

parameters. This has been achieved by employing the basis expansion model to approximate

the time variation of the channel, thus the modified DCD-JSR algorithm can estimate the

channel in a massive MIMO OFDM system operating over frequency selective and highly

mobile wireless channels. Simulation results have shown that, compared to the DCD-JSR

algorithm designed for time-invariant channels, the modified DCD-JSR algorithm provides

significantly better estimation performance in fast time-varying channels.
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Chapter 1

Introduction

1.1 Research Background

In the past decades, with the development of wireless communication technology, multiple-1

input multiple-output (MIMO) has become the core technology of the fourth generation2

mobile communication system (4G) [7][8][9]. Compared with the third-generation mobile3

communication system, the 4G network can provide user terminals with greater bandwidth4

and longer coverage, higher data transfer rates, and system capacity [10] [11].With the5

rapid development of Internet technology, more data will be transmitted to user terminals6

through the wireless channel. However, with the increasing demand for data transmission7

rate by the users, and the increasingly prominent contradiction between limited spectrum8

resources and the rapidly growing number of wireless terminals, communication systems9

need to introduce more advanced wireless transmission technologies to provide reliable10

communication [12]. The commercial use of the 5th Generation Mobile Communication11

System (5G) has already been deployed. Compared with the 4G network, the 5G network can12

provide about 1000 times the capacity upgrade, higher peak data rate [13]. The 5G wireless13

communication networks are being deployed worldwide from 2020 and more capabilities14

are in the process of being standardized, such as mass connectivity, ultra-reliability, and15

guaranteed low latency. However, 5G will not meet all requirements of the future in 203016

and beyond, and sixth generation (6G) wireless communication networks are expected to17
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provide global coverage, enhanced spectral/energy/cost efficiency, better intelligence level18

and security, etc [14]. To meet these requirements, 6G networks will rely on new enabling19

technologies, i.e., air interface and transmission technologies and novel network architecture,20

such as massive MIMO, waveform design, multiple access, channel coding schemes, multi-21

antenna technologies, network slicing, cell-free architecture, and cloud/fog/edge computing.22

In [15], it indicates that 6G will have four new advantages: first, to satisfy the requirement23

of global coverage, 6G will not be limited to terrestrial communication networks, which24

will need to be complemented with non-terrestrial networks such as satellite networks, thus25

achieving a space-airground-sea integrated communication network. Second, all spectra26

will be fully explored to further increase data rates and connection density, including the27

sub-6 GHz, millimeter wave (mmWave), terahertz (THz), and optical frequency bands. Third,28

facing the big datasets generated by the use of extremely heterogeneous networks, diverse29

communication scenarios, large numbers of antennas, wide bandwidths, and new service30

requirements, 6G networks will enable a new range of smart applications with the aid of31

artificial intelligence (AI) and big data technologies. Fourth, network security will have to be32

strengthened when developing 6G networks.33

The core technology of the 4G wireless communication network system includes the34

MIMO technology and orthogonal frequency division multiplexing (OFDM) technology.35

The MIMO technology configures multiple antennas at the transmitting end and the receiving36

end (the number of antennas configured at the transmitting and receiving end generally does37

not exceed 8 [16]). Then, the terminal at the receiving end receives the signal and performs38

operations such as channel estimation, to recover the transmitted data accurately. The MIMO39

technology improves the spectral efficiency of the communication system, which lays a40

foundation for each user to perform high-data-rate communications. Furthermore, under41

the spatial multiplexing gain and spatial diversity gain provided by the MIMO technology,42

the use of the MIMO technology can not only improve the channel capacity in the system43

but also effectively improve the stability and reliability of the system [17] [18]. The OFDM44

technology is a multi-carrier modulation scheme used in wireless local area networks, digital45

audio broadcasting, and other fields, this technology decomposes the data stream into46
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multiple sub-data streams to reduce the transmission rate, and then transmits them in parallel47

on multiple sub-carriers that are mutually orthogonal to each other, so as to achieve the48

purpose of combating the channel frequency selective fading or narrowband interference.49

By combining OFDM and the MIMO together, the MIMO-OFDM cannot only improve the50

transmission and spectral efficiency of wireless communication systems, but also improve51

the reliability of wireless systems and tolerance to multipath interference and environmental52

noise through diversity technology. The MIMO-OFDM technology is used in the LTE (Long53

Term Evolution, a standard for wireless broadband communication for mobile devices and54

data terminals, offers high-speed data communication, low latency, and advanced features55

such as multimedia streaming, high-quality voice and video calls, and mobile broadband56

internet access), WiMAX (a wireless communication technology that provides high-speed57

broadband connectivity over long distances. It is based on the IEEE 802.16 standard and58

operates on licensed or unlicensed frequencies.), and network protocol standards such as59

IEEE 802.15.4 ( a standard that defines the physical and MAC layer specifications for low-rate60

wireless personal area networks) [19].61

With the rapid growth of global mobile communication service demand, the traditional62

MIMO system has gradually reached its bottleneck in performance, due to the limitations63

of its theoretical basis and hardware configuration [20]. Additionally, the problems faced64

by 4G wireless communication systems have become increasingly prominent, including65

the difficulty to satisfy users’ demands for data transmission rate, the scarcity of available66

spectrum resources, the saturation of communication system capacity, and the continuous67

increase in the power consumption of communication equipment [21].68

According to current industry research, the improvement of the network service ca-69

pabilities of 5G and future wireless mobile communication systems will be carried out70

simultaneously in three research directions: wireless transmission technology, wireless net-71

work technology and new spectrum resource mining. Among them, for wireless transmission72

technology, scholars have proposed Massive MIMO technology [22], filter bank-based multi-73

carrier modulation technology, full-duplex (Full-duplex) technology [23], Non-Orthogonal74

Multiple Access (NOMA) technology [24], etc. For wireless network technology, scholars75
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have proposed new architectures, such as ultra-dense heterogeneous network technology [25]76

and end-to-end communication (Device-to-Device Communication, D2D) technology [26].77

In terms of mining new spectrum resources, millimetre wave ( mmWave) communication78

technology [27], visible light communication technology [28], etc., have become valuable79

transmission solutions in the field of wireless mobile communication in the future.80

In view of the three types of key technologies for improving the capacity of 5G wireless81

communication network systems, the massive MIMO technology has become a bright spot82

among many alternative key technologies, attracting scholars and engineers. It is widely83

regarded as the most promising transmission technology for 5G communication networks84

[29].85

In the traditional MIMO wireless communication system, the base station is usually86

configured with up to eight antennas. In 2010, Bell Labs professor Thomas L. Marzetta87

first proposed the concept of massive MIMO [30]. In the massive MIMO communication88

systems, by employing large number of antennas at the base station, and through the spatial89

multiplexing, the spectral efficiency of the wireless communication system can be greatly90

increased. Compared with the traditional MIMO system, the massive MIMO system has91

better communication performance, the main advantages of massive MIMO systems are [31]92

[32] [33]:93

• The capacity of the communication system has greatly increased. In a massive MIMO94

system, as the number of antennas configured at the base station increases, the wireless95

transmission channel between each terminal and the antenna at the base station exhibits96

a progressive orthogonality characteristic. At this time, the interference of additive97

white Gaussian noise and small-scale fading (such as Rayleigh fading and Rice fading)98

in the the communication system can be ignored or effectively eliminated. According99

to Shannon’s theorem, the channel capacity of the communication system will be100

greatly increased.101

• The spectral efficiency of the communication system is greatly improved. Compared102

with the traditional MIMO system, the massive MIMO communication system’s ability103

to analyse the spatial dimension is significantly enhanced. Therefore, massive MIMO104
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technology can improve the utilization of spectrum resources among multiple terminals105

in the same cell.106

In a wireless communication system, the acquisition of channel parameters (such as107

multipath gain and delay information, etc.) of the wireless channel between the transmitter108

and receiver is important, which relates to the performance of the signal detection and109

decoding. Channel parameters can be obtained through channel estimation techniques,110

therefore, the accuracy of channel estimation can have a significant impact on the performance111

of the massive MIMO-OFDM wireless communication systems.112

However, the number of antennas in a massive MIMO system generally ranges from113

tens to hundreds, and the number of channels to be estimated between the base station114

and the user are proportional to the number of antennas at the base station. Therefore,115

as the number of antennas at the base station of the massive MIMO system increases, the116

computational complexity of the channel estimation process will increase accordingly, and the117

pilot overhead of the system will also increase. At present, massive MIMO communication118

systems generally operate in two modes: Time Division Duplex (TDD) and Frequency119

Division Duplex (FDD). Among them, due to the limited number of users in the TDD120

massive MIMO system, the uplink channel is easier to be estimated at the base station, and121

the channel information obtained by the uplink channel can be used to estimate the downlink122

channel, according to the channel reciprocity. Therefore, most researchers use TDD mode to123

avoid problems such as high computational complexity and large pilot overhead. However,124

in a massive MIMO system in TDD mode, there might be a calibration error between the125

uplink and the downlink channels, where the calibration error could be the result of the126

Doppler effect and signal attenuation, and this would lead to errors in the measurements127

of signal quality, such as signal-to-noise ratio, which can affect the performance of the128

system, furthermore, it is easy to produce pilot contamination, which would cause inaccurate129

channel estimation [34]. Because of its good ability to resist interference between different130

cells, FDD still occupies the main position in the wireless communication systems. For the131

base station, obtaining accurate downlink channel information in a massive MIMO system132

based on FDD mode is a very challenging problem, due to the computational complexity of133
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downlink channel estimation, and the high pilot overhead in the signal feedback process [35].134

Therefore, in order to further improve the communication quality of massive MIMO systems,135

research on high-performance and high-accuracy wireless channel estimation algorithms has136

become a hot research topic.137

1.2 Existing Research and Challenges138

In the MIMO wireless communication systems, channel estimation techniques are usually139

divided into blind channel estimation and non-blind channel estimation, according to whether140

pilot symbols are required. The blind channel estimation algorithm recovers the channel141

state information (CSI) by making full use of the statistical characteristics of the data at the142

receiver, without the need for pilot symbols [36]. For MIMO-OFDM systems, the literature143

proposes an effective blind channel estimation technique based on subspace method [37], this144

algorithm mainly uses the subspace of the correlation matrix of the received signal, and the145

orthogonality of the noise signal to estimate the coefficients of the unknown channel. Since146

in practical communication systems, the statistical properties of the received signal such147

as the correlation matrix are unknown, most existing blind channel estimation algorithms148

require enough received blocks to construct a reliable sample covariance matrix [38]. In149

[39], by collecting the covariance matrix of the signal from a set of selected subcarriers,150

and employing a low-order constellation diagram, a blind channel estimation algorithm for151

MIMO-OFDM systems that reduces the number of required receive blocks is proposed.152

Since the blind channel estimation algorithm does not need pilot information, it can make153

the communication system reduce the dependence on the pilot. However, this method still154

requires a long coherence time to obtain accurate CSI, and the algorithm is based on statistical155

analysis, which has high computational complexity. Generally, blind channel estimation156

algorithm is difficult to meet the needs of high-speed and high-quality communication157

in wireless channel scenarios with time-varying environments. Therefore, most wireless158

communication systems with high data rates and low delay adopt the non-blind channel159

estimation algorithm based on pilot symbols.160
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The non-blind channel estimation algorithm based on pilot symbols usually inserts an161

appropriate number of a pilot symbols into the transmitted signal in some way (such as block,162

comb, etc.), and the receiving end uses the known pilot symbols and the received signal163

information for channel estimation [40]. These kinds of channel estimation algorithm can be164

generally divided into pilot-based channel estimation algorithm based on time domain pilots165

and pilot-based channel estimation algorithm based on frequency domain pilots. Among166

them, the pilot-based channel estimation algorithm based on the time-domain pilot estimate167

the channel in the time-domain, and then applying the fast Fourier transform to get the channel168

information in frequency domain. The pilot-based channel estimation algorithm based on169

the frequency domain pilot first obtains the frequency domain state response of the wireless170

channel at each pilot symbol, and then obtain the frequency domain channel information at171

each data symbol through interpolation. Traditional linear channel estimation techniques172

based on pilot symbols include the Least Squares (LS) algorithm [41], the Minimum Mean-173

Square Error (MMSE) algorithm [42], and so on. Among them, the LS method adopts the174

method of pseudo-inverse solution, this algorithm is simple in operation but is sensitive175

to the influence of environmental noise, especially in the case of low signal-to-noise ratio176

(SNR), the accuracy of the obtained CSI is low. The MMSE method greatly improves177

the performance of channel estimation by using the second-order statistics of the channel,178

however, the computational complexity is high.179

In recent years, many research works have indicated that, with the rapid increase in180

the channel bandwidth of the wireless communication system and the multiplication of181

the antennas at the base station, many wireless multipath channels related to the scattering182

environment show sparse characteristics in the time domain, frequency domain, and spatial183

domain [43] [44] [45]. Traditional algorithms such as LS and MMSE rely on the linear184

reconstruction scheme and do not exploit the inherent sparse nature of the channel, resulting185

in over-utilization of communication resources such as the number of pilot symbols. This186

problem has been solved by making full use of the sparse characteristics of wireless channels,187

by employing the compressive sensing (CS) theory to sparse channel estimation in wireless188
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communication systems, this system can accurately estimate CSI with low pilot overhead,189

thereby improving the utilization of spectrum resources.190

1.2.1 Sparse channel estimation for MIMO-OFDM systems191

For sparse channel estimation in the MIMO-OFDM systems, a lot of research has been192

carried out by scholars. The work [46] introduced the concept of channel sparsity and193

proposed a new method for sparse channel estimation, namely the compressed channel194

sensing technique, based on the full exploitation of the sparse structure of the wireless195

channel and the compressive sensing theory; the application of this technique enables196

wireless transceivers to sense and adapt to the wireless environment in order to improve197

spectral efficiency and resist noise interference. Wireless communication scenarios are198

usually accompanied by multipath effects, which causes the frequency-selective fading of the199

channel. Based on the MIMO-OFDM systems, [47] converts the frequency-selective sparse200

channel estimation problem into a compressive sensing problem, and proposes a practical201

suboptimal solution method that reconstructs the channel coefficients, using the Orthogonal202

Matching Pursuit (OMP) algorithm, which provides a high channel reconstruction accuracy.203

In [48], an optimised OMP algorithm is proposed to further improve the accuracy of the204

channel estimation, however, the computational complexity is high. In order to reduce the205

computational complexity, the Compressive Sampling Matching Pursuit (CoSaMP) algorithm206

was proposed in [49], which effectively improves the spectrum resource utilization at the cost207

of a smaller computational complexity. However, all the above algorithms require the sparsity208

of channel state information as a known condition for the reconstruction process, so the209

practicality of these algorithms is limited. In [50], an Adaptive Step Size Sparsity Adaptive210

Matching Pursuit (AS-SaMP) based channel estimation algorithm was proposed. Compared211

to other sparse algorithms, this algorithm does not require a priori knowledge of channel212

sparsity and can adaptively adjust the step size to approximate the true sparsity. A frequency-213

selective channel estimation scheme based on Block Stagewise Orthogonal Matching Pursuit214

(Block StOMP) for the MIMO-OFDM systems is proposed in [51], this algorithm is able to215

reconstruct the CSI with high accuracy by exploiting the common support set of different216
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sparse channel impulse responses. However, in the wireless communication environment217

of high-speed mobile scenarios, the channel is not only affected by the frequency-selective218

fading caused by the multipath effect, but also influenced by the time-selective fading caused219

by the Doppler effect. This complex wireless channel is often referred to as a time-frequency220

doubly selective fading channel. In this case, the coefficient of the channel impulse response221

is time-varying, which means that a large number of channel parameters need to be estimated222

at the receiving end. As a result, recovering a time-frequency doubly-selective fading channel223

requires more pilot symbols than a frequency-selective fading channel, which inevitably224

reduces spectrum resource utilisation and makes channel estimation more challenging [52]225

[53]. To address the complex time-frequency doubly-selective fading channel estimation226

problem, [3] exploits the temporal and spatial correlation of the channel: by exploiting the227

temporal correlation of the channel, the fact that the wireless channel varies slowly over time228

is utilized to estimate the channel, which makes channel estimation more accurate, the spatial229

correlation of the channel coefficients is used to reduce the number of channel parameters230

that need to be estimated, which leads to better estimation accuracy.231

1.2.2 Sparse channel estimation for Massive MIMO systems232

The work [54] utilizes the sparse structure characteristic of TDD mode massive MIMO233

channel in delay domain and spatial domain, by converting Multiple Measurement Vectors234

(MMV) into Single Measurement Vector (SMV), it proposed a channel estimation technique235

based on pilot sequence and compressive sensing, namely Adaptive Orthogonal Matching236

Pursuit (AOMP). Although this algorithm can reduce the pilot overhead and further improve237

the accuracy of channel estimation, the overall computational complexity is high, which is238

not conducive to be used in wireless communication network with high transmission rate of239

massive MIMO system.240

Although the massive MIMO system in the TDD mode has the characteristics of reci-241

procity and provides a solution to the problem of high pilot overhead, many wireless commu-242

nication systems still use the FDD mode at present. Therefore, it is of great importance to243

solve the channel estimation problem of massive MIMO systems in FDD mode. When the244
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system adopts the FDD mode, the channel reciprocity feature of the communication system245

no longer exists, and the channels corresponding to the uplink and downlink wireless links246

are independent from each other. For the FDD mode, the downlink of the wireless communi-247

cation system can directly use the pilot symbol to estimate the channel, and the base station248

needs to obtain the estimated channel information through the feedback from the uplink249

channel. For downlink channel estimation of massive MIMO systems in FDD mode, [55]250

uses compressive sensing technology to reduce the pilot overhead in the channel estimation251

and feedback process, and uses the joint sparsity of the channel to propose a compressive252

sensing channel estimation scheme, namely Joint Orthogonal Matching Pursuit (JOMP), so253

that the compressed signal is received at the user end, while channel estimation is performed254

at the base station end. Furthermore, [56] proposed a method for channel estimation using255

the local common support set of the channel, this method utilizes the temporal correlation in256

the acquired channel, while provides accurate channel estimation, and significantly reduces257

pilot overhead.258

After channel estimation, the user can use various decoding techniques to recover the259

transmitted symbol from the received signal. In digital communication systems, the trans-260

mitted symbol is typically encoded and modulated before transmission. The receiver can261

use techniques such as demodulation and decoding to recover the original symbol from262

the received signal. The channel estimation information can be used to compensate for263

the channel effects on the received signal, thereby improving the accuracy of the decoding264

process.265

1.2.3 Challenges266

With current research work, although the sparse channel estimation technology of the MIMO-267

OFDM system and massive MIMO system has made some progress, it still faces the following268

challenges that need to be addressed:269

1. The accuracy of sparse channel estimation in the MIMO-OFDM systems still needs270

to be further improved. In traditional channel estimation, the number of employed271

pilot symbols is determined by the Nyquist sampling theory, so the communication272
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system needs more pilots to estimate the channel accurately, and the rate of spectrum273

resource utilization is low. At present, although sparse channel estimation algorithms274

based on compressive sensing have been widely used in the MIMO-OFDM systems,275

which could reduce the number of pilot symbols to a certain extent. However, with276

the increasing complexity of wireless communication systems, they still cannot meet277

the requirements of the MIMO-OFDM systems for obtaining accurate CSI, and most278

of the current sparse channel estimation algorithms require the priori knowledge of279

channel sparsity, which is not suitable for practical environment. Therefore, it is of280

great importance to develop channel estimation algorithms that do not depend on281

priori knowledge of channel sparsity, and to find methods that can effectively improve282

the performance of sparse channel estimation.283

2. There is "pilot contamination" in the uplink of TDD massive MIMO systems. In284

a TDD massive MIMO system, when multiple terminals in multiple adjacent cells285

use the same pilot symbol sequence and send pilots to the base station at the same286

time, the base station will not only receive the data sent by a certain terminal, but287

also receive the same pilot symbols sent by terminals from other cell at the same time.288

At this time, data interference may cause disorder in the channel estimation process,289

and this phenomenon is called "pilot contamination". With the continuous increase290

of the number of antenna at the base station of a massive MIMO system, the spectral291

efficiency and capacity of the communication system have been further improved,292

but the pilot contamination has become more serious, and has become a key factor293

affecting the performance of the massive MIMO systems. Therefore, it is of great294

significance to reduce pilot contamination by optimizing pilot design and channel295

estimation techniques.296

3. The accuracy of downlink channel estimation of FDD massive MIMO system is297

low. At present, the downlink sparse channel estimation for massive MIMO systems298

in FDD mode mainly focuses on using the sparse characteristics of time, frequency299

and space domains. However, these methods usually adopt certain techniques for300
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channel estimation under specified sparse characteristics. For example, when the301

channel matrices of different users are sparse and share common support sets, this302

sparse feature can provide new ideas and methods for channel estimation. However,303

this sparse feature is difficult to keep consistent in different scenarios and environments.304

Therefore, wireless communication systems need to adopt different sparse channel305

estimation techniques to adapt to complex communication environment. and it is306

necessary to find more efficient downlink channel estimation algorithms for FDD307

massive MIMO systems.308

4. The channel estimation efficiency of massive MIMO system is low. For FDD309

massive MIMO systems, sparse channel estimation technology based on compressive310

sensing has been widely studied and applied in recent years. However, most of these311

traditional greedy-based compressive sensing sparse channel estimation algorithms use312

an iterative optimization strategy, to solve the underdetermined optimization problem in313

the compressive sensing model. With the increase of the number of antennas at the base314

station, the scale of the channel of the wireless communication system also increases315

exponentially. The intensive computation of the iterative optimization and the inability316

to guarantee the global optimum, have become the bottleneck in the application of317

compressive sensing in channel estimation, thus limiting the compressive sensing318

technology to non-real-time application scenarios.319

1.3 Conclusion320

In this chapter, we have introduced the research background of this work, and discussed the321

current research in channel estimation techniques for MIMO and massive MIMO systems,322

and discussed main challenges of the channel estimation in the massive MIMO systems. Since323

main challenges of the channel estimation in the massive MIMO systems are the channel324

estimation accuracy, pilot contamination and channel estimation complexity, therefore, in this325

work, we focus on solving the channel estimation problem in FDD massive MIMO system,326
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thus proposed channel estimation algorithms that have high accuracy and low computational327

complexity. The main content and research results of this thesis are as follows:328

1. A CS channel estimation algorithm for massive MIMO systems with Orthogonal329

Frequency Division Multiplexing (OFDM) is proposed. By exploiting the spatially common330

sparsity in the virtual angular domain of the massive MIMO channels, a dichotomous-331

coordinate-decent-joint-sparse-recovery (DCD-JSR) algorithm is proposed. More specifi-332

cally, by considering the channel is static over several OFDM symbols and exhibits common333

sparsity in the virtual angular domain, the DCD-JSR algorithm can jointly estimate multiple334

sparse channels with low computational complexity. The simulation results have shown that,335

compared to existing channel estimation algorithms such as the distributed-sparsity-adaptive-336

matching-pursuit (DSAMP) algorithm, the proposed DCD-JSR algorithm has significantly337

lower computational complexity and better performance.338

2. These results have been extended to the case of multipath channels with time-varying339

parameters. This has been achieved by employing the basis expansion model to approximate340

the time variation of the channel, thus the modified DCD-JSR algorithm can estimate the341

channel in a massive MIMO OFDM system operating over frequency selective and highly342

mobile wireless channels. Simulation results have shown that, compared to the DCD-JSR343

algorithm designed for time-invariant channels, the modified DCD-JSR algorithm provides344

significantly better estimation performance in fast time-varying channels.345
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Fundamental Techniques347

2.1 Introduction348

In this chapter, we will introduce the fundamental techniques used in this work. In Section 2.2,349

the MIMO system is introduced, after that, in Section 2.3, we introduce OFDM techniques,350

and both of them are key technologies for the next generation of wireless communication351

systems. Furthermore, in Section 2.4, we introduce the massive MIMO, which is an extension352

of the MIMO technology. We introduce the time varying channel model in Section 2.5. In353

Section 2.6, we discuss traditional channel estimation algorithms and pilot symbols, and then354

the sparse channel in Section 2.7.355

In this work, capital and small bold fonts are used to denote matrices and vectors,356

respectively, (x)n denotes the nth element of the vector x, Rq denotes the qth column of357

the matrix R, and Rn denotes the nth row of the matrix R, Rm,n denotes an element of the358

matrix R. The transpose operator is given by (.)T, (.)∗ denotes the conjugate operator, (.)†
359

denotes the Moore-Penrose inversion, and (.)H denotes the Hermitian transpose operator.360

The ℓ0-norm and ℓ2-norm are represented by ||.∥0 and ||.∥2, respectively. We use I to denote361

a support, |I| is the cardinality of the support I, Ic is the complement of I, RI is a matrix362

obtained from R, and which only contains rows corresponding to support I. RI,I is an |I| × |I|363

matrix obtained from R by collecting elements from columns and rows corresponding to364

I, and xI is the subset of x that includes non-zero elements from x corresponding to I. We365
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Fig. 2.1 Block diagram of the MIMO system (adapted from [1])

use h to denote a channel vector and h̃ to denote the channel vector in the virtual angular366

domain, h̃n denotes the channel vector corresponding to the nth subcarrier. R denotes the367

real part of a complex number, and j =
√
−1.368

2.2 MIMO systems369

The MIMO technology is one of the key technologies for the next generation of wireless370

communication systems, the architecture of a typical the MIMO system is shown in Fig. 2.1.371

By configuring multiple antennas at the transmitter and receiver of the wireless link to372

transmit and receive data at the same time, the MIMO technology could reduce the channel373

fading. Furthermore, in a MIMO wireless communication system, by considering the impulse374

responses of the wireless channels between the antennas at the transmitting end and the375

antennas at the receiving end are independent of each other, we can consider that there are376

multiple parallel signal transmission channels in the communication environment. Therefore,377

for wireless communication systems, the MIMO technology can make full use of the effective378

resources in the space domain, and significantly enhance the performance in terms of data379

transmission rate and anti-interference, while improving the channel capacity of the system380
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[17] [18].Thus, the characteristics of the MIMO technology are mainly reflected in: diversity,381

space division multiplexing, beamforming, etc., which are respectively introduced as follows382

The channel capacity is the maximum rate at which information can be transmitted over383

a channel subject to a certain level of noise and distortion. For a MIMO system with M384

transmit antennas and nr receive antennas, the channel capacity is given by the following385

equation:386

C = log2 det
(

Inr + P

σ2 HHH
)

bps/Hz (2.1)

where C is the channel capacity in bits per second (bps) per Hz , P is the transmit power, σ2
387

is the noise power, H is the nr ×M channel matrix, and Inr is the nr × nr identity matrix.388

The matrix H represents the wireless channel between the transmitter and receiver, and each389

element of the matrix corresponds to the channel gain between a particular transmit antenna390

and receive antenna.391

1. Diversity Technique392

Diversity techniques are often embodied in two aspects: transmit diversity and receive393

diversity. The transmit diversity means the antenna array transmits multiple indepen-394

dent and uncorrelated data with the same information, thereby overcomes the selective395

fading of the channel, and improves the quality and reliability of the communication396

system. This type of diversity technique is commonly referred to as Space Time Block397

Code (STBC) [57]. The most important algorithm of receive diversity is the maximum398

ratio combining (MRC) [57], which recovers the transmitted signal by multiplying the399

different received signals by the corresponding fading coefficients, and then combining400

the corresponding signals together, thus mitigating the fading effect and obtaining401

diversity gain [58]. The diversity gain can be expressed as follows [57]:402

G = lim
Pt→∞

C

log2 Pt

(2.2)
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where G is the diversity gain, C is the channel capacity, and Pt is the transmit power.403

The diversity gain represents the improvement in system performance due to the use of404

multiple antennas, and it depends on the spatial correlation of the wireless channel.405

2. Space Division Multiplexing406

In a MIMO system, by employing antenna array, space division multiplexing technique407

enables the same frequency band of the communication system to be reused in dif-408

ferent spaces, thus, different beams can be formed in the directions of different users.409

Therefore, space division multiplexing can improve the bandwidth utilization of the410

communication system. In addition, when each transmit antenna port transmits signal411

streams simultaneously and independently, the application of space division multiplex-412

ing technology can increase the data transmission rate of the communication system,413

in proportion to the number of transmit antennas [59]. In a wireless communication414

system with M transmit antennas and nr receive antennas, the transmitted signal y can415

be expressed as follows [57]:416

y = Hx + w (2.3)

The transmitted signal y can be separated into multiple spatial channels using a linear417

transformation V, such that:418

y′ = VHy (2.4)

where y′ is the vector of transmitted signals after separation. The matrix V is chosen419

such that the columns of V are orthonormal, and the matrix H is approximately420

diagonal when multiplied by V:421

HV ≈ Λ (2.5)
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where Λ is a diagonal matrix containing the singular values of HV. The diagonal422

elements of Λ represent the channel gains of the spatial channels. Each spatial channel423

can be used to transmit a separate data stream, which can be detected at the receiver424

using maximum likelihood detection or other techniques. The overall data rate of the425

system can be increased by using more transmit antennas, which increases the number426

of spatial channels.427

3. Beamforming428

Different from space division multiplexing, which is used to increase the capacity429

of wireless communication systems by spatially separating multiple data streams,430

beamforming is a technology utilized in wireless communication systems to enhance431

the dependability and quality of signal transmission by directing radio waves towards432

a specific direction [60]. It involves the use of multiple antennas to form a directional433

beam of radio waves that can be steered towards the receiver. The basic concept434

of beamforming is to regulate the phases and amplitudes of signals transmitted by435

each antenna to constructively combine the waves in a particular direction while436

canceling them out in other directions [57]. This can be achieved either through analog437

beamforming or digital beamforming [61]. Analog beamforming uses phase shifters438

and amplifiers to adjust the signal transmitted by each antenna and combines them with439

the help of passive components to produce a directional beam of radio waves. On the440

other hand, digital beamforming digitally adjusts the phase and amplitude of the signal441

transmitted by each antenna through signal processing algorithms and combines them442

to create a directional beam of radio waves. Beamforming can be applied to various443

wireless communication systems, such as Wi-Fi networks, satellite communication444

systems, and cellular networks, to enhance the signal-to-noise ratio, expand the range445

of the signal, and diminish interference from other sources [57]. Beamforming is a446

crucial technique for enhancing the performance of wireless communication systems447

and is expected to become increasingly important in the future with the rising demand448

for wireless data.449



38 Fundamental Techniques

2.3 OFDM techniques450

As a key technology of broadband high-speed communication systems, the OFDM trans-451

mission scheme has been widely used in WiMAX (World Interoperability for Microwave452

Access) wireless communication system, and LTE (Long Term Evolution) standard. The453

basic principle of OFDM technology is to decompose a high-speed serial data stream into454

multiple low-rate sub-data streams, then the data are converted into a parallel sequence and455

divided into multiple subcarriers using inverse fast Fourier transform (IFFT). [62].456

The transmitter can usually insert a guard interval between OFDM symbols, and the457

length of the guard interval is greater than the maximum delay spread in the wireless channel,458

so as to resolve the Inter-Symbol Interference (ISI) as much as possible, thus, it is ensured that459

the transmitted symbols will not affect each other due to multipath components. Besides, the460

process of signal propagation of a wireless communication would affected by multipath effect461

and Doppler effect, which would cause Inter-Carrier Interference (ICI), that is, destroy the462

mutually orthogonal relationship between the sub-carriers, thereby causing data interference463

between the sub-carriers. In order to eliminate ICI, the transmitting end can insert a cyclic464

prefix (CP) in the guard interval of the OFDM symbol [63].465

2.4 Massive MIMO466

Massive MIMO technology was proposed by Professor Marzett at Bell Labs [30]. This467

technology is considered as one of the most important technologies in the 5G communi-468

cation system, which is a further extension of the MIMO technology in the existing 4G469

communication system [33].470

In massive MIMO systems, the number of antennas at the base station is typically much471

larger than the number of users being served. This creates a highly over-determined system,472

where the base station has more degrees of freedom than necessary to communicate with all473

the users in the cell [31].474
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One of the key advantages of massive MIMO is its ability to increase the spectral475

efficiency of wireless communication systems [31]. Spectral efficiency refers to the amount476

of data that can be transmitted over a given frequency band. With traditional MIMO systems,477

the spectral efficiency increases with the number of antennas, but only up to a certain478

point. With massive MIMO, the spectral efficiency continues to increase with the number of479

antennas, as long as there are enough users to communicate with.480

Another key advantage of massive MIMO is it achieveS higher data rates, due to following481

reasons [31]: first, massive MIMO employs a large number of antennas, which enables the482

base station to transmit multiple independent data streams to the UE. The more antennas483

are used, the more independent data streams can be transmitted simultaneously, which484

increases the spectral efficiency of the system. Second, massive MIMO benefits from485

spatial multiplexing, which means that the system can transmit different data streams to486

different UE in the same time and frequency resources. This allows multiple UE to be served487

simultaneously, which increases the overall capacity of the system. Third, massive MIMO488

uses advanced signal processing algorithms, such as precoding and beamforming, to optimize489

the transmission of the data streams. These algorithms take advantage of the spatial channel490

information to enhance the signal-to-interference-plus-noise ratio (SINR), which further491

increases the data rates that can be achieved.492

In summary, massive MIMO can outperforms the traditional MIMO systems since it can493

harvest more benefits from spatial multiplexing and large number of antennas.494

2.5 Simulator of time-varying fading channels495

The analysis of wireless mobile channel is one of the most important parts in the research496

of mobile communication systems. Among them, multipath propagation and the Doppler497

effect are the main characteristics of a multipath fading wireless channel, the transmitted498

signal is reflected and refracted, which makes the received signal consist of a superposition of499

several waves, these waves may cause fading of the received signal. Therefore, it is necessary500
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to characterize the channel response, to ensure that systems could operate at acceptable501

performance levels during fading.502

Since the orientation and material properties of obstacles between the transmitter and503

receiver are usually not known in advance, or may vary with time, the received signal is504

often characterized as stochastic. In the case of the sum-of-sinusoid (SOS) simulator, the505

received signal is the sum of randomly-phased-sinusoids. The idea that a received signal can506

be represented as a superposition of a finite number of waves has been existed for decades507

[64]. Bello [65], Gilbert [66] and Clarke [67] were the first to propose these multipath fading508

channel model. After Bello introduced his model [68], Jakes designed an SOS simulator,509

which is widely used in the modeling and simulation of Rayleigh fading channels in urban510

areas.511

The Clarkes’ model considers a frequency-nonselective fading channel comprised of

propagation paths, the low-pass fading process is given by [67]

g(t) = E0

N∑
n=1

Cn exp[jωdt cos αn + ϕn], (2.6)

where g(t) is the impluse response, E0 is a scaling constant, Cn, αn and ϕn are random path512

gain, angle of incoming wave, and initial phase associated with the nth propagation path, and513

ωd is the maximum radian Doppler frequency when αn = 0.514

Based on Clarkes’ reference model, and by selecting [69]515

Cn = 1√
N

, (2.7)

αn = 2πn
N , n = 1, 2, ...N, (2.8)

ϕn = 0, n = 1, 2, ...N, (2.9)

Jakes derived his well known simulation model for Rayleigh fading channels. The sim-516

plification in Equation(2.7) makes this model deterministic and wide-sense non-stationary517

[69].518
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2.5.1 Sparse channel519

A sparse channel model assumes that the wireless channel is characterized by only a few520

significant propagation paths, while the remaining paths can be considered as noise or inter-521

ference. Such a model is applicable in scenarios where the wireless propagation environment522

is dominated by line-of-sight (LOS) or near-LOS components. The channel impulse response523

in a sparse channel can be represented as a sparse vector, where the non-zero elements524

correspond to the significant propagation paths.525

In practice, the sparsity of the wireless channel can be exploited to reduce the complexity526

of the channel estimation and equalization algorithms in a communication system. For527

example, compressed sensing techniques can be used to estimate the sparse channel from528

a limited number of measurements, while sparse equalization techniques can be used to529

reconstruct the transmitted symbols from the received signal.530

Sparse channel models are commonly used in millimeter-wave communication systems,531

where the propagation environment is highly directional and the number of signal paths is532

limited. They are also used in massive MIMO systems, where the number of antennas is533

large and the channel response is expected to be sparse in the spatial domain.534

2.5.2 Non-sparse channel535

A non-sparse channel refers to a communication channel in which the channel matrix has a536

significant number of non-zero entries or coefficients [57]. In other words, the channel matrix537

contains a large number of channel taps, which correspond to the different propagation paths538

between the transmitter and receiver. In non-sparse channels, the channel matrix cannot539

be represented by a sparse matrix, i.e., a matrix in which the majority of the entries are540

zero. Non-sparse channels are commonly found in indoor environments, such as buildings541

and houses, where multiple reflections and scattering cause multiple signal paths and a rich542

multipath environment.543
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2.5.3 Static channel544

A static channel is a communication channel whose characteristics remain constant over time545

[57]. In other words, the channel does not change its behavior, such as attenuation, phase546

shift, and delay, over the course of a communication session or transmission. A static channel547

can be modeled as a time-invariant system that can be represented by a fixed channel matrix.548

Static channels are common in wired communication systems, where the physical channel549

characteristics do not change significantly over time. However, in wireless communication550

systems, the channel characteristics are typically time-varying due to factors such as fading,551

shadowing, and interference, and are therefore modeled as dynamic or time-varying channels.552

2.5.4 Time-varying channel553

A time-varying channel is a type of communication channel in which the channel response554

changes over time [57]. This means that the output signal is not simply a scaled version of555

the input signal, but is instead affected by time-varying factors such as fading, interference,556

and noise.557

Mathematically, we can describe a time-varying channel as follows: let x(t) be the input558

signal and y(t) be the output signal. Then, the relationship between x(t) and y(t) can be559

written as:560

y(t) = h(t)x(t) + w(t) (2.10)

where h(t) is the time-varying channel gain, which represents the effect of the channel on561

the input signal at time t, and w(t) is the additive noise that is present in the channel.562

The time-varying channel gain h(t) is a function of time and can be represented as a563

complex-valued function that varies over time and frequency. The channel can be modeled564

as a linear time-varying (LTV) system, meaning that its response varies with time but is still565

linear with respect to the input signal.566

In the frequency domain, the time-varying channel’s frequency response can be repre-567

sented as:568
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H(f, t) = |h(f, t)|ejϕ(f,t) (2.11)

where f is the frequency, t is the time, |h(f, t)| is the magnitude of the frequency response,569

and ϕ(f, t) is the phase of the frequency response. The magnitude and phase of the channel’s570

frequency response can vary over time and frequency, which can result in variations in the571

channel’s gain and delay.572

Time-varying channels are common in wireless communication systems, where the signal573

is transmitted through a medium that can introduce fading, interference, and noise. In order574

to overcome the effects of the time-varying channel, various techniques such as equalization,575

diversity, and coding can be used to improve the quality and reliability of the transmitted576

signal.577

2.6 Traditional channel estimation algorithms based on578

pilot symbols579

Since the signal is affected by such factors as multipath effect and Doppler effect during the580

transmission process, and multipath effect and Doppler effect would cause fading and time581

delay in the wireless propagation channel, which result in intersymbol interference in the582

communication system. In order to effectively overcome the interference, the receiver needs583

to obtain accurate channel information. Therefore, accurate and fast channel estimation is584

one of the core technologies for efficient wireless communication systems [70].585

The traditional channel estimation algorithm based on pilot symbols usually inserts pilot586

symbols between the OFDM symbols, thus makes the receiver can estimate the channel587

according to the received sub-carrier information and the known pilot symbols. Therefore,588

both the pilot symbol and the channel estimation algorithm can directly affect the performance589

of the wireless communication system.590
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Fig. 2.2 Structure of block pilot (adapted from [2]

2.6.1 Pilot structure591

In the channel estimation process based on pilot symbols, there can be the following structures592

of pilot symbols: block pilot, comb pilot and lattice pilot frequency593

1. Block Pilot structure

Fig. 2.2 shows the structure of block pilots. For this kind of pilot structure, the

communication system transmits pilot symbols along the time axis direction, the

pilot symbol of each period is placed on all sub-carriers. The system can then use

these pilot symbols to perform time-domain interpolation, thus reconstructing the

complete channel information along the time axis. Assuming that the period of the

pilot symbol is Tt, in order to effectively obtain the characteristics of complex time-

varying channel, the period Tt of the pilot symbol is usually same as the coherence time

of the channel. In addition, since the coherence time of the wireless communication

channel is inversely proportional to the Doppler frequency shift fd of the system, the
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period Tt of sending pilot symbols satisfies the following formula:

Tt ≤
1
fd

. (2.12)

For the block pilot, since the pilot symbol is inserted into the sub-carriers at a frequency594

of a certain fixed period of time, the pilot structure is suitable for a slow time-varying595

channel. However, for a fast time-varying fading channel, this kind method to obtain596

CSI would makes the system more complex, since it will need to insert more pilot597

symbols.

Fig. 2.3 Structure of comb pilot (adapted from [2]))

598

2. Comb pilot599

Fig. 2.3 shows the structure of comb pilots. For this kind of pilot structure, the

communication system transmits pilot data along the frequency axis direction. The

system can use these pilot symbols to perform frequency domain interpolation, thus

reconstructing the complete channel information along the frequency axis. Assuming

that the frequency period of the pilot symbol is Tf , in order to effectively obtain the
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CSI, the period Tf of the pilot symbol sent by the transmitter must be consistent with

the coherence bandwidth of the channel. However, because the coherence bandwidth of

the wireless communication system channel is inversely proportional to the maximum

delay extension τmax of the channel, the time period Tf should satisfy

Tf ≤
1

τmax
. (2.13)

Since the structure of comb pilot, since pilot symbol is inserted into some sub-carriers600

along the frequency axis at a fixed time period, it is suitable for fast time-varying601

fading channels rather than frequency selective channels.602

3. Lattice Pilot

Fig. 2.4 shows the structure of the lattice pilot. For this kind of pilot structure, to

Fig. 2.4 Structure of lattice pilot (adapted from [3])

perform the channel estimation, the communication system transmits pilot data along

the time axis and frequency axis with a fixed periods in time and frequency, while

the pilot symbol is distributed in the sub-carriers of the OFDM symbols. The system

can then use these pilot symbols to perform time/frequency domain interpolation, to
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obtain complete channel information. Generally, in order to effectively obtain the

characteristics of time-varying and frequency-selective wireless channels, the period

Tt and Tf of the pilot symbols sent by the transmitter, must be consistent with the

coherence time and coherence bandwidth of the channel, which can be written as

Tt ≤
1
fd

and Tf ≤
1

τmax
(2.14)

2.6.2 Least Square (LS) channel estimation603

In communication engineering, the Least Squares (LS) algorithm is commonly used for604

channel estimation and equalization in digital communication systems. For slow time-varying605

frequency-selective channels, when the receiver estimates the channel through pilot symbols,606

LS is the most basic and widely used frequency-domain channel estimation algorithm [58].607

For a single antenans user, we consider x ∈ CM×1 as the transmitted signal vector,608

y ∈ CJ×1 as the received signal vector. Thus the received signal vector can be obtain:609

y = Hx + w (2.15)

where H ∈ CJ×M is the matrix that represents the channel response, w ∈ CJ×1 is the noise610

vector.611

The estimated channel matrix Ĥ is obtained by minimizing the cost function:612

J(Ĥ) = ||y− Ĥx||2. (2.16)

The solution to the least squares problem can be obtained by setting the derivative of the cost613

function with respect to H to zero, which leads to:614

Ĥ = (xHx)−1xHy (2.17)

In practice, the transmitted signal x may contain a known pilot signal, which is used615

to estimate the channel response vector h. The pilot signal is inserted in the transmitted616
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signal at regular intervals, and the corresponding received pilot signal is used to estimate the617

channel response vector h. The estimated channel response vector is then used to equalize618

the received signal, which involves dividing the received signal by the estimated channel619

response vector, to remove the effect of the channel from the received signal.620

Once the channel impulse response has been estimated using the LS algorithm, it can621

be used for equalization to remove the effects of the channel distortion from the received622

signal. The LS algorithm can also be extended to handle time-varying channels by using a623

sliding window approach, in which the channel impulse response is estimated using a limited624

window of received signal samples at each time instant.625

2.6.3 MMSE algorithm626

The Minimum Mean Square Error (MMSE) algorithm is a commonly used method for627

channel estimation in communication engineering. It uses the mean square error criterion to628

find the channel estimate, the cost function can be written as:629

J(Ĥ) = E
[
||y− xĤh||2

]
. (2.18)

The mean squared error criterion for MMSE channel estimation method is minimizing J(ĥ).

Taking the partial derivative of ĥ and setting it to zero yields the solution for MMSE:

ĤMMSE = RhyR−1
yyy, (2.19)

where RHy and Ryy can be obtained by:

Rhy = E[hYH ] = (RHH)y, (2.20)

Ryy = E[yyH ] = x(RHH)xH + σ2
wI, (2.21)

here, Rhy is the cross-covariance matrix between the channel matrix H and the received

data matrix Y, Ryy is the autocovariance matrix of the received data matrix Y, RHH is

the autocovariance matrix of the channel matrix H, σ2
w is the noise variance of the wireless
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communication environment. Hence, by combining Equation (2.20) and (2.21), the solution

for MMSE channel estimation can be obtained by:

ĤMMSE = RHH [RHH + σ2
w(xx)−1]−1ĤLS. (2.22)

The MMSE method considers the influence of the system’s AWGN signal, thus it is more630

accurate than traditional LS methods. However, this algorithm requires the calculation of631

the cross-covariance matrix between the channel information matrix and the received signal632

matrix , the autocovariance matrix of the received signal matrix , and the autocovariance633

matrix. Additionally, the algorithm also requires knowledge of the noise variance in the634

wireless communication environment. Therefore, this method has a high computational635

complexity. As the MMSE method involves matrix inversion, the computational complexity636

increases when the number of pilot subcarriers in a MIMO-OFDM system is large.637

The MMSE algorithm can also be extended to handle time-varying channels by using a638

sliding window approach, in which the channel impulse response is estimated using a limited639

window of received signal samples at each time instant.640

2.6.4 Compressive sensing641

The Shannon/Nyquist sampling theorem indicates that in order to avoid losing relevant data642

information when sampling the signal, the sampling frequency of the system needs to satisfy643

twice or more than the original signal bandwidth [71]. In applications such as digital image644

and signal processing, if the Nyquist sampling frequency is too high, it will lead to the645

collection of too many samples and produce redundancy, which makes data compression a646

necessary condition for storage and transmission. In addition, in other applications such as647

radio receivers, medical imaging equipment, and high-speed analog-to-digital and digital-to-648

analog converters, further increasing the sampling rate of the device can be very expensive.649

Thus, a breakthrough sampling method has been proposed based on the related theory of650

compressive sensing [72]. This method can capture and represent a signal with sparse651

characteristics in a transformed space using a measurement matrix and project it to a low-652
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dimensional space at a significantly lower sampling rate. It can be proved that this method653

can retain a sufficient amount of intrinsic structural features and data information of the654

original sampled signal by using linear projections, and then the original sampled signal can655

be reconstructed from these projections with high probability using an optimization process.656

Under this theoretical framework, the sampling frequency of compressive sensing technology657

will not depend on the bandwidth of the original data, but is determined by the sparse nature658

of the data and the Restricted Isometry Pmperty [73] of the measurement matrix.659

Compared to traditional channel estimation techniques such as least squares (LS) or660

minimum mean squared error (MMSE) estimation, which requires a large number of mea-661

surements, thus limits the channel estimation efficiency in band-limited systems, compressive662

sensing can be employed to overcome this limitation by acquiring a compressed representa-663

tion of the channel response, which can then be used to estimate the channel coefficients [71].664

The compressed representation can be obtained by multiplying the transmitted signal with a665

designed matrix (such as discrete Fourier transform matrix), resulting in a small number of666

measurements.667

By employing compressive sensing technique, the channel can be estimated by solving668

the optimization problem [74], one common optimization problem used in compressive669

sensing for channel estimation is the ℓ1-norm minimization problem [75]:670

ĥ = argminh||y−Φh||22 + λ||h||1 (2.23)

where y is the received signal, Φ is the measurement matrix, ĥ is the estimated channel671

response, and λ is a parameter that controls the tradeoff between fidelity to the measured672

data and sparsity of the solution.673

The compressed sensing approach to channel estimation can be further enhanced by674

exploiting the specific structures of the channel response. For example, the channel response675

may be sparse in a certain basis or transform domain, such as the discrete cosine transform or676

wavelet transform. By using these transforms, the channel response can be more efficiently677

represented and reconstructed from the compressed measurements [57].678
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According to the different estimation approaches, the current sparse channel estimation679

algorithms based on CS theory can be classified into three categories: basis pursuit algorithm,680

Bayesian algorithm, greedy algorithm and dichotomous coordinate descent algorithm. In681

addition, the related introduction and performance analysis of these three types of algorithms682

is as follows683

1. The basis pursuit algorithm solves a convex optimization problem, such as interior684

point method, Bregman iterative algorithm, and iterative hard thresholding algorithm,685

etc. Although this kind of method can accurately reconstruct the original signal with686

high probability and can obtain the global optimal solution, in the real environment, in687

the process of processing high-dimensional signals, this kind of optimization algorithm688

needs to solve the equations with respect to multiple unknown variables, which results689

in high computational complexity.690

2. Bayesian algorithms can be divided into Bayesian compressive sensing [76] and691

Variational Bayesian compressive sensing (VBCS) [77] algorithms. A sparse channel692

estimation algorithm based on the Bayesian algorithm requires a joint probability distri-693

bution of all unknown variables and measured signals, which makes the computational694

complexity of the algorithm high, and it cannot accurately estimate the sparsity of the695

signal. Therefore, Bayesian algorithm is rarely used in practice.696

3. The greedy algorithm mainly adopts the strategy of sparse approximation to indi-697

rectly solve the problem of sparse signal reconstruction. Such methods mainly include698

OMP algorithm [78], generalized OMP algorithm [79], CoSaMP algorithm [80], SP699

algorithm [81], SAMP algorithm [82] and so on. The greedy algorithm is charac-700

terized by low algorithm complexity, high solution sparsity and high reconstruction701

accuracy. Therefore, greedy algorithms have received extensive attention in practical702

applications.703

4. The dichotomous coordinate descent (DCD) algorithm is a multiplication-free and704

division free iterative technique, which guarantees convergence to the true solution705

under realistic assumptions [83]. In [74], based on solving either the ℓ2ℓ1 or ℓ2ℓ0706
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optimization problem using dichotomous coordinate descent (DCD) iterations, a family707

of greedy sparse algorithm based on the Homotopy and DCD algorithm was proposed708

for recovery of complex-value sparse signals. According to the simulation results in709

[74], the ℓ2ℓ0 DCD algorithm is most attractive due to its low computational complexity710

and high accuracy, which is used in this work.711

2.7 Sparse wireless communication channels712

In a MIMO system, the wireless channel is the link between the transmitter antenna and the713

receiver antenna. Signals can travel through many different paths from the transmitter to the714

receiver. For example, in some scenarios, there is no direct path between the transmitter and715

the receiver, however, there are various interacting bodies in the propagation environment of716

wireless signals, such as buildings, mountains, trees and walls in the outdoor environment.717

Therefore, the transmission process of the wireless signal from the transmitter to the receiver718

can also be realized by means of reflection, diffraction or scattering on the surfaces of these719

interacting bodies, resulting in multipath effects. The distance, time, phase and fading degree720

of the wireless signal from the transmitting end to the receiving end after transmission721

through multiple channels are different. Therefore, the state information of the wireless722

channel is composed of multiple taps with different time delays and amplitudes.723

Since different sparse multipath have different propagation time, the phase for different724

sparse multipath are different, which would lead to the interference in the system. Typically,725

the coherence bandwidth is approximately equal to the inverse of the maximum multipath726

delay [49]. In the spectrum domain, if the coherence bandwidth is smaller than the bandwidth727

of the wireless channel, frequency selective fading will occur during the signal transmission728

process of the communication system, that is, the waveform of the received signal shows that729

the power of the signal is enhanced at some frequency points, and the power of the signal is730

weakened in other parts. The multipath effect will seriously affect the transmission quality731

of the signal in the wireless communication system, if the state information of the wireless732
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channel can be obtained timely and accurately during the communication process, the MIMO733

wireless communication system can effectively reduce the influence of fading factors.734

However, in practical the MIMO systems, the acquisition of CSI is performed through735

channel estimation algorithms. The traditional linear channel estimation algorithms such736

as LS and MMSE assumes that the taps of the wireless multipath channel are dense, that737

is, the taps corresponding to each path of the wireless channel have a large amplitude.738

However, in recent years, many scholars have shown through actual measurement results739

that wireless channels have sparse characteristics [43] [44]. That is, a small number of740

channel taps contain most of the energy, while most of the remaining taps have zero or close741

to zero energy. Because the wireless multipath channel satisfies the sparsity condition of742

compressive sensing, the communication system can employ an observation matrix with fewer743

pilot symbols, to obtain better channel estimation performance. As wireless communication744

systems become increasingly complex, pilot overhead increases dramatically, the sparse745

nature of wireless channels provides a realistic basis and necessary conditions for the wide746

application of compressive sensing in the field of channel estimation, and provides a new idea747

and approach for reducing pilot overhead, while further improves the accuracy of channel748

estimation.749

2.8 Conclusion750

Chapter 2 introduces and analyzes the basic principles of the MIMO system model and related751

technologies involved in the subject research. For the MIMO-OFDM wireless communication752

systems, this chapter first introduces the diversity, space division multiplexing, beamforming753

and channel capacity related to the MIMO technology, as well as the transmission model of754

the wireless channel of the MIMO system, and then introduces the OFDM system. Then,755

massive MIMO systems are introduced. Based on the basic theory and method of compressive756

sensing, this chapter indicates the practical application value of using the greedy algorithm757

with sparse approximation strategy to solve the sparse channel estimation problem.758





Chapter 3759

Sparse Channel Estimation for OFDM in760

Virtual Angular Domain761

3.1 Introduction762

Since in the MIMO-OFDM system, the signal is affected by the multipath effect during763

the transmission process, this causes the intersymbol interference in the received signal. In764

order to effectively overcome interference, the receiver needs to obtain accurate channel765

information. Therefore, reliable channel estimation is one of the key technologies for efficient766

wireless communication systems.767

Massive MIMO has been proposed for next generations of communication systems, since768

it provides higher spectral efficiency [31], [84]. It can enhance the spectral efficiency by769

orders of magnitude by equipping the wireless transmitter with a large number of antennas770

and exploiting the increased degree of freedom in the spatial domain.771

Pilot aided channel estimation is widely used in MIMO systems [85]. For channel772

estimation in a MIMO system with a small number of antennas, orthogonal pilots are often773

used [86], [87]. However, the pilot overhead increases with the number of antennas [88].774

Employing orthogonal pilots for channel estimation would cause unacceptable pilot overhead775

because of the massive number of antennas at the base station (BS) [4]. In [4], a compressive776

sensing based channel feedback scheme was proposed, which can reduce the pilot overhead777
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Fig. 3.1 Sparse channel in the virtual angular domain.

and achieve good channel state information (CSI) acquisition, where a feedback scheme is778

how the communication system perform the signal transmission process and collect CSI. In779

this chapter, we focus on the channel estimation in the feedback scheme.780

Experiments and research have shown that due to the small angle spread seen from a781

BS between a user and BS, massive MIMO channels exhibit sparsity in the virtual angular782

domain, as shown in Fig. 3.1, the virtual angular domain is a concept used to describe the783

spatial domain in a wireless communication system, and refers to a virtual domain that is784

created by mapping the spatial domain onto a discrete set of virtual angles [89]. Furthermore,785

according to [88], [4], [57], when applying the orthogonal frequency division multiplexing786

(OFDM), because of the spatial propagation property of the wireless channel, such as the787

number of scatterers is nearly unchanged over the system bandwidth, the common sparsity is788

shared by different subcarriers, which is referred to as the spatially common sparsity over789

multiple subcarriers. Often, massive MIMO channels can be considered as quasi-static over790

a coherence time interval [57]. Furthermore, since the angle variation from the user to the791

BS is relatively slow, and can be often neglected, the support set of the channel in the virtual792

angular domain can be regarded as unchanged over several OFDM symbols, which is referred793

to as spatially common sparsity over multiple OFDM symbols [4] [57]. By exploiting the794
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common sparsity in the virtual angular domain, we can jointly estimate the channel for795

multiple subcarriers.796

Sparse recovery techniques are attractive for channel estimation [90],[91], [92]. There797

are two ways to find sparse representation, convex optimization and greedy methods [74].798

Greedy methods typically have lower complexity [93], such as the orthogonal matching799

pursuit (OMP) [94], matching pursuit (MP) [93], compressive sampling matching pursuit800

(CoSAMP) [95]. However, they may provide limited performance when the signal is not801

very sparse or the noise is too high [96]. Convex optimization algorithms such as Your802

ALgorithms for ℓ1 (YALL1) [97], which employs the alternating direction method, provide803

high accuracy, but the complexity is high [74], [98], [99]. For channel estimation, we usually804

deal with complex-valued problems [74]. The sparse recovery algorithm used in this chapter805

is for solving complex-valued problems.806

The low-complexity coordinate descent (CD) search can be implemented to estimate807

the channel [83], [100]. In [74], algorithms applying dichotomous CD (DCD) iterations for808

solving ℓ2ℓ0 and ℓ2ℓ1 optimization problems have been proposed. By exploiting the DCD,809

the use of multiplications have been minimized, which significantly reduces the algorithm810

complexity and makes it well suited for real-time implementation [74]. Here we are interested811

in the DCD algorithm for the ℓ2ℓ0 optimization since it outperforms such greedy algorithms812

as MP and OMP [74].813

The DCD algorithm for ℓ2ℓ0 optimization is a greedy algorithm [74], different from the814

CD algorithm [100], [101]. It does not optimize the step size for each iteration, but employs815

a set of step sizes defined by the fixed-point representation of the solution [74]. It has been816

indicated in [74] and [83], that the computational complexity of the algorithm is dominated817

by the computational complexity of a small number of successful iterations, while most of818

the operations of the DCD algorithm are additions and bit-shifts, which makes it suitable819

for implementation on real-time design platforms, such as digital signal processors and820

field-programmable gate arrays [102].821

Since the DCD algorithm in [74] can only deal with single sparse channel at one time,822

by exploiting the spatially common sparsity in the virtual angular domain of the massive823
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MIMO channels, a DCD-Joint-Sparse-Recovery (DCD-JSR) algorithm is proposed here.824

The DCD-JSR algorithm can jointly estimate multiple sparse channels and provide accurate825

CSI acquisition with a low computational complexity. Simulation results show that the826

proposed algorithm has better mean square error (MSE) performance than the Distributed-827

Sparsity-Adaptive-Matching-Pursuit (DSAMP) algorithm proposed in [4] for solving the828

same problem.829

This chapter is organized as follows. Section 3.2 describes the system model. Section 3.3830

presents the proposed DCD-JSR algorithm. In Section 3.5, numerical examples are analysed831

and, finally, Section 3.6 presents the conclusion.832

3.2 System Model And Problem Formulation833

3.2.1 Channel Estimation Scheme834

Generally, channel estimation scheme can be divided into two categories: uplink channel835

estimation and downlink channel estimation. In uplink channel estimation, the base station836

estimates the channel from the user. This is typically done using pilot signals, which are sent837

from the user to the base station. The pilot signals are known to both the user and the base838

station, and are used to estimate the channel between the two devices.839

The uplink channel estimation process usually involves the following steps: firstly, the840

user sends pilot symbols to the base station. After that, the base station uses the pilot symbols841

to estimate the channel between the user and the base station. Then the base station sends842

feedback to the user, informing them of the estimated channel conditions. Finally, the user843

can then use this information to adjust their transmission parameters, such as power level844

and modulation scheme, to optimize their communication with the base station.845

For donwlink channel estimation, the conventional method to acquire the CSI in frequency-846

division-duplexing (FDD) systems is as follows: the BS transmits pilot symbols to a user, so847

the user can estimate the downlink CSI locally and then feed it back to the BS via an uplink848

channel [103]. If we are employing conventional CSI estimation techniques (such as the849

minimum mean square error (MMSE) estimator), since the number of pilots required at the850
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BS has to scale linearly with the number of transmit antennas at the BS [55], it would cause851

prohibitively large overhead for both pilot training (downlink) and CSI feedback (uplink).852

Hence, to solve the overhead issues, as suggested in [4], the channel estimation is performed853

at the BS. The channel estimation scheme is summarized as follows.854

1 In each OFDM symbol, every BS antenna broadcasts pilot symbols to users, the kth855

user receives the signal yk and feeds it back to the BS. The BS recovers the CSI856

for each user based on the feedback signals yk, k = 1, ..., K. As shown in Fig.3.2857

each OFDM symbol contains N subcarriers, while P subcarriers are used to transmit858

pilot symbols. The user feeds back the received signal to the BS without performing859

downlink channel estimation.860

2 At the BS, a channel estimation algorithm is used to jointly estimate multiple sparse861

virtual angular domain channels, which are assumed to have the same support I. The862

least squares (LS) algorithm [104] is employed to acquire the CSI based on an estimate863

of the common support I.864

3 The base station can then use this information to adjust their transmission parameters,865

such as power level and modulation scheme, to optimize their communication with the866

user.867

3.2.2 Channel Model868

In a typical FDD massive MIMO system, consider a coherence time interval consisting of

J OFDM symbols. M antennas are employed at the BS to serve K single-antenna users

simultaneously, where M≫ K. At the tth OFDM symbol, 1 ≤ t ≤ J, for the nth subcarrier,

1 ≤ n ≤ N, the received signal for the kth user, 1 ≤ k ≤ K, is given by:

yt
k,n =

(
ht

k,n

)T
xt

n + wt
k,n, (3.1)

where ht
k,n ∈ CM×1 represents the downlink channel between the kth user and M antennas,869

xt
n ∈ CM×1 is the vector of transmitted symbols (data or pilot symbols) and wt

k,n is the870
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Fig. 3.2 Each OFDM symbol contains N subcarriers, while P subcarriers are used to transmit
pilot symbols.

corresponding additive white Gaussian noise (AWGN). For a single user, we can drop the871

index k, thus we can write:872

yt
n =

(
ht

n

)T
xt

n + wt
n. (3.2)

Matrix AB is used to modify the channel vector ht
n into a vector h̃t

n in the virtual angular873

domain, and it is determined by the geometric structure of the antenna array. We consider874

a uniform linear array with the antenna spacing d = λ/2, where λ is the wavelength of the875

carrier frequency, then AB becomes the discrete Fourier transform (DFT) matrix [4]. Thus876

we obtain:877

yt
n =

(
h̃t

n

)T
A∗

Bxt
n + wt

n, (3.3)

where, (ht
n)T =

(
h̃t

n

)T
A∗

B. and the channel vector in the angular domain divides the covering878

area of the BS into angular intervals. The mth element of h̃t
n corresponds to the mth virtual879

angle, where 1 ≤ m ≤ M.880
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According to experimental study [89] and analysis [55], in practical massive MIMO

systems, the BS is usually at a high elevation with a limited number of scatterers (relative to

the number of antennas), and the scatterers at the user side are relatively rich. In other words,

the BS might only have few active transmit directions for the kth user, which means that

the number of multipath arrivals dominating the majority of channel energy is small, and

the channel vectors in the virtual angular domain exhibit sparsity. Thus, we have |I| ≪ M,

which means the channel exhibits sparsity in the virtual angular domain. Furthermore, as

shown in Fig.3.3, according to [57] and [4], since the spatial propagation characteristics such

as scatterers are almost unchanged over the system bandwidth, the subchannels associated

with different subcarriers in the same OFDM symbol share common sparsity, namely:

Ij
1 = Ij

2 = ... = Ij, 1 ≤ j ≤ J, (3.4)

besides, in [105], it has been indicated that even in time-varying scenarios, the variation of

the arrival angles is usually much slower than that of channel gains. This means the channel

associated with J successive OFDM symbols shares common sparsity, thus we can obtain:

I1
n = I2

n = ... = IJ
n (3.5)

Hence, we can say that the support is same among J OFDM symbols and P pilot subcarriers.881

Moreover, Since the channel during J OFDM symbols is time invariant, the channel gain can882

be considered as unchanged during J OFDM symbols, which can be written as:883

h̃1
n = h̃2

n = ... = h̃J
n = h̃n. (3.6)

In this chapter, we consider the pilot-aided channel estimation. The structure of the884

transmitted pilot symbols is shown in Fig.3.4. To provide accurate channel estimation885

with multiple pilot subcarriers, for the tth OFDM symbol, a part of subcarriers is used for886

transmitting pilot symbols st
p ∈ CM×1, and the received signal at the pilot subcarrier n(p) is887

given by:888
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Fig. 3.3 The virtual angular domain channel vector exhibits common sparsity within the
system bandwidth (adapted from [4]).

Fig. 3.4 Structure of the transmitted JP pilot symbols. Each pilot symbol corresponds to the
pilot sequence transmitted from M antennas.
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yt
n(p) =

(
h̃n(p)

)T
A∗

Bst
p + wt

n(p), (3.7)[
st

p

]
m

= ejθt,m,p , (3.8)

1 ≤ p ≤ P, 1 ≤ m ≤ M, 1 ≤ t ≤ J

while θt,m,p are independent random numbers uniformly distributed in (0, 2π].889

3.2.3 Problem Formulation890

As described in Section 3.2.1, after receiving the signal from BS, the user will send the

received signal back to the BS without performing the downlink channel estimation, where

the feedback channel can be considered as an AWGN channel. [55] [106] [107]. Hence, for

the tth OFDM symbol, at the pth pilot subcarrier, the signal received at the BS is given by:

rt
p =

(
st

p

)T
(A∗

B)T h̃n(p) + vt
p = ϕt

ph̃n(p) + vt
p, 1 ≤ p ≤ P. (3.9)

Here,ϕt
p =

(
st

p

)T
(A∗

B)T ∈ C1×M is the sensing vector in the virtual angular domain for the891

pth pilot subcarrier at the tth OFDM symbol. h̃n(p) ∈ CM×1 is the sparse channel vector for892

the n (p)th subcarrier, and vt
p is the corresponding noise, which contains both downlink and893

uplink channel noise.894

To provide an accurate channel estimation for the pth pilot subcarrier, the BS should

jointly utilize the feedback signal over J successive OFDM symbols [4]. We collect the

feedback signals rt
p, 1 ≤ t ≤ J, in a vector rp =

[
r1

p, r2
p, ..., rJ

p

]T
∈ CJ×1, which contains the

received signal for J OFDM symbols, then we have

rp = Φph̃n(p) + vp, 1 ≤ p ≤ P, (3.10)

where Φp =
[
SJ

p (A∗
B)T

]T
∈ CJ×M is the sensing matrix contains the sensing vector Φt

p for895

J OFDM symbols, Sp =
[
s1

p, s2
p, ..., sJ

p

]T
∈ CJ×M is the matrix contains J transmitted pilot896
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symbols, and the noise vector vp =
[
v1

p, v2
p, ..., vJ

p

]T
∈ CJ×1 contains both downlink and897

uplink noise for J OFDM symbols. Since the channels for all subcarriers exhibit common898

sparsity, we can jointly estimate the channels associated with multiple pilot subcarriers899

assuming the common support.900

3.3 DCD-JSR Algorithm for the Channel Estimation in901

Virtual Angular Domain902

In [4], the distributed sparsity adaptive matching pursuit (DSAMP) algorithm was proposed903

to jointly estimate multiple sparse channels by estimating the common support shared by904

different subcarriers in OFDM. However, simulation results show that it provides a limited905

performance when the number of OFDM symbols J used for the channel estimation is906

not high. In [74], the homotopy ℓ2ℓ0 DCD algorithm was proposed, which can be used to907

estimate the sparse channel, and it can provide accurate sparse estimation with low complexity.908

However, it was focused on a single sparse problem, and cannot jointly estimate multiple909

sparse channels. Therefore, based on [4] and [74], we propose the DCD-JSR algorithm,910

which can jointly estimate multiple sparse channels with a common support.911

To simplify notation, we replace h̃n(p) with hp ∈ CM×1, which is the channel vector to be912

estimated. We denote h̃p as the final vector estimate. The DCD-JSR algorithm is summarized913

as follows.914

1. For each pilot subcarrier, the ℓ2ℓ0 homotopy DCD algorithm is employed to acquire915

an estimate of hp.916

2. Based on the hp estimate, a common support Ĩ is found by analysing the distribution917

of the estimates.918

3. Based on the common support Ĩ, the final channel vector estimate h̃p is acquired by919

using the LS algorithm [104] on the support.920
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Fig. 3.5 Magnitudes of elements of vectors: (a) h̃1, (b) h̃64, (c) q

3.3.1 Channel Estimation Using the ℓ2ℓ0 Homotopy DCD Algorithm921

Algorithm 1 ℓ2ℓ0 homotopy DCD algorithm
Initialization:vector hp = 0, Ip = ∅, bp = Φp

Hrp,
Rp = Φp

HΦp.

1: g = arg max
∣∣∣(bp)k

∣∣∣2/(Rp)k,k,

τmax = (1/2) maxk

∣∣∣(bp)k

∣∣∣2 / (Rp)k,k,

τ = 0.5
∣∣∣(bp)g

∣∣∣2/ (Rp)g,g, Ip = {g}.
2: Repeat until the termination condition is met:
3: If the support Ip has been updated then

Solve (Rp)Ip,Ip
(hp)Ip

= fp,

where fp = (Φp)H
Ip

rp

c← b− (Rp)Ip,Ip
(hp)Ip

4: Update the regularization parameter : τ ← γτ
5: Add the g-th element element into the support Ip,

where g ∈ Ic
p,

and g = arg max
k∈Ic

p

|(c)k|2
(Rp)k,k

s.t
∣∣∣(c)g

∣∣∣2 > 2τ (Rp)g,g,

then assign to (hp)g the value (c)g / (Rp)g,g,
update c← c− (hp)g Rg

p.
6: Remove the gth element from the support Ip,

where g ∈ Ip, and

g = arg min
k∈Ip

[
1
2

∣∣∣(hp)k

∣∣∣2 (Rp)k,k + R
{
(hp)∗

k (c)k

}]
,

s.t. 1
2

∣∣∣(hp)g

∣∣∣2 (Rp)g,g + R
{
(hp)∗

g (c)g

}
< τ

for every removed element,
update c← c + (hp)g Rg

p and set (hp)g = 0.
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To estimate the channel at the pth pilot subcarrier using the ℓ2ℓ0 homotopy DCD algo-922

rithm, we consider the signal model923

rp = Φphp + vp. (3.11)

It is worth to mention that since hp is sparse in the virtual angular domain, only |I| elements924

of the channel vector hp are non-zero. We consider that the observation matrix Φp is available925

and the support I is unknown.926

Based on [74], we can find an estimate of hp by applying the homotopy DCD algorithm927

to the ℓ2ℓ0 optimization, considering the minimization of the cost function928

Jτ (hp) = 1
2 ∥rp − Φphp∥2

2 + τ ∥hp∥0. (3.12)

Here, τ ∈ [0, 1) is a regularization parameter. The second term in (4.6) makes it non-convex929

problem and the solution of it is NP-hard. To solve the problem, we initially assign the930

support set Ip = ∅, and by adding new elements into the support or removing elements from931

the support in several iterations following the proposition in [74], we can find an estimate932

of hp. Therefore we need to assign initially a high value to the regularization parameter933

τ = τmax which can dominate the cost function to provide an empty support Ip = ∅. In the934

homotopy iterations, by gradually reducing value of τ as τ ← γτ , where γ ∈ [0, 1), new935

elements can be added to the support or removed from the support [74]. The algorithm stops936

when τ < τmin, where τmin = µτ τmax and µτ ∈ [0, 1) is a predefined parameter, and (hp)g is937

the gth element of the pth estimated channel vector hp. The structure of the employed ℓ2ℓ0938

DCD homotopy algorithm is shown in Algorithm 4.1.939

As shown in Algorithm 4.1, by solving the LS problem (Rp)Ip,Ip
(hp)Ip

= fp at step 3,940

hp is estimated. According to [74], instead of using the matrix inversion to solve the LS941

problem, the DCD iterations [74], as shown in Algorithm 4.2, are employed at step 3 in942

Algorithm 4.1. When the DCD iterations start, an LS solution for the vector hp and the943

vector c found at the previous iteration are used as the initialization of the DCD algorithm,944

which results in reduction of the computational complexity. In the DCD iterations, Nu is the945
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maximum number of successful iterations and a successful iteration means that the solution946

is updated in the iteration, Mb and H are predefined parameters.947

Algorithm 2 DCD iterations for LS minimization
Input: hp, c, Ip, Rp
Initialization: s = 0, δ = H

1: for m = 1, ..., Mb do until s = Nu
2: δ = δ/2, α = [δ,−δ, jδ,−jδ], State =0
3: for n = 1, ..., |Ip| do: v = Ip (n)
4: for k = 1, ..., 4 do
5: if R {(α)k (c)∗

v} >
[
(Rp)v,v

]
δ2/2 then

6: (hp)v ← (hp)v + (α)k, c← c− (α)k Rv
p

7: State=1, s← s + 1
8: if State=1, go to step 3

3.3.2 Common Support Acquisition and Joint Channel Estimation948

In this section, the process of estimating the common support I is presented. As an example,949

we consider a scenario with P = 64 pilot subcarriers, M = 128 transmit antennas, signal to950

noise ratio SNR = 20 dB, J = 20 OFDM symbols and |I| = 8.951

According to [4], among M coordinates of the channel vector hp, the vast majority of952

the channel energy will concentrate on |I| coordinates, which are non-zero elements in hp.953

Since we can estimate the channel at the pth pilot subcarrier using the ℓ2ℓ0 homotopy DCD954

algorithm, we can find an estimate of the common support Ĩ by jointly analysing estimates955

h̃p of vectors hp for all pilot subcarriers.956

In Fig.3.5(a) and Fig.3.5(b), magnitudes of elements of vectors h̃1 and h̃64 are shown.957

For estimation of the joint support, we compute958

q =
 P∑

p=1

∣∣∣h̃p

∣∣∣
 /P. (3.13)

An estimate Ĩ of the common support I is obtained using thresholding, as a set of elements in959

the vector q, satisfying the condition960



68 Sparse Channel Estimation for OFDM in Virtual Angular Domain

Ĩ = {k : (q)k > ξ}, (3.14)

where ξ is a predefined threshold parameter.961

Based on the estimate Ĩ, the LS algorithm [104] is employed as follows:962

(Rp)Ĩ,̃I

(
h̃p

)
Ĩ

= fĨ, (3.15)

fĨ = (Φp)H
Ĩ rp. (3.16)

Here,
(
h̃p

)
Ĩ

is the final estimate of the channel vector hp on the support Ĩ.963

3.4 DSAMP algorithm964

In [4], Zhen Gao proposes an algorithm for estimating the channel matrix in a frequency-965

division duplex massive multiple-input multiple-output (MIMO) system. The algorithm is966

based on exploiting the spatial sparsity of the channel matrix and assumes that the channel967

matrix has a common sparsity pattern across all antennas.968

The proposed algorithm, called the distributed sparsity adaptive matching pursuit algo-969

rithm (DSAMP), utilizes training data consisting of received signal vectors and transmit970

signal matrices. The algorithm iteratively estimates the common support set and common971

support pattern of the channel matrix using the residual matrix obtained from the difference972

between the received and estimated transmit signals. The common support set refers to the in-973

dices of the non-zero entries that are common across all antennas of the channel matrix. Next,974

the algorithm estimates the common and non-common support matrices and coefficients by975

solving a sparse recovery problem subject to a constraint on the residual error. Finally, the976

estimated channel matrix is obtained by combining the estimated common and non-common977

support matrices.978

Overall, the DSAMP algorithm [4], which was developed from the sparsity adaptive979

matching pursuit algorithm [82], can acquire multiple sparse channel vectors for different980

pilot subcarriers simultaneously. The DSAMP algorithm has been shown to provide a better981
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channel estimation performance than the orthogonal matching pursuit, sparsity adaptive982

matching pursuit and subspace pursuit algorithms [4]. We use the DSAMP performance as a983

benchmark to assess the performance of the proposed DCD-JSR algorithm.984

3.5 Simulation Results985

3.5.1 MSE of the Channel Estimation986

We will be assessing the algorithm performance using the mean square error (MSE) of the987

channel estimation. The MSE is given by988

MSE =

∣∣∣∣∣∣hp − h̃p

∣∣∣∣∣∣2
2

||hp||22
, (3.17)

∣∣∣∣∣∣h̃p

∣∣∣∣∣∣
2

=

√√√√ M∑
m=1

∣∣∣(h̃p
)

m

∣∣∣2, (3.18)

where h̃p is the estimated channel vector and hp is the true channel vector. When analysing989

the performance of the estimators, we will also calculate the probability of the estimated990

support Ĩ to be exactly the same as the support I to be estimated.991

3.5.2 Numerical Results992

In this section, we consider simulation scenarios corresponding to a MIMO system with993

a uniform linear array. We compare the channel estimation performance of the DCD-JSR994

and DSAMP algorithms. The performance of the oracle LS algorithm [104] with known995

support is adopted as the performance bound. In most scenarios, we consider two cases,996

SNR = 10 dB and SNR = 20 dB.997

To provide the best MSE performance, the threshold pth for the DSAMP algorithm and ξ998

for the DCD-JSR algorithm need to be adjusted. As shown in Fig.3.6, for SNR = 20 dB, the999

DCD-JSR algorithm has the best MSE performance when ξ = 0.055. In Fig.3.7, it can be1000

seen that when SNR = 20 dB and pth = 0.1, the DSAMP algorithm achieves the best MSE1001
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Fig. 3.6 MSE performance of the DCD-JSR algorithm against the threshold ξ, SNR=20 dB,
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Fig. 3.8 MSE performance of Oracle LS, DSAMP, and DCD-JSR algorithms against the
number of pilot subcarriers, M = 128, J = 20: (a) SNR = 20 dB, (b) SNR = 10 dB.
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Fig. 3.9 Probability of perfect support estimation for DSAMP and DCD-JSR algorithms
against the number of pilot subcarriers, M = 128 J = 20: (a) SNR = 20 dB, (b) SNR = 10
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Fig. 3.11 MSE performance of Oracle LS, DSAMP, and DCD-JSR algorithms against the
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Fig. 3.12 Probability of perfect support estimation for DSAMP and DCD-JSR algorithms
against the number of OFDM symbols, M = 128, P = 64, |I| = 16: (a) SNR = 20dB, (b)
SNR = 10 dB.
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Fig. 3.14 Computational complexity of the DSAMP algorithm and the DCD-JSR algorithm,
M = 128, J = 20, P = 64, SNR = 20 dB.

performance. Similarly, appropriate values of ξ and pth for different SNR can be obtained.1002

In this chapter, for the DCD-JSR algorithm, ξ = 0.05 is considered for both SNR = 20 dB1003

and SNR = 10 dB; for the DSAMP algorithm, pth is set to be 0.1 and 0.17 for SNR = 20 dB1004

and SNR = 10 dB, respectively.1005

In Fig.3.8(a) and Fig.3.8(b), we consider scenarios with different number of pilot subcar-1006

riers. The number of pilot subcarriers varies from 48 to 64, and we set M = 128, |I| = 12,1007

the number of simulation trials is Ns = 10000. It can be seen that both the DSAMP and1008

DCD-JSR algorithms benefit from the increasing number of pilot subcarriers, but a larger1009

number of subcarriers results in lower spectral efficiency, since a smaller number of subcarri-1010

ers are used for data transmission. However, the DCD-JSR algorithm shows significantly1011

better MSE performance.1012

Fig.3.9(a) and Fig.3.9(b), for different number of pilot subcarriers and different SNR,1013

show the probability of the perfect support estimation by the DSAMP and DCD-JSR algo-1014

rithms, where the perfect support estimation means that the estimated support is exactly the1015

same as the true support. In Fig.3.9, it can be seen that, compared to the DSAMP algorithm,1016

the DCD-JSR algorithm provides a better probability of correct support estimation. This1017

explains the better MSE performance of the DCD-JSR algorithm, as seen in Fig.7. Compared1018
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to the DSAMP algorithm, the DCD-JSR algorithm requires less pilot subcarriers to provide a1019

specified probability of correct support estimation under same scenario.1020

In Fig.3.10(a) and Fig.3.10(b), we show the MSE performance for scenarios with J = 101021

and J = 20 at different SNR. We set M = 128, P = 64, and the number of simulation trials1022

Ns = 10000. In Fig.3.10(a), for J=10, at SNR = 10 dB, and |I| ≤ 6, the DCD-JSR algorithm1023

approaches the performance of the oracle LS algorithm [104], while the DSAMP does it1024

only for |I| ≤ 4. In Fig.3.10(b), for J=20, when SNR = 10 dB, the DCD-JSR algorithm1025

approaches the performance of the oracle LS algorithm [104] for |I| ≤ 13, whereas the1026

DSAMP algorithm does not show the LS performance even for |I| = 10. When SNR = 201027

dB, the DCD-JSR algorithm could approach the oracle performance until |I| = 13, while1028

the DSAMP does not. Hence, in these scenarios, the DCD-JSR algorithm outperforms the1029

DSAMP algorithm.1030

Fig.3.11(a) and Fig.3.11(b) present results for different number of employed OFDM1031

symbols J . The number of simulation trials is Ns = 10000, M = 128, P = 64. It can be seen1032

that the DCD-JSR algorithm outperforms the DSAMP algorithm for both SNR = 20 dB and1033

SNR = 10 dB, and requires less OFDM symbols to approach the performance of the oracle1034

LS channel estimator.1035

Fig.3.12(a) and Fig.3.12(b) compare the probability of perfect support estimation by1036

the DSAMP and DCD-JSR channel estimators. It can be seen that the DCD-JSR channel1037

estimator outperforms the DSAMP channel estimator: at SNR = 20 dB, the DCD-JSR1038

channel estimator needs J = 28 to provide the perfect support estimation, while the DSAMP1039

algorithm needs J = 34 , i.e., a lower number of OFDM symbols is required by the DCD-1040

JSR algorithm. Thus, it is easy to see that, compared to the DSAMP channel estimator, the1041

DCD-JSR channel estimator requires less OFDM symbols for an accurate support estimation.1042

In Fig.3.13, we consider the case where the massive MIMO system employs different1043

number of antennas. The number of antenna varies from 16 to 128, the number of simulation1044

trials is Ns = 10000. We set the number of OFDM symbols J = 20 and number of non-zero1045

virtual angles |I| = 11. In Fig.3.13(a), it can be seen that when SNR = 10 dB, there exists a1046

significant performance gap between the DSAMP algorithm and oracle LS algorithm, while1047



76 Sparse Channel Estimation for OFDM in Virtual Angular Domain

the DCD-JSR algorithm approaches the oracle performance for any number of antennas.1048

For the higher SNR, SNR = 20 dB, the DCD-JSR channel estimator approaches the oracle1049

performance for any number of antennas, while the DSAMP algorithm does not.1050

Fig.3.13(b) shows the probability of perfect support estimation in these scenarios. It can1051

be seen that the DCD-JSR algorithm always provides perfect support estimation, while the1052

DSAMP algorithm does not. Thus, we can see that with a large number of antennas, the1053

DCD-JSR channel estimator provides a better MSE performance and more accurate support1054

estimation than the DSAMP algorithm.1055

To estimate the computational complexity of the algorithms, we decided to update the1056

computational complexity after each line of the algorithm code (both the algorithms have1057

been implemented in Matlab) where an operation occurs. In the DCD-JSR algorithm, most1058

of the operations are additions [74]; to simplify the comparison, we also count the pure1059

additions as multiply-accumulate (MAC) operations.1060

Fig.3.14 shows the computational complexity against the number of non-zero virtual1061

angles. We consider the SNR = 20 dB, J = 20 and average the results over Ns = 100001062

simulation trials. It can be seen that the DCD-JSR algorithm has significantly lower complex-1063

ity. Thus we can say that, compared to the DSAMP algorithm [4], the DCD-JSR algorithm1064

exhibits lower computational complexity.1065

3.6 Conclusion1066

In this chapter, based on the original ℓ2ℓ0 DCD algorithm, a DCD-JSR algorithm has been1067

proposed to jointly estimate the channel for multiple pilot subcarriers in the virtual angular1068

domain in an FDD massive MIMO system. The DSAMP algorithm is used to compare1069

the channel estimation performance with the DCD-JSR algorithm in different simulation1070

scenarios. Simulation results have shown that the proposed DCD-JSR algorithm outperforms1071

the DSAMP algorithm, and requires less OFDM symbols and employed pilot subcarriers1072

for accurate channel estimation, whereas it also exhibits a significantly lower computational1073

complexity.1074
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Estimation of time-varying channels in1076

virtual angular domain for massive1077

MIMO systems1078

4.1 Introduction1079

In [108] and [109], and many other publications, it has been shown that, the time-varying1080

channel can be approximate accurately by employing the basis expansion model (BEM).1081

Consequently, estimation of a realization of random process describing the time-varying1082

channel is transformed into estimation of a few-time-invariant expansion coefficients [110].1083

In [111], the Karhunen-Loeve BEM has been proposed for estimating the time-varying1084

channel, however, it is very sensitive to the variations of the channel statistics. In [112]1085

and [113], algebraic polynomial BEMs have been employed to estimate the time-varying1086

channel, where the channel vectors can be approximated as a linear combination of a set1087

of polynomials. In [109], the experimental results have indicated that, by employing the1088

Legendre polynomials as the BEM, the channel variation could be accurately approximated.1089

Thus, in this chapter, we consider employing the Legendre polynomials to approximate the1090

time-variation of the channel in the virtual angular domain..1091
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In this chapter, by combining the DCD-JSR algorithm, proposed in Chapter 3 and the1092

BEM, we have show that the modified DCD-JSR algorithm can estimate the channel in1093

OFDM system operating over frequency selective and highly mobile wireless time-varying1094

channels. Simulation results show that, compared to the original DCD-JSR algorithm, the1095

modified DCD-JSR algorithm could provide better MSE performance when estimating1096

time-varying channels.1097

The chapter is organized as follows. Section 4.2 describes the system model. In Section1098

4.3, channel model for time varying channel is introduced. In Section 4.4, the processes of1099

employing the basis functions, and estimating the time-varying channel are described. In1100

Section 4.5, numerical examples are analysed and, finally, Section 4.6 presents the conclusion.1101

4.2 System Model1102

4.2.1 Channel Estimation Approach1103

The channel estimation is performed at the BS. The channel estimation scheme is summarized1104

as follows.1105

1. In each OFDM symbol, every BS antenna broadcasts pilot symbols to users, the kth1106

user receives the signal yk ∈ CM×1 and feeds it back to the BS. The BS recovers the1107

CSI for each user based on the feedback signals yk, k = 1, ..., K. Each OFDM symbol1108

contains N subcarriers, while P subcarriers are used to transmit pilot symbols. The1109

user feeds back the received signal to the BS without performing downlink channel1110

estimation.1111

2. At the BS, by employing the BEM to approximate the time variation of the channel,1112

the DCD-JSR algorithm can jointly estimate the common support I for multiple sparse1113

virtual angular domain channels. The least squares (LS) algorithm [104] is then1114

employed to acquire the CSI based on an estimate of the common support I.1115
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4.2.2 Received Signal1116

For the tth OFDM symbol, at the pth pilot subcarrier, the signal received at the BS is given

by:

rt
p = ϕt

ph̃t
n(p) + vt

p, 1 ≤ p ≤ P, 1 ≤ t ≤ J. (4.1)

Here, ϕt
p =

(
st

p

)T
(A∗

B)T ∈ C1×M is the sensing vector defined by the DFT matrix and the1117

pilot symbols. h̃t
n(p) ∈ CM×1 is the sparse channel vector for the n(p)th subcarrier, and vt

p is1118

the corresponding noise, which contains both downlink and uplink channel noise.1119

4.3 Time varying channel1120

In practice, due to the user mobility, the propagation of wireless signals would face the time-1121

varying environment [114]. Due to the simple implementation of the Legendre polynomial1122

matrix, using the Legendre polynomial matrix as basis functions with a period equal to1123

the length of the investigated interval has been considered in the literature [109]. In this1124

chapter, we consider that for the pth pilot subcarrier, the time-varying channel vector can be1125

approximated by Nb basis functions:1126

ĥt
n(p) =

Nb∑
i=1

bi(t)ci,p, (4.2)

1 ≤ t ≤ J,

where bi(t) is the tth element of a vector bi ∈ CJ×1 representing samples of the basis1127

function bi(t), ci,p ∈ CM×1 are expansion coefficients for the ith basis function at the pth1128

pilot subcarrier. By employing basis functions to approximate the time variations of the1129

channel, we decompose the channel variation into a set of linear combinations of basis1130

functions. This can help to reduce the complexity of the problem by allowing us to focus on1131

the linear behavior of the channel over small time intervals.1132
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In this chapter, we consider employing the Legendre polynomials as the basis functions1133

, this is because it has been indicated in [109], the Legendre polynomial can be employed1134

to represent rapidly time-varying fading channel, while with low computational complexity.1135

The Legendre polynomials are defined as:1136

bi(t) = 1
2i−1i!

di−1

dti−1 [(t2 − 1)i−1], i ≥ 1. (4.3)

For the tth OFDM symbol at the pth pilot subcarrier, by substituting (4.2) into (4.1) , we

can obtain:

rt
p = ϕt

p

Nb∑
i=1

bi(t)ci,p + vt
p, 1 ≤ p ≤ P, 1 ≤ t ≤ J. (4.4)

Since h̃t
n(p) ∈ CM×1 exhibit common sparsity, the expansion coefficient vectors ci,p ∈ CM×1

1137

also exhibit common sparsity. Thus, the task of estimating JM channel coefficients is1138

transformed into estimating only Nb|I| expansion coefficients with usually Nb ≪ J and1139

|I| ≤ M.1140

We collect the received signal samples rt
p, 1 ≤ t ≤ J, in a vector rp =

[
r1

p, r2
p, ..., rJ

p

]T
∈ CJ×1,

then we have:

rp =
Nb∑
i=0

Fi,pci,p + vp, 1 ≤ p ≤ P, (4.5)

where Ft
i,p = ϕt

pbi(t) ∈ C1×M, Fi,p = [F1
i,p, F2

i,p, ..., Ft
i,p] ∈ CJ×M is a matrix whose1141

tth row is Ft
i,p, and vp =

[
v1

p, v2
p, ..., vJ

p

]T
∈ CJ×1 is the noise vector. Since the expansion1142

coefficients exhibit common sparsity, we can firstly estimate the common support and then1143

find the expansion coefficients.1144

4.4 DCD-JSR algorithm for time-varying channels1145

Here, the homotopy DCD algorithm [74] is used to estimate the support of the expansion1146

coefficients, as shown in Table 4.1. First, we apply the homotopy DCD algorithm to the ℓ2ℓ01147

optimization problem of minimizing:1148

Jτ (c̃i,p) = 1
2 ∥rp − Fi,pc̃i,p∥2

2 + τ ∥c̃i,p∥0 . (4.6)
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Table 4.1 ℓ2ℓ0 homotopy DCD algorithm

Initialization: For the ith expansion coefficient at the
pth pilot subcarrier, vector d = 0, Ip = ∅, bp = Fi,p

Hrp,
Rp = Fi,p

HFi,p.

1: g = arg max
k∈Ic

p

∣∣∣(bp)k

∣∣∣2/(rp)k,k,

τmax = (1/2) maxk

∣∣∣(bp)k

∣∣∣2 / (Rp)k,k,

τ = 0.5
∣∣∣(bp)g

∣∣∣2/ (Rp)g,g , Ip = {g}.
2: Repeat until the termination condition is met:
3: If the support Ip has been updated then

Solve (Rp)Ip,Ip
[c̃i,p]Ip

= fp,

where fp = [(Fi,p]HIp
Rp

d← b− (Rp)Ip,Ip
[c̃i,p]Ip

4: Update the regularization parameter : τ ← γτ
5: Add the g-th element into the support Ip,

where g ∈ Ip
c,

and g = arg max
k∈Ipc

|(c)k|2
(Rp)k,k

s.t
∣∣∣(c)g

∣∣∣2 > 2τ (Rp)g,g,

then assign to [c̃i,p]g the value (d)g / (Rp)g,g,
update d← d− [c̃i,p]g Rg

p.
6: Remove the gth element from the support Ip,

where g ∈ Ip, and

g = arg min
k∈Ip

[
1
2

∣∣∣[c̃i,p]k
∣∣∣2 (Rp)k,k + R

{
[c̃i,p]∗k (c)k

}]
,

s.t. 1
2

∣∣∣(ci,p)g

∣∣∣2 (Rp)g,g + R
{
[(c̃i,p]∗g (d)g

}
< τ

for every removed element,
update d← d + (c̃i,p)g Rg

p and set [(c̃i,p]g = 0.
7: If τ < τmin, Stop.
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Table 4.2 DCD iterations for LS minimization

Input: c̃i,p, d, Ip, Rp
Initialization: s = 0, δ = H

1: for m = 1, ..., Mb do until s = Nu
2: δ = δ/2, α = [δ,−δ, jδ,−jδ], State =0
3: for n = 1, ..., |Ip| do: e = Ip (n)
4: for k = 1, ..., 4 do
5: if R {(α)k (d)∗

e} >
[
(Rp)e,e

]
δ2/2 then

6: [c̃i,p]e ← [c̃i,p]e + (α)k, d← d− (α)k Rp
(e)

7: State=1, s← s + 1
8: if State=1, go to step 3

Here, we solve the optimization problem for the pth pilot subcarrier of the ith expansion1149

coefficient, and τ ∈ [0, 1) is a regularization parameter. The second term in (4.6) makes it1150

a non-convex problem and the solution of it is NP-hard. To solve the problem, we initially1151

assign the support set Ip = ∅, and by following the proposition in [74] we can add new1152

elements into the support or remove elements from the support in several iterations, thus, the1153

estimated expansion coefficients c̃i,p can be obtained.1154

Therefore we need to assign initially a high value to the regularization parameter τ = τmax,1155

so that the second term in (4.6) dominates the cost function to provide an empty support1156

Ip = ∅. In the homotopy iterations, by gradually reducing value of τ as τ ← γτ , where1157

γ ∈ [0, 1), new elements can be added to the support or removed from the support [74].1158

The algorithm stops when τ < τmin, where τmin = µτ τmax and µτ ∈ [0, 1) is a predefined1159

parameter.1160

To reduce the computational complexity [74], instead of solving the LS problem in Table1161

4.1, step 3, we employ the DCD iterations to solve the LS problem, as shown in Table 4.2,1162

where Nu is the number of successful DCD iterations, and a successful DCD iteration means1163

that the solution is updated.1164

Following is an example of how we estimate the common support for the expansion1165

coefficients. For the simulation scenario, we consider a massive MIMO system, SNR=201166

dB, M = 128, P = 64, J = 100, the normalized Doppler frequency fdT = 0.05 and Nb = 3,1167

|I| = 8.1168
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Fig. 4.1 Average of normalized energy of elements of the vector c̃1,1, for the expansion
coefficient of the first basis function (zero-order Legendre polynomial) for the first pilot
subcarrier against the angular intervals. SNR = 20 dB, J = 100, |I| = 8.

Fig. 4.2 Average of the normalized energy of elements of the vector q1, for the expansion
coefficients of two basis functions (zero-order and first order Legendre polynomials) and all
pilot subcarriers against the angular intervals. SNR = 20 dB, J = 100, |I| = 8.
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Fig. 4.1 shows the normalized energy of the elements of the estimated expansion coef-1169

ficient c1,1, for the first basis function (zero-order Legendre polynomial) at the first pilot1170

subcarrier in the angular intervals. It is easy to see that, due to the large variance of the1171

energy of the elements in the angular intervals, we cannot clearly identify the support.1172

Since all expansion coefficients share a common support, for the pth pilot subcarrier, we1173

can compute another vector with contribution from all the expansion coefficients:1174

qp =
Nb∑
i=1
|c̃i,p|2, (4.7)

q̃p = qp/(max(qp)Nb). (4.8)

Here, as shown in Fig. 4.2, q̃p is a vector that contains normalized energy of elements for all1175

expansion coefficients at the pth pilot subcarrier in the angular intervals. The new plot shows1176

clearly 4 of 8 non-zero directions. However, the variance is still large and we cannot estimate1177

reliably the support at this step.1178

As indicated in the previous section, since the expansion coefficients ci,p share the1179

common support among P subcarriers, we can compute a new vector, which takes this into1180

account:1181

q =
Nb∑
i=1

P∑
p=1
|c̃i,p|2, (4.9)

q̃ = q/(max(q)NbP). (4.10)

As shown in Fig.4.3, here, q̃ ∈ CM×1 is a sparse vector with elements averaging con-1182

tribution from all pilot subcarriers and all expansion coefficients. We can acquire now the1183

common support Ĩ by using the hard thresholding1184

Ĩ = {k : [q]k > ξ max [q]}, (4.11)

where ξ is a predefined thresholding parameter.1185
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Fig. 4.3 Average of the normalized energy of elements of the vector q, for all basis functions
and all pilot subcarriers against the angular intervals. SNR = 20dB, J = 100, |I| = 8.

Based on the support estimate Ĩ, the MMSE approach [104] is employed to estimate the1186

expansion coefficients c̃p:1187

c̃p = Rpp(Rgg + σ2|w|)−1 (4.12)

Rpp = F′
prp (4.13)

Here, w is the identity matrix with size of |̃I| × |̃I|, c̃p ∈ C1×MNb is a vector containing c̃i,p1188

for Nb basis functions, and Fp ∈ CJ×MNb is the matrix containing Nb vectors Fi,p, and σ2 is1189

the noise variance, which is assumed to be known.1190

4.5 Simulation Results1191

The MSE of the channel estimation will be used to asses the algorithm performance. First,

we compute the MSE for the tth OFDM symbol at the pth subcarrier:

MSEt
p =
||ĥt

p − h̃t
n(p)||22

||h̃t
n(p)||22

, (4.14)
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||h̃t
n(p)||22 = (h̃t

n(p))
H(h̃t

n(p)), (4.15)

where ĥt
p is the estimated channel vector obtained from (4.2), and h̃t

p is the true channel1192

vector. Then the overall MSE for the channel estimation is computed by:1193

MSE = 1
JP

P∑
p=1

J∑
t=1

MSEt
p. (4.16)

The MSE in (4.16) is further averaged over the simulation trials.1194

We consider simulation scenarios corresponding to a MIMO system with a uniform linear

array. For massive MIMO systems, in most simulation scenarios, we consider the number

of antennas M = 128, the number of pilot subcarriers P = 64, the sampling frequency

fs = 15.36 MHz, the time interval for one OFDM symbol T = 66.7 µs, the carrier frequency

fc = 2.5 GHz and the number of simulation trials Ns = 500. The performance of the

oracle LS algorithm [27] with known support is adopted as the performance bound. In most

scenarios, we consider two cases, SNR = 10 dB and SNR = 20 dB, and the user mobility

with v = 120km
h and v = 300km

h . The Doppler frequency fd can be obtained by using:

fd = fc
v
vc

, (4.17)

where vc = 3× 108 m/s is the light speed.1195

The channel estimation performance is investigated in several ways. First, we investigate1196

the MSE performance of the proposed algorithm with different number of employed OFDM1197

symbols, then we compare the MSE performance against the number of basis functions, with1198

normalized Doppler frequencies fdT = 0.02, fdT = 0.05, where the Doppler frequency is1199

approximately fd = 300 Hz, fd = 700 Hz, respectively. After that, we compare the MSE1200

performance for different SNR, considering the normalized Doppler frequency fdT = 0.05.1201

The MSE performance against the number of DCD-iterations is investigated to show the1202

convergence of the proposed algorithm, and the MSE performance against the number of1203

employed antennas is also investigated. Furthermore, we compare the MSE performance of1204
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the DCD-JSR algorithm and the distributed sparsity adaptive matching pursuit (DSAMP)1205

algorithm from [4] against the number of non-zero virtual angles, the oracle MMSE algorithm1206

with known support is adopted as the performance bound [104]. At last, the computational1207

complexity of the DCD-JSR algorithm is analyzed.1208

Fig. 4.4 MSE performance of the modified DCD-JSR algorithm against the number of
employed basis functions; SNR = 20 dB, |I| = 3. (a) fdT = 0.02, (b) fdT = 0.05.

Fig. 4.5 MSE performance of the modified DCD-JSR algorithm against the number of
employed basis functions; SNR = 20 dB, J = 100, |I| = 3.

In Fig. 4.4, we show the MSE performance of the DCD-JSR algorithm for different1209

number of employed OFDM symbols, for SNR = 20 dB, |I| = 3, fdT = 0.02 and fdT = 0.05.1210

It can be seen that, as the number of OFDM symbols increases, the better MSE performance1211

is provided by employing more basis functions. Thus we can conclude that, with longer data1212
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Fig. 4.6 MSE performance of the modified DCD-JSR algorithm against the number of
employed basis functions; fdT = 0.02, J = 100, |I| = 3.

packets, more basis functions are required for the DCD-JSR algorithm to provide the best1213

MSE performance, and the minimum MSE is also reduced. It can be seen that with increase1214

in the number of basis function and OFDM symbols, better approximation accuracy can be1215

achieved. This is explained by improving the model of time varying channel (channel with1216

the Doppler effect) when using basis functions, compared to the static channel model.1217

In Fig. 4.5, we compare the MSE performance for different normalized Doppler fre-1218

quencies, fdT = 0.02 and fdT = 0.05. The number of employed OFDM symbols is set to1219

J = 100, and the number of non-zero virtual angles |I| = 3. It can be seen that, for the higher1220

normalized Doppler frequency, we need to employ more basis functions to obtain the best1221

MSE performance. In other words, to provide the best MSE performance, the number of1222

basis functions to be employed increases with the normalized Doppler frequency, which1223

means that with higher user mobility, the more basis functions is required to provide accurate1224

channel estimation.1225

In Fig. 4.6, we investigate the number of basis functions required to provide the best MSE1226

performance under different SNR scenarios, for the case fdT = 0.02, J = 100, |I| = 3. It1227

can be seen that, as the SNR increases, the number of basis functions required to provide the1228

best MSE performance is increased. This is because when the SNR is low, the main issue for1229

channel estimation is the noise, a small number of basis functions is required to approximate1230
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Fig. 4.7 MSE performance of the modified DCD-JSR algorithm against the hard thresholding
factor ξ; fdT = 0.05, Nb = 3, J = 40.

the channel. When the SNR is high, the algorithm can focus more on the time variation of1231

the channel, thus the number of basis functions required will be larger. Hence, we can say1232

that, the number of basis functions required to approximate the time-varying channel should1233

be higher for higher SNR.1234

To provide the best MSE performance, the thresholding factor ξ needs to be properly1235

adjusted. In Fig. 4.7, we investigate the MSE performance of the DCD-JSR algorithm1236

against the hard thresholding factor ξ, for the case Nb = 3, fdT = 0.05, J = 40. It is clear1237

that, for both cases SNR = 10 dB and SNR = 20 dB, as the number of non-zero virtual1238

angles |I| increases, the range for the thresholding factor ξ which can provide the best MSE1239

performance decreases. However, in all the cases, the thresholding factor can be chosen in1240

the interval [0.30, 0.55] to provide the minimum MSE.1241

Fig. 4.8 shows the MSE performance of the DCD-JSR algorithm in scenarios with1242

different number of non-zero virtual angles against the number of DCD iterations, for the1243

case Nb = 2, fdT = 0.02, J = 40. It can be seen that, in all these scenarios, after a few1244

DCD iterations, the algorithm converges to the best MSE. However, the smaller number of1245

non-zero angles, the faster is the convergence. For |I| ≤ 9, a single DCD iteration is enough1246

for the convergence.1247
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Fig. 4.8 MSE performance of the modified DCD-JSR algorithm against the number of DCD
iterations; fdT = 0.02, Nb = 2, J = 40.

In Fig. 4.9(a), we show the MSE performance for different number of employed antennas,1248

for the case Nb = 3, fdT = 0.05, J = 20, |I| = 4. It can be seen that, with a small number1249

of antennas, the MSE performance of the DCD-JSR algorithm is poor. For SNR = 10 dB,1250

it requires M = 56 to approach the oracle performance, for SNR = 20dB, it requires at1251

least M = 32. In Fig. 4.9 (b), we show the probability of perfect support estimation against1252

the number of employed antennas, where a perfect support estimation means the estimated1253

support is exactly the same as the true support, for the case |I| = 4, fdT = 0.05, J = 20. It1254

can be seen that, at SNR = 10 dB, with a small number of employed antennas, we cannot1255

estimate the support correctly until M = 64; this explains why the MSE performance is poor1256

with small number of antennas. We have run our simulations up to M = 512 and observed1257

that the MSE performance does not change.1258

In Fig. 4.10(a) and Fig. 4.10(b), for the DCD-JSR algorithm with Nb = 1 and Nb = 2,1259

and the distributed sparsity adaptive matching pursuit algorithm (DSAMP) [4], we show1260

the MSE performance for different number of non-zero virtual angles, and the probability1261

of perfect support estimation, respectively; here, the DCD-JSR algorithm with Nb = 11262

corresponds to the version of the DCD-JSR algorithm previously proposed in Chapter 31263

for time-invariant channels. For simulation scenario, we consider the normalized Doppler1264
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Fig. 4.9 (a) MSE performance of the modified DCD-JSR algorithm against the number of
employed antennas; (b) Probability of perfect support estimation against the number of
employed antennas. fdT = 0.05, Nb = 3, J = 20, |I| = 4.

frequency fdT = 0.02, J = 40, SNR = 20 dB. It can be seen that, in Fig. 4.10(a), when1265

fdT = 0.02, since the time variation of the channel is slow, we can estimate the channel quite1266

well using only one basis function in the DCD-JSR algorithm or using the DSAMP algorithm,1267

while both of them shows the MSE performance close to the oracle performance. The DCD-1268

JSR algorithm with Nb = 2 also shows close to the oralce MSE performance. In Fig. 4.10(b),1269

it is seen that for the DCD-JSR algorithm with Nb = 2, the support estimation is slightly1270

better than that for the DCD-JSR algorithm with Nb = 1 and DSAMP algorithm, which1271

explains why the DCD-JSR algorithm with Nb = 2 can provide a better MSE performance1272

in this case.1273
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Fig. 4.10 (a) MSE performance against the number of non-zero virtual angles; (b) Probability
of perfect support estimation against the number of non-zero virtual angles. fdT = 0.02,
J = 40, SNR = 20 dB.
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Fig. 4.11 (a) MSE performance against the number of non-zero virtual angles; (b) Probability
of perfect support estimation against the number of non-zero virtual angles. fdT = 0.02,
J = 40, SNR = 10 dB.

In Fig. 4.11, a lower SNR is considered compared to Fig. 4.10, SNR = 10 dB. It can be1274

seen that, when the noise level is higher, the MSE performance provided by the DCD-JSR1275

algorithm with Nb = 2 still shows close to the oracle performance and provides the perfect1276

support estimation, whereas the DCD-JSR algorithm with a single basis function (Nb = 1)1277

and the DSAMP algorithm, both developed for time-invariant channels, show inferior MSE1278

performance and support estimation, although the DCD-JSR algorithm with Nb = 1 still1279

outperforms the DSAMP algorithm.1280

In Fig. 4.12(a) and Fig. 4.12(b), for the DCD-JSR algorithm, and the DSAMP algorithm,1281

we show the MSE performance for different number of non-zero virtual angles, and the1282

probability of perfect support estimation, respectively. For simulation scenario, we consider1283

the normalized Doppler frequency fdT = 0.05, J = 40, and SNR = 20 dB. It can be seen1284
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Fig. 4.12 (a) MSE performance against the number of non-zero virtual angles; (b) Probability
of perfect support estimation against the number of non-zero virtual angles. fdT = 0.05,
J = 40, SNR = 20 dB.
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in Fig. 4.12(a) that the DCD-JSR algorithm shows close to the oracle MSE performance,1285

while the DSAMP algorithm shows a poor performance. In Fig. 4.12(b), it is seen that the1286

DCD-JSR algorithm with Nb = 3 always provides the perfect support estimation, while the1287

DCD-JSR algorithm with only one basis function Nb = 1 shows inferior performance, and1288

the DSAMP algorithm cannot estimate the support accurately. This is because the DSAMP1289

algorithm is developed for static channel, and when fdT = 0.05, i.e. the time variation of the1290

channel is fast, the algorithm is incapable of providing a high estimation performance.1291

In Fig. 4.13, results are shown for a higher noise level compared to Fig. 4.12, we set1292

SNR = 10 dB. It can be seen in Fig. 4.13(a), that the DSAMP algorithm has again a poor1293

MSE performance, while the DCD-JSR algorithm with Nb = 1 and Nb = 3 shows close to1294

the oracle performance. In Fig. 4.13(b), it is clear that the DSAMP algorithm cannot provide1295

an accurate support estimation in this case. The probability of perfect support estimation1296

provided by the DCD-JSR algorithm with Nb = 1 decreses as the number of non-zero virtual1297

angels increases, while the DCD-JSR algorithm with Nb = 3 can always provides the perfect1298

support estimation. This is because as the time variation of the channel becomes faster, more1299

basis functions is required to accurately approximate the channel.1300

Hence, from Fig. 4.10 to Fig. 4.13, we can conclude that the DCD-JSR algorithm1301

outperforms the DSAMP algorithm. The improvement in the performance provided by1302

the DCD-JSR algorithm against the DSAMP algorithm is more significant in time-varying1303

channels. For faster time varying channels, by employing more basis functions,we can1304

significantly improve the performance of the DCD-JSR algorithm compared to the case1305

Nb = 1 previously developed in Chapter 3 for static channels.1306

Fig. 4.14 shows the computational complexity of the DCD-JSR algorithm and DSAMP1307

algorithm against the number of non-zero vitual angles, obtained for the case fdT = 0.02,1308

J = 20, SNR = 20 dB. It can be seen that the DCD-JSR algorithm has significantly lower1309

computational complexity than the DSAMP algorithm. The DCD-JSR algorithm, when1310

Nb = 2, has slightly higher computational complexity than the DCD-JSR algorithm with1311

Nb = 1, while the increase in the number of basis functions provides a significantly better1312

MSE performance.1313
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Fig. 4.13 (a) MSE performance against the number of non-zero virtual angles; (b) Probability
of perfect support estimation against the number of non-zero virtual angles. fdT = 0.05,
J = 40, SNR = 10 dB.
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Fig. 4.14 Computational complexity of the modified DCD-JSR algorithm and the DSAMP
algorithm; fdT = 0.02, J = 20, SNR = 20 dB.

4.6 Conclusion1314

In this chapter, by combining the BEM approach and the DCD-JSR algorithm, an efficient1315

algorithm for estimation of the fast time-varying channels in virtual angular domain for1316

massive MIMO systems is proposed. Simulation results have shown that compared to the1317

previously proposed algorithms for channel estimation in virtual angular domain designed1318

for time-invariant channels, the proposed DCD-JSR algorithm could provide significantly1319

better MSE performance in time-varying channels.1320

Employing basis functions for channel estimation can provide better channel estimation1321

performance for following reasons:1322

Firstly, basis functions can be chosen to capture the characteristics of the channel,1323

including its time-varying effects due to the Doppler effect. This can lead to a more accurate1324

representation of the channel and can improve the quality of the channel estimate.1325

Secondly, basis functions can be used to represent the channel as a linear combination of1326

coefficients, which can be estimated using linear methods such as least squares or maximum1327

likelihood estimation. This can be advantages in the presence of the Doppler effect because1328

it can reduce the computational complexity.1329



98Estimation of time-varying channels in virtual angular domain for massive MIMO systems

Thirdly, basis functions can be adapted to match the statistics of the channel, which is1330

important for accurately representing the channel variation over time. This can be achieved1331

by adjusting the order of the basis functions or by using a weighted combination of different1332

orders of basis functions. This can improve the accuracy of the channel estimate and can1333

lead to better performance in terms of signal quality and system throughput.1334

Finally, by using basis functions that are well-suited for modeling time-varying signals,1335

such as Legendre polynomials, it is possible to capture the rapid variations due to the Doppler1336

effect and improve the accuracy of the channel estimate.1337



Chapter 51338

Conclusion and Future work1339

With the rapid development of wireless communication technology, based on the MIMO-1340

OFDM technology of 4G wireless communication system, massive MIMO technology has1341

gradually become one of the most valuable enabling technologies in 5G communication1342

system. The main principle of this technology is that by deploying a large-scale antenna array1343

at the base station, combined with spatial multiplexing and beamforming technology, it can1344

provide high-performance communication services for many user terminals in the cell on the1345

same time-frequency resources. This technology can significantly improve the capacity and1346

reliability of wireless communication systems. However, the performance of this technology1347

is related to the performance of channel estimation in communication systems, so channel1348

estimation is one of the core technologies of wireless communication systems. This work1349

takes the massive MIMO system in a complex environment as the research background,1350

uses compressive sensing and other methods, discusses and studies in the field of sparse1351

channel estimation, and has achieved some scientific research results with certain value and1352

application prospects. The main content and research results of this thesis are as follows:1353

1. A CS channel estimation algorithm for massive MIMO systems with Orthogonal1354

Frequency Division Multiplexing (OFDM) is proposed. By exploiting the spatially common1355

sparsity in the virtual angular domain of the massive MIMO channels, a dichotomous-1356

coordinate-decent-joint-sparse-recovery (DCD-JSR) algorithm is proposed. More specifi-1357

cally, by considering the channel is static over several OFDM symbols and exhibits common1358
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sparsity in the virtual angular domain, the DCD-JSR algorithm can jointly estimate multiple1359

sparse channels with low computational complexity. The simulation results have shown that,1360

compared to existing channel estimation algorithms such as the distributed-sparsity-adaptive-1361

matching-pursuit (DSAMP) algorithm, the proposed DCD-JSR algorithm has significantly1362

lower computational complexity and better performance.1363

2. These results have been extended to the case of multipath channels with time-varying1364

parameters. This has been achieved by employing the basis expansion model to approximate1365

the time variation of the channel, thus the modified DCD-JSR algorithm can estimate the1366

channel in a massive MIMO OFDM system operating over frequency selective and highly1367

mobile wireless channels. Simulation results have shown that, compared to the DCD-JSR1368

algorithm designed for time-invariant channels, the modified DCD-JSR algorithm provides1369

significantly better estimation performance in fast time-varying channels.1370

However, with the in-depth research work, the following problems need to be further1371

improved and solved in future exploration and research:1372

1. Since in practical scenarios, user’s mobility might not be static, which would cause1373

the variation of the Doppler frequency, thus the normalized Doppler frequency fdT would1374

change with time, the channel estimation techniques proposed in this thesis might not be1375

accurate, since they were designed for the static Doppler frequency. Therefore, it is necessary1376

to propose channel estimation algorithms that can deal with the varying Doppler frequency.1377

2. In this work, we focus on estimating the channel with specified number of OFDM1378

symbols, however, when the channel sparsity is far smaller than the number of OFDM1379

symbols (which is the length of the measurement matrix), we do not need to employ such1380

large number of OFDM symbols to send pilot symbols. Therefore, to improve the estimation1381

and transmission efficiency, it is of great value to propose such channel estimation that can1382

adaptively change the number of employed pilot symbols for channel estimation.1383
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3D Three dimensions1385

4G 4th Generation mobile communication system1386

5G 5th Generation mobile communication system1387

AOMP Adaptive Orthogonal Matching Pursuit1388

As-SAMP Adaptive Step Size Sparsity Adaptive Matching Pursuit1389

BEM Basis Expansion Method1390

BS Base Station1391

Block StOMP Block Stagewise Orthogonal Matching Pursuit1392

CSI Channel State Information1393

CS Compressive Sensing1394

CoSAMP Compressive Sampling Matching Pursuit1395

D2D Device to Device1396

DCD Dichotomous Coordinate Decent1397

DFT Discrete Fourier Transform1398

DSAMP Distributed Sparsity Adaptive Matching Pursuit1399
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FDD Frequency Division Duplex1400

FD Full Duplex1401

FFT Fast Fourier Transform1402

IFFT Inverse Fast Fourier Transform1403

JSR Joint Sparse Recovery1404

LS Least Squares1405

LTE Long Term Evolution1406

MIMO Multiple Input Multiple Output1407

MMSE Minimum Mean Square Error1408

MSE Mean Square Error1409

NOMA Non-Orthogonal Multiple Access1410

OFDM Orthogonal Frequency Division Multiplexing1411

OMP Orthogonal Matching Pursuit1412

RIP Restricted Isometry Pmperty1413

RLS Recursive Least Squares1414

SAMP Sparsity Adaptive Matching Pursuit1415

SMV Single Measurement Vector1416

SNR Signal to Noise Ratio1417

SOS Sum-Of-Sinusoid1418

SP Sampling Pursuit1419
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TDD Time Division Duplex1420

VBCS Variational Bayesian compressive sensing1421

VL Visible Light1422
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