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#### Abstract

Small indoor Autonomous Vehicles have revolutionized the operation of pick-pack-and-ship warehouses. The challenges for path planning and cooperation in this domain stem from uncontrolled environments including workspaces shared with humans and human-operated vehicles. Solutions are needed which scale up to the largest existing sites with thousands of vehicles and beyond. These challenges might be familiar to anyone modelling road traffic control with the introduction of Autonomous Vehicles, but key differences in the level of decision autonomy lead to different approaches to conflict-resolution. This thesis proposes a decomposition of sitewide conflict-free motion planning into individual shortest paths though a roadmap representing the free space across the site, zone-based speed optimization to resolve conflicts in the vicinity of one intersection and individual path optimization for local obstacles.

In numerical tests the individual path optimization based on clothoid basis functions created paths traversable by different vehicle configurations (steering rate limit, lateral acceleration limit and wheelbase) only by choosing an appropriate maximum longitudinal speed. Using two clothoid segments per convex region was sufficient to reach any goal, and the problem could be solved reliably and quickly with sequential quadratic programming due to the approximate graph method used to determine a good sequence of obstacle-free regions to the local goal.

A design for zone-based intersection management, obtained by minimizing a linear objective subject to quadratic constraints was refined by the addition of a messaging interface compatible with the path adaptations based on clothoids. A new approximation of the differential constraints was evaluated in a multi-agent simulation of an elementary intersection layout. The proposed FIFO ordering heuristic converted the problem into a linear program. Interior point methods either found a solution quickly or showed that the problem was infeasible, unlike a quadratic constraint formulation with ordering flexibility. Subsequent tests on more complex multi-lane intersection geometries showed the quadratic constraint formulation converged to significantly better solutions than FIFO at the cost of longer and unpredictable search time. Both effects were magnified as the number of vehicles


increased.
To properly address site-wide conflict-free motion planning, it is essential that the local solutions are compatible with each other at the zone boundaries. The intersection management design was refined with new boundary constraints to ensure compatibility and smooth transitions without the need for a backup system. In numerical tests it was found that the additional boundary constraints were sufficient to ensure smooth transitions on an idealized map including two intersections.
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## Glossary

| Convex Shape | A straight line between any two points within the shape remains entirely within the shape. |
| :---: | :---: |
| Convex Problem | The objective and the constraints both have a convex shape. |
| Elementary Intersection | Formed where two perpendicular unidirectional straight lanes meet. |
| Adaptive Planning | Path or trajectory generation from on-board range sensors. |
| Waypoint | A point in 2D space. |
| Path | A sequence of waypoints. |
| Trajectory | A path where each waypoint is labelled with a particular time. |
| Intra-logistics | The movement of goods within distribution warehouses. Here, homogeneous stock lines are combined and transported into heterogeneous customer boxes for delivery. Each customer order may be stored in a Warehouse Management Database, and new online orders may arrive at any time during operation. |
| State Space | The space with one dimension for each degree of freedom of the robot control point e.g [x,y,heading] for a ground vehicle. |
| Configuration Space | The same dimension as State Space with obstacles boundaries expanded by the dimension of the robot. |
| Holonomic Vehicle | Able to actuate in any dimension of state space independently. |
| Non-holonomic Vehicle | Actuators are arranged such that state space dimensions are coupled by differential constraints e.g. only able to move forwards or reverse at a given heading. |
| Complete algorithm | Guaranteed to find a solution if one exists or report failure if there is no solution. |
| Resolution complete | A sampling based algorithm that guarantees a solution will be found if one exists at the sampling resolution. |
| Asymptotically complete | A random-sampling based algorithm, that guarantees a solution will be found if one exists as the number of samples tends to infinity. |


| Optimal algorithm | Guarantees that the solution will minimize some objective function at least in a region of attraction. |
| :---: | :---: |
| Globally optimal algorithm | Guarantees that the solution will minimize some objective function over the entire parameter space. |
| Differential Constraints | Constraints on the time derivative of the configuration variables e.g. those arising from the kinematics or dynamics of a robot. |
| Potential Field Method | A planning approach where actions are scored with a smooth artificial potential function which is minimized at the goal. |
| Vector Force Field | A particular artificial potential function which attributes an attractive force to the goal and repulsive forces to the obstacles. |
| Decoupled Method | Decomposes a large problem into sub-problems with minimal coupling which can be solved in isolation. |
| Decentralized Method | Decomposes a large problem into sub-problems that are solved by different agents. |
| Centralized Method | A single agent solves the entire problem. |
| Roadmap | Nodes represent point locations. An edge is inserted where one location is reachable from another. |
| Probabilistic Roadmap | Nodes are random samples from a distribution. |
| Topology Graph | Nodes represent bounded regions. An edge is inserted where one region is reachable from another. |
| Search Tree | Data structure for graph search where nodes are labelled open until they have been checked. Open nodes connected by an edge to a closed node are referred to as child nodes. |
| Branching Factor | The number of children at each node in a search tree. |
| Topological Blindness | Failure to search discontinuous deformations such as passing the other side of obstacles. |

Chapter 1

Introduction


Figure 1.1: Material flow in intra-logistics.

Collaborative mobile robots are being adopted widely in distribution centres and factories to increase efficiency and reduce operating costs [7]. Collaborative robots are so named because they are designed to operate in collaboration with human workers. This makes partial adoption possible and reduces the start-up costs with minimal modification to infrastructure. They are most beneficial to e-commerce pick-pack-and-ship warehouses where current pick density is low [8]. In this situation, adding a number of automated trolley robots to ferry items back to the packing station can reduce the time pickers spend walking backwards and forwards, freeing them up to pick more items.

The physical form of robots intended for horizontal movement of items from stock shelves to customer order boxes varies depending on the storage layout and the level of collaboration with humans. The main systems involve an array of inventory pods (containing items), some robotic drive units and a number of workstations [7]. With a minimal level of human input are Automated Vehicle Storage and Retrieval (AVS/R) systems. Here the pods are stacked vertically. In some cases the drive units move on rails above the stacks like the system from Ocado Robotics [9], which operates with no humans in the building. Other systems arrange the pods on pallets which can be retrieved by human or robotic fork-lift type vehicles. Robotic Mobile Fulfilment (RMF) such as the Kiva system (now Amazon Robotics [10]) involves more collaboration with humans and has been widely adopted. Here the pods take the form of movable shelves


Figure 1.2: Collaborative mobile robots at the LightningPick (TM) stand at ProMAT material handling trade show Chicago 2017. Photograph taken by Edward Lambert.
with space for the drive units to travel beneath them [11]. Drive units which can operate alongside humans may need less sophisticated manipulators. Pick-support AGVs consist of a wheeled platform which either tow standard roll cages or have an integral item tray which is unloaded manually by human pickers. The workspace is locally flat and contains some permanent and some temporary obstacles. This has led to vehicles with differential drive configuration which can fit in the same width aisles as human pickers like the Guidance Automation 'AMRcore' [12][13]. These vehicles somewhat resemble a shopping trolley, having solid tyres and a basket on top. Two robots of this type circling a lit column at a trade show are shown in Figure 1.2. Single traction wheel designs which fit into the same footprint as a 'pump truck' or small fork lift truck for moving pallets have been reported in the literature [14]. From the perspective of control design for the powered base, either configuration is like a small electric car with simplified steering and suspension. As they primarily move forwards or backwards they approximate the well known single-track model for Ackermann steering [15].

Motion control of the drive units in an RMF system is sometimes referred to as Fleet Control [16]. The main components of this problem are shown in Figure 1.3. Execution of motion control activities is split between a fixed server and the embedded controllers


Figure 1.3: Overarching activity diagram.
on the drive units or AGVs. The server holds a list of the jobs to be completed and a roadmap representation of the connections between job locations. It receives frequent position estimates from each AGV by a wireless radio link, allowing it to send appropriate reference behaviours, such as assigning a nearby job. At a minimum, each job in the job list would contain movement instructions for the mobile base. Motion can be extracted from a more complex item fetch job using a database of stock locations. The fleet operator is likely to desire the most items transported in a set time, given a fixed amount of floor space. This leads to a key objective of maximum throughput for the whole site or equivalently minimum makespan [17]. The objective and many of the subtasks in Figure 1.3 are common to the Vehicle Routing Problem with Time Windows faced by operators of road vehicle fleets [18]. They too have a fixed number of drive units to complete a list of movement tasks in a known environment which can be encoded as a roadmap graph. They must assign every available drive unit to a job, schedule the remaining jobs for completion in a sensible way and find a route through the roadmap for each drive unit.

A key difference between fleet control for road traffic and the intra-logistics domain lies in the approach to conflict-resolution. The AGV literature has historically been more concerned with the prevention of collisions and deadlocks [19]. Right from the start, sensors were added to each vehicle to prevent collisions. Limited on-board com-
putation meant that routing instructions were interpreted literally by feedback control. Even if the sensors were good enough to prevent a head-on collision, a deadlock would result as neither vehicle could proceed on its original path. To avoid this situation without affecting path layouts, additional constraints to ensure conflict-free motion were included in the centralized solution. Despite the improved capabilities of modern AMR, the 'Conflict-Free' variant of the Vehicle Routing Problem is still solved [20]. The extra constraints are still included and scale poorly with an increasing number of vehicles. For this reason low resolution approximations to the constraints are often accepted and still provide an upper limit on system size. In the road traffic domain conflict resolution is rarely considered for two reasons. One, the road network and highway code have been carefully designed and tweaked over many years to make sure conflicting traffic can be seen and priority is rule-based as in roundabouts or controlled by traffic lights. Two, because the level of autonomy of the 'drive units' is extremely high. Until fairly recently, the entire routing task was handled by individual drivers following signs or paper maps. Detailed fleet control for Connected and Autonomous Road Vehicles (CARVs) is not held back by conflict constraints. Other vehicles can be efficiently represented as 'congestion' or a reduction in link speed and solutions found for networks at city scale with thousands of taxis [21].

Armed with this analogy between fleet control solutions for taxi cabs on the road and fleet control in RMF systems, this research thesis will propose methods to adapt the best techniques for cross application and model their performance compared to the state of the art in the AGV domain.

The objectives of this thesis are:

- O1: Avoid static obstacles using parametrized alternative paths.
- O2: Resolve motion conflicts between communicating AGVs with independent schedules and routes which occur at isolated intersections.
- O3: Resolve motion conflicts between communicating AGVs across an entire site with multiple nearby intersections.

Chapter 2 reviews literature in relevant domains and specifies research gaps to be filled by the subsequent chapters. Chapter 3 presents a new approach to reactive planning for vehicles based on clothoid basis functions to address Objective O1. Chapter 4.1 proposes a method for autonomous intersection management with a messaging
interface suitable for an isolated elementary intersection towards Objective O2. Chapter 5 goes on to test this approach on an intersection with multiple lanes to evaluate the approach to Objective O2. Chapter 6 examines the motion of vehicles on a layout with two nearby intersection managers and proposes a refinement of the messaging interface with new constraints to address Objective O3.

# Chapter 2 

Combined Literature Review

The literature covered in this chapter addresses different aspects of automated vehicle motion planning, and the models and control approaches which have been studied in different domains. Prior works have addressed off-highway mobile robots for material handling in smart factories and intra-logistics. Mobile robots in use today can be categorized into two types. They are known as Autonomous Mobile Robots (AMR) if they maintain an individual representation of the environment in which they have the authority to plan their own motion. Automated Guided Vehicles (AGV), on the other hand use feedback control to execute plans generated by a supervisory system. AGV are used for well-separated tasks in tightly controlled environments [20], but AMR are opening the door to collaborative multi-robot systems which can be reconfigured rapidly as explained in Chapter 1. A number of papers address air traffic control for collections of Unmanned Aerial Vehicles such as quadrotors [22]. Many works also address Connected Autonomous Road Vehicles (CARVs) intended for public highways and traffic signal controls directing the actions of human drivers through road intersections.


Figure 2.1: Logical flow of hierarchical planning

Planning architectures of automated vehicles across these application areas may be
divided into three broad categories: Hierarchical, interactive behaviour aware, and end-to-end machine learning [23]. The hierarchical approach divides the overall problem into the logical blocks shown in Figure 2.1.

End-to-end machine learning would replace the discrete functional blocks in Figure 2.1 including perception, behaviour choice, motion planning and feedback control with multiple layers of Artificial Neural Network (ANN), to create a single block connecting Sensors to Actuators. This approach offers the tantalizing prospect of novel planning strategies inferred from past data, which to not need to be explicitly designed, and can adapt and improve as they acquire more data through experience [24]. In [25] the problem of acquiring rich enough training data to control rare/dangerous situations such as veering off the road is mitigated by perspective distortion of images from real driving.

Interactive behaviour aware planning is less extreme and closer to practical application by using machine learning only to replace certain blocks such as elements of perception or behaviour choice. Driving behaviours such as overtaking and tailgating have been generated using the Q-learning algorithm in a simulation environment [26]. The effectiveness of partial ANN integration has been shown in a service robot completing tasks in an office building [27]. The combined approach is more robust to model failure than pure hierarchical control but is less prone to finding extremely costly solutions in time. Certain high speed domains such as road traffic have a high risk of harm and require strong software validation in order to meet regulations [28]. It is difficult to validate an ANN planning approach to the same standard, especially if it is constantly adapting and learning from new data, although continuous integration and virtual testing can help with this.

Hierarchical planning continues to be useful to describe and understand planning approaches. It also underpins research across all domains, not least material handling AGV [29]. Even with strictly hierarchical approaches there is a fundamental connection between the representation of the environment and the complexity of plans which can be made within it. A two-dimensional polygonal obstacles can represent a range of environments [30]. The actual sensors involved may include cameras, LiDAR, radar or GPS [31].

A hierarchical structure is used to organise the rest of this review. Particular attention is paid to the motion planning block as this contains the main parallels


Figure 2.2: Scope of Literature Review.
identified in Chapter 1. Literature concerning motion planning can be divided into four sections, corresponding to one of the in-scope items shown in Figure 2.2.

The items specifically listed as out-of-scope are closely related to the topic of path planning optimization but are outside the direct contributions of this thesis. The presented algorithms could be combined with existing methods for task scheduling and global routing to create an entire fleet control system.

The (Global) Routing problem is excluded in terms of scale as the search for paths around static obstacles over the entire workspace. A number of the methods reviewed in Section 2.1 could be used e.g. probabilistic roadmap. In the road traffic domain this task is carried out by each agent independently. Other agents are only considered in aggregate as an increase in link traversal time if traffic guidance is used e.g. by a satellite navigation device.

The (Task) Scheduling problem concerns the assignment of tasks to agents, and the order in which they are undertaken. This problem has attracted a great deal or research interest in cases where a single decision maker has authority over a number of vehicles. For AGVs the authority is clear and scheduling is often solved in conjunction with routing in the methods reviewed in Section 2.3.

Section 2.1 Single Robot Path Planning looks at advanced techniques for motion planning of individual robots, starting wide and going into more detail about paths and obstacle avoidance in Section 2.2.

Next, Section 2.3 Multi-Robot Motion Planning discusses existing modelling approaches and research into control systems for fleets of identical mobile robots. Some of the ways the problem has been broken down are examined including the two-level
logical decomposition used to divide the next two sections.
Rounding out the domains of interest is Section 2.4 Intersection Traffic Control, which looks at traffic control for multiple agents in a certain location, such as an intersection. General principles common to human operated vehicles are introduced and more detail is given on Automated Intersection Management approaches, which are typically intended for CARVs.

### 2.1 Single Robot Motion Planning

Geometric path planning or the piano mover's problem consists of finding a sequence of configurations between an origin and a destination within a field of obstacles for a single robot. The problem as defined in Figure 2.3 is known to be PSPACE hard, that is to require at least a polynomial amount of memory to solve [32]. It has been a topic of active research in robotics and animation for the last several decades and many practical solutions have been developed, especially for the case of a two dimensional workspace with polynomial obstacles [31].

Given:

1. A workspace $\mathbf{W}$ is either in $R^{2}$ or $R^{3}$
2. An obstacle region $\mathbf{O}$
3. A robot defined in $\mathbf{W}$ consisting of one or more rigid bodies
4. A configuration space $\mathbf{C}$ comprising $\mathbf{C}_{\text {obs }}$ and $\mathbf{C}_{\text {free }}$
5. An initial configuration $q_{I} \in \mathbf{C}_{\text {free }}$
6. A goal configuration $q_{G} \in \mathbf{C}_{\text {free }}$

Compute a continuous path $\tau:[0,1] \rightarrow C_{\text {free }}$ such that $\tau(0)=\mathbf{q I}_{\mathbf{I}}$ and $\tau(1)=\mathbf{q}_{\mathbf{G}}$
Figure 2.3: The piano mover's problem - geometric path planning.

Typically some approximation is made to keep the problem in Figure 2.3 tractable, at the cost of some aspect of global optimality of the solution. Approaches may be divided roughly into Continuous and Sampling Based methods [32]. Solution approaches
are grouped based on their treatment of state space and suitability for world propensity to change in Figure 2.4.

Different approaches have been used historically depending on the extent of the planning domain. Trajectory plans with a large spatial extent typically also cover long time periods so they can be called strategic plans by an analogy with business plans which cover longer time periods. At the other end of the spectrum small scale trajectory plans take place over shorter time periods so they might be called tactical plans.


Figure 2.4: Motion Planning classification based on scale, discretization and suitability for changing environments.

Another fundamental distinction between approaches comes from the way they represent the finite state space in which they search for plans. This leads to the central dividing line in Figure 2.4, dividing continuous representations from those which sample
at some resolution to create a discrete problem.
Within sampling based discrete methods the important temporal distinction between approaches is based on the reuse of a representation of the environment within a particular algorithm. This comes down to the world's propensity to change. If the environment is relatively static then a more efficient search can be performed by excluding configurations which have already been tested at the last iteration. This second branch is specific to discrete sampling based methods, dividing Single Query planners from those which make Multiple Queries on the same representation.

Dealing with the world's propensity to change for continuous methods also leads to a separate family bubble in Figure 2.4. Potential Field approaches such as the classic Vector Force Field [33] are purely reactive, choosing only the first action to explore the objective function as they travel. This leads to light computation and often robustness to environmental change, even without awareness it has changed. Due to this myopia there is a real danger of livelock traps where the same set of actions are executed repeatedly and the goal is never reached. Mathematical Programming methods such as [34] can be more long term as they incorporate an explicit model of the system evolution. This makes them less prone to getting stuck in local minima if the objective function is not convex.

### 2.1.1 Continuous Methods

Mathematical Programming describes a class of numerical procedures which search a parameter space to find the value $\hat{\phi}$ at which the objective function $J(\phi)$ is minimized. Many techniques using this approach are also reviewed in [31]. These techniques have a wide range of applications, for path planning they are especially useful to overcome problems with local minima, or at least identify them before any wasteful actions are taken. Accordingly there are a wide variety of different approaches to the parametric representation of the trajectory between methods. At one end are parametric curves or splines with a certain degree of continuity such as the $\mathrm{O}(3)$ Bezier curves used by [35]. Conversely some methods embed a dynamic model of the vehicle in the objective function such as the linearised single track model in [36]. In [37] the parametric representations are classified as integral or differential form. Timed Elastic Bands Method is an example of differential form, the sequence of predicted positions alone form the parameter vector, and all differential constraints are applied to numerical derivatives
of this vector making it extremely fast to solve with nonlinear least squares, with the constraints joined in to the cost. There is inevitably some trade off between the objective and constraint violation but it can be made tolerably small [38]. Approaches can also be distinguished by their representation of the obstacle constraints. In [30], a polygonal representation is transformed into a collection of possibly overlapping convex empty regions, by introducing integer variables to assign polynomial path pieces to regions. Methods which make use of a reference path can represent obstacles convexly in path relative coordinates as in [39] [40].

Potential field methods exist at the extremely short term end of the motion planning spectrum. Rather than produce a sequence of future states to traverse a region of the obstacle field, only the latest sensor readings are taken into account to decide the next move. They can also be referred to as Attractive/Repulsive Force methods or Vector Force Fields. They are popular for reactive planning as they are simple and effective. Issues with wasted motion searching the space using only immediate information may arise, oscillatory behaviour close to obstacles can be an issue if not filtered out and they are also vulnerable to local minima traps [41]. Differential constraints can be incorporated by searching feasible action space and choosing the action which leads to a state with the lowest potential. Numerous methods have been proposed to address issues with local minima traps such as randomized potential fields but it can still be extremely difficult to design a good potential function [42]. They have been surpassed by optimal methods in applications where sufficient computational power is available. This classical approach to reactive path planning is still attractive for its intuitive problem representation. It has been extended for use in platooning [43] where it improves recovery when the platoon needs to divert to avoid a static obstacle. Obstacle expansion by a convex ghost obstacle and intermediate goal points are useful to keep the platoon together while managing the problems with oscillation and local minima.

### 2.1.2 Sampling Based Methods

Sampling methods for motion planning can be divided into deterministic and randomized sampling. Deterministic sampling methods subdivide state space into a uniform lattice such as a grid or a more exotic structure designed to span the search space effectively. Randomized sampling methods fall into two main categories: Single query like Rapidly Exploring Random Trees (RRTs) and multiple query like Probabilistic

Roadmaps (PRMs).
Multiple query planners seek efficient computation in static environments. This is because it is time consuming to produce a new roadmap but quick to make additional queries on it. Single query planners are more useful when the environment is changing rapidly such as a robot exploring new areas. A search tree can constructed quickly based on the latest samples from obstacle-free space but there is little advantage to making subsequent queries. In theory, as the number of samples tends to infinity, truly random samples will provide unbiased and complete coverage of state space. In this way a PRM or RRT may be 'probabilistically complete' so that as the number of samples tends to infinity the probability of finding a solution if one exists tends to one.

PRMs are an example of a multiple-query sampling based planner. They are probabilistic in the sense they sample randomly from $\mathbf{W}$ to build up a connectivity graph the roadmap. They do not inherently cope with uncertainty in the obstacle field [44]. One important component is the local planner, which is used to generate a path between two nearby configurations. The algorithm proceeds by generating a set of samples at random locations in the obstacle-free space. Each sample is tested by generating a local path (edge candidate) from the nearest configuration in the existing tree, and only adding the sample and the edge to the graph if the local path is obstacle free. Depending on the local planner it is possible to incorporate smooth paths respecting vehicle dynamic limits, but other methods are more appropriate in cases where the obstacle field is dynamic because the simplifying assumption making roadmaps so fast is that of a static environment.

Lattice planners are only distinguished from PRMs by the way samples are drawn from state space to construct the roadmap [32]. Instead of randomly selecting states to test, a lattice is overlaid. States in the lattice are pruned if they are not reachable according to the obstacle map and the local planner in the same way as before.

Sampling from the state space in a regular lattice to create a graph for efficient searching is one of the first practical approaches to path planning for mobile robots because the computational complexity is low enough for real-time operation with extremely limited resources [45]. The simplest lattice would be a regular grid, each connected to its neighbours by straight lines. Each node represents the x-y state of a holonomic robot, able to move in any workspace direction freely. Practical systems like cars or fork lift trucks are non-holonomic and primarily move forwards and backwards
in the direction the wheels are pointing. In other words they are subject to differential constraints.

It is possible to carefully construct a lattice which captures differential constraints as detailed by Pivtoraiko et al [46].The trick is calculating the control inputs required to join a set of vertices which span state space (inverse kinematics) or sampling from the control space in order to generate a set of vertices (forward kinematics). The balance to be struck in the choice of resolution is that higher resolutions lead to a higher branching factor, increasing the memory required to represent a given area, but lower resolutions will give suboptimal paths.

Rapidly Exploring Random Trees are an example of a single query planner introduced by LaValle and Kuffner [47]. Most simply, a tree is constructed by sampling from state space close to an existing node in the tree. A local planner is used to generate a trajectory from the existing node to the new sample avoiding obstacle regions. If an obstacle free trajectory is found, a new node is added at the sample state with an edge from the existing node. Nearby nodes in the tree should also be checked and connected with edges if possible. Differential constraints can be incorporated by the local planner, so that only feasible extensions are considered. This can be done with splines with the desired degree of continuity as in [48].

Starting with the initial position and the goal position, this process is repeated until sufficient coverage of the state space is obtained. When a new sample is reachable from both trees, origin and destination must be connected and a graph method such as Dijkstra can be used to identify the vertices through the graph which make up the shortest path between them. The tree growing phase of the algorithm can be terminated at this point but it may be possible to improve the quality of the solution by adding more reachable states to the connected graph in case a better solution can be found.

A family of refinements to the basic RRT approach have been developed, which provide asymptotically optimal results. They continue to sample from the configuration space after finding an initial path. If enough time is available the globally optimal solution will eventually be found. In practise improvement over time can be very slow. Informed RRT* was developed to increase improvement rate in high dimensional spaces [49]. It is worth noting that 2D vehicle motion is an example of a low-dimensional space in which RRT can find high quality solutions much faster than real time, even with heading and curvature tacked on. The problems of artefacts due to limited sampling
resolution have been mitigated by [50] who used waypoints to bias the search towards certain areas of the environment.

The Dynamic Window Approach is the default local (read Reactive/Tactical ) planner implementation included in Robot Operating System [51]. Introduced in [52] it samples from reachable velocities to account for differential constraints leading to smooth motion around obstacles. It can be classified as a sampling based planner which integrates the vehicle dynamics into the local plans. It could also be classified as a potential field method as one way of selecting the best feasible velocity is based on the virtual potential field that would be reached at the next time step. The dynamic window is an example of searching in the control space, instead of configuration space. It is superseded by optimization approaches which search continuous control space to find feasible motions without sampling and also RRT methods which draw samples from control space rather than configuration space.

### 2.2 Tactical Motion Planning

Tactical motion planning addresses the rapid creation of a new short term plan. This is another way of adapting to latest sensor readings like the simple reactive methods reviewed in Section 2.1.2. To be called a tactical planner, an algorithm should plan a sequence of actions up to a planning horizon rather than just the next time step. One goal of sensor adaptive motion planning is computing the optimal alternative path, given an obstruction which invalidates the reference path. An approach based on precomputed clothoid curves arranged in a graph, centred at the vehicle location is described in [53]. It is important in an industrial environment where reference paths may be hand crafted and preferable to any seemingly convenient adaptive path for reasons of safety and predictability. The only reason to re-plan would be if the reference path is invalid, due to an unexpected obstacle. This problem is unlikely to result in a complex obstacle maze, and it is undesirable for a robot to explore it if it does.

Roadmap planners are still extremely useful at the global scale where local sensor updates are less relevant. One result is the split architecture described by [31] where a roadmap planner is used for strategic planning (planning over a longer time scale like a few minutes, extending from one part of the site to the other) and a different approach is used for tactical planning (creation of a detailed trajectory for the next few seconds). In [54] this approach, using different techniques for the two time-scales is described as
integration planning.
There are other sampling based methods which can also be useful for path adaptation where local sensor updates are important such as Dense Random Trees as described in [55] [47] where the discretization is performed as the search proceeds. Sampling is frequently used to make problems of high dimensionality feasible, but can only offer resolution completeness. This is the guarantee that if a solution exists at the sampling resolution, then it will be found. Sampling from configuration space can result in paths which must be smoothed before they are traversable, so the most relevant techniques are based on sampling from the control space, or using parametrized curves so that every sample is feasible as in [48]. A frequent issue with dense random tree sampling methods is the introduction of artefacts in the solution which are difficult to remove by post-processing. Artefacts may include visiting locations on shortest path at the sampling resolution which could be bypassed at higher resolution.

By contrast, the family of solutions based on numerical optimization which operate directly on the continuous state space offer improved path quality and guarantees. These methods can be divided into parametric formulations which describe the path as some type of curve such as a polynomial [30] and those where the path is represented by a series of time samples which satisfy the differential constraints such as Timed Elastic Bands [34]. Compared to parametric methods, those optimising over a series of samples must search a much greater number of variables and also account for more constraints. This leads to additional computational burden, so they are often limited to a short time horizon and make use of a reference path to linearise obstacle constraints as the tactical planner in [39] which also uses output constraints to turn overtaking into a convex problem. For longer paths suitable for reuse parametric methods may be preferable, provided they are able to represent the dynamic limitations of the AGV.

Path representations which are suitable for the dynamic constraints of car-like vehicles can be based on different types of spline. Splines which are Cartesian can be calculated conveniently but they are only traversable if polynomial terms up to 5th order are included [56]. Polar splines have a smoothly varying curvature at first order and above but they are unable to represent a straight line they must be mixed with other curve types to form a complete path [57]. Other curve types such as Bezier curves exist but one representation which is particularly suited to industrial AGV roadmaps is the clothoid curve or Euler spiral [58]. Using this parametrization, and constraining
peak curvature and sharpness, the resulting path will be feasible for a car-like vehicle at non-zero speed. The importance of sharpness limitation is sometimes overlooked but this is a real physical limit on the motion of a vehicle. This is because the sharpness is proportional to the angular acceleration at a constant traversal speed. Previous work on finding clothoid based paths around obstacles has mostly used spatial discretization to generate a series of points between the origin and destination, followed by curve fitting to find the clothoid segments which best fit to the points. This is a practical solution and variants of it are used by [59] who generates the key-points from a sequence of position samples from a manual drive, and [60] who fits to a series of predefined manoeuvres: u-turn, lane change and so on. As with other sampling based methods, the choice of sample points affects the final solution, leading to suboptimal solutions. This was made clear in [61] where sampling and curve fitting was compared to a direct optimization method.

An early method for creating continuous curvature paths based on clothoids, arcs and straight lines was the CC-Steer algorithm [62]. This local planner could be used to connect samples from configuration space to create a probabilistic road map. A similar algorithm from around the same time from [63] was also able to create CCpaths without using clothoids by considering curvature continuity while approximating a holonomic path with a heuristic exploiting the differential flatness of car pulling trailers. Differential flatness of a dynamical system indicates the prior states can be determined from the current state with no exogenous variables [64]. Fraichard et al [62] showed CC-Steer approximated Reeds-Shepp [3] paths which are provably the shortest for connecting points with heading continuity. Using the maximum sharpness and maximum curvature to produce the shortest path is fundamental to the operation of CC-Steer, but this is not the only important objective. Often it is preferable to minimize the sharpness of turns in order to reduce lateral forces and maintain high speed.

The contribution of Henrie and Wilde [60] was to describe an algorithm to join two configurations with the least maximum curvature and least sharpness to create comfortable paths similar to those a human driver would follow. This used symmetric clothoid pairs to assemble paths with the same structure as [62]. One limitation of this work is that the clothoid pairs are always arranged symmetrically which limits the range of manoeuvres. This was addressed by the bisection method proposed by [59]
which performs a numerical search to find either two or four clothoid segments, which are not required to be symmetrical, only matched so that the curvature at the end is zero. Another contribution of [59] is to test one approach for creating smooth global plans by fitting arcs and lines and clothoids to a series of samples from a GPS trace of a test vehicle driven by remote control. [65] goes into further detail in an Appendix B regarding the reachability of clothoid pairs, but does not examine the geometric limits discussed in Section 3.3.2. The search procedure is fast at finding the parameters which meet the constraints but no algorithm is given for the correct choice of points to interpolate given a set of obstacles.

Recent works searching for paths with limited curvature rate such as [66] who used a superset of clothoids to find the best approximation to a holonomic path with limited curvature and provide a tuning parameter that could be tweaked to avoid obstacles. [67] also approximated holonomic paths but trained a neural network to speed up generation of the initial parameter guess. A double continuous curvature (DCC) path planner is a component in the path tracker described in [68]. The shortest DCC path from the current pose to the global reference path is found every control cycle by NelderMead without considering obstacles. Silva et al [69] found a compact representation of a smooth road centre line consisting of arcs, lines and clothoids. Existing methods e.g.[70], could then be used to join certain key poses depending whether they would track a roundabout or a straight road. This approach is used to create entire sparse roadmaps based on clothoids in [71]. Others such as [72] used a smooth road centre line as a reference to linearise the obstacle constraints and then sequentially minimized maximum curvature and sharpness in addition to deviation from the reference path.

### 2.3 Multi-Robot Motion Planning

Coordinated conflict-free motion of a number of mobile robots in order to complete a material transfer task is important in the operation of fleets of AGV (Autonomous Guided Vehicles) used in flexible manufacturing and automated warehouses [19][73]. A crucial sub-problem is conflict resolution between the AGVs. Frequently motion conflicts are resolved as part of the Conflict-Free Routing Problem in the AGV domain, but not in the road traffic domain as explained in Chapter 1.

Reservation based approaches are a well known approximation for solving conflictfree routing as a centralized problem [74]. The roadmap is divided into discrete seg-
ments larger than the robot and each segment is assigned to at most one robot at a time. Robots must only occupy segments assigned to them to ensure they will not collide with each other. It is shown, in [2], that platooning provides superior throughput to the earlier reservation based systems, and that if a solution exists it is optimal, but not that a solution exists on all roadmaps. More importantly a set of conditions which must hold for a solution to exist, is not given [2]. The consensus algorithm in [75] also shows improved throughput in concert with a scheduling approach, but does not prove convergence.

AGV motion coordination can be posed as a variation of the Multiple Vehicle Routing Problem with the addition of challenging spatio-temporal constraints preventing collisions between each vehicle, as well as the usual timing and capacity constraints [77]. In [78], solutions are classified into centralized, decentralized and decoupled approaches. Each approach may be either optimal or heuristic based on whether or not they find the global minimum of some objective function. These features of the methods reviewed are shown by a check-mark $\checkmark$ in Table 2.1.

Centralized methods which plan all of the vehicles' paths must be supported by effective numerical tools able to solve large combinatorial problems to optimality. Notably [79] found trajectories for aircraft using a linear approximation to the dynamics and obstacle constraints, creating a Mixed Integer Linear Program which could be solved with CPLEX. The contribution of [78] is to describe a new centralized, optimal method which scales well, finding a solution to the nonlinear-program for 10 vehicles in just a few seconds using an interior point method. However, size of the combined state space explodes as more vehicles are included so centralized methods are difficult to scale up to large numbers of vehicles.

Many types of decoupled methods have been developed because breaking the problem down into sub-problems is one way to reduce computation time for practical applications. Early methods of this type were based on timed petri nets [80] and agent based models [81]. Decoupled methods may sacrifice completeness (that a solution is found if one exists) in exchange for reduced average run-time. In [95], this was shown to cause practical difficulties in the spot-welding task studied. Spot welding requires close formation control of six vehicles, and the decoupled method frequently failed to find a solution. In [82], decoupled planning (incomplete) is compared with a new multi-phase heuristic, which is complete, for 50 robots on a tunnel map and 150 on an outdoor map.

| Method | Optimal | Heuristic | Centralized | Decoupled | Roadmap | Adaptive | Complete |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| [74] |  | $\checkmark$ local | $\checkmark$ |  |  |  |  |
| [2] | $\checkmark$ local |  | $\checkmark$ | $\checkmark$ | $\checkmark$ |  |  |
| [75] |  | $\checkmark$ | $\checkmark$ |  | $\checkmark$ |  |  |
| [76] |  | $\checkmark$ |  | $\checkmark$ |  | $\checkmark$ | $\checkmark$ |
| [77] | $\checkmark$ |  | $\checkmark$ |  |  |  |  |
| [78] | $\checkmark$ |  | $\checkmark$ |  | $\checkmark$ |  | $\checkmark$ |
| [79] | $\checkmark$ local |  | $\checkmark$ |  |  | $\checkmark$ | $\checkmark$ |
| [80] |  | $\checkmark$ | $\checkmark$ |  | $\checkmark$ |  | $\checkmark$ |
| [81] |  | $\checkmark$ | $\checkmark$ |  | $\checkmark$ |  |  |
| [82] |  | $\checkmark$ | $\checkmark$ |  | lattice |  | $\checkmark$ |
| [83] | $\checkmark$ |  | $\checkmark$ |  | lattice |  |  |
| [84] | $\checkmark$ |  | $\checkmark$ |  | lattice |  |  |
| [85] |  | $\checkmark$ | $\checkmark$ |  | lattice | $\checkmark$ | $\checkmark$ |
| [86] |  | $\checkmark$ | $\checkmark$ |  | $\checkmark$ | $\checkmark$ |  |
| [87] | $\checkmark$ local |  |  | $\checkmark$ | $\checkmark$ | $\checkmark$ |  |
| [88] | $\checkmark$ |  | $\checkmark$ |  | $\checkmark$ |  | $\checkmark$ |
| [89] |  | $\checkmark$ | $\checkmark$ | $\checkmark$ |  | $\checkmark$ | $\checkmark$ |
| [90] | $\checkmark$ local |  | $\checkmark$ |  | $\checkmark$ |  | $\checkmark$ |
| [91] |  | $\checkmark$ local |  | $\checkmark$ | $\checkmark$ |  | $\checkmark$ |
| [92] | $\checkmark$ local |  | $\checkmark$ |  | $\checkmark$ |  | $\checkmark$ |
| [93] |  | $\checkmark$ |  | $\checkmark$ | $\checkmark$ |  |  |
| [94] | $\checkmark$ |  | $\checkmark$ |  | $\checkmark$ |  | $\checkmark$ |

Table 2.1: Table comparing features of multi-robot co-ordination algorithms reviewed. The label 'local' with the $\checkmark$ in the optimality column refers to the solution being local to an intersection.

Decoupled planning was consistently faster in execution and produced shorter paths for lower vehicle density however it failed to find any valid paths at all for high vehicle density ( 25 or more robots in tunnels and 75 or more outdoors). The multi-phase heuristic, being complete, found a solution in every test case.

More recently, [83] addressed the lack of optimality in decoupled methods operating on graphs. Optimal conflict-free motion is posed as a large Integer Linear Program. Resolution complete general purpose algorithms are used to solve it for 150 robots in just over 10 seconds demonstrating the tractability of integer methods if they can be linearised. The lattice/graph construction has recently been developed further to ensure kinematic constraints are met and improve coverage of state space around obstacles [84]. In [77], the combined problem of DCFVRP (Dispatch and Conflict-Free Vehicle Routing Problem) for flexible manufacturing is formulated as an integer program and two different decoupled algorithms are presented to solve it: local search and random search. Neither of the proposed algorithms is complete but local search found more valid solutions in the 10 random examples tested, all involving three vehicles.

Decentralized control is another option to decompose large scale problems which take too long to solve centrally [96]. Although limiting the information available to each decision maker can make reasoning about collective behaviour more difficult, various attempts to decentralize conflict-free routing have been made. In the field of conflict free routing for mobile robots, [85] presents a solution which generates a graph representation of the free space - effectively a roadmap - with the property of 'collisionavoidability.' This means that every node on the critical path must be at most one move away from a node that does not obstruct the critical path. The critical path is defined as the union of all the shortest paths between pick/drop locations in the roadmap. During decentralized planning, AGVs attempt to reserve 'private zones' consisting of the node on the critical path along with all adjacent collision avoidance nodes. Each AGV has an identical roadmap, plans the shortest path to its own goal and negotiates with those nearby based on a numeric priority to reserve the nodes in its own path. An AGV requests those in its path move to their collision avoidance node, and those with a lower priority will do so. Proof is given of correctness, that deadlocks are avoided, but throughput is sub-optimal with low priority vehicles frequently forced to stop and wait.

An alternative decentralized solution, based on a roadmap with two levels of detail is
summarized in [86]. Conflict-free routing primarily takes place at the intersection-local level, based on prioritized roadmap reservation with local negotiation to guarantee correctness [87]. In [2], the speed of the approaching AGV is optimized at each intersection in a similar way to centralized intersection platooning. The result is higher throughput as time consuming negotiation is avoided in most cases. At the site-wide higher level congestion effects are represented by link performance functions. Intersections have a generalized cost which increases exponentially up to a fixed capacity which is identified by parameter tuning, An optimal task scheduling approach based on the Hungarian Algorithm is used to solve the full DCFVRP in [97].

Traffic delays are a type of emergent behaviour and modelling is challenging even in a completely automated system. This is the contribution of [89] which introduces the PRT (Probabilistic Reservation Table) to summarize the plans of robots including uncertainty so it can be in task scheduling. This approach is compared with a reservation based centralized planner as a baseline, in a simulation with 5 robots using a low level motion controller from ROS (Robot Operating System) which often fails at when two robots plan interfering paths. Congestion aware planning leads to fewer failures of the low level controller than independent planning but more than centralized planning. A more convincing comparison would be with a congestion aware planner using a deterministic congestion model instead of the PRT, but this is not reported.

Intersection control, based on platooning, is a concept developed for the operation of anticipated CARVs (Connected and Autonomous Road Vehicles). A recent review of approaches for intersection and merging coordination is given in [90]. Centralized optimization approaches improve on early ideas like First-Come-First-Served spatial reservation from [91] by minimizing fuel consumption, but the rapid increase in state space with larger numbers of vehicles is a challenge for large scale adoption. The communication channel connecting every vehicle with the central controller introduces a single point of failure, the reliability effect of which is difficult to evaluate in existing simulations. Moreover there are few CARVs available making a practical experiment unfeasible in most cases. Attempting to address these limitations are decentralized methods such as fuzzy-logic, virtual vehicle platooning and invariant set approaches. Notably the conditions for solutions to exist which minimize energy consumption are given in [92]. A feasibility enforcement zone precedes the conflict zone. If the vehicles enter the conflict zone in a feasible condition then the optimal control can be used. If
the speed and arrival time are not feasible then a suboptimal safe control must be used instead.

Recently [75] described an approach to the DCFVRP for flexible manufacturing based on dynamic platooning with vehicle-to-everything messaging and consensus speed control, resulting in a decentralized heuristic solution with some additional rules to ensure correct behaviour and avoid deadlocks by adding a reservation protocol for some parts of the roadmap. This was combined with feedback from the queue length at different workstations in a traffic management heuristic. Simulation results show an impressive improvement compared to the first-come-first-served scheduling approach meant to represent industry standard practice.

A promising approach for intersection control applied to AGV is given in [2]. As only the speeds are modified not the paths, the argument is that everyone must reach their destination eventually, proving liveness as speeds are always greater than zero. However, a backup system based on negotiation is still required because the problem is non-convex suggesting a feasible solution may not be found in time for certain roadmap and traffic combinations. The consensus based platooning method for local collision avoidance used in [75] is unusual in the AGV domain. That work makes no claims about completeness, but does consider the trivial consensus where all vehicles stop in a deadlock. In [93], a system for conflict avoidance based on time headway is shown to significantly reduce intersection crossing time and allow more vehicles to operate in the same floor-space compared to a traditional reservation based strategy. Of these different approaches to platooning for AGV coordination, the quadratic constraints of [2] are the closest to achieving the certainty required to build a distributed coordination scheme.

### 2.4 Automated Intersection Management

Autonomous Intersection Management (AIM) for near future Connected and Autonomous Road Vehicles (CARVs) offers an alternative vision for multi-vehicle collision avoidance, possibly suitable for recent AMR with a high level of autonomy. A recent review is given by Zhong et al [98]. Car-following conflicts are sometimes explicitly excluded such as [99]. Here, CARVs are assumed to maintain a safe headway using their own sensors, perhaps in a similar way to the Adaptive Cruise Control assistance feature available in many production vehicles. This assumption may be prove correct for CARVs on future
public roads, but is an important issue for state-of-the-art AMR, where the impact of interactions between vehicles in the same lane must be considered to ensure safe motion across an intersection. For example, even a smart AMR able to overtake may reach precomputed conflict points at a different time, or conflict with different opposing paths. In some cases overtaking will be impossible due to opposing traffic or vary narrow aisles, so it is a constraint on the AIM problem which needs to be taken into account.

Zhong et al [98] includes a summary table of AIM approaches, which indicates that little attention has been given to the corridor coordination layer. This is the co-ordination of motion on lanes linking one intersection management zone and the next. In many cases, intersection management zones are assumed to be so far apart interaction effects can be neglected. One of the few works addressing interactions between intersection zones is [100] which uses a 3-layer hierarchy where the manager of each intersection sends the average traffic density to its neighbours and chooses speeds within its zone of influence to minimize deviation from average road velocity, subject to the constraint that conflicts are avoided in the single zone spanning the intersection.

Studies on the theoretical capacity of signalized intersections and roundabouts with an equivalent footprint indicate that in most cases, if there are few approach lanes small roundabouts will tend to have higher capacity. If there are many approach lanes signals tend to be more effective, unless the traffic on different approaches is extremely unequal [101]. A systematic procedure computing the conflict points in an intersection is given in [102]. Roundabouts tend to have a large number of merging and diverging conflicts, but fewer or none of the crossing and head-on conflicts which lead to the most serious collisions due to high relative speeds.

Intersection control often addresses crossing conflicts by separating vehicles in time, while they all take the shortest path straight through the intersection in the same way as if it were signal controlled. There are a wide range of optimal and heuristic approaches to solve for the speed profile, both decentralized and centralized, a good review is given in [90]. Many studies have looked at how to incorporate a proportion of human controlled vehicles which are not able to communicate their intention. One way of doing this is using traffic signals which only apply to human drivers [103]. The downside is that the nature of the intersection must remain similar to a traffic-light controlled one if non-communicating participants are going to be controlled by lights.

A number of studies have extended intersection coordination of Connected and Autonomous Road Vehicles (CARVs) to resolve the type of merging of diverging conflicts which occur at roundabouts. These are reviewed in [90]. A centralized solution with an intersection manager minimizing delay and energy consumption is described in [104]. This shows that a high proportion of vehicles need to be communicating for significant benefits to be realized.

A decentralized approach based on intent communication by way of virtual vehicles, can also be applied to roundabouts. In [105], reactive heuristics are shown to lead to poor performance compared to a model predictive control approach. The virtual vehicle concept allows common lane based heuristics such as car following to be extended to resolve conflicts in [106]. Another work investigating virtual lanes is [107]. Here a conflict graph is used to assign approaching vehicles to appropriate virtual lanes and a distributed controller is presented to stabilize the platoon.

Another approach presented in [108] is a decentralized solution to the global problem of minimizing the delay. The communication-enabled consensus based ordering heuristic is based on the concept of temporal advantage. One agent has temporal advantage over another if it is able leave its last conflict zone earlier, according to the motion plan they all submit on approach. The feasibility and stability of the multiagent system when all vehicles were using the same strategy were proved theoretically. Collision constraints are based on conflict zones rather than conflict points as in [109]. The location of the conflict zones is fixed by the fixed paths between the entry and exit lanes of the junction. The space inefficiency of the zone representation for multiple lanes is addressed by using multiple zones, one for each pair of lanes. The ordering problem is resolved in a decentralized way based on game theory and the game 'Chicken.' Each agent computes the time it will arrive at a decision point approach an edge over the mixed integer optimization used in [109], in terms of how many vehicles they can control before running into execution time limits. It is a little surprising that the game would always produce the optimal ordering given the motion model used by each AGV. The consensus mechanism will be important here. Questions remain about the possibility of AGVs disagreeing about the order they calculate from the communicated position and speed data.

A similar method which solves the ordering problem sequentially, followed by individual optimization of the approach speed along fixed paths is described in [110]. This
method claims only local (per-vehicle) optimality for the speed choice sub problem, and makes it clear the crossing order at convergence will be suboptimal, and depends strongly on the decision order. The sub problem is posed as a Linear Quadratic Regulator, commonly seen in optimal control problems. In general terms, those early in the decision order will deviate from the plans less. This is more of a problem when vehicles are not uniform, as to reduce energy consumption a late arriving lorry should deviate as little as possible. A heuristic is given for the decision order based on the time to conflict arrival.

The use of optimal control in [110] is shared with many earlier works regarding coordination of Unmanned Aerial Vehicles, many of which relax the assumption of static paths. In this way [111] addressed the full multi-vehicle motion planning problem for small numbers of aircraft with simple dynamics. The craft were assumed to be differentially flat: that is, able to actuate in any of the workspace degrees of freedom independently, like a quadrotor. They were represented using bounding rectangles, leading to a slightly conservative mixed integer problem. The integer variables are used to choose which constraints are active. This might seem excessive when representing static obstacles, however when the constraints arise from other moving vehicles, the integer variables are a natural way to represent the passing-order problem. The scaling to larger numbers of vehicles is a particular challenge, due to the combinatorial explosion of possibilities.

An alternative approach to the coordination of differentially flat aircraft which uses a sequential solution of per-vehicle receding horizon sub problems to approximate the global solution is given in [112]. An earlier theoretical treatment based on iterative bargaining with soft collision constraints is given by [113]. The parameters are real numbers, and the constraints linear while the cost is quadratic. It may converge to an infeasible solution given a particular minimum safety distance even from a valid set of starting positions and speeds, and the suggested solution is to reduce the threshold until it becomes feasible.

Solutions based on Distributed Model Predictive (DMPC) control have also been developed. In [114], per-vehicle optimizations runs simultaneously to reduce execution time. This ensures recursive feasibility and closed loop stability. Another DMPC approach is given by [115]. This scales up to 25 vehicles in real time. the quadrotors concerned are all identical and differentially flat. For an under-actuated system like an

AGV, some of the simplifications may no longer be appropriate.
Automated Intersection Management (AIM) techniques have been proposed to replace traffic light signals at intersections for Connected Autonomous Road Vehicles (CARV) in numerous studies reviewed in [116]. Approaches can be divided into different heuristics and those based on optimization. An early heuristic known as reservation based control put forward by Dresner and Stone [91] required each vehicle to submit a motion plan across the intersection a which could either be accepted or rejected. Reservation based control improved capacity in some traffic situations and is suitable for real time operation with many vehicles. However, certain traffic scenarios could suffer reduced throughput compared to appropriately prioritised traffic signals [117]. One way this could be addressed is by the use of pressure based policies [109]. Others have suggested extending distributed controllers for longitudinal platooning with virtual vehicles [107].

Another study looking at multiple intersections, in this case for on-road Connected Autonomous Vehicles (CARVs) is [100]. Here a scheduling top layer finds the right speeds to avoid crossing collisions, while a longitudinal Model Predictive Control (MPC) layer minimizes the speed tracking error at the entry to each segment. Nearby intersections exchange Intersection-to-intersection (I2I) messages to assist traffic distribution. Another approach using a similar hierarchy and Model Predictive Control for the lower layer but optimising the scheduling for minimum travel time as a mixed integer linear program (MILP) is given by [118]. The scheduling (upper) layer was modified to minimize energy consumption in [94].

The potential of forward guidance approaching intersections has been studied for human operated vehicles where it can lead to significant fuel economy improvements [119]. This is a result of the combination of vehicles travelling at lower speeds (reducing air resistance) and avoidance of the sharp acceleration after giving way at many junctions.

Another approach from Tettamanti et al combines Autonomous Intersection Management with network wide traffic control [120]. A macroscopic fundamental diagram (MFD) relating traffic density on a link to the average speed is approximated with a second order by repeated runs of the Krauss car-following microsimulation model used in the intersection layer. This differs from the MFD used in [100] which was a piecewise linear modified Greenshields model. In [121], a piecewise linear model is used
for motorway traffic, this time a Godunov-discretized LWR (Lighthill and Whitham, 1955) model. Autonomous Intersection Management V2I comms and seems likely to substantially alter the relationship between density and speed, so estimating the link capacity and speed response by repeated runs of the intersection controls might be necessary to ensure the upper layer can make the appropriate routing decisions.

A messaging interface for AIM which permits speed optimization is introduced in [109] for an isolated intersection. The interface for quadratic programming formulation for industrial robots described by Digani et al [2] is similar. In this work multiple intersection zones are coupled to span the entire roadmap. Every place where two lanes intersect in the roadmap is identified and nearby elementary conflicts are collected into an conflict zone. The intersection manager for one zone only has authority over approaching vehicles, those within the intersection and departing can no longer be controlled, but their state is used as a constraint on the following vehicles.

A vehicle departing one intersection is by definition approaching the next one, and new speed instructions should be received as soon as communication with the next Intersection Manager can be established. As the speed of a departing vehicle is set by the next Intersection Manager, and the position of that vehicle forms a constraint on the solution to the speed of approaching vehicles computed by the previous intersection it could be argued that car-following behaviour is the fundamental mechanism for coupling intersection zones. Car-following in [2] is based on roadmap reservation, reflecting the state of practice in industrial robotics. This leads to constraints that one vehicle cannot enter a roadmap segment, until the preceding one has departed. Provided the segments chosen are long enough, this provides guaranteed safe behaviour. In many cases it will be overly conservative, especially when one vehicle is following another at a similar speed. As both are in motion, in the same direction they can follow each other much closer than the braking distance either vehicle would need to stop for a stationary obstacle.

Other works have investigated the car-following behaviour [122] using the Rakha-Pasumarthy-Adjerid (RPA) model, which accounts for vehicle dynamic limitations. Only an isolated intersection is modelled, but if it were used for Corridor Co-ordination it should be less conservative than roadmap reservation. The guarantees of correct behaviour need to be considered carefully as they could break down in some situations, such as those examined by [123].

### 2.5 Summary and Research Gaps

In the field of sensor adaptive motion or reactive planning reviewed in Section 2.2 numerous techniques have solved the problem for planar wheeled vehicles with dynamic limitations. Sampling based methods can create suitable paths for car-like vehicles by sampling from the control outputs rather than the configuration space directly. The asymptotically optimal methods are promising, but will not reach a global optimum in finite time. Methods based on convex optimization can improve on this. A gap is identified in investigating the use of clothoid basis functions for reactive planning using convex methods along with a convex obstacle representation of the free space.

Approaches to multi-robot planning methods span from per-agent decentralized to fully centralized as discussed in Section 2.3. Guarantees excluding deadlocks and livelocks are essential for real world operation. The latest decentralized methods are only able to achieve this by permitting suboptimal behaviour such as reversing and waiting. The approximations of zone occupancy needed to make the DCFVRP problem tractable have a detrimental effect on space utilization also. Introducing the concept of AIM has the potential to improve on this with car following behaviour. Further the division of control separating routing and scheduling from conflict resolution by speed adjustment has only received limited attention.

The methods for AIM reviewed in Section 2.4 take a variety of approaches, some locally optimal some heuristic. The relative importance of ordering optimization compared to model based speed adjustment alone is not clear for existing work on AIM for material handling. Another research gap identified is the study of the transition of control from one intersection zone to another nearby zone. The question of how close the intersection needs to be before one must communicate with the other to ensure correct behaviour. There has been limited work linking multiple intersection managers to resolve motion conflicts while scheduling and route planning are solved independently. Using AIM to guarantee intersection safety, there is an opportunity to improve throughput by following more closely. The remaining research questions of interest to improve decentralized control of mobile robot fleets are:

1. RQ1: How can reactive planning be added to simple mobile robots following clothoid based paths without reducing path quality?
2. RQ2: How can motion conflicts between vehicles at intersections be resolved
independently of scheduling and routing?
3. RQ3: How can independent intersection managers with average speed authority be modified for a safe handover of control between nearby intersections?

# Chapter 3 

# Optimal Smooth Paths based on Clothoids for Car-like Vehicles in the Presence of Obstacles 

### 3.1 Chapter Abstract

Motion planning for a single drive unit as shown in Figure 3.1 is the building block of the entire fleet control/RMF system and as such deserves particular attention. This chapter presents a new method for obstacle avoidance planning with clothoid curves and polygonal obstacle constraints. The clothoid splines produced have lower peak sharpness than polynomial splines, without artefacts. This is achieved by division of the problem into topology, solved with a graph method followed by curve fitting to regions rather than intermediate points.


Figure 3.1: Motion planning and closely related activities for a single AGV.

### 3.2 Introduction

Consider a fleet of Autonomous Guided Vehicles (AGV) moving material in an automated manufacturing plant. A lattice roadmap made up of virtual guide paths is a widely used solution for planning the motion of each AGV [57]. This is designed by engineers installing the AGV system, and may remain in use for many years. In en-
vironments which are shared with humans and human operated vehicles there is a greater probability of unexpected obstructions blocking the guide paths. Automatic replanning to avoid these obstructions has the potential to increase performance and robustness of shared environment AGV systems. Although numerous techniques have been developed for planning paths of car-like vehicles around obstacles [31], none has achieved wide acceptance in industry [19] [124]. The problem addressed in this chapter is finding a smooth path around obstacles which can be followed exactly by a vehicle with car-like dynamics.

It is important to consider the variety of solutions which have been developed already in this area. A range of techniques for motion planning are well described with examples in [42] including graph search methods such as Probabilistic Roadmaps using Dijkstra's algorithm in addition to incremental search methods like Rapidly Exploring Random Trees. [125] goes into more detail for only those techniques suitable for on-road autonomous vehicles and [31] gives optimality and completeness results for many in a handy comparison table. Recent developments have used gradient descent to modify Bezier curves based on obstacle keypoints [35], evaluated alternative clothoid tentacles $[126]$ and found the parameters of interpolating clothoids as an optimization [127]. The benefits of clothoids for controlling lateral acceleration identified in [128] can be exploited by unoccupied vehicles, which can travel faster on smooth paths without lateral instability [129][68].

### 3.3 Mathematical Representation and Problem Definition

Clothoid curves are widely used and appreciated for creating smooth drivable paths with limited angular acceleration. They are less frequently used within a numerical optimisation framework, instead many heuristic methods for calculating their parameters have been developed. In what follows the properties of clothoids which are relevant to numerical optimization are identified.

### 3.3.1 One Clothoid Segment



Figure 3.2: Clothoid spiral with $\alpha=5$ for $s>0$

The clothoid is defined as a curve whose curvature $\kappa$ increases linearly along its length. The rate of increase is called the sharpness $\alpha=d \kappa / d s$. Points on such a curve are defined by two parameters; the arc length $s$ and the sharpness $\alpha$. These two parameters describe a curve spiralling out of the origin along the $x$ axis towards one asymptote with infinite positive curvature (turning anti-clockwise) in the positive $x-y$ quadrant for $s>0, \alpha>0$, and towards a negative asymptote with infinite negative curvature in the negative $x-y$ quadrant where heading is decreasing (turning clockwise) for $s<0$ or $\alpha<0$. The negative distance curve is just a reflection of the positive one and all arcs can be joined by appropriate rotation and translation; so in what follows $s \geq 0$. The positive part of the curve with sharpness $\alpha=5$ is shown in Figure 3.2. It can be evaluated in Cartesian coordinates with the Fresnel integrals which are reproduced in Equations 3.3-3.4. The change in angle over one segment is the deflection $\delta$.

$$
\begin{gather*}
\kappa=\kappa_{0}+\alpha s  \tag{3.1}\\
\delta=\int_{0}^{s}\left(\kappa_{0}+\alpha u\right) d u=\kappa_{0} s+\frac{\alpha s^{2}}{2}  \tag{3.2}\\
x=C\left(\alpha, s, \kappa_{0}\right)=\int_{0}^{s} \cos \left(\kappa_{0}+\alpha u\right) d u  \tag{3.3}\\
y=S\left(\alpha, s, \kappa_{0}\right)=\int_{0}^{s} \sin \left(\kappa_{0}+\alpha u\right) d u \tag{3.4}
\end{gather*}
$$

The symbol $\psi$ will be used for resultant heading angle after a number of segments. Whereas each $\delta$ increases unbounded, $\psi$ is an angle measured clockwise from positive
$x$ direction and may be wrapped in the range $[0,2 \pi]$ without consequence. The configuration of a rigid body in a 2D plane with components $[x, y, \psi]$ will be referred to as a pose. See Appendix C for more details. The range of poses reachable by varying the parameters of a single segment are limited. Any $x$ and $y$ position can be reached by choice of parameters $\alpha$ and $s$ - this makes intuitive sense as the parameter space is two dimensional as are the constraints. In order to meet heading $\psi$ and curvature $\kappa$ constraints as well, a spline composed of multiple clothoid segments is needed. Note that a clothoid segment with $\alpha=0$ will form either a straight line of length $s$ if the initial curvature is zero or an arc of length $s$ otherwise.

### 3.3.2 Required number of Segments for Interpolation

First, consider $G^{2}$ interpolation with clothoids. This involves fitting clothoid segments to a series of points with fixed $[x, y, \psi, \kappa]$ as addressed in [127][130]. It is helpful to understand the way the required number of clothoid segments varies depending on the constraints applied. To optimise some objective function of the curve it is required that the solution is under-determined, that numerous feasible solutions to the interpolation problem exist allowing us to search over them to find the best.
$G^{2}$ continuity, where position, heading and curvature match where one segment joins the next leads to a smooth path which is traversable for a car-like vehicle [59] [60]. Its importance for fork lift operation is detailed in [68]. As explained in Section 3.3.1 there are two additional degrees of freedom available for each clothoid segment included in a $G^{2}$-continuous spline. The requirement to end on a specified point with $[x, y, \psi, \kappa]$ provides four constraints. This implies that there is a unique solution for two segments per point as this gives rise to four parameters and four constraints.


Figure 3.3: The angle $\phi$ of the line joining the origin with the target position $(x, y)$ is the lower limit on heading $\psi$ reachable with two clothoid segments (the blue curve). Smaller angles can be reached by adding a third clothoid segment to create an $S$ shape as shown in green. Corresponding curvature $\kappa$ with arc length $s$ trace is plotted alongside.

In order to connect a clothoid segment with a straight line keeping $G^{2}$ continuity, the clothoid must have zero curvature at the point of connection. A clothoid pair with zero curvature at the end can be described as 'matched': The curvature change $\kappa=\alpha \cdot L$ over each segment is equal and opposite. Such a pair is shown in Figure 3.3 alongside a curvature-arc-length plot for illustration. Gim et al [59] show that the minimum reachable heading with two matched clothoids is given by Equation 3.5.

$$
\begin{equation*}
\psi>\phi=\arctan \left(\frac{y}{x}\right) \tag{3.5}
\end{equation*}
$$

This is because an s-shaped curve cannot be formed with only two segments as illustrated in Figure 3.3. In [59] smaller angles are addressed with a second algorithm which computes two matched clothoid pairs (four segments total) instead. The advantage of the method is that the clothoids do not have to be symmetrical, so the final position can be reached with a lower sharpness and peak curvature as well as a shorter path length in some cases compared to using symmetric clothoid pairs.


Figure 3.4: The two limiting positions for an unsymmetrical clothoid pair without line segments reaching an angle $\psi$ according to the $g / h$ condition in Equation 3.6. For $\psi=90, \frac{I_{C}(\psi)}{I_{S}(\psi)}=1.7749$

The condition for the existence of an unsymmetrical clothoid pair to fit three noncollinear points is given by Equation 3.6 reproduced from [131].

$$
\begin{equation*}
\frac{\frac{g}{h}+\cos (\psi)}{\sin (\psi)}<\frac{I_{C}(\psi)}{I_{S}(\psi)} \tag{3.6}
\end{equation*}
$$

Equation 3.6 gives a maximum ratio of $g / h$ in terms of the final angle $\psi$. The length $g$ is always the distance to the furthest point from the intersection $P$ and $h$ is the distance to the closer point, as shown in Figure 3.4. As the condition is given in terms of points rather than poses, the requirement that the points not be collinear is equivalent to Equation 3.5 because $\psi=\phi$ would indicate collinearity and $\psi<\phi$ would result in the opposite initial heading given by vector $X_{1}-P$. In order to avoid very short, high sharpness segments, straight line segments can be introduced before or after the clothoid pair as suggested in [131]. This allows unequal cases beyond the limits shown in Figure 3.4 to be fitted.

Using six parameters to describe two matched clothoids with zero curvature at the beginning and end permits the inclusion of a straight line at either end. The parameters would be two for each clothoid segment (total four) and two more for the length of the straight line at either end. The paths created for automated driving by [59] use a
matched clothoid pair (two segments) for any corner. With this number of segments, there are certain unreachable poses as an s-shape cannot be formed within one region. The limited flexibility of these paths should be sufficient for executing a turn and returning to zero curvature in each region.

### 3.3.3 Generating a Convex Region Representation from LiDAR Data

A widely used representation for a 2D obstacle field is an occupancy grid [132]. Also see Probabilistic Robotics textbook [133] for details on creating a map from sensor data. Each cell represents an area of the floor, with a number $p \in[0,1]$ indicating the probability it contains an obstacle. Thresholding can be used to create a binary map of occupied and unoccupied cells. In order to connect adjacent unoccupied cells to form regions numerous approaches from image processing are available. A method suitable for simple environments is vertical cell decomposition [134]. This begins with piecewise linear polygons, which can be created by connecting the cell corners of a binary occupancy grid.

A single scan of LiDAR data from one sensor in a 2 D workspace may be represented as list of range measurements $r_{i}$ at a sequence of closely spaced bearings $\theta_{i}$ from a sensor pose $\left[x_{i}, y_{i}, \psi_{i}\right]$. This measurement indicates the presence of an obstacle at a distance $r_{i}$ in the direction of the ray. The same measurement dually indicates the absence of an obstacle at any point along the ray from $\left[x_{i}, y_{i}\right]$ to $\boldsymbol{p}_{i}=\left[x_{i}+r_{i} \cos \psi+\theta_{i}, y_{i}+\right.$ $\left.r_{i} \sin \psi+\theta_{i}\right]$. If the sensor is co-located with the AGV then connecting up each $\boldsymbol{p}_{\boldsymbol{i}}$ where $i \in\{1, N\} \in \mathbb{Z}$ over one complete scan forms a piecewise-linear polygonal boundary of the free-space region surrounding the AGV. The observation is valid at sampling time $t_{i}$ and is likely to be superseded by the following scan in the same direction. This arrives $t_{i}+T_{s}$ later, where $T_{s}$ is the sampling rate of the LiDAR, as little as 25 ms with some models [135]. The sampling density is 1081 points over a 270 degrees ( 2.356 radians) field-of-view, providing 2.180 milliradian resolution. Downsampling the boundary can be useful as each line segment leads to an additional constraint on the path optimization. Algorithm 1 was used to create a downsampled convex empty region which excludes the entire high resolution boundary.

Algorithm 1 produces a lower bound convex region with a $N$ boundary points which excludes every point in a LiDAR scan with $m>N$ points. A set of possibly overlapping convex regions similar to the test environments could be generated by placing a 2 D

```
Algorithm 1 An algorithm for downsampling convex empty region boundaries.
Require: \(0<N<m\)
    step \(\leftarrow \operatorname{round}(m / N)\);
    \(j \leftarrow 1 ;\)
    \(X \in \mathbb{R}^{N}\)
    \(Y \in \mathbb{R}^{N}\)
    Outer \(X \in \mathbb{R}^{N}\);
    Outer \(Y \in \mathbb{R}^{N}\)
    OuterIdx \(\in \mathbb{Z}^{N} \in\{1, N\} ;\)
    for all \(i \in\{1: N\}\) do
    \(j \leftarrow j+\) step
    \(X(i) \leftarrow x(j)\)
    \(Y(i) \leftarrow y(j) ;\)
    \(v_{1} \leftarrow[x(j-s t e p), y(j-s t e p)]\)
    \(v_{2} \leftarrow[x(j), y(j)]\)
    Delta \(\leftarrow v_{2}-v_{1}\)
    \(\hat{n} \leftarrow\) Delta \(/ \operatorname{norm}(\) Delta \()\);
        scalar \(_{b} \leftarrow \hat{n} * v_{1}^{T} \quad \triangleright \%\) inner product
        \(A \leftarrow \hat{n}^{T} \hat{n} \quad \triangleright \%\) outer product
        \(b \leftarrow\) scalar_b \(\hat{n} \quad \triangleright \%\) scalar times vector
            \(\triangleright \%\) search high resolution points to find extremes
        extreme_outer_vertex \(=v_{1}\);
        \(j\) _outer \(=j+1\);
        for all \(k \in\{1\), step \(\}\) do
            \(v \_k \leftarrow[x(j-\) step \(+k), y(j-s t e p+k)]\)
            edge_normalvector \(\leftarrow A * v_{\_} k^{T}\)
            edge_distance \(\leftarrow\) edge_normal_vector \({ }^{T} \hat{n}^{T}\)
            if edge_distance \(>A *\) extreme_outer_vertex \({ }^{T} \hat{n}\) then
                extreme_outer_vertex \(\leftarrow v \_k\)
                \(j\) _outer \(\leftarrow j-\) step \(+k\)
            end if
        end for
        Outer \(X(i) \leftarrow\) extreme_outer_vertex \((1)\)
        \(\operatorname{Outer} Y(i) \leftarrow\) extreme_outer_vertex \((2)\)
        OuterIdx \(\leftarrow j\) _outer
    end for
```

LiDAR on a tripod at a fixed location close to the centre of every room-like area in the obstacle map. The location should ideally be the intersection of the longest corridors connected to the room. Collecting a number of scans from a stationary LiDAR allows the readings to be averaged and zero mean Gaussian noise in the range estimates suppressed somewhat. One scan location would produce one convex region capturing the shape of the room and some distance into the corridors. Lacking a local coordinates system to express the metric location of the fixed locations can be side-stepped in many instances with a bit of ad-hoc surveying. For example, mark a line between either end of the longest line-of-sight in the building with a chalked piece of string to create the x-axis. Then place a target (anything which gives a decent return to a hand held laser range finder) at interest locations along this line marked with chalk and record the x -values. Place a target at the intended fixed regions survey locations and measure perpendicular distance with a handheld laser range finder to get the $y$-value from each marked interest point. For a cuboidal warehouse with few corridors this works quite well, but may need to be adapted or even be completely impractical for non-square environments with diagonal corridors and multiple levels.

### 3.3.4 Obstacle Field Representation

Any field of polygonal obstacles can be equivalently represented as a set of possibly overlapping convex regions of free space [42]. Path planning within convex regions can be divided into the following steps:

1. Spanning. Convert obstacle representation into a small number of possibly overlapping convex regions which span the free space.
2. Assignment. Assign path segments to a sequence of connected regions between the region containing the start to the region containing the goal.
3. Curve Fitting. Solve for the best path from the start to the goal which remains within this sequence over its entire length.

The 'Spanning' problem involves calculating a minimum number of spanning regions and is an NP hard problem in itself. A common representation of an obstacle field constructed from range data is an occupancy grid [132]. This consists of a 2D array of cells and can be created from uncertain range measurements from vehicles which are


Figure 3.5: Planning process
able to estimate their own position [133]. Each cell represents an area of the floor, with a number $p \in[0,1]$ indicating the probability it contains an obstacle. A threshold can be used to create a binary map of occupied and unoccupied cells. The coarse obstaclefree region sets used in the numerical examples can be generated using the vertical decomposition method [134]. This begins with piecewise linear polygons, which can be created by connecting the cell corners of a binary occupancy grid. More complex environments and cluttered obstacle fields could be addressed using Iterative Region Inflation by Semi-definite Programming as described in [136].

The advantage of the obstacle regions being convex when they form one set of constraints on the path search, is that the resulting constrained optimization problem can retain the property of convexity, provided the objective function and the rest of the constraints are also convex. If this is so, the path search problem can be solved guaranteeing optimality (that no other parameter set can minimize the objective further) and completeness (that if a path exists it will certainly be found). Given that the polygonal representation is only an approximation to the real obstacle field, it can only offer completeness within the limits of the resolution used to represent the obstacles but this provides more freedom than a series of pose samples chosen heuristically and may permit lower cost solutions in some cases.

In this project 'Assignment' was addressed in isolation using Algorithm 2 in Appendix A, with a graph constructed from individual convex regions similar to [137]. Approximate shortest paths through the topology graph allow 'Curve fitting' to be solved separately with convex methods. Section 3.4 goes into detail describing a method to solve the 'Curve Fitting' problem with constant sharpness segments. Deits and Tedrake [30] use a mixed integer formulation which addresses 'Assignment' and 'Curve Fitting' simultaneously to achieve optimal results with cubic and quintic path segments. Extending this with exact clothoid integration for the segments leads to a non-linear mixed integer problem, which can be time consuming to solve. Instead, 'Assignment' is solved as a graph problem with a node representing each convex empty region. Edges are inserted between regions which are connected. Connected regions can be found easily in configuration space as the vehicle is reduced to a point and therefore if any corner of a region is contained within any other, it is certain one is reachable from the other and they should be connected in the graph. Using the straight line distance between region corners to give an edge weighting, results in an approximation of the shortest global path. In this way the topology can be solved separately, compensating for one weakness of numerical optimization, the 'topological blindness' identified in [37]. 'Topological blindness' can be described as a failure to search discontinuous deformations, such as a path which travels the other side of an obstacle from the initial guess. Paths found in this work will be suboptimal for the combined problem of 'Assignment' + 'Curve Fitting' because the assignment heuristic is based on the corner to corner distances used as edge weights in the topology graph, rather than the length of the fitted path segments.

A shortest path encodes a sequence of $q$ empty regions, starting from the region containing the start and leading to the region containing the goal. Such a sequence can be encoded in a binary matrix $H \in \mathbb{Z}^{(p \times q)} \in\{0,1\}$ which indicates the containment of $p$ path segments in $q$ regions.

### 3.3.5 Test Environment 1

The first test environment was created for a hypothetical item fetch AGV with a payload of 50 kg and a top speed of $1 \mathrm{~m} / \mathrm{s}$.

A simple region shape for exposition is an axis aligned rectangle extending from $x_{\min }$ to $x_{\max }$ and from $y_{\min }$ to $y_{\max }$. Regions for the local avoidance problem are
shown in Figure 3.6. The assignment is assumed between $N$ regions and $N$ clothoid pairs. Referring to Figure 3.6, the first pair will be assigned to the region on the left (blue rectagle), the second pair to the region across the top(red rectangle) and the last pair to the region on the right (amber rectangle).


Figure 3.6: Example of an obstacle field represented as a set of possibly overlapping empty convex regions. The reference path is a straight dashed line along the x -axis (to the right). The largest dimension of the vehicle body used to expand the obstacles $d$ and the maximum deviation from the path is $q$.

### 3.3.6 Test Environment 2



Figure 3.7: Pallet environment. Obstacles are black with expansion by the vehicle disk shown in purple.

The second test environment shown in Figure 3.7 was created for an automated fork lift AGV research platform [14]. The obstacles are based on $(1.0 \times 1.2) \mathrm{m}$ pallets which are commonly used in the UK and Netherlands [138]. The datasheet for the manually operated vehicle on which the AGV is based, a Hyster E30-40HSD [4], gives the dimensions in Table 3.1. The plan of the vehicle is given in Figure 3.8.

Table 3.1: Dimensions from datasheet [4]. *Stopping distance $R$ based on top speed $3.22 \mathrm{~m} / \mathrm{s}$ and hypothetical braking deceleration of $4 \mathrm{~m} / \mathrm{s}^{2}$

| Parameter | Dimension (mm) |
| :---: | :---: |
| $W$ | 1067 |
| $L$ | 1583 |
| $r$ | 1289 |
| $L_{s}$ | 1001 |
| $S_{0}{ }^{*}$ | 1200 |
| $R^{*}$ | 1300 |

The datasheet gives the maximum speed as 7.2 miles per hour $(3.22 \mathrm{~m} / \mathrm{s})$. Traction is provided by dual 4.8 kW motors. The unloaded weight of the vehicle is 3059 kg and the battery 1043 kg for a total of 4201 kg [4].


Figure 3.8: Dimensions used to expand the obstacles

For correct operation it is important to consider the exclusion zone of the safety rated range sensor fitted to the front of the vehicle. If an obstacle breaches the exclusion zone the AGV must perform an emergency stop, or in some cases slow down significantly. To avoid slowing down the path planning must account for not only the shape of the vehicle but also the shape of this zone. Often this is a cuboid slightly wider than the vehicle, sufficiently long that the AGV can come to a complete stop from full speed before the front makes contact with a static obstacle. More details are available in the NIST Safety Standards [139].

In the two simulated environments the obstacle field is represented in 2D. The bounding circle dimension is strongly influenced by the stopping distance $R$. Starting from the constant acceleration equation $v^{2}=u^{2}+2 a s$ and setting $v=0$ gives the
stopping distance $s=\frac{u^{2}}{-2 a}$.

### 3.3.7 Problem Definition: Clothoid Fitting to Convex Regions

The core problem is $G^{2}$ continuous path planning around obstacles for a point robot. Using a convex spanning region approach described in Section 3.4.1 this can be divided into a small number of sub-problems. This paper addresses the 'Curve Fitting' subproblem in detail using the path representation set out in Section 3.3.2. The approach is described in Section 3.4.

The requirement for $G^{2}$ (curvature) continuity provides four constraints on each segment similar to the posture interpolation problem [127]. In each region one path piece consisting of a line segment length $s_{0, i}$, a matched pair of clothoid segments defined by $\alpha_{1, i}, \alpha_{2, i}, L_{1, i}, L_{2, i}$ and the other line segment length $s_{F, i}$, as explained in Section 3.3.2. This provides a total of six free parameters per path piece. As there are only four constraints per region the problem is under-determined and the length of the straight lines can be balanced against the length of the clothoids to find the ideal combination. Considering the start and end region to be separate even if they overlap entirely ensures there will be a minimum of four clothoid segments across the whole spline and s-shapes are feasible.

### 3.4 Method: Clothoid Fitting to Convex Regions

The core routine is a method to find the parameters of a sequence of $G^{2}$-continuous (continuous in curvature) clothoid segments which is contained entirely within a chain of obstacle-free regions. The path is divided into a sequence of $N$ path pieces assigned to $N$ convex regions. The objective function is designed to trade off smoothness with path length such that the best path is one that minimizes the weighted squared sum of sharpness and path length to reach the $x, y, \psi$ and $\kappa$ of the reference path. This is captured in Equation 3.7 below:

$$
\begin{array}{r}
\min _{\alpha, \bar{L}, \mathbf{s}_{\mathbf{0}}, s_{\boldsymbol{F}}} J_{T}=b \cdot \boldsymbol{\alpha}^{T} \boldsymbol{\alpha}+\boldsymbol{L}^{T} \boldsymbol{L}+s_{\mathbf{0}}^{T} s_{\mathbf{0}}+s_{\boldsymbol{F}}^{T} s_{\boldsymbol{F}} \\
\text { such that }\left\{\begin{array}{c}
\boldsymbol{c}_{e q}\left(\boldsymbol{\alpha}, \boldsymbol{L}, s_{\mathbf{0}}, s_{\boldsymbol{F}}\right)=\mathbf{0} \\
\boldsymbol{c}\left(\boldsymbol{\alpha}, \boldsymbol{L}, s_{0}, s_{\boldsymbol{F}}\right) \leq \mathbf{0}
\end{array}\right.  \tag{3.7}\\
\text { with bounds } \boldsymbol{L} \geq \mathbf{0}, s_{\mathbf{0}} \geq \mathbf{0}, s_{\boldsymbol{F}} \geq \mathbf{0}
\end{array}
$$

Bold variables indicate vectors of the parameters defined in Section 3.3.1 for every path piece. Scaling parameter $b$ is discussed in Section 3.4.2. The equality constraints arise from enforcing continuity between each piece and of the first and last segments with the origin and destination respectively. The inequality constraints relate to the requirement to remain outside every obstacle. The first derivatives of the objective and constraints are given in Appendix B.

### 3.4.1 Existence of Paths and Completeness

The existence of a sequence of adjacent or overlapping obstacle-free regions from the start to the goal position is a necessary and sufficient condition for the existence of a path with $G^{0}$ continuity (position). This type of path is suitable for a holonomic robot which can move any direction with unlimited velocity and acceleration. If the obstacle-free regions are constructed in configuration space, where the obstacles have been expanded by the largest dimension of the robot body, any real robot can modelled as a point.

A differential drive configuration robot can follow a path with $G^{0}$-continuity exactly by moderating its longitudinal velocity.

A tricycle configuration robot is unable to exactly follow a path with any discontinuity in heading. Furthermore it has a fixed maximum radius of curvature $\bar{\kappa}$ which restricts the paths which can be followed exactly to a subset of those with $G^{1}$-continuity.

Both types of robot are only able to apply a finite amount of rotational torque, limiting the longitudinal speed at which they can exactly traverse a $G^{2}$-continuous path with a given curvature rate.

In the presented algorithm, a maximum curvature constraint is not applied, making it most applicable to differential-drive robots. A solution to the optimization is certain to exist if a set of connected regions containing the start and the goal can be found in step 2 'Assignment' of Section . Paths with lower sharpness are advantageous to this type of robot because they can be traversed faster without risk off tipping over or exceeding the rotational torque which can be supplied by the motors and tyre contact patches. The dynamics models used for this reasoning are presented in Appendix D.

### 3.4.2 Objective Function

Two important objectives for an alternative path for an AGV are the total length and the peak sharpness. Both of these properties are desirable rather than mission critical so they are useful in resolving the many solutions which are available to reach a given pose smoothly. Other performance measures such as reaching the destination exactly, limiting the peak curvature and avoiding the obstacles are better interpreted as hard constraints, as it is not useful to compromise them in any way for the measures which are only desirable.

The degree to which smoothness is important compared to path length may depend on the application so it is left with a scaling parameter $b$. The units of $b$ are $\mathrm{m}^{2}$ per radian ${ }^{2} / \mathrm{m}^{4}=\mathrm{m}^{6} \cdot$ radian $^{-2}$. If $b$ is set very high, smoother paths can be attained, at the cost of increasing path length. In general there is a trade off between path length and smoothness (measured by the least maximum rate of change of curvature as identified by [60]).

Results will be reported with three alternative parameters settings for $b$, with and without the straight lines, as described below.

- Equal Weighting with Lines, $b=1, \min _{\alpha_{i}, L_{i}, s_{0}, s_{F}} J_{T}=\sum^{N} L_{i}^{2}+\sum^{N} \alpha_{i}^{2}$
- Equal Weighting, no Lines, $b=1, s_{0}=0, s_{F}=0, \min _{\alpha_{i}, L_{i}} J_{T}=\sum^{N} L_{i}^{2}+\sum^{N} \alpha_{i}^{2}$
- Minimum Sharpness, no Lines, $b=\inf , s_{0}=0, s_{F}=0, \min _{\alpha_{i}} J_{T}=\sum^{N} \alpha_{i}^{2}$


### 3.4.3 Equality Constraints for Region $i$

For continuity, the spline must reach the goal pose and curvature given by $[\hat{x}, \hat{y}, \hat{\psi}, 0]^{T}$. A straight line $s_{0}$ before and $s_{F}$ after the clothoid pair is included while maintaining curvature continuity by the constraint $\kappa=0$ which forces the clothoid pair to be matched, smoothly returning the curvature to zero at the end.

For multiple regions, the continuity constraints are applied implicitly by integrating each segment starting from the final pose of the last. As the curvature is zero at the end of each pair, this can be done by integrating pairwise from the origin as in Equation 3.8 followed by a rotation and translation to the final pose of the last segment using the $\oplus$ operator detailed in Appendix C. This is an example of single shooting
trajectory optimization as described in [140]. Each region gives rise to one additional $\kappa=0$ constraint, to ensure the straight lines $s_{0, i}$ and $s_{F, i}$ can be added with curvature continuity.

$$
\left[\begin{array}{c|r} 
& s_{0, i}+C\left(\alpha_{1, i}, L_{1, i}, 0\right)  \tag{3.8}\\
x_{i} & +\cos \left(\delta_{1, i}\right) \cdot C\left(\alpha_{2, i}, L_{2, i}, k_{m, i}\right) \\
& -\sin \left(\delta_{1, i}\right) \cdot S\left(\alpha_{2, i}, L_{2, i}, k_{m, i}\right) \\
& +s_{F, i} \cdot \cos \hat{\psi}_{i} \\
\hline & \sin \left(\delta_{1, i}\right) \cdot C\left(\alpha_{2, i}, L_{2, i}, k_{m, i}\right) \\
y_{i} & +\cos \left(\delta_{1, i}\right) \cdot S\left(\alpha_{2, i}, L_{2, i}, k_{m, i}\right) \\
& +s_{F, i} \cdot \sin \hat{\psi}_{i} \\
\hline \psi_{i} & \alpha_{1, i} L_{1, i}^{2} / 2+\alpha_{2, i} L_{2, i}^{2} / 2 \\
\hline \kappa_{i} & \alpha_{1, i} L_{1, i}+\alpha_{2, i} L_{2, i}
\end{array}\right]
$$

The path in local coordinates for one piece, given by Equation 3.8, can be composed using the $\oplus$ operator to find the final position in global coordinates.

$$
\left[X_{i}, Y_{i}, \Psi_{i}\right]^{T}=\left[X_{i-1}, Y_{i-1}, \Psi_{i-1}\right]^{T} \oplus\left[x_{i}, y_{i}, \psi_{i}\right]^{T}, \forall i \in[1, N]
$$

where capital letters indicate global coordinates. The first region is given the index $i=1$. [ $\left.X_{0}, Y_{0}, \Psi_{0}\right]$ indicates the starting position. This is taken to be the origin of the coordinate system.

### 3.4.4 Equality Constraints Vector

Subtracting the goal pose from the $N$ th pose in global coordinates gives the equality constraints, where $N$ is the total number of convex regions under consideration.

$$
\boldsymbol{c}_{e q}=\left[\begin{array}{c}
X_{N}-\hat{X}  \tag{3.9}\\
Y_{N}-\hat{Y} \\
\Psi_{N}-\hat{\Psi} \\
\kappa_{1}-0 \\
\vdots \\
\kappa_{N}-0
\end{array}\right]=\mathbf{0}
$$

Note that the $\boldsymbol{c}_{\boldsymbol{e q}}$ array is length $N+3$ as there is a constraint on curvature at the end of each clothoid pair $\kappa_{i}$. The other quantities are scalar and refer to the pose of the final segment at the end of the spline.

### 3.4.5 Inequality Constraints

In order to operate on the obstacle field directly and avoid spatial sampling, inequality constraints are used to fix the segments inside their assigned regions. The assignment of curve sections to regions will not be discussed here, but can be approached as an integer problem to find the boolean assignment matrix $\boldsymbol{H}^{(N \times R)}$ which results in the lowest cost solution. $R$ is the number of regions in the map, and $N$ is the number of pieces of the spline between the start and the goal. A simple region shape for exposition is an axis aligned rectangle extending from $X_{\min }$ to $X_{\max }$ and from $Y_{\min }$ to $Y_{\max }$. This leads to the following eight inequality constraints on every region, ensuring that both the start and end of each piece are contained. Based on the assignment $\boldsymbol{H}(i, j)$, indicating path piece $i$ must be entirely contained in region subscript $j$. The constraints for one region are given by

$$
\boldsymbol{H}(i, j)=1 \Longleftrightarrow \boldsymbol{d}_{i}=\left[\begin{array}{c}
X_{i}-X_{\max , j}  \tag{3.10}\\
-X_{i}+X_{\min , j} \\
Y_{i}-Y_{\max , j} \\
-Y_{i}+Y_{\min , j} \\
X_{i-1}-X_{\max , j} \\
-X_{i-1}+X_{\min , j} \\
Y_{i-1}-Y_{\max , j} \\
-Y_{i-1}+Y_{\min , j}
\end{array}\right] \leq \mathbf{0}
$$

These inequality constraints ensure the start and end of the curve piece $i$ assigned to region $j$ remain inside the region. The position at the start of curve $i$ is identical to the position at the end of curve $i-1$ by the application of the continuity constraints. For the first curve the start is fixed at the origin by the choice of coordinate frame. The inequality confirms that the initial position must be in a region of free space for a solution to exist.

The constraints for the entire problem can be constructed by stacking $\mathbf{d}_{\mathbf{i}}$ for each region into a partition vector as follows

$$
\boldsymbol{c}_{i n e q}=\left[\begin{array}{c}
\boldsymbol{d}_{1}  \tag{3.11}\\
\vdots \\
\boldsymbol{d}_{N}
\end{array}\right] \leq \mathbf{0}
$$

Constraint Equation 3.10 only applies to the start and end of each clothoid pair, not the entire curve. This works quite well when the curvature remains low but will cause
a problem for certain combinations of region shape and path curvature as discussed in Section 3.6.2.

### 3.4.6 Multiple Shooting Formulation

Alternatively the problem can be posed as a multiple shooting trajectory optimization by the terminology of [140]. The suggestion is that although there are more parameters and more constraints on the multiple-shooting problem, it may counter-intuitively be easier for the solver because each parameter-constraint pair is more independent and closer to linear. This involves extra parameters $X_{0, i}, Y_{0, i}, \Psi_{0, i}$ which provide a pose offset for each clothoid pair and explicit continuity constraints between each clothoid pair and the last. The problem would then be described as

$$
\begin{gather*}
\min _{\alpha, \boldsymbol{L}, s_{0}, s_{\boldsymbol{F}}, \boldsymbol{X}_{\mathbf{0}}, Y_{0}, \boldsymbol{\Psi}_{\mathbf{0}}} J_{T}=b \cdot \boldsymbol{\alpha}^{T} \boldsymbol{\alpha}+\boldsymbol{L}^{T} \boldsymbol{L}+s_{\mathbf{0}}^{T} s_{\mathbf{0}}+s_{\boldsymbol{F}}^{T} s_{\boldsymbol{F}} \\
\text { subject to }\left\{\begin{array}{c}
\tilde{\boldsymbol{c}}_{e q}\left(\boldsymbol{\alpha}, \boldsymbol{L}, s_{\mathbf{0}}, s_{F}, \boldsymbol{X}_{\mathbf{0}}, \boldsymbol{Y}_{\mathbf{0}}, \boldsymbol{\Psi}_{\mathbf{0}}\right)=\mathbf{0} \\
\tilde{\boldsymbol{c}}_{\text {ineq }}\left(\boldsymbol{\alpha}, \boldsymbol{L}, s_{0}, s_{\boldsymbol{F}}, \boldsymbol{X}_{\mathbf{0}}, \boldsymbol{Y}_{\mathbf{0}}, \boldsymbol{\Psi}_{\mathbf{0}}\right) \leq \mathbf{0}
\end{array}\right.  \tag{3.12}\\
\text { with bounds } \boldsymbol{L} \geq \mathbf{0}, s_{\mathbf{0}} \geq \mathbf{0}, s_{\boldsymbol{F}} \geq \mathbf{0}
\end{gather*}
$$

Now the coordinates are calculated slightly differently, using the new offset parameters rather than a recurrence relation.

$$
\left[X_{i}, Y_{i}, \Psi_{i}\right]^{T}=\left[X_{0, i-1}, Y_{0, i-1}, \Psi_{0, i-1}\right]^{T} \oplus\left[x_{i}, y_{i}, \psi_{i}\right]^{T}, \forall i \in[1, N]
$$

where capital letters indicate global coordinates.
$G^{2}$ Continuity is ensured between pair $i$ and pair $i-1$ in the adjacent region by enforcing constraint $\tilde{\boldsymbol{q}}_{i}=\mathbf{0}$. The curvature is fixed to zero between each pair.

$$
\tilde{\boldsymbol{q}}_{i}=\left[\begin{array}{c}
X_{0, i}-X_{i-1}  \tag{3.13}\\
Y_{0, i}-Y_{i-1} \\
\Psi_{0, i}-\Psi_{i-1} \\
\kappa_{0, i}-0
\end{array}\right]=\mathbf{0}
$$

There is also a constraint on the goal pose similar to the single shooting form, which must be included in the stack.

$$
\tilde{\boldsymbol{q}}_{\text {goal }}=\left[\begin{array}{c}
X_{N}-\hat{X}  \tag{3.14}\\
Y_{N}-\hat{Y} \\
\Psi_{N}-\hat{\Psi} \\
\kappa_{N}-0
\end{array}\right]=\mathbf{0}
$$

Here the first subscript of $X_{0, i}$ indicates it is the start pose for the region given by the second subscript. The start poses for each region are new search parameters for this formulation. For symbols with a single subscript, the subscript identifies the region so $X_{i}$ refers to the end of the curve assigned to that region. Again the first region is given the index $i=1$. The start pose is $\left[X_{0}, Y_{0}, \Psi_{0}\right]$. This is taken to be the origin of the coordinate system.

The inequality constraints for the entire problem can be constructed by stacking $\tilde{\boldsymbol{q}}_{i}$ for each region into a partition vector as follows

$$
\tilde{c}_{\text {ineq }}=\left[\begin{array}{c}
\tilde{q}_{1}  \tag{3.15}\\
\vdots \\
\tilde{q}_{N} \\
\tilde{q}_{\text {goal }}
\end{array}\right]=\mathbf{0}
$$

The inequality constraints for region $i$ are given by

$$
\boldsymbol{H}(i, j)=1 \Longleftrightarrow \tilde{\boldsymbol{d}}_{i}=\left[\begin{array}{c}
X_{i}-X_{\max , j}  \tag{3.16}\\
-X_{i}+X_{\min , j} \\
Y_{i}-Y_{\max , j} \\
-Y_{i}+Y_{\min , j} \\
X_{i-1}-X_{\max , j} \\
-X_{i-1}+X_{\min , j} \\
Y_{i-1}-Y_{\max , j} \\
-Y_{i-1}+Y_{\min , j}
\end{array}\right] \leq \mathbf{0}
$$

The constraints for the entire problem can be constructed by stacking $\tilde{d}_{i}$ for each region into a partition vector as follows

$$
\tilde{c}_{i n e q}=\left[\begin{array}{c}
\tilde{d}_{1}  \tag{3.17}\\
\vdots \\
\tilde{d}_{N}
\end{array}\right] \leq 0
$$

### 3.5 Polynomial Method

To understand the advantages of using clothoid pieces to join two poses in a 2D obstacle field, it is informative to compare the output paths with an alternative curve type. One well known option is to use polynomial curves of degree 3 .

The paths are compared on two simulated environments. The first, shown in Figure 3.6 is dimensioned for a small AGV with turning radius 0.5 m , as might be used to deliver small items in a flexible manufacturing environment. The unexpected obstacle completely blocks the path to the right. The second is dimensioned for a fork lift type AGV with a larger turning radius of 2 m , which is collecting standard size ( $1 \mathrm{~m} x 1.2 \mathrm{~m}$ ) pallets from a storage area. See Figure 3.7. The pallets may be placed by human operated vehicles so a reliable system for detecting their position and orientation is assumed to be in place. The AGV must manoeuvre to the pose of a target pallet, without colliding with the others. Paths with lower peak curvature $\kappa$ and peak sharpness $\dot{\kappa}$ allow the AGV to traverse the path faster without compromising load stability. For more details on the relationship between longitudinal speed and path derivatives see Appendix D.

Both methods decompose the problem into topology followed by curve fitting. The topology problem is posed as a directed graph with weighted edges. There is a node for every intersection of one region's boundary with another. Nodes within the same region are fully connected. The weight of each edge corresponds to the euclidean distance between the two nodes. The A* Algorithm is used to search for the set of edges which give the minimum sum of weights between any start and end pose.

The sequence of edges is then used to populate the matrix $\boldsymbol{H}^{(R \times P)} \in[0,1]$. This is a binary matrix containing $R$ columns, one for each of the $R$ polygonal regions which comprise the accessible space. Each row corresponds to one of the $P$ path pieces and contains a single non-zero element indicating the region to which is assigned. A path piece may be present in more than one region as the regions may be overlapping, but it must always remain completely inside its assigned region.

The problem specification calls for a path which changes smoothly in $\mathrm{x}, \mathrm{y}$, heading and curvature. This should start at a specified $x_{s}, y_{s}, \psi_{s}$ with zero curvature and end at $x_{g}, y_{g}, \psi_{g}$ with zero curvature.

$$
\begin{align*}
& x(t)=a+b t+c t^{2}+d t^{3}  \tag{3.18}\\
& y(t)=e+f t+g t^{2}+h t^{3}
\end{align*}
$$

There is a unique solution for a cubic spline with fixed ( $\mathrm{x}, \mathrm{y}$, heading) at the start and goal, passing through fixed $x, y$ positions numbering $n$. A cubic spline defined by Equation 3.18 has eight free parameters per segment. To give a unique solution, eight constraints must be found for each segment. Passing through the $n$ waypoints at the end of each segment gives two, one for the $x$ coordinate and one for $y$. Enforcing
continuity of position between the end of each segment and the next leads to two more. Four more can be determined from continuity in the first and second derivative of position for a total of eight.

However, only four constraints are needed at the start and end of the spline. Fixing the final position and heading, the acceleration must be left free. Stacking the parameters into a vector

$$
\begin{equation*}
\boldsymbol{p}_{i}=\left[a_{i}, b_{i}, c_{i}, d_{i}, e_{i}, f_{i}, g_{i}\right]^{T} \tag{3.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{p}=\left[\boldsymbol{p}_{1}, \cdots, \boldsymbol{p}_{i}, \cdots, \boldsymbol{p}_{n-1}\right]^{T} \tag{3.20}
\end{equation*}
$$

leads to the system of linear equations is given in Equation 3.21.

$$
\left[\boldsymbol{A} \mid \boldsymbol{b}_{x}\right]=\left[\begin{array}{cccccc|c}
\boldsymbol{A}_{0} & & & & \cdots & 0 & \boldsymbol{b}_{x 0}  \tag{3.21}\\
\mathbf{0} & \boldsymbol{A}_{1} & & & \cdots & 0 & \boldsymbol{b}_{x 1} \\
\vdots & & \ddots & & & \vdots & \vdots \\
0 & & \cdots & \boldsymbol{A}_{i} & \cdots & 0 & \boldsymbol{b}_{x i} \\
\vdots & & & & \ddots & & \vdots \\
0 & \cdots & & & & \boldsymbol{A}_{n} & \boldsymbol{b}_{x n}
\end{array}\right]
$$

Where

$$
\begin{gather*}
{\left[\boldsymbol{A}_{0} \mid \boldsymbol{b}_{x 0}\right]=\left[\begin{array}{cccc|c|c}
1 & 0 & 0 & 0 & x_{0} \\
0 & 1 & 0 & 0 & \cos \psi_{0}
\end{array}\right]}  \tag{3.22}\\
{\left[\boldsymbol{A}_{i} \mid \boldsymbol{b}_{x i}\right]=\left[\begin{array}{cccccccc|c}
1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & x_{i} \\
1 & 1 & 1 & 1 & -1 & 0 & 0 & 0 & 0 \\
1 & 1 & 2 & 3 & 0 & -1 & 0 & 0 & 0 \\
0 & 0 & 2 & 6 & 0 & 0 & -2 & 0 & 0
\end{array}\right]}  \tag{3.23}\\
{\left[\boldsymbol{A}_{n} \mid \boldsymbol{b}_{x n}\right]=\left[\begin{array}{llllllll|c}
0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & x_{n} \\
0 & 1 & 0 & 0 & 0 & 1 & 2 & 3 & \cos \psi_{n}
\end{array}\right]} \tag{3.24}
\end{gather*}
$$

The $\boldsymbol{p}_{x}$ parameters to fit a set of $n$ waypoints can be found by computing $\boldsymbol{p}_{x}=$ $\boldsymbol{A}^{-1} \boldsymbol{b}_{x}$. The $\boldsymbol{p}_{y}$ parameters can be found almost identically, by computing $\boldsymbol{p}_{y}=\boldsymbol{A}^{-1} \boldsymbol{b}_{y}$. Constraint vector $\boldsymbol{b}_{y}$ is instead constructed using the $y$ coordinates of the waypoints in $b_{i}$ as in Equation 3.26 and the $\sin \psi$ component of the start and end heading in $\boldsymbol{b}_{y 0}$ and $\boldsymbol{b}_{y n}$ as shown in Equation 3.25 and Equation 3.27.

$$
\begin{gather*}
\boldsymbol{b}_{y 0}=\left[\begin{array}{c}
y_{0} \\
\sin \psi_{0}
\end{array}\right]  \tag{3.25}\\
\boldsymbol{b}_{y i}=\left[\begin{array}{c}
y_{i} \\
0 \\
0 \\
0
\end{array}\right]  \tag{3.26}\\
\boldsymbol{b}_{y n}=\left[\begin{array}{c}
y_{n} \\
\sin \psi_{n}
\end{array}\right] \tag{3.27}
\end{gather*}
$$

### 3.5.1 Optimization

The point-to-point solution through the region intersection points is quite a good solution. Continuous in $\dot{X}$ and $\ddot{X}$, it reaches the goal position and heading. However, objectives of path length and smoothness will not be minimized because it is excessively constrained by the requirement to meet the intermediate waypoints. This can be improved by relaxing the equality constraint of meeting the waypoints and searching over the entire region. Using the optimization in Equation 3.28

$$
\begin{gather*}
\min \sum_{j=1}^{N}\left\|\frac{d P_{j}^{3}(t)}{d t^{3}}\right\|^{2} \\
\text { subject to } \\
P_{j}(1)=P_{j+1}(0) \\
\dot{P}_{j}(1)=\dot{P}_{j}(0) \\
\ddot{P}_{j}(1)=\ddot{P}_{j}(0) \\
P_{1}(0)=X_{S}  \tag{3.28}\\
P_{N}(1)=X_{G} \\
\dot{P}_{1}(0)=\dot{X}_{S} \\
\dot{P_{N}}(1)=\dot{X}_{G}
\end{gather*}
$$

The implementation of the region constraint in Equation 3.28 must ensure the entire arc remains inside the assigned region according to $\boldsymbol{H}$. For piecewise linear arcs this can be done by checking the containment of the start $P_{0}(0)$ and end $P_{N}(1)$. For cubic splines it is more challenging. Deits and Tedrake [30] describe an approach based on

Sum of Squares, where a small Semidefinite Program is solved in the parameters of $P_{j}$, to avoid sampling at different $t$ values, which can lead to the path cutting corners and even passing through thin obstacles.

First notice that the constraints on one segment from its axis aligned containing region described by $x_{\min }, x_{\max }, y_{\min }, y_{\max }$ can be written as vector inequality.

$$
q(t)=\left[\begin{array}{c}
x_{\max }-a-b t-c t^{2}-d t^{3}  \tag{3.29}\\
a+b t+c t^{2}+d t^{3}-x_{\min } \\
y_{\max }-e-f t-g t^{2}-h t^{3} \\
e+f t+g t^{2}+h t^{3}-y_{\min }
\end{array}\right] \geq \mathbf{0} \forall t \in[0,1]
$$

The condition in Equation 3.29 can only hold if and only if it can be rewritten in the form

$$
\begin{equation*}
t \sigma_{1}(t)+(1-t) \sigma_{2}(t) \tag{3.30}
\end{equation*}
$$

This leads to

$$
\sigma_{1}(t)=\left[\begin{array}{c}
x_{\max }-a-b-c t-d t^{2}  \tag{3.31}\\
a+b+c t+d t^{2}-x_{\min } \\
y_{\max }-e-f-g t-h t^{2} \\
e+f+g t+h t^{2}+-y_{\min }
\end{array}\right]
$$

and

$$
\sigma_{2}=\left[\begin{array}{c}
x_{\max }-a  \tag{3.32}\\
a-x_{\min } \\
y_{\max }-e \\
e-y_{\min }
\end{array}\right]
$$

The standard Sum of Squares approach [141] calls for collecting the parameters of $\sigma(t)$ by the order of $t$. Matching coefficients against

$$
\begin{equation*}
\sigma_{i}=\beta_{1}+\beta_{2} t+\beta_{3} t^{2} \tag{3.33}
\end{equation*}
$$

gives

$$
\beta_{1}=\left[\begin{array}{c}
x_{\max }-a-b  \tag{3.34}\\
a+b-x_{\min } \\
y_{\max }-e-f \\
e+f+y_{\min } \\
x_{\max }-a \\
a-x_{\min } \\
y_{\max }-e \\
e+y_{\min }
\end{array}\right]
$$

and

$$
\beta_{2}=\left[\begin{array}{c}
-c  \tag{3.35}\\
+c \\
-c \\
+c \\
0 \\
0 \\
0 \\
0
\end{array}\right]
$$

and

$$
\beta_{3}=\left[\begin{array}{c}
-d  \tag{3.36}\\
+d \\
-d \\
+d \\
0 \\
0 \\
0 \\
0
\end{array}\right]
$$

The parameters for $\sigma_{2}$ have been stacked after those from $\sigma_{1}$.
In order for $\sigma_{i}$ to be a sum of squares, there are the following conditions on $\beta_{1}, \beta_{2}$, $\beta_{3}:$

$$
\begin{gather*}
4 \beta_{1} \beta_{3}-\beta_{2}^{2} \geq 0  \tag{3.37}\\
\beta_{1}, \beta_{3} \geq 0
\end{gather*}
$$

In the simple case where the regions are axis aligned, this immediately creates a problem as the first two equations have $\beta_{3}=d$ and $\beta_{3}=-d$. The only value of $d$ which
will satisfy the sum of squares condition is zero. However the initial guess which joins the corner points, satisfies the region occupancy constraints with a non-zero $d$.

For this reason the constraints are enforced using 50 samples for each path piece. This leads to a small degree of corner cutting which must be included in the safety factor used on the vehicle body width used to inflate the obstacle. It also results in a large number of constraints as there are four for each sample. A fixed sampling length is used rather than a fixed number of samples per piece as path pieces can vary in length substantially changing the degree of corner cutting.

### 3.6 Numerical Results

First, in Section 3.6.1, the suitability for finding the smoothest path subject to obstacle constraints is tested on an environment similar to Figure 3.6. Subsequently, an alternative formulation, the effect of analytical gradients, tuning parameter $b$ and the objective function are evaluated for their potential in speeding up the solution. A number of tests without obstacles are included in Section 3.6.5 and 3.6.6 so path parameters can be compared with an existing heuristic method.

### 3.6.1 Motivating Problem

The tested problem concerns the avoidance of a small obstacle blocking a straight path while remaining within a set tolerance from it. The allowable distance from the original path is used to generate the outer boundary enclosing $[0,5]$ and $[11,-5]$. With the obstacle information available from sensors this is broken up into three convex regions. As set out in Section 3.3.2 this necessitates a path with six clothoid segments, two at the start, two at the goal and two at an intermediate region needed to connect the two.


Figure 3.9: Single shooting optimal avoidance path for a vehicle traveling along the x axis which encounters a rectangular obstacle at [5,-2.5], extending to [6,2.5], rejoining the reference path at $[11,0]$. Weighting parameter $b=1$

The single shooting formulation was solved using the interior-point ${ }^{1}$ method in 36 iterations to produce the path and curvature profile shown in Figure 3.9. The region constraints are satisfied. This can be seen as each of the four segments is marked with an open circle. The same points are marked with open circles in the curvature and sharpness profile shown below the $x-y$ plot in Figure 3.9. These can be used to evaluate the quality of the path without reference to a specific vehicle model. The largest magnitude curvature is found at the midpoint with a value of $-1.233\left[\mathrm{~m}^{-1}\right]$, corresponding to a turning radius of 811 mm , suitable for a small vehicle with Ackermann steering, having a wheelbase less than 811 mm . The largest magnitude sharpness of $0.8388\left[\mathrm{radm}^{-2}\right]$ is seen on the segments before and after the peak curvature. This path can be tracked
with high accuracy by different AGVs by reducing forward speed to control the lateral acceleration based on the path curvature, and the angular acceleration based on the sharpness.

The single shooting formulation reduces the number of parameters which might be expected to reduce total execution time. In fact, it took multiple seconds to reach convergence on the small $20 \mathrm{~m} \times 10 \mathrm{~m}$ environment made up of the three regions tested.

### 3.6.2 Weighting Parameter $b$ Effects

A weighting parameter $b$ was included in the objective function in Section 3.4.2 to allow the trade-off between minimum path length and minimum peak sharpness to be adjusted for different applications. The weighting parameter $b$ has a significant effect on convergence time as shown in Figure 3.10a. The number of iterations and function evaluations increased for larger weights, in the same way as time to convergence.


Figure 3.10: Variation as weighting $b$ between sharpness and length is varied


Figure 3.11: Path comparison for extremes of $b$

The two path plots in Figure 3.11 cover both extremes of weighting tested for the avoidance problem. Figure 3.11a shows the effect of a small weighting on sharpness. The path is shorter, the peak sharpness is higher, but it is not the shortest continuous path which would pass through the corner formed by region one and two (the top one). The segments are close to equal length because, for a set of numbers with a fixed sum, the sum of squares will be minimized if the numbers are equal. This provides a bias toward equal length segments and may contribute to the success of an equal weighting of the two components.

Figure 3.11b shows the effect of a large weighting on sharpness. The path is longer and more meandering but has lower peak sharpness. The constraints are met as the start and end are contained but the curve leaves the convex region at the top. Because the region constraint is not applied to the point of peak curvature, there are a large number of feasible solutions with similar sharpness. This makes an objective based on
sharpness $(b \gg 1)$ very flat close to the minimum with this set of obstacles. That is to say that the objective changes very little over a wide range of parameters. Looking through the text output of fmincon, a feasible solution according to the threshold of $1 \mathrm{e}-6$ is found earlier but the search continues until the gradient threshold is reached. This corresponds to searching for slightly less sharp curves which extend outside of the boundaries while the start and end meet the constraints. To solve this problem, the region constraints need to be applied to additional samples along the path.

### 3.6.3 Obstacle Avoidance Multiple Shooting Formulation

In the multiple shooting formulation by contrast, the curve positions in one region are independent of the parameters of the earlier segments due to the introduction of a new $\left[X_{0}, Y_{0}, \Psi_{0}\right]$ offset parameter for each region and a new constraint that this offset matches the final pose of the curve in the preceding region.


Figure 3.12: Multiple shooting initial guess ( $\alpha_{i}=1.0, L_{i}=1.0$ ) showing path continuity constraints are not met until the optimization has converged

With the initial guess shown in Figure 3.12a the solver must find offsets which satisfy both continuity and region containment. This can give better performance than single shooting in some cases involving longer splines [140]. In the problem shown in Figure
3.12 b with three regions the discontinuities have been resolved after convergence; the execution time is comparable with single shooting but slightly improved, with around 700 function calls using the interior point method.

The execution time is improved despite increasing the number of parameters from six per region to nine per region ( 18 to 27 with $N=3$ ), and the number of constraints from $4+N$ equality and $8 N$ inequality ( 7 and 24 with $N=3$ ) to $4+4 N$ equality and $8 N$ inequality ( 16 and 24 with $N=3$ ). The number of inequality constraints could be reduced slightly for the multiple shooting method by fixing the start position at the world origin, to match the features of the single shooting setup.

### 3.6.4 Curve fitting With Two Clothoids With Different Objectives



Figure 3.13: Side by side comparison of a path from the origin to $[8,6,60]$, curvature profile is shown below.

Table 3.2: Parameters identified for a path from $[0,0,0]$ to $[8,6,60]$. The objectives are explained in Section 3.4.2

|  | Equal Weighting, with <br> Lines | Minimum Sharpness, no <br> Lines |
| :---: | :---: | :---: |
| $\alpha_{1}\left[\mathrm{~m}^{-2}\right]$ | 0.1472 | 0.1094 |
| $\alpha_{2}\left[\mathrm{~m}^{-2}\right]$ | -0.1135 | -0.0222 |
| $L_{1}[\mathrm{~m}]$ | 2.4893 | 1.7981 |
| $L_{2}[\mathrm{~m}]$ | 3.2281 | 8.8535 |
| $s_{0}[\mathrm{~m}]$ | 1.5966 | 0 |
| $s_{F}[\mathrm{~m}]$ | 3.7390 | 0 |
| Total Length $[\mathrm{m}]$ | 11.0529 | 10.6516 |
| $\kappa_{m}\left[\mathrm{~m}^{-1}\right]$ | 0.3633 | 0.1966 |
| interior-point iterations | 12 | $2000+$ |
| interior-point funcCount | 101 | $16220+$ |
| sqp iterations | 15 | 12 |
| sqp funcCount | 130 | 89 |

Cartesian path and curvature profile results for a single region containing two clothoid segments and two straight lines are shown in Figure 3.13a for comparison to those reported by [59] for two matched clothoids. For illustration the parameters identified for the same final pose by our method with two different cost functions are shown in Table 3.2.

There are two remarks to make here. Firstly, the $[8,6,60]$ point meets the condition in Equation 3.6, Section 3.3.2 and can be reached exactly with two clothoids and no line segments. Many nearby points require a line to be included at the end of the clothoid pair for convergence, particularly those with lower final angles (closer to the limit given by Equation 3.5). Secondly, the initial guess had to be very close to the minimum in order to reach convergence at all with interior-point method for this problem. Using the 'Equal Weighting with Lines' objective an initial guess of $[1,-1,1,1,1,1]$ converged in 12 iterations with interior-point method. With the same initialisation vector and the 'Minimum Sharpness, no Lines' objective, interior-point did not converge within 2000 iterations. If the solver was changed to sqp convergence took 12 iterations and 89 function evaluations. The interior-point method is shown to be slightly faster on some problems but less stable than sqp on the limited numerical tests performed. These tests only involved three regions, leading to 18 parameters and 16 constraints. It is a notable advantage of the convex region representation that the number of regions can be strictly limited even in environments with lots of clutter. The documentation lists $s q p$ as a medium-scale algorithm, which needs to store and operate on matrices with the dimension of the parameters [142]. If problems are encountered in larger tests, interior-point is a large scale-algorithm which does not rely on dense matrix operations, and should perform better. Due to the general constrained form of the problem other highly optimized methods for specific performance needs could be used depending on the needs of the application (e.g. limited processing time, limited memory, embedded platformâ $\epsilon_{i}^{\mid}$).

The 'Minimum Sharpness, no Lines' solution would be expected to be longer with lower peak sharpness than the 'Equal Weighting, with Lines' solution, as only reducing sharpness contributes to the objective. As expected Table 3.2 shows the peak sharpness is reduced from 0.1472 to 0.1094 , around $30 \%$. Surprisingly the total length of the 'Minimum Sharpness, no Lines' solution is also less than the 'Equal Weighting, with Lines'. In this case sqp is stuck in a local minimum when additional straight lines
are included. Line segments must be permitted for convergence on cases outside the boundary of the existence criteria in Section 3.3.2, but it seems that well within the boundary such as the end point in Figure 3.13a, considering line segments may lead to the introduction of local minima.

### 3.6.5 Curve fitting With Two Clothoids with Analytical Gradient

The impact of analytical gradients was tested on a single region containing two segments to the point $[8,6,40]$, close to the lower angle limit, as shown in Figure 3.14b. With an initial guess which did not meet the regions constraints $\boldsymbol{p}=[0.1,-0.1,1,1,1,1]$, interior-point method ${ }^{1}$ failed to converge. The alternative algorithm sqp ${ }^{1}$ converged in 27 iterations with or without derivatives as shown in Figure 3.14a. When using analytical derivatives the number of function evaluations was reduced from 264 total to 123 total but the total execution time increased from 1.33 seconds to 2.28 seconds $^{2}$. Therefore the mean execution time per function evaluation increased from 1.33/264= 5 ms to $2.28 / 123=18 \mathrm{~ms}$ with the additional of numerical gradients.

[^0]

Figure 3.14: Comparison of performance with and without analytical gradients. The number of iterations is high because the heading angle at the end is close to the lower limit given by Equation 3.5 for this position.

On a similar problem with a different goal heading, providing analytical derivatives reduced the function count reported by fmincon from 213 to 55 and the number of iterations to reach the same optimality threshold from 25 to 24 . However the computation time increased by about $50 \%$ from 2.35 seconds to 3.00 seconds. If the solver was changed to $s q p^{1}$, the effect was similar. Slightly reduced count of function evaluations
but an increased computation time. This may be due to the numerous integral terms in the expressions for the gradients taking more time to evaluate than the function at multiple locations to allow differencing. There are 22 integrals to evaluate in the Jacobian. Only two integrals are required to evaluate the objective function. Equations 3.3-3.4 were evaluated with Vectorized Adaptive Quadrature method [143] with a relative tolerance ${ }^{3}$ of $10^{-6}$. No attempt was made to store and reuse repeated terms in the Jacobian, although there are several.

### 3.6.6 Curve fitting With Four Clothoids With Different Objectives

In order to enable further comparison with the bisection method of Gim et al [59], another test was reproduced involving an s-shaped path comprising four clothoids to the pose $[12,10, \theta]$, where $\theta$ varied in increments of 10 degrees. This shows clearly the trade off between path length and peak sharpness.

[^1]

Figure 3.15: Six lane change paths with objective 'Equal weighting, with lines', each ending at the same point $[12,10]$ with a heading $\theta$ separated by 10 degrees.


Figure 3.16: Six lane change paths with objective 'Minimum sharpness, no lines', each ending at the same point $[12,10]$ with a heading $\theta$ separated by 10 degrees

The 'Equal Weighting, with Lines' set of paths is shown in Figure 3.15. For the final angle of -30 degrees the key parameters of the solution are shown in Table 3.3. The cost is equivalent to penalizing path length with $b=1\left[\mathrm{~m}^{6} \mathrm{rad}^{-2}\right]$ but because each segment is squared individually, the cost is lower if each segment is of similar length. The 'Minimum Sharpness, no Lines' set of paths for comparison is shown in Figure 3.16. For every tested heading the path is significantly longer than the 'Equal Weighting, with Lines' solution, while the peak sharpness is much lower. This makes intuitive sense because over longer distances the shortest path is a straight line. As the sharpness is increased the path comes to resemble the point to point line more closely.

Table 3.3: Parameters identified for a path from $[0,0,0]$ to $[12,10,-30]$. This is one of the curves plotted in figure 3.15. The objectives are explained in Section 3.4.2 Units $\alpha$ $\left[\mathrm{m}^{-2}\right], \kappa\left[\mathrm{m}^{-1}\right], L[\mathrm{~m}]$

|  | Equal Weighting <br> with Lines | Equal Weighting, <br> no Lines | Minimum Sharp- <br> ness, no Lines |
| :---: | :---: | :---: | :---: |
| $\alpha_{1}$ | 0.1707 | 0.0552 | 0.0727 |
| $\alpha_{2}$ | -0.1404 | -0.0443 | -0.0709 |
| $\alpha_{3}$ | -0.2808 | -0.0894 | -0.0745 |
| $\alpha_{4}$ | 0.4582 | 0.1716 | 0.0665 |
| Peak <br> ness maxp- <br> mai | 0.4582 | 0.1716 | 0.0745 |
| $L_{1}$ | 2.4569 | 4.8616 | 4.7639 |
| $L_{2}$ | 2.9860 | 6.0572 | 4.8878 |
| $L_{3}$ | 2.7117 | 5.4077 | 5.2704 |
| $L_{4}$ | 1.6615 | 2.8180 | 5.967 |
| $s_{01}$ | 1.7170 | 0 | 0 |
| $s_{F 1}$ | 3.2565 | 0 | 0 |
| $s_{02}$ | 3.2565 | 0 | 0 |
| $s_{F 2}$ | 0.0893 | 0 | 0 |
| Total Length | 18.14 | 19.1445 | 20.8288 |
| $\kappa_{m 1}$ | 0.4142 | 0.2685 | 0.3464 |
| $\kappa_{m 2}$ | -0.7557 | -0.4837 | -0.3928 |

Convergence with the 'Equal Weighting, with Lines' cost was particularly strong in
the experiments attempted compared to either the more natural absolute sum of the segment lengths, all squared $J=\left(\sum_{j}\left|\alpha_{j}\right|\right)^{2}+\left(\sum_{j}\left|L_{j}\right|\right)^{2}+\left(\sum_{j}\left|s_{0, j}\right|\right)^{2}+\left(\sum_{j}\left|s_{F, j}\right|\right)^{2}$ or the minimum sharpness with the line segments fixed at zero so $J=\left(\sum_{j}\left|\alpha_{j}\right|\right)^{2}$. Again the minimum sharpness approach produced paths almost identical to the bisection method proposed by [59] on the examples they reported.

The final position was taken from [59] so it can be used to compare the curvature profile and path trace to the one produced by the bisection method presented in that paper. This is a root finding approach which is suitable for meeting the constraint on final position. No objective function is defined so the first solution which meets the constraint tolerance will be accepted. The 'Minimum sharpness, no Lines' path trace in Figure 3.16 looks very similar to the paths produced by the bisection method. The total length of both is around 20.8 m . The coordinate system differences make side by side comparison a little challenging, as they used a start position of $[0,0,90]$ ending at $[10,12,120]$ which is the same path subject to some affine transformations. The curvature profile is comparable side-by-side and shows the sharpness of each section found by bisection to be close to 0.07125 , very close to the average of the 'Minimum Sharpness, no Lines' column in Table 3.3.

The optimization method has a clear advantage as it searches intermediate angles by continuously varying the length and sharpness of the first two clothoid segments. Bisection with four clothoids by contrast only searches very coarsely over intermediate angles (every 10 degrees). Searching more effectively should be a big advantage of using optimization, but in this particular example the improvement is very small. The main benefit of the new method is the ability to take into account obstacle constraints at the start and the end and find a path purely from a polygonal representation of the obstacles.

A range of curves with $\theta$ varying from - 30 degrees to 20 degrees is shown in Figure 3.15. The parameters can be compared to the same range of angles with a cost function which only penalizes the sum of squared sharpness of each segment and forces the straight lines at the start and end of each segment to zero in Table 3.3. The sharpness is reduced but the total path length is increased until it is almost identical to the curve plotted in [59]. The added value of using four segments over three is questionable as the middle two take almost the same value.

The expected trade off between peak sharpness and total path length can be seen
in Table 3.3.

### 3.6.7 Effect of Small Changes to Region Boundaries

When the convex regions are constructed based on an occupancy grid as suggested in Section 3.4.1 measurement errors may lead to sudden changes in the size of the free space as the probability of one cell being occupied crosses the threshold. In this situation the size of the position shift would be determined by the cell size of the binary occupancy grid. The cell size is typically made larger than the sensor noise by some constant factor. A cell size of 100 mm was selected to provide an ample boundary for a common sensor with zero mean error, 10 mm standard deviation [135].

The offset error was varied in increments of 100 mm , and the resulting change in objective function is shown in Figure 3.17. Both curve types increase linearly with the position error at first. The cubic objective is the second derivative of position, while the clothoid minimized 'Equal Weighting With Lines' from Section 3.4.2 The clothoid curve objective increases more slowly until the final offset of 0.5 m which causes a step change in the objective. This seems to be related to the lack of a constraint on the midpoint of the curve piece. As the obstacle is shifted the path must deflect more and in this case the midpoint leaves its assigned region. The problem of sensor errors pushing the path planner into a suboptimal local minimum could be significant. An additional constraint the midpoint should resolve it in this case, but for real world implementation some kind of safety checks will be needed before attempting to drive a new path for situations like this.


Figure 3.18: Convergence time variation with weighting on item fetch environment


Figure 3.17: Normalised objective function against a linear shift of the boundary in $x$ and $y$

### 3.6.8 Convergence dependence on $b$

In environment 1 both large and small values of $w$ led to poor convergence. One possible explanation is numerical conditioning being damaged by the weighting. A large $w$
results in a solution with small $\alpha$, while the length remains on the same order. Some matrix operations may return inaccurate results with different magnitude parameters. To test the hypothesis that only method using dense matrices such as sqp would be

| $b$ | $1 \times 10^{-3}$ | 1 | 100 | $1000^{*}$ |
| :---: | :---: | :---: | :---: | :---: |
| fevals | 7929 | 10873 | 11986 | $200,000^{*}$ |
| execution time (s) | 55 | 72 | 80 | $1345^{*}$ |
| path length $(\mathrm{m})$ | 7.071 | 11.694 | 36.038 | $5.695^{*}$ |
| Convergence Failure |  |  |  |  |

Table 3.4: Convergence for different $b$ values for the multiple shooting approach, in pallet environment
affected, the effect on the interior point method (which does not depend on dense matrix operations) is reported in Table 3.4. This shows that changing the weighting damages convergence significantly to the extent that no valid result is found even after 200000 function evaluations. There were no warnings printed by fmincon during this run. The value of feasibility was positive of the order $1 \mathrm{e}-6$ and decreasing very slowly, while the objective function was large of the order 1e6 and also decreasing very slowly (relative to its magnitude).

Contrary to expectation, reducing $b$ to emphasize the path length reduced the number of iterations to convergence. Table 3.4 shows an inverse relationship between $b$ and the number of iterations. Sufficiently large $b$ makes the problem more difficult to solve as the path segments deflect further, making a linear approximation worse. This effect is indirect because the constraints use the precise nonlinear dynamics and the interiorpoint method does not solve a series of linear approximations to the constraints like sqp. Interior point should always converge if given an initial guess in the feasible reason, unless the problem is non-convex. The initial graph step intended to remove non-convex elements of the problem may lead to suboptimal paths as the segments deviate from straight lines. But this does not explain the increasing number of iterations.

Curvature is more weakly linked to the parameters than the total length. The curvature objective is the squared sum of $2 r$ parameters while the length objective is the squared sum of $4 r$ parameters. Both of them leave numerous parameters to be coupled through the constraints as in total there are $9 r$ parameters for the multiple
shooting formulation.

### 3.7 Fitting Smooth Arcs to Polygon Regions - Comparative Results

Two poses in a convex region can be joined with a cubic spline. The next test compares the curvature profile of a cubic spline found in the same way: optimization within region constraints. The objective for the cubic optimization is to minimize the second derivative of position, which is analogous to curvature. The objective for the clothoid spline is to minimize the weighted squared sum of sharpness and path length as before.

### 3.7.1 Curvature Comparison with Cubic Spline on Environment 2

Side-by-side comparison of curvature against path length (lower) plot of the clothoid in Figure 3.19 and the cubic curve in Figure 3.20 reveals the clothoid curve has a higher peak curvature, but lower maximum sharpness of $1.5\left[\mathrm{~m}^{-} 2\right]$. The cubic curve only has enough degrees of freedom to meet the heading constraint at the start and end by relaxing the constraint fixing the second derivative to zero at the start and the end. The curvature plot reveals spikes at the transition between one piece and the next. The sharpness peaks at the start and end and is too large to be shown on the figure. This will result in the steer-drive wheel actuating rapidly and likely greater tracking error. Using a higher order polynomial could improve on this, but not to the extent of the clothoid curve which has piecewise constant sharpness and the magnitude is always less than $2\left[\mathrm{~m}^{-2}\right]$ so it can be tracked by a real AGV such as the one described in Section 3.3.6.

Focusing on the $\mathrm{x}-\mathrm{y}$ (upper) plot in 3.19 shows a different serious problem with the clothoid path. The middle section actually departs from its assigned convex region. This solution is found because the region constraints are only applied at the start and end of each segment currently. The degree of corner cutting can be reduced by increasing the number of samples, at the cost of increased execution time. Corner cutting is also likely with cubic splines if constraints are only applied at discrete intervals. The simpler cubic spline however permit a sum-of-squares constraint to ensure full containment in polygon regions. A similar result was not identified for clothoids.


Figure 3.19: Path Trace and Curvature for Clothoid Spline
Cubic Polynomial Spline Minimizing d2X/dt2



Figure 3.20: Path Trace and Curvature for Cubic Polynomial Spline

### 3.8 Summary and Links to Next Chapter

The formulation presented in Section 3.4 is sufficient to solve the path planning with obstacle constraints using clothoid curve segments with $G^{2}$ continuity, using a generic constrained non-linear solver. The path with three regions converges reliably and it can be extended to more complex scenes. Execution time of several seconds indicates a need for further optimization, but the path is equally smooth as the interpolation method of Gim et al [59], without the need for a sequence of points from manual driving or a heuristic for selection of waypoints based on the obstacle field, likely to be suboptimal.

Testing a wider range of environments is left to further work. This may motivate an increase in the number of obstacle constraint points on the path to prevent clipping problems seen in Section 3.6.2. A constraint on the point of peak curvature may be most helpful before sampling the curve at approximately linear intervals.

As discussed in Section 3.4.1, provided N connected regions can be found containing two poses, there always exists a path between them with $G^{0}$ continuity. It follows that a path with $G^{2}$ continuity comprised of line segments and clothoids in the order L-C-C-L can be found, as long as the peak curvature is unbounded. A wider range of test cases would be useful to identify cases where a path exists but the peak curvature is so high few tricycle vehicles would be able to follow it, or differential-drive vehicles would have to slow down unacceptably.

The method presented in this chapter addresses reactive planning by modifying the purely spatial guide paths. The question of longitudinal speed selection has been left open. The output paths shown in Figure 3.15 have $G^{2}$ continuity so the curvature varies smoothly. A speed limit can be calculated for a vehicle with Ackermann or differential drive steering geometry based on the limit to lateral acceleration and angular acceleration of that platform relative to the maximum rate of curvature of the path. For more details see Appendix D.

A simple solution to longitudinal speed would be to always proceed at the upper limit, and leave conflict resolution at intersections to the routing layer. A modification suitable for decentralized execution is to vary speeds within the limit to adjust the arrival time at guide path intersections. This enables the conflict resolution task identified in Figure 1.3 to be solved independently of the routing task. Shortest path routing could be combined with the traversal speed for multiple vehicles being jointly optimized to maximize throughput while avoiding inter-vehicle collisions. The problem
of avoiding inter-vehicle collisions at an intersection without changing path geometry is addressed in the next chapter.

# Chapter 4 

Automated Intersection Management for an Isolated Elementary Intersection

### 4.1 Chapter Abstract

In this chapter a design for a Automated Intersection Manager (AIM) agent is introduced. As shown in Figure 4.1 this agent is responsible for resolving conflicts between a subset of agents whose route takes them through a particular intersection. The design is evaluated in simulation with random arrivals at discrete source locations, and multiple vehicles on each approach lane. The heuristic ordering algorithm presented matches the performance of a non-linear optimization from literature on the test intersection, while being a linear a program provides fast, guaranteed execution time.


Figure 4.1: Overarching activity diagram showing the responsibility of the Intersection Manager.

### 4.2 Introduction

The design of fleet control software responsible for assigning movement tasks and resolving motion conflicts for large numbers of vehicles is a challenging problem. The solution presented by [76] guarantees correct behaviour and is decentralized and therefore scales well. It is currently based on time-reservation of path segments. The negotiation process takes some time, and the resulting manoeuvres may include complete stops and diversions including sometimes reversing.

In [2], a different decentralized negotiation scheme was improved by adding and

Autonomous Intersection Management (AIM) layer. The manager agent at each intersection collects speed and position information by Vehicle-To-Infrastructure (V2I) messaging before the vehicles get close to obstructing each other. In some cases an avoidance manoeuvre can be replaced by a speed variation at an earlier time. Unlike many systems based on negotiation, the study used a shared roadmap with full duplex fixed direction lanes. The key benefit of the AIM approach was higher average speeds without route changes.

The magnitude of speed improvement is likely to depend on the roadmap as carfollowing and AIM are more appropriate for full duplex lanes with fixed direction of travel. In automated warehouses it may be desirable to use half-duplex single track lanes with passing places to allow the stock shelves to be closer together. The replenishment of palletized goods with robotic fork lift vehicles where there is space for passing was studied in [76]. Another interesting scenario is collaborative warehouse robots with no manipulators. Each robot, carrying a tote box, can speed the return of items picked from shelves by acting as a dynamically placed conveyor belt. If human pickers are involved, the workspace is shared with unpredicatable dynamic obstacles and it is harder to prevent new static obstacles from accumulating. Some degree of local sensing and path adaptation may be needed as discussed in Chapter 3. The AIM design set out in this chapter improves the average speed crossing guide path intersections while being compatible with local avoidance manoeuvrers. It is also independent of global routing, so it can be used along with decentralized route planning as well as traditional centralized routing.

Research question: what is the impact of AIM and longitudinal platooning on the throughput and energy consumption at an isolated intersection? In particular, the performance in combination with decentralized fleet control, operating on dynamic paths with fixed direction of travel.

Hypothesis: The performance of a fleet of collaborative robotic warehouse vehicles can be improved by integrating Automated Intersection Management (AIM) and carfollowing behaviour/ longitudinal platooning.

### 4.3 Methodology

A numerical simulation of an isolated, elementary intersection is tested with random arrivals on two lanes at the marked sources shown in Figure 4.2. We propose a messaging
interface where each new arrival transmits its motion plan on approach to extend the AIM concept to vehicles with dynamic paths and directions.

The delay and energy consumption sensitivity to different traffic scenarios is tested.


Figure 4.2: Elementary Intersection layout with two conflicting routes.

### 4.4 Application Context

### 4.4.1 Roadmap-based AGV System

Consider a demand responsive AGV system for intra-logistics [124] or a smart factory [73]. The system is concerned with completing a series of material transfer tasks. A well known solution to motion planning in a well known environment involves simplifying the free space into a (possibly irregular) lattice of reachable states, connected by arcs if there exists a feasible transition from one state to the other, to create a roadmap which can be encoded as a graph. A sequence of intermediate positions associated with each arc is sometimes stored alongside to avoid online re-computation. Using the roadmap graph, motion plans between any two states can be generated using a shortest path algorithm, which are detailed enough to be followed by the lateral position controller
on board the vehicle.
In a centralized system the transfer tasks are assigned to available AGVs by a single scheduler which is aware of the status of every task and the position of every vehicle. The optimal assignment would minimize the makespan or total time for the completion of all tasks, but in practice this may be too time consuming, especially if new tasks are being generated all the time like in a fulfilment centre [7]. Conflict-free route planning depends on the task assignment and can be solved for jointly along with the assignment or performed sequentially based on a fixed assignment by searching the space time extended network to guarantee collisions are avoided.

Since 2010, a number of decentralized systems have been developed which offer advantages in the number of vehicles that can operate in one area, reduced downtime for reconfiguration and safe interaction with human operators [20]. In [144], a roadmap representation is still used, but the roadmap is shared between vehicles. The partially decentralized system described in [87] combines traffic routing with per-intersection control that is primarily roadmap based. In [145] the system is improved with the possibility for an AGV to deviate from the roadmap based on its own sensors and based on a shared sensor state called the global live view. In such a decentralized system, an intersection controller cannot be assumed to know the motion plan of approaching vehicles, unless they communicate their intention as part of the protocol. To this end it is assumed a channel exists with sufficient bandwidth and a fixed latency $T$ for the messages described in Section 4.5.1.

### 4.5 Modelling Plant and Interacting Digital Control Systems

To examine the approach to intersection control an agent based model has been utilized. Although the objective is common between every AGV and the intersection manager, each agent has access to different information with a certain latency. For example, AGV agents representing the embedded PC on-board each vehicle have low latency access to ego-motion from e.g. Inertial Navigation and range data to nearby obstacles from e.g. a forward facing LiDAR. All additional state information is exchanged according to the messaging interface defined in Section 4.5.1. It is an implementation of AIM* [109], with some adaptations to use the roadmap representation of Digani et al, which
is typical in the AGV space [2]. AIM* was selected as it offers scope for the intersection controller to improve performance through optimization, compared to earlier interface descriptions such as [146].

### 4.5.1 Dual Waypoint Interface

The dual waypoint interface is designed to be decoupled from the algorithms for scheduling and routing as far as possible. In order to support decentralized routing with adaptive paths, each approaching vehicle must send an ApproachPlan message that contains a detailed plan for how it intends to cross the intersection. The ApproachPlan contains four parameters $d=\left[t_{A}, \boldsymbol{X}\left(s_{A}\right), v_{A}, \boldsymbol{X}(s)\right]$. The plan consists of a transmission timestamp $t_{A}$, a measured position $\boldsymbol{X}\left(s_{A}\right)$, and speed $v_{A}$ at the given time and a sequence of feasible positions with no timing information, the path $\boldsymbol{X}(s)$.

Embedding the path in each request for guidance means the approaching AGV can use obstacle avoidance planning before they enter the approach lane, and still receive the correct speeds at the intersection. As a result the size and shape of the conflict zone is not fixed but depends on the current traffic situation and the approach plans received.

The conflict zone shape is calculated by discretizing $\boldsymbol{X}(s)$ into linear segments of length $L=1 \mathrm{~m}$ and searching for points where the minimum distance between two segments exceeds the diameter of the AGV bounding circle, and the direction of the segment is different. This ensures there is no conflict point identified where one segment joins another, which arises when two AGV are following the same path one after the other.

The intersection controller is responsible for generating an optimal speed profile $v(s)$ for the path. The resultant trajectory $\boldsymbol{\xi}(t)=X\left(\int_{0}^{t} v(u) d u\right)$ must satisfy the collision avoidance constraints formed from trajectories of all known approaching vehicles $\boldsymbol{\xi}_{i}(t)$ $\forall i \in N$.

The trajectory across the intersection $\boldsymbol{\xi}(t)$ is found from the path $\boldsymbol{X}(s)$, the start time $t_{A}$ and start position $\boldsymbol{X}\left(s_{A}\right)$ using Equation 4.1.

$$
\begin{equation*}
\boldsymbol{\xi}(t)=\int_{t_{A}}^{t} \boldsymbol{X}(v(u)) d u \tag{4.1}
\end{equation*}
$$

The speed profile is always expressed as two average speeds for two segments. The first segment $A B$ begins at the position of the AGV at transmission time $\boldsymbol{X}\left(s_{A}\right)$, and
ends at the nearest edge of the intersection conflict zone $\boldsymbol{X}\left(s_{B}\right)$. The second segment $B C$ begins at $\boldsymbol{X}\left(s_{B}\right)$ and ends at the far edge of the intersection conflict zone $\boldsymbol{X}\left(s_{C}\right)$.

To represent this level of detail, the DualWaypoint contains four parameters $d=$ $\left[t_{B}, t_{C}, s_{B}, s_{C}\right]$. These are independent of the discretization in the ApproachPlan, and expressed in path coordinates. The flow of messages over time is shown in Figure 4.3.


Figure 4.3: Sequence diagram for two AGVs communicating with the Intersection Controller which sends a DualWaypoint message to every known AGV every $T$ seconds, considering the latest ApproachPlans it has received to date.

### 4.5.2 Longitudinal Speed Control

Longitudinal Speed Control for each Individual AGV is based on two main behaviours. The first one determines the speed on unconflicted links. The second one is required to meet the timing specification contained in the Dual Waypoint message, subject to disturbances and uncertainty in the plant. This can be done using position feedback.

Previous authors have modelled the speed on unconflicted links using car-following behaviour models. Automated traffic is assumed to follow an Adaptive Cruise Control Model with set headway, while human operated vehicles follow the Intelligent Driver Model in [147]. In the AGV space it is common to simplify car-following with mutual exclusion of discretized roadmap segments [87]. This means each may only be occupied by one vehicle at a time, even in the same direction. One vehicle follows another separated by one entire segment.The update period of individual controllers $T_{L}=0.1 \mathrm{~s}$ must be shorter than that of the intersection controller $T$.

The Dual Waypoint Timing Specification is met with a constant acceleration model based on the collision-free operation modes in [148]. The agent-based simulation incorporates two modes, depending on whether the vehicle's position feedback $\boldsymbol{X}(\hat{s})$ at time $\hat{t}$ indicates it is approaching the conflict zone so $\hat{s}<s_{B}$ or already inside it so $s_{B} \leq s_{A}<s_{C}$. If the AGV has passed the conflict $\hat{s}>s_{C}$ then its speed is unconstrained from the perspective of this intersection controller. In the simulation, exiting vehicles always accelerate to maximum speed, at maximum acceleration $\alpha_{\text {max }}$.

On approach to the conflict zone, where $\hat{s}<s_{B}$, the approach acceleration $\alpha_{A B}$ is given by Equation 4.2.

$$
\begin{equation*}
\alpha_{A B}=\frac{\left(s_{B}-\hat{s}\right)-\hat{u}\left(t_{B}-\hat{t}\right)}{0.5\left(t_{B}-\hat{t}\right)^{2}} \tag{4.2}
\end{equation*}
$$

Within the conflict zone $s_{B} \leq s_{A}<s_{C}$ the acceleration $\alpha_{B C}$ is given by Equation 4.3.

$$
\begin{equation*}
\alpha_{B C}=\frac{\left(s_{C}-\hat{s}\right)-\hat{u}\left(t_{C}-\hat{t}\right)}{0.5\left(t_{C}-\hat{t}\right)^{2}} \tag{4.3}
\end{equation*}
$$

### 4.5.3 AGV Motor Dynamic and Electrical Model

For the dynamics, every AGV was assumed to have the same mass $M=100 \mathrm{~kg}$ whether loaded or unloaded, reflecting a negligible cargo mass, for example spare parts for mobile phone repair. An AGV may be propelled by brushless DC motors, which provide high torque and efficiency. Even so, a major source of power loss is internal resistance of the windings and magnetic losses in the core. The field strength of the magnets, the number of poles and the number turns of the armature coils can be captured in the motor constant $k_{T}$ relating torque $\tau[\mathrm{Nm}]$ to armature current.

$$
\begin{equation*}
\tau=k_{T} I_{a} \tag{4.4}
\end{equation*}
$$

Similarly, the rotational speed $\omega$ [rpm] is related to the back emf $\epsilon[\mathrm{V}]$ by Equation 4.5.

$$
\begin{equation*}
\omega=k_{e} \epsilon_{D} \tag{4.5}
\end{equation*}
$$

These can be combined to give the plant model for one AGV in Equation 4.6

$$
\begin{equation*}
\ddot{x}=\frac{u \cdot k_{T}\left(V_{C C}-\epsilon_{D}\right)}{M R_{a} d_{W} / 2} \tag{4.6}
\end{equation*}
$$



Figure 4.4: Steady state equivalent circuit for a DC motor.

There are numerous loss sources in an electric motor such as winding resistance, flux leakage, eddy currents in the core and so on [149]. By using real-world measured mechanical power output and electrical input, an equivalent winding resistance $R_{a}$ for the simple model shown in Figure 4.4 can be found. The parameters are shown in Table 4.1.

Table 4.1: Motor parameters used in simulation. Electric fork lift mass and speed [5]. Motor and Electrical parameter from [6]. *Computed for equivalent circuit in Equation 4.6 to match $\tau_{\max }$ at $i_{\max }$

| $a_{\max }$ | 2.5 | $\mathrm{~m} / \mathrm{s}^{2}$ |
| :---: | :---: | :---: |
| $v_{\max }$ | 5.0 | $\mathrm{~m} / \mathrm{s}$ |
| $k_{v}$ | 6 | $\mathrm{rpm} / \mathrm{V}$ |
| $k_{T}$ | 1.53 | $\mathrm{Nm} / \mathrm{A}$ |
| $P_{\text {mech }} @ 375 \mathrm{rpm}$ | 3.6 | kW |
| $P_{\text {elec }} @ 375 \mathrm{rpm}$ | 6.37 | kW |
| $\tau_{\max }$ | 127.2 | Nm |
| ${ }^{*} R_{a}$ | 0.5 | Ohms |
| $V_{C C}$ | 72 | V |
| $i_{\text {max }}$ | 80 | A |
| $M$ | 400 | kg |
| $d_{W}$ | 0.256 | m |

As the top speed $v=5 \mathrm{~m} / \mathrm{s}$ is quite low, and the vehicles stop and start frequently,
air resistance which varies according to Equation 4.7 was found to be an order of magnitude smaller than the electrical losses, based on a frontal area $A=1 \mathrm{~m}^{2}$ and the Drag coefficient $C=1$ for a cuboid shape was taken from [150]. Air density is taken to be $\rho=1.224 \mathrm{~kg} / \mathrm{m}^{2}$.

$$
\begin{equation*}
F_{a}=C \rho A v^{2} \tag{4.7}
\end{equation*}
$$

A brushless DC motor for an industrial vehicle typically has a constant voltage from a battery pack [5]. In this case we set $V_{a}=72 \mathrm{~V}$, within the range tested in [6]. Torque can be varied from zero to maximum by changing the slip angle between the magnetic field generated digitally by the three phase coils and the magnetic field generated by the hgh strength magnets fixed on the rotor. The output of the vehicle's longitudinal speed controller must therefore be a duty cycle $-1.0<d<1.0$. A value of zero corresponds to zero torque, where the slip angle is zero, and a value of $+/-1.0$ to a slip angle of $+/-90$ degrees where torque is at a maximum in forward or reverse respectively.

### 4.5.4 Arrival Distribution

Previous work in road traffic modelling has used a variety of point distributions to model arrivals. A good summary is given in [151] or the chapter on Microsimulation in [152].

## Learning from Road Transport Models

One option is to assume arrivals at a point are completely independent of each other, but occur at an average rate for the time of day which has been measured by inductive loop placed in the road. These assumptions lead to a Poisson distribution such as that shown in Figure 4.5. This can be generated computationally by drawing a sequence of numbers from a uniform distribution and applying Equation 4.8 to compute the time delta until the next arrival.

$$
\begin{equation*}
\Delta T=-\ln (1-p) / \lambda \tag{4.8}
\end{equation*}
$$

Where $\lambda$ is the average arrival rate in vehicles per second and $p \sim U[0,1]$ is drawn from a uniform distribution.

The assumption that arrivals are independent does not hold if traffic density is high. This is because vehicles slow down to keep a safe distance from the one in front of them.


Figure 4.5: Cumulative Distribution Function of arrivals following a Poisson distribution.

The simplest modification to the poisson distribution to account for this is to discard time deltas which violate the specified safe headway, leading to the shifted exponential distribution.

$$
\begin{equation*}
h_{T}=\frac{v_{0}}{L}+h_{L} \tag{4.9}
\end{equation*}
$$

To ensure non-colliding arrivals the modification in Equation 4.10 increases the minimum separation to allow space for the vehicle body $L$ at the arrival speed $v_{0}$ and ensure a safe headway $h_{L}$ between each arrival while still matching the expected inter-arrival time period $\tau=1 / \lambda$.

$$
\begin{equation*}
\Delta T=h_{T}-\left(\tau-h_{T}\right) \ln (1-p) \tag{4.10}
\end{equation*}
$$

To validate the arrivals drawn in this way, we check the log plot of the frequency against time delta is linear and the median is equal to the specified rate as shown in Figure 4.6. A scatter plot of times from this distribution is shown in Figure 4.7. Now the arrivals will always be realistic in the sense vehicle will not overlap/arrive unsafely but the variance will be smaller. The two parameters the average arrival rate $\lambda$ and the minimum safe headway $h_{T}$ together control the variance. As $\tau$ approaches the limit $h_{T}$


Figure 4.6: Log Cumulative Distribution Function of arrivals with linear fit.
the variance is reduced.

## Unique Features of AGV Traffic

The arrival distribution corresponds to the properties of AGV traffic satisfying the following assumptions:

- More than one AGV is permitted to enter the same link if they are travelling in the same direction.
- Entry to links in the roadmap is denied if the number already present on the link reaches a fixed capacity
- Car-following behaviour within the link is governed by the frontal safety system on board each AGV. This provides an outer (warning) zone which, if tripped, the AGV will slow to $w \mathrm{~m} / \mathrm{s}$ at $a_{w} \mathrm{~m} / \mathrm{s}^{2}$ and an inner zone (emergency)), which if tripped the vehicle will come to a complete stop at $a_{e} \mathrm{~m} / \mathrm{s}^{2}$, where $\left|a_{e}\right|>\left|a_{w}\right|$
- The capacity of a link is the number of AGVs which would fit without the inner front safety zone of each being tripped by the one in front. This can be calculated for link of length $L \mathrm{~m}$ and safety zone length $d_{e}$ for each AGV as $n_{c}=\frac{L}{n \cdot d_{w}}$
- Every AGV is informed whether it is able to proceed before it reaches the end of its current link. The AGV will keep slowing down to stop at the end, until it is


Figure 4.7: Scatter plot of 500 arrival time deltas drawn from a shifted exponential distribution with a minimum headway of 0.2 seconds.
informed there is space on the next link, at which point it will accelerate to full speed.

According to these assumptions, a suitable model is the shifted exponential, with a minimum headway based on the size of the AGV safety zone.

## Arrival Variation Based on Approach Lane Occupancy

Another consideration is how the traffic on the approach lanes should feed back into the arrival times. Based on the counting semaphore for each link assumption, this can be modelled with two queues at the entryway. The lane queue and the busy queue. If the occupancy of the lane is less the $n_{c}$, new arrivals are added to the lane queue at full speed, in the simulation interval exceeding their point arrival time, at a position they would have reached by the simulation time. If the occupancy of the lane is more than $n_{c}$ new arrivals are added to the back of the busy queue. At the next time step where $n<n_{c}$, the AGV at the front of the busy queue is moved onto the lane. The arrival speed is reduced according to acceleration rate $a_{W}$ based on the time between the arrival and the time step where is can proceed. For longer time periods the new arrival will have zero speed. All arrivals which were not at the front of the busy queue
will arrive at the warning speed $v_{w}=0.3 \mathrm{~m} / \mathrm{s}$.

### 4.6 Method

To examine control of variable numbers of vehicles, and comment on safety effects as well as performance of experimental algorithms, utilizing a dynamic simulation test environment seemed prudent to start with. The goal here is to examine edge cases which are safety critical (may lead to a collision between AGVs). The different algorithms will be compared based on execution time, total travel time, total energy consumption and mean throughput delay with a given traffic pattern.

The symbol $\phi$ is used for the reciprocal speed, equal to $1 / v_{-}$ave over a distance segment. It is convenient to parametrize the problem in $\phi$ as it linearizes the travel time objective and time-based constraints. It also rules out any deadlock solutions as $\phi$ would need to tend towards infinity to actually stop the vehicles.

### 4.6.1 Conflict Zone Approximation



Figure 4.8: Conflict zone shape for elementary intersection. Vehicles shown as bounding circles centred at $X_{i}$ and $X_{j}$.

The collision avoidance constraints are simplified by merging all the conflicts on each path, to keep only the smallest $s_{B}$ and the largest $s_{C}$ for that path. The extent
of the conflict zone for vehicle $i$ is given by Equation 4.11. The conflicted segment of each vehicle's path lies between $s_{B}$ the smallest value of $s$ which satisfies Equation 4.11 and $s_{C}$ the largest value. The union of these conflicted segments form the total conflict zone, which is an irregular non-convex, connected compound shape, as shown in Figure 4.8.

In some cases it may be advantageous to limit mutual exclusion by only considering path segments which have different orientations to be in conflict, even if they satisfy Equation 4.11. This could allow closer spacing of AGVs travelling in the same direction by following according to the distance measured to leader by on-board sensors.

$$
\begin{equation*}
\left\|X_{i}(s)-X_{j}(t)\right\|<W_{v} \quad \forall j \in N, \quad j>i \tag{4.11}
\end{equation*}
$$

### 4.6.2 Objective

The total travel time (TTT) of all vehicles until all tasks are completed is a suitable objective to minimize in the pursuit of efficient transport. It is related but not identical to the minimum clock time to completion. If adding more vehicles to the network reduce average speeds then the TTT could increase while clock time goes down if tasks can be completed in parallel. It is chosen to highlight the congestion effect.

$$
\begin{equation*}
T T T=\sum_{i=1}^{N} \frac{\delta_{i}}{v_{i}} \tag{4.12}
\end{equation*}
$$

In terms of the average speed on each segment $v_{i}$ and the length of each segment $\delta_{i}$ the total travel time can be expressed using Equation 4.12.

By introducing the reciprocal speed $\phi_{i}=1 / v_{i}$ the total travel time objective can be linearized as in Equation 4.13. It is linear terms of the reciprocal speed vector $\phi \in \mathbb{R}^{2 n}$, which has up to two elements per AGV: One for the approach if it has not yet been passed and one for the conflict so $\phi_{i}=\left[\phi_{A B}, \phi_{B C}\right]$. The segment lengths for the approach and the conflict are contained in distance vector $\boldsymbol{\delta}$ so $\boldsymbol{\delta}_{i}=\left[\delta_{A B}, \delta_{B C}\right]$.

$$
\begin{equation*}
\min _{\boldsymbol{\phi}} \boldsymbol{J}_{T}=\boldsymbol{\delta}^{T} \boldsymbol{\phi} \tag{4.13}
\end{equation*}
$$

### 4.6.3 Differential Constraints

Vehicle acceleration limits are dealt with implicitly, by the maximum speed which can be expressed as a lower bound on $\phi<\phi_{\min }$. The simulated value $\phi_{\min }=5 \mathrm{~m} / \mathrm{s}$, is
reachable within a certain distance $\delta_{\text {min }}$ from any feasible starting speed, assuming a constant limited acceleration $A_{\max }$ according to $v_{\max }=\sqrt{2 A_{\max } \delta_{\min }}$. Using the parameters from Table 4.1, the acceptable distance is $\delta_{\text {min }}=5 \mathrm{~m}$.

### 4.6.4 Online Feedback Considerations

In order to guarantee feasibility we need only to ensure the conflict zone length $\delta_{B C}$ and the approach length $\delta_{A B}$ are both greater than $\delta_{\min }$ when vehicles receive their instructions. Owing to the fixed spatial position of the constraints at $s_{A}$ and $s_{B}$, a vehicle proceeding across the intersection will eventually pass the point of no return where $\delta_{A B}=\delta_{m i n}$. This could also be referred to as the controllability limit distance, beyond which differential constraints (e.g. limited acceleration) make certain speeds unreachable. It can not be guaranteed that any instructions sent after this point can be satisfied by the on-board longitudinal control. The reciprocal speeds relating to any vehicle past the "point of no return" are removed from $\phi$ and only appear in the optimization as a constraint on the speeds of subsequent vehicles. The constraint uses the latest reported speed and position for real-time feedback, so if a vehicle past the point of no return fails to meet its deadline, the later vehicles can be safely delayed until it leaves the conflict zone.

### 4.6.5 Collision Avoidance

The collision avoidance constraints can be expressed in terms of the arrival time $a_{i}$ of approaching AGV $i$ and the departure time $d_{j}$ of approaching AGV $j$. For safe crossing between AGV $i$ and $j$ we require the condition in Equation 4.14 holds.

$$
\begin{equation*}
a_{i}>d_{j} \text { OR } a_{j}>d_{i} \tag{4.14}
\end{equation*}
$$

The only difference between the two AIM* approaches is the way they transform this condition into constraints on a standard form optimization which can be solved with convex methods. One uses a fixed order leading to linear constraints and the other permits any ordering through quadratic constraints.

Both optimize over the same parameter vector $\phi$ as defined in Equation 4.15. This contains a stack of pairs of reciprocal average speeds, one for section $A B$ and one across
section $B C$.

$$
\boldsymbol{\phi}=\left[\begin{array}{c}
1 / v_{A B, 1}  \tag{4.15}\\
1 / v_{B C, 1} \\
\vdots \\
1 / v_{A B, N} \\
1 / v_{B C, N}
\end{array}\right]
$$

The following three subsections set out three alternative ways of expressing the collision avoidance constraints which have been evaluated. The arrival time is given by Equation 4.16. Considering average speeds, the departure time $d_{i}$ is also linear, this is given by Equation 4.18.

$$
\begin{equation*}
a_{i}=\delta_{A B} \phi_{A B}=\boldsymbol{e}^{T} \phi_{i} \tag{4.16}
\end{equation*}
$$

The lengths of the segments are given by $\delta_{B C}=s_{C}-s_{B}$.
Where

$$
\begin{equation*}
e^{T}=\left[\delta_{A B}, 0\right] \tag{4.17}
\end{equation*}
$$

and

$$
d_{i}=\left[\delta_{A B}, \delta_{B C}\right]\left[\begin{array}{c}
\phi_{A B}  \tag{4.18}\\
\phi_{B C}
\end{array}\right]=\boldsymbol{f}^{T} \phi_{i}
$$

Where

$$
\boldsymbol{f}^{T}= \begin{cases}{\left[\delta_{A B}, \delta_{B C}\right],} & \text { if } \delta_{A B}>0  \tag{4.19}\\ {\left[0, \delta_{B C}\right],} & \text { otherwise }\end{cases}
$$

Following [2], the time window between $a_{i}$ and $d_{i}$ may be expressed in terms of the midpoint $\alpha$ and the extent $\beta$. In this way the collision avoidance constraints in Equation 4.20 are independent of the order in which AGV $i$ and AGV $j$ arrive.

$$
\begin{equation*}
\left|\alpha_{i}-\alpha_{j}\right|>\beta_{i}+\beta_{j} \tag{4.20}
\end{equation*}
$$

In Equation 4.20, $\alpha_{i} / 2$ is the midpoint of the time vehicle $i$ occupies the conflicted segment.

$$
\begin{equation*}
\frac{\alpha_{i}}{2}=\frac{\left(d_{i}+a_{i}\right)}{2} \tag{4.21}
\end{equation*}
$$

In Equation 4.20, $\beta_{i}$ is the extent of the time vehicle $i$ occupies the conflicted segment.

$$
\begin{equation*}
\beta_{i}=d_{i}-a_{i} \tag{4.22}
\end{equation*}
$$

In matrix form this can be written

$$
\begin{equation*}
\alpha_{i}=\boldsymbol{f}^{T} \boldsymbol{\phi}_{i}+\boldsymbol{e}^{T} \boldsymbol{\phi}_{i}=\mathbf{1}_{i}^{T} \boldsymbol{A} \boldsymbol{\phi}_{i} \tag{4.23}
\end{equation*}
$$

with $\boldsymbol{A}=\operatorname{diag}(\boldsymbol{f}+\boldsymbol{e})$

$$
\begin{equation*}
\beta_{i}=\boldsymbol{f}^{T} \boldsymbol{\phi}_{i}-\boldsymbol{e}^{T} \boldsymbol{\phi}_{i}=\mathbf{1}_{i}^{T} \boldsymbol{B} \boldsymbol{\phi}_{i} \tag{4.24}
\end{equation*}
$$

with $\boldsymbol{B}=\operatorname{diag}(\boldsymbol{f}-\boldsymbol{e})$

### 4.6.6 Linear FIFO Constraints

FIFO is a simple ordering heuristic based on the one described by [100]. In a world where all the vehicles have the same mass and acceleration and two arrive at full speed on different approach lanes, the farther vehicle will have to slow down less to allow the closer one to pass. To use a different ordering in this simple case always wastes time, and our objective is to minimize travel time. For this method, the pairs in $\phi$ must be sorted by the remaining distance along path $A B$ before the start of the conflict $s-s_{B}$. After sorting, index $i+1$ will be further from the decision point than index $i$.

With a fixed ordering such as First-Come-First-Served, the reciprocal speed vector $\phi$ is arranged in arrival order.

The constraint in Equation 4.14 only needs to be applied between adjacent vehicles and it will hold for all vehicles. This reduces the number of constraints between $n$ vehicles to $n-1$.

The timing constraint that the leader exits the conflict zone before the follower enters is

$$
\begin{equation*}
d_{i}>a_{i+1} \tag{4.25}
\end{equation*}
$$

This can be expressed as

$$
\begin{equation*}
\boldsymbol{e}_{i}^{T} \boldsymbol{\phi}_{i}>\boldsymbol{f}_{i+1}^{T} \boldsymbol{\phi}_{i+1} \tag{4.26}
\end{equation*}
$$

leading to a pairwise matrix $Q_{i} \in \mathbb{R}^{(n-1) \times n}$

$$
\boldsymbol{Q}_{i} \boldsymbol{\phi}=\left[\begin{array}{cccc}
0 & \ldots & &  \tag{4.27}\\
\ldots & \boldsymbol{e}_{i}^{T} & -\boldsymbol{f}_{i+1}^{T} & \cdots \\
& & \cdots & 0
\end{array}\right]\left[\begin{array}{c}
\vdots \\
\phi_{i} \\
\phi_{i+1} \\
\vdots
\end{array}\right]
$$

The pairwise $Q_{i}$ matrices are added together to get $A_{u b}$ in Equation 4.28.

$$
\begin{equation*}
A_{u b} \phi>0 \tag{4.28}
\end{equation*}
$$

Care should be taken to exclude from $\boldsymbol{\phi}$ those AGV which have already passed the decision point defined as $s_{B}$-min_conflict_length. The motion of these vehicles can no longer be altered because the onboard longitudinal controller would likely be unable to meet the new waypoint times due to physical limits on acceleration.

The resulting optimization problem has linear constraints and a linear objective

$$
\begin{gather*}
\min _{\boldsymbol{\phi}} \boldsymbol{J}_{T}=\boldsymbol{\delta}^{T} \boldsymbol{\phi} \\
\text { subject to }  \tag{4.29}\\
\boldsymbol{\phi}>\phi_{\min } \\
\boldsymbol{Q}_{\boldsymbol{i}} \boldsymbol{\phi}>\mathbf{0} \quad \forall i \in[1,2, \ldots, n-1]
\end{gather*}
$$

### 4.6.7 Quadratic Constraints

The constraints can be expressed without imposing a fixed order by transforming the reserved time blocks into centroid $\alpha$ and half-width $\beta$ representation. This leads to Equation 4.30 for the constraint between any pair of AGVs $(i, j)$.

$$
\begin{equation*}
\left|\alpha_{i}-\alpha_{j}\right|>\beta_{i}+\beta_{j} \tag{4.30}
\end{equation*}
$$

And equivalently Equation 4.31.

$$
\begin{equation*}
\left(\alpha_{i}-\alpha_{j}\right)^{2}-\left(\beta_{i}+\beta_{j}\right)^{2}>0 \tag{4.31}
\end{equation*}
$$

This makes it possible to express the constraint that vehicles do not collide in terms of time. Vehicle $i$ arrives at the first conflicted segment at time $a_{i}$ and departs from the last at time $d_{i}$.

In Equation 4.30, $\alpha_{i} / 2$ is the midpoint of the time vehicle $i$ occupies the conflicted segment.

$$
\begin{equation*}
\frac{\alpha_{i}}{2}=\frac{\left(a_{i}+d_{i}\right)}{2} \tag{4.32}
\end{equation*}
$$

In Equation 4.30, $\beta_{i} / 2$ is the extent before or after the midpoint vehicle $i$ occupies the conflicted segment.

$$
\begin{equation*}
\frac{\beta_{i}}{2}=\frac{\left(d_{i}-a_{i}\right)}{2} \tag{4.33}
\end{equation*}
$$



Figure 4.9: Diagram of one vehicle in path coordinates.

Equation 4.30 can be converted to standard form by squaring both sides and substituting the matrix expressions for $\alpha_{i}$ and $\beta_{i}$. This gives the matrix inequality for each pair of vehicles shown in Equation 4.34.

$$
\left[\begin{array}{ll}
\boldsymbol{\phi}_{i}^{T} & \boldsymbol{\phi}_{j}^{T}
\end{array}\right]\left[\begin{array}{ll}
\boldsymbol{\Lambda}_{i j}^{i i} & \boldsymbol{\Lambda}_{i j}^{i j}  \tag{4.34}\\
\boldsymbol{\Lambda}_{i j}^{j i} & \boldsymbol{\Lambda}_{i j}^{j j}
\end{array}\right]\left[\begin{array}{c}
\phi_{i} \\
\phi_{j}
\end{array}\right]>0
$$

The four pairwise sub-matrices can be expressed in terms of the diagonalized distance $\boldsymbol{A}$ and $\boldsymbol{B}$ as follows:

$$
\begin{gather*}
\boldsymbol{\Lambda}_{i j}^{i i}=\left(\boldsymbol{A}_{i}-\boldsymbol{B}_{i}\right) \mathbf{1}_{i} \mathbf{1}_{i}^{T}\left(\boldsymbol{A}_{i}+\boldsymbol{B}_{i}\right)  \tag{4.35}\\
\boldsymbol{\Lambda}_{i j}^{j j}=-\left(\boldsymbol{A}_{j}+\boldsymbol{B}_{j}\right) \mathbf{1}_{j} \mathbf{1}_{j}^{T}\left(\boldsymbol{A}_{j}+\boldsymbol{B}_{j}\right)  \tag{4.36}\\
\boldsymbol{\Lambda}_{i j}^{i j}=\boldsymbol{\Lambda}_{i j}^{j i T}=-\left(\boldsymbol{A}_{j}+\boldsymbol{B}_{j}\right) \mathbf{1}_{j} \mathbf{1}_{i}^{T}\left(\boldsymbol{A}_{i}+\boldsymbol{B}_{i}\right) \tag{4.37}
\end{gather*}
$$

For more than two vehicles this can be arranged into a block diagonal matrix $\boldsymbol{H}_{i j} \in$ $R^{(n \times n)}$ which is compatible with the input parameters, but still only represents the constraints between a pair with zeros for the other elements. The full constraint matrix $\boldsymbol{H}$ is the sum of these pairwise matrices, for every pair with $j<i$.

$$
\begin{gather*}
\min _{\boldsymbol{\phi}} \boldsymbol{J}_{T}=\boldsymbol{\delta}^{T} \boldsymbol{\phi} \\
\text { subject to }  \tag{4.38}\\
\boldsymbol{\phi}>\phi_{\min } \\
\boldsymbol{\phi}^{T} \boldsymbol{H}_{i j} \boldsymbol{\phi}>\mathbf{0} \quad \forall i, j \in[1,2, \ldots, n] \quad \text { with } j>i
\end{gather*}
$$

The condition $j>i$ in Equation 5.6 indicates that the number of constraints varies with the number of vehicles $n$ as $\frac{n(n-1)}{2}$. This corresponds to one constraint between each pair of approaching AGVs.

### 4.6.8 Semaphore Based Collision Avoidance

The constraints can be enforced without any optimization using a common synchronization object: the binary semaphore. This is also based on first come-first-served ordering and the intersection controller gives the semaphore to the closest vehicle who provides an Approach Plan. This requires special messages in the dual waypoint interface, as the semaphore method provides no timing information. It issues a "full speed ahead" command to the vehicle with the semaphore and a stopping distance to all other vehicles. This consists of a distance along the AGVs submitted plan at which it must stop. The semaphore is released by the crossing AGV's position indicating is clear of the conflict zone. The semaphore is then issued to the next closest, by sending it a "full speed ahead" command

A semaphore-based system is expected to produce solutions with sub optimal throughput but be fast to calculate and guarantee safe operation. Similar schemes have been described in the literature so it is included in the comparison to give an idea of the benefits of departure time modelling and approach speed synchronization.

### 4.7 Numerical Results

The different approaches to intersection control were evaluated on a simulation of a socalled elementary intersection, comprised of two 30 m lanes which cross in the middle as shown in Figure 4.2. There are two entrances to the map, one at the start of each lane.

In all simulation runs, an assertion statement at every iteration ensured each pair of AGVs were separated by more than $2 W_{v}$.

### 4.7.1 Quadratic Constraints Non-Convexity

The simulated setup is shown in Figure 4.2, with two AGVs approaching the crossroads one from each source node. Each vehicle is stationary at the start of its respective lane at $\mathrm{t}=0$. Both vehicles request speed guidance for three segments, taking them directly
across the intersection. First the Hessian is examined, then the results of a 10 second simulation of vehicles with limited acceleration are reported.

$$
\left|\begin{array}{cccc}
800 . & 400 . & -800 . & -400 \\
400 . & 0 . & -400 . & -400 \\
-800 . & -400 . & 800 . & 400 \\
-400 . & -400 . & 400 . & 0 .
\end{array}\right|
$$

Table 4.2: Block diagonal Hessian matrix $H_{01}$ for crossroads with two equidistant approaching vehicles

The Hessian $\boldsymbol{H}_{i j}$ was evaluated for the simple crossroads shown in Figure 4.2 with two approaching AGVs. In this case, only $\boldsymbol{H}_{01}$ is included and this is identical to pairwise $\Lambda_{01} \in R^{(4 \times 4)}$ given by Equation 4.34 as there are only two vehicles in total. This has eigenvalues $\boldsymbol{e}_{\mathbf{1}}=[0,2000,-400,0]$, which have different signs so the quadratic form of the constraints is not convex. The linear objective is convex by definition but cannot be strictly convex, as strict convexity precludes linear regions. Convexity of both objective and constraints would permit multiple minima but ensure that every local minimum is a global minimum. Without convexity the search algorithms employed are vulnerable to becoming trapped in suboptimal local minima, depending on where they are initialized.

Using the 'trust-constr' solver in scipy.optimize and providing the derived Jacobian and Hessian of both cost and constraints, the execution time to find the optimal speeds was 0.22 seconds. The minimum was found to be $J_{T}=5 \mathrm{~s}$ with parameters $\phi_{1}=$ [0.20000006, 0.10000002] and $\phi_{2}=[0.10000001,0.10000001]$. This is close to the true value of $\phi_{1}=[0.2,0.1]$ and $\phi_{2}=[0.1,0.1]$ and more precision can be achieved by tuning the value of 'gtol'. Smaller tolerance values get closer to the true min. A value of $^{\prime} \mathrm{gtol}^{\prime}=1 e-14$ was used, leading to constraint error of $2.4707 \times 10^{-06}$. There is another equally valid minimum with $J_{T}=5 \mathrm{~s}$ which is not found with the initial guess in which all parameters were set to $\phi_{\min }$.

If the scenario is modified so the second vehicle starts 1 m closer to the intersection, both minima are no longer equally costly. Now the global minimum where the vehicle at the start slows down to $5.26 \mathrm{~m} / \mathrm{s}$ to allow the closer vehicle to pass in front of it leads to $J_{T}=4.8 \mathrm{~s}$. The alternative order where the AGV 9 m away slows to $4.5 \mathrm{~m} / \mathrm{s}$ leads to $J_{T}=5.22 \mathrm{~s}$. The Hessian was evaluated and the eigenvalues found to be
$\boldsymbol{e}_{\mathbf{2}}=[0,1848,-400,0]$. They do not all have the same sign, so the non-convexity of the constraints is proven by counter-example. The 'trust-constr' solver, provided with analytical Jacobian and Hessian converged to either minimum depending on the initial guess. As a result the speed choice for larger numbers of vehicles could be sub-optimal if no steps are taken to explore the cost surface such as trying multiple initial guesses for each problem.

Another test involved vehicles approaching in the same lane. Only one AGV may occupy the conflict zone at a time according to the constraints so each additional AGV should slow down enough for the preceding one to have left the conflict zone by the time it arrives. At the global minimum for the two vehicle example, traffic from conflicting directions should be interleaved on a FIFO basis. However, the sub-optimal local minima lead to a more serious problem here because vehicles in a queue will collide if those further back are given higher speeds. A workaround based on 'car-following' behaviour might be implemented at an individual vehicle level, based on the distance to the vehicle in front. However individual behaviour contradicting the speed instructions from the intersection manager may lead to collisions with conflicting traffic.

### 4.7.2 Arrival Rate Test Scenarios

By varying the arrival rate $\lambda$ and the reciprocal of the intersection manager update period $f=1 / T$, six scenarios were created with the parameters shown in Table 4.3.

|  | $\lambda_{1}$ | $\lambda_{2}$ | $f$ |
| :---: | :---: | :---: | :---: |
| HLHT | 0.5 | 0.5 | 2 |
| HLMT | 0.1 | 0.5 | 2 |
| HLLT | 0.1 | 0.1 | 2 |
| LLHT | 0.5 | 0.5 | 10 |
| LLMT | 0.1 | 0.5 | 10 |
| LLLT | 0.1 | 0.1 | 10 |

Table 4.3: Parameters for test scenarios. All units s ${ }^{-} 1$.

Each scenario is identified with the first two characters relating to the latency between periodic messages from the intersection controller where High Latency is 500 ms and Low Latency is 100 ms and the second two relating to the arrival rate, where High

Traffic has $\lambda=0.5$ arrivals per second on both approaches, Low Traffic has $\lambda=0.1$ arrivals per second on both, and Mixed Traffic has one lane with $\lambda_{1}=0.5$ and the other with $\lambda_{2}=0.1$. For example High Latency, High Traffic becomes HLHT

|  | $\mathrm{T}[\mathrm{s}]$ | TTT $[\mathrm{s}]$ | $\mathrm{t}[\mathrm{s}]$ | $\Delta[\mathrm{s}]$ | Ee[MJ] | Em[MJ] | Ex T[s] |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| FIFO | 45.7 | 181.0 | 6.033 | 0.033 | 43.906 | 30.323 | 0.0036 |
| Quad | 44.8 | 181.6 | 6.0533 | 0.053 | 44.832 | 30.964 | 0.5252 |
| Sema | 83.9 | 326.4 | 10.88 | 4.88 | 159.1 | 68.140 | $i 0.001$ |

Table 4.4: Intersection performance over 30 crossings with three different controllers for the HLHT scenario.

The effects of the different controllers can be seen in the position time trace for 30 simulated crossings. The conflict point is located at the intersection between the two lanes at $\mathrm{s}=15 \mathrm{~m}$. This is expanded by the largest dimension of the vehicle to ensure that if one vehicle stops outside the zone, the next has room to cross in front of it. With 1 m bounding circle diameter, the conflict zone extends from $s=14 \mathrm{~m}$ to $s=16 \mathrm{~m}$. Both lanes are collapsed onto one diagram, with $\times$ markers for vehicles travelling along the x axis and $\triangle$ markers for vehicles travelling along the y -axis. The controller is successful provided only one type of marker is present in the conflict zone (start and end shown by horizontal lines) at one time. All controllers are safe, so the main comparison is how much the vehicles must slow down, shown by the gradient of the lines.


Figure 4.10: Position-Time trace for HLHT Scenario under FIFO optimal controller.


Figure 4.11: Position-Time trace for HLHT Scenario under Quadratic Constraints optimal controller.

The efficiency of modelling the departure time and adjusting speeds in advance is clear from comparing either of the optimal controllers in Figure 4.10 and Figure 4.11. Both optimal methods change the vehicle speed very slightly as soon as they come into communication range. This is seen as an increase in the gradient of alternate distance-time trajectories, as they accelerate from the queue exit speed of $2.5 \mathrm{~m} / \mathrm{s}$ to a constant speed which ensures they arrive at the conflict when it is free. The speed is maintained until the conflict zone (shown by two horizontal lines) is passed. The speed increase after the increase is barely noticeable as the conflict-free speeds are close to the maximum. both methods assume as similar pattern where pairs of vehicles approach $t$ the same time, one along the x -axis lane and one along the y -axis lane. The gap before another vehicle arrives on the same lane is longer because the source is blocked until the lead vehicle completes the first 10 m section.

By comparison the trajectories for the Semaphore method shown in Figure 4.12 are very different. Crossing still happens roughly in pairs but this time the gradient of those on the y-axis shown by triangle markers (crossing second) is reduced much more. They are executing constant deceleration ensuring they come to a complete stop before the conflict zone, until the lead vehicle is confirmed to have passed. This leads to lower average speeds and corresponds to an increase in delay of 4.85 seconds per vehicle with HLHT according to Table 4.4.

The two optimal methods are very close, with FIFO achieving a slight improvement in total travel time of 0.6 seconds, but a lower completion time by 0.9 seconds. This


Figure 4.12: Position-Time trace for HLHT Scenario under Semaphore controller.
discrepancy may occur because the waiting time in the arrival queue is not counted in the total travel time, which should be addressed in further testing. It is more likely the Quadratic constraints achieved a slight improvement in throughput because of the freedom to vary the departure order. However, the optimal crossing order in Figure 4.11 turns out to be close to FIFO.

Another avenue of comparison is the energy usage. The semaphore method uses much more energy as the vehicles have to slow down more. Energy usage is not included in the objective for the optimal methods, so the question depends on whether higher average speeds or more acceleration lead to higher losses with our simple motor model.

The total power consumption of every vehicle in the intersection for the High latency High traffic scenario under FIFO optimal control is shown in Figure 4.13. The spikes are caused by acceleration and are higher or lower depending on how many vehicles are changing their speed at one time. The bang-bang commanded longitudinal speed control policy means that any speed change will lead to maximum acceleration for some time. Smaller speed changes mean less time so the chance of random arrivals accelerating at the same time is reduced.

The power consumption increase due to acceleration clearly dominates in Figure 4.14, as the mechanical power is around 50 percent greater for the semaphore method than in either of the optimal runs. This difference is compounded by the reduction


Figure 4.13: Power Dissipation-Time trace for HLHT Scenario under FIFO optimal controller.
in motor efficiency in high acceleration so the resultant increase in electrical poser dissipation is much greater, closer to 200 percent.

Power consumption is similar between the two optimal approaches on the elementary intersection. Unlike the delay, in this case maintaining FIFO order leads to a slight improvement: 43.9 MJ total energy compared to 44.8 MJ . A spike in usage at around 18 seconds can be seen in Figure 4.15, possibly this corresponds to a change in order which leads to lower delay but uses some extra energy.

### 4.7.3 Impact of Analytical Hessian on Execution Time of Trust Region Method

The optimization problem with quadratic constraints described in Section ?? was implemented in Python and solved periodically based on the latest position information at the specified control frequency $f$. The method chosen was 'trust-constr' from the Scipy.Optimize library [153]. Trust region methods make use of the exact Semi-Definite Program relaxation for the Trust Region Sub-problem (TRS), of optimizing a nonconvex quadratic objective subject to a Euclidean ball constraint. This relaxation is


Figure 4.14: Power Dissipation-Time trace for HLHT Scenario under Semaphore controller.
used to iteratively solve the general non-convex function with non-convex constraints by successive approximation [154]. Trust region methods are more effective when the general problem has more in common with the TRS and recent methods have been proven to solve variants of that problem in linear time in terms of the input [155]. Unlike some other general constrained optimization methods in Scipy.Optimize such as SLSQP, 'trust-constr' can make use of the analytical Hessian for the objective and constraints which may be important to exploit the linear objective and quadratic constraints.

The Hessian must be provided to SciPy.Optimize in the form of a linear combination rather than a stacked matrix. This is to avoid forming the complete Hessian $H \in$ $R^{(n \times n p)}$ which may use a significant amount of memory for large problems. Instead, the analytical Hessian function must accept an additional parameter $v \in R^{(1 \times p)}$. This is a vector the same length as the constraints $c_{i n e q} \in R^{(1 \times p)}$. The Hessian is returned


Figure 4.15: Power Dissipation-Time trace for HLHT Scenario under Quadratic Constraints controller.
as a $R^{(n \times n)}$, the weighted sum of pairwise blocks scaled according to $\sum_{i=1}^{p} v_{i} H_{i} j$.
With the analytical Hessian the average execution time for the Quadratic Constraints method over the HLHT run in which 30 vehicles passed through the intersection was 0.5251 seconds, varying between 0.0512 seconds to 1.215 seconds as the number of constraints varied from 1 to 6 . Without the analytical Hessian of the constraints the mean time taken over the same run was 383 milliseconds, varying between 46.8 milliseconds to 7.696 seconds. It is surprising that the worst case time is so much worse and yet the mean time is better. This suggests that in the test data there are more cases with few constraints. It also motivates investigation into the cause of the outlier time.

The execution time with the FIFO controller never exceeds 15.6 milliseconds on the same set of problems, with the average being 3.6 milliseconds.

### 4.8 Summary and links to next chapter

The advantages of centralized intersection optimization over a binary semaphore heuristic are significant on the elementary intersection. The total travel time is reduced by close to $50 \%$. The energy consumption according to a simple model with no air resistance was reduced by more than $50 \%$ by avoiding the need to come to a stop.

Concerning the optimization methods only, solving the variable ordering problem by enforcing quadratic constraints on a linear objective as reported in literature is a promising approach. Convex methods such as trust region constrained optimization made use of the analytical Hessian and converged reliably although the execution time would need to be improved to ensure real-time operation. For example, the simulation ran with a manager update period of 0.5 seconds when feedback was applied from the latest update of the actual vehicle positions. This closed-loop control corrects for errors in the execution of the commanded plan from the previous time-step. With the quadratic constraints, the average execution time was less than the simulated update period but exceeded it by 7 seconds in the worst case, with only 6 participants. This variability shows the downside of including a possibly non-convex constraint set optimization into a control system with hard time deadlines. The formulation of the intersection management problem as a linear objective with linear constraints by applying a fixed FIFO order limited the maximum execution time to 15.6 milliseconds.

Lack of ordering flexibility will lead to higher crossing times in situations where FIFO order is suboptimal. Numerical results for the elementary intersection show very similar performance in both delay and energy consumption, suggesting it is optimal in this situation. In environments similar to the one tested with identical vehicles the FIFO controller is a promising choice for real world implementation, as it can be solved orders of magnitude faster than the variable ordering problem and captures almost all of the throughput advantage.

The next step is to investigate if any performance difference emerges on more complex intersections, where exploring alternative orderings may be more significant to the objective. Another avenue to explore is the introduction of a (binary) integer variable for each pair to create a mixed integer linear program, which might be competitive with the convex formulation in terms of execution time and objective function.

# Chapter 5 

Multi-Lane Automated Intersection Management

### 5.1 Chapter Abstract

This chapter compares two algorithms used to solve the Quadratic constraints formulation of intersection management slsqp and interior_point. The first-come-first served FIFO method is used as the performance baseline, rather than the semaphore crossing heuristic. The methods introduced in Section 4.1 are compared by total travel time and execution time on multi-lane intersections with a wider variety of turning movements, where the conflict zone shape depends on the occupied lanes. The arrival pattern has been simplified to exclude car following effects. Over ten runs, one AGV was initialized at each entrance, and assigned a random exit. No further arrivals take place at any sources over the run. The individual vehicle dynamics have been simplified to first order to focus in the effects resulting from conflict resolution.

The placement within the wider picture of this thesis is captured by Figure 4.1. The messaging interface is developed further and two different algorithms for optimizing subject to the Quadratic constraints, proved to be non-convex in the previous chapter, are compared. On complex intersections the reordering capability of the Quadratic constraints formulation is shown to offer significant benefits. The trust-region constrained algorithm always finds superior solutions but the convergence time increases rapidly for larger numbers of vehicles.

### 5.2 Introduction

Real-world environments are rarely limited to pairs of perpendicular lanes. To establish the performance of the approaches to intersection management introduced in the previous chapter, it may be important to examine larger multi-lane intersection geometries. These often permit certain simultaneous flows such as opposing left turns (for those driving on the left-hand side). As a result, the difference between optimization of the crossing order compared to a simple ordering heuristic like Nearest-First (called FIFO in the test) might be shown more clearly.

The motion coordination problem faced by fleets of identical material transfer AGVs is described in Problem 1. This part of the conflict-free scheduling and routing problem is isolated in Figure 1.3 in Chapter 1. A convenient representation of the workspace $W$ is a connected graph of waypoint paths that avoid the static obstacles in the environment. The starting position $\tau_{i}(0)$ of AGV $i$ (for all $i=1,2, \ldots, N$ ), and the mission locations
$M_{j}$.

Problem 1 Given a number $N$ of AGVs operating in a workspace $W \in \mathbb{R}^{2}$, what trajectory $\tau_{i}(t) \in W$ should each one follow to complete all missions in the minimum total AGV-Time. A mission takes place at position $M_{j} \in W$. A collision-free distance $\left\|\tau_{i}(t)-\tau_{k}(t)\right\|>d_{\text {min }}$ must be maintained between every pair $(i, k)$ of AGVs at all times $t \geq 0$.

Numerous ways of dividing and conquering this problem have been developed. One of the most common is the conflict-free routing approach, where the path is discretized and segments are assigned to one vehicle at a time [156]. This is also known as prioritized planning and the priority order has a strong influence on the solution [157]. The global routing and crossing conflict resolution are solved simultaneously, using the same network representation for both.

An alternative where global routing is solved individually, and conflict resolution is performed at the intersection level is described in the breakdown in Chapter 3. In this scheme, Fleet Control assigns a mission $j$ to an available AGV $i$ and finds a suitable path through the network for only one AGV $i$ using Dijkstra or a similar graph shortest path technique. Now each AGV has a path $\pi_{i}$ with total length $L_{i}$ leading to its destination, which can be represented as a list of waypoints. A point in the Cartesian workspace for any distance $s<L_{i}$ along the path can be found by interpolation of the waypoint list $\left[\begin{array}{ll}x & y\end{array}\right]=\pi_{i}(s)$. The resolution of the speed profile used for conflict avoidance $v_{i}(s)$ can be higher than the resolution used to divide the roadmap into a graph to solve global routing. A set of conflict-avoiding speed profiles can be found by solving the local coordination sub-problem Problem 2.

Problem 2 Given a number $N<\bar{N}$ of AGV operating on a set of assigned paths [ $\pi_{0}, \ldots \pi_{N}$ ] which intersect between $s_{-}$begin $_{i}$ and $s_{-} e n d_{i}$ in path coordinates, at what speed profile ( $v_{i}(s) ; 0 \leq s \leq L_{i}$ ) should each path be traversed so all paths are completed in minimum AGV-Time and the collision-free distance is maintained at the intersection points.

The 2-layer architecture introduced in Section 4.5 is used to solve Problem 1. This incorporates top-layer zone capacitated routing problem with a lower layer coordin-
ation algorithm within a zone around each intersection to solve Subproblem 2. A negotiation-based priority scheme had been previously used to address Subproblem 2. The negotiation itself was shown to be time consuming so the system was improved by the addition of Autonomous Intersection Management (AIM) to avoid the need for negotiation in many cases by Digani et al [158]. The original negotiation scheme remained active at all times as a backup. This led to higher average speeds, crucially reducing the average crossing time by more than the execution time of the optimization algorithm used to solve AIM. The backup system ensured correct behaviour in edge cases: preventing arrivals in the same lane until the intersection was clear. Having a backup gave sufficient certainty for a number of tests with hardware. This motivates the improved AIM methods described in the methods section which are compared to find those which offer the lowest cost optimal solutions along with real-time performance so the backup system is no longer required

The collision avoidance constraints can be restated so they are convex if the crossing order is fixed (FIFO order was tested). Questions remain about the importance of searching alternative crossing orders, compared to the additional computational cost. Better solution time guarantees due to a fixed order could enable AIM to operate without a backup system in more situations.

Preliminary work reported in Chapter 4.8 demonstrated the FIFO heuristic could produce equally good solutions with reduced execution time on an elementary intersection.

In the present chapter, the aim is to compare the performance of an intersection manager with fixed First-In-First-Out (FIFO) crossing order with a published method based on a non-convex optimization with Linear objective and Quadratic constraints (Quad_constr), in which the crossing order can be varied to improve the objective, which is to minimize the sum of crossing time for a set number of participants. The numerical performance of the intersection manager is also important for its use as a real-time safety-critical system, including the scaling with increasing numbers of approaching vehicles.

### 5.2.1 Hypothesis

The Quad_constr approach is expected to find solutions with a lower total travel time than FIFO. If there are opportunities for allowing sets of vehicles whose paths do not
intersect to cross the intersection together, Quad_constr can change the crossing order to exploit this while FIFO cannot.

The Quad_constr approach should match FIFO performance if that is the best ordering, or in other cases improve upon it because it is able to search over different orderings. Both approaches make the same simplifying assumptions about the constraints and maximize the same objective by varying the arrival time at the same control waypoints.

The Quad_constr may take longer to solve. The search space created by the quadratic constraints is non-convex as shown in Section 4.7.1. If this leads to an unpredictable solution time, it may limit the scale at which is can be applied, and possibly rule out its use as a stand-alone collision avoidance method at any scale. The execution time is expected to be shorter and more consistent for the FIFO approach, as the linear program can be solved efficiently with interior point methods.

### 5.3 Method

### 5.3.1 Assumptions

The objective is to minimize the total travel time for all AGVs to complete their missions. At this stage, the missions just consist of reaching the end of their assigned path $\pi_{i}$.

The path $\pi_{i}$ can be evaluated at a longitudinal distance $s$ to find the position $\xi_{i}(s)=\pi_{i}(s)$. Using the variable $s$ it is helpful to divide the path into three parts as shown in Figure 4.9: approach, crossing and departing. The first part $A B$ approaching the conflict where $s<s_{-}$begin, a part traversing the conflict zone $B C$ where s_begin $<$ $s<s \_e n d$, and a part leaving the intersection $C D$ where $s>s_{\_} e n d$.

A1 No external obstacles can be found on the roadmap.
A2 All vehicles whose paths intersect are known to the manager at execution time and no additional vehicles arrive during the execution of the planned trajectories.

A3 There is a maximum of one vehicle per arrival location, each with a fixed path $\pi_{i}$ through the intersection.

A4 The full set of paths through the intersection is known at initialization time.

Assumption A1 ensures that collisions to be avoided by the motion coordination system are those between different AGVs. AGVs are assumed to communicate their longitudinal position $s$ with bounded uncertainty $P$ and modify their trajectory within some tolerance $\epsilon$ in response to instructions. This is reasonable as the bounds can be identified by experiment for specific sensors and longitudinal speed control algorithm. External obstacles comprise those which are static and have not been detected and those which are dynamic but do not respond to instructions such as pedestrians and human-operated vehicles. For more on unexpected obstacles please refer to Chapter 3.

Assumption A2 ensures that car-following behaviour does not factor in the following analysis. In the test system arrivals were limited at the source, which counted AGVs already present on any of the associated lane alternatives, and if the lane capacity was exceeded further arrivals were stacked in a vertical queue. In Chapter 6 assumption A3 is relaxed in order to study traffic density on a link between two independently managed intersections.

Similarly, A3 rules out unavoidable collisions caused by two vehicles starting in the same place. In the decomposition described in Chapter 1, shown in Figure 1.3 this function would be the responsibility of the task scheduling module.

### 5.3.2 Conflict Zone Shape



Figure 5.1: Start and end points of each conflict zone component for Intersection 1.

Based on Assumption A4 the shape of the conflict zone can be calculated. This


Figure 5.2: Conflict zone on Intersection 1 with arrivals only on four lanes.
is defined in path coordinates by the earliest intersection point with any other path s_begin and the latest intersection point s_end. As AGVs have some bodywork extending around their control point, the conflict must be expanded by the diameter of the bounding circle. The conflict can be further expanded by $P+\epsilon$ the sum of longitudinal position measurement and control execution uncertainty. In this way, an AGV waiting outside the conflict zone can never collide with one inside.

The full conflict zone for Intersection 1 is shown in Figure 5.1. It is defined by a s_begin and s_end in path coordinates. If one path intersects with multiple others, the largest s_end and smallest s_begin are used. This means nearby elementary intersections are merged to form a single conflict zone to be managed by each intersection manager. The division of a site into intersection zones is explained along with an automatic approach for generating the path layout given in [57].

The conflict zone can be smaller depending on the approaching vehicles' intended paths as shown in Figure 5.2. The end_s is fixed at the largest value to ensure that the collision constraint is active until a crossing vehicle is out of the way of a potential new arrival on any lane.

### 5.3.3 Problem Representation

In general, there are differential constraints on the motion of an AGV along a path. For any path and vehicle combination, a maximum forward speed can be selected which
keeps the lateral and angular acceleration within the vehicle constraints at two points; the point of peak curvature and the point of peak sharpness. If the lateral acceleration is acceptable at the point of peak curvature it must be acceptable at every other point. Likewise, if the steering rate is acceptable at a given speed at the point of peak sharpness it must be acceptable along the entire path. Details on this transformation are given in Appendix D. For simplicity of exposition in this work, the lower of the two speed limits is taken as the maximum $\bar{v}$ over the entire length so the lateral dynamics can be neglected without loss of generality.

Additional assumptions B1, B2, and B3 allow the optimal speed profile to be specified by the time of arrival at two waypoints. These are located at the beginning s_begin and end s_end of the conflict zone.

B1 Waypoint timing instructions are only sent with sufficient approach distance remaining to adjust speed before reaching the first waypoint s_begin $-s>$ min_conflict_dist

B2 The conflict zone must be long enough to reach the second waypoint at the right time without violating acceleration limits s_end $-s_{-}$begin $>$min_conflict_dist

B3 All waypoints can be reached with an average speed $v<\bar{v}$

The maximum speed $\bar{v}$ is taken from the specification sheet. The min_conflict_dist parameter is calculated based on the maximum acceleration parameter $\bar{a}$ of the AGV model. The acceleration limit is assumed to be symmetrical, so peak deceleration is $-\bar{a}$. The distance required to decelerate at $\bar{a}$ from any valid speed $v<\bar{v}$ is given by Equation 5.1.

$$
\begin{equation*}
\text { min_conflict_dist }=\frac{v^{2}}{2 \bar{a}} \tag{5.1}
\end{equation*}
$$

### 5.3.4 Timed Waypoint Messages

The speeds were converted into timed waypoints which the AGV controllers must meet as closely as possible. Timed waypoints are expressed as a $[s, t] \in \mathbb{R}^{2}$ tuple. The discrete waypoint list which specifies the path is used to convert the path distance $s$ into a workspace position $\left[\begin{array}{ll}x & y\end{array}\right]$.

The timed waypoint conversion takes the constant speed solution for the intersection problem and retains only the safety-critical part at the entry and exit of the conflict zone. As there are two constant speed sections, two timed waypoints for fixed position [s_begin, s_end] are calculated according to Equation 5.2.

Provided vehicles reach point $s$ at time $t$, the average speed constraint is satisfied over that section and there is no risk of a collision. The actual speed profile over the segment can vary as long as it always remains positive.

$$
\left[\begin{array}{l}
a  \tag{5.2}\\
d
\end{array}\right]=\left[\begin{array}{c}
\phi_{A B}\left(s_{\_} \text {begin }-s\right) \\
\phi_{A B}\left(s_{-} \text {begin }-s\right)+\phi_{B C}\left(s_{-} \text {end }-s_{-} \text {begin }\right)
\end{array}\right]
$$

Collision avoidance given any monotonic speed profile was confirmed in Chapter 4.1 as long as speed profiles were followed. A second-order model of the motor dynamics followed the instructions from a manager based on average segment speed given in Section 4.5.1. In this chapter, the simulated AGVs follow a simple first-order model. The closed loop individual longitudinal speed controller only compensates for communication delay and is specified in Section 5.3.5.

### 5.3.5 Individual Longitudinal Control

The individual controllers are simplified a great deal by using a first-order dynamic model. This means that the controller can set the speed directly. The only source of error arises from the communication latency between the intersection manager and the vehicle, taken to be 200 ms round trip. This is equal to two control cycles on the vehicle. The individual controller uses the latest position $s$ and time $t$ to meet the next Timed Waypoint $[\hat{s}, \hat{t}]$. The waypoint to target is chosen base on current position, the closest one with both $\hat{s}>s$ and $\hat{t}>t$ is selected. Then the target speed is calculated according to Equation 5.3.

$$
\begin{equation*}
u=\frac{\hat{s}-s}{\hat{t}-t} \tag{5.3}
\end{equation*}
$$

This will ensure arrival at the right time, whatever the speed was over the communication delay. The actual speed of the simulated vehicle will be constant (assuming no safety sensor activation) but slightly different from that calculated by the intersection manager.

If the individual controller has not received a Timed waypoint yet, or it has passed the last one it will set the speed to the maximum allowed for this path.

### 5.3.6 Objective

The objective to minimize the total travel time given by Equation 5.4 is identical to that in chapter 4.1. It is linear in terms of the reciprocal speed vector $\phi \in \mathbb{R}^{2 N}$, which has up to two elements per AGV. One for the approach if it has not yet been passed and one for crossing conflict zone so $\phi_{i}=\left[\phi_{A B}, \phi_{B C}\right]$. The segment lengths for the approach and the conflict are contained in distance vector $\boldsymbol{L}$ so $\boldsymbol{\delta}_{i}=\left[\delta_{A B}, \delta_{B C}\right]$.

$$
\begin{equation*}
\min _{\boldsymbol{\phi}} \boldsymbol{J}_{T}=\boldsymbol{\delta}^{T} \boldsymbol{\phi} \tag{5.4}
\end{equation*}
$$

The condition $j>i$ in Equation 5.4 indicates that the number of constraints varies with the number of vehicles $n$ as $\frac{n(n-1)}{2}$. This corresponds to one constraint between each pair of approaching AGVs.

### 5.3.7 Collision Avoidance

### 5.3.8 Linear FIFO constraints

$$
\begin{gather*}
\min _{\boldsymbol{\phi}} \boldsymbol{J}_{T}=\boldsymbol{\delta}^{T} \boldsymbol{\phi} \\
\text { subject to }  \tag{5.5}\\
\boldsymbol{\phi}>\phi_{\min } \\
\boldsymbol{Q}_{\boldsymbol{i}} \boldsymbol{\phi}>\mathbf{0} \quad \forall i \in[1, n-1]
\end{gather*}
$$

The FIFO constraints are linear in the reciprocal speed parameters and there are $n-1$ constraints. The constraints are introduced in Chapter 4.6.6. The parameters must be sorted by distance to the decision point, so one constraint is with the leading vehicle and one is with the following vehicle. The first vehicle to arrive is always unconstrained and will travel at the bounded speed.

### 5.3.9 Non-convex Quadratic Constraints

$$
\begin{gather*}
\min _{\boldsymbol{\phi}} \boldsymbol{J}_{T}=\boldsymbol{\delta}^{T} \boldsymbol{\phi} \\
\text { subject to }  \tag{5.6}\\
\boldsymbol{\phi}>\phi_{\min } \\
\boldsymbol{\phi}^{T} \boldsymbol{H}_{i j} \boldsymbol{\phi}>\mathbf{0} \quad \forall i, j \in[1,2, \ldots, n] \quad \text { with } j>i
\end{gather*}
$$

The quadratic constraints are introduced in Section 4.6.7 and allow ordering flexibilty. As shown in Chapter 4.1 the constraints are non-convex, so convex solvers may be vulnerable to suboptimal local minima.

### 5.3.10 Solver Details

The FIFO speeds were found with scipy.optimize.linprog and the vehicles ordered with the Python 3.7.6 function sorted.

The Quad_constr speeds were found with scipy.optimize.minimize given the analytical Jacobian and Hessian. Two algorithms were tested:SLSQP stands for the Sequential Least Squares Quadratic Programming algorithm and trust_constr indicates the trust-region constrained algorithm [154][159].

The default settings for each algorithm are shown in Table 5.1. The value of gtol is the threshold the gradient of the objective must be below for termination with the trust_constr algorithm. The equivalent parameter for the slsqp algorithm is ftol. The threshold for termination is that the change in function value must be less than this.

Only the trustr_constr algorithm makes use of the analytical Hessian of the objective and constraints. Both methods were provided with an analytical Jacobian of the objective and constraints.

As inequality constraints are present trust_constr will introduce slack variables and solve a sequence of equality-constrained barrier problems [160].

| constraint form <br> algorithm | FIFO <br> linprog | Quad <br> slsqp | Quad <br> trust $_{c}$ onstr |
| :---: | :---: | :---: | :---: |
| init | - | $\phi_{\text {_min }}$ | $\phi_{\text {_min }}$ |
| max_iter | 1000 | 120 | 240 |
| ftol | - | $10^{-9}$ | - |
| gtol | - | - | $10^{-9}$ |

Table 5.1: Solver Settings.

For execution time comparisons all tests ran on a $1.6 \mathrm{Ghz} \operatorname{Intel}(R) \operatorname{Core}(T M) \mathrm{i} 5-$ 8250U Quad Core laptop with 16 GB main memory.

### 5.4 Numerical Experiment

The two intersection managers were implemented in Python with an identical messaging interface to communicate with a collection of AGV controllers with simplified dynamics.

The first test is inspired by the published results in [2], showing the improvement of intersection management similar to Quad_constr over decentralized negotiation. The tests took place on a close duplicate of three realistic intersection layouts with fixed direction lanes. The reproduction of intersection 4 is shown in Figure 5.3.


Figure 5.3: Intersection 4 detailed waypoints using Reeds-Shepp paths [3] to join the $66 a-d$ pairs.

Over ten runs, one AGV was initialized at each entrance, and assigned a random exit. The clearing time Tclearing for the last vehicle to leave the intersection is recorded in each run. Depending on the number of paths included in the intersection this gave a different level of coverage of the total number of combinations.

The execution time to calculate the optimal waypoint times for every vehicle was calculated at the start Texec. The worst delay for a single AGV compared to its free flow time to cross the intersection Twait is also recorded. The parameter Twait is defined somewhat differently to Digani 2019 [2]. In that paper, the metric captures the time spent stationary so the optimal method has zero waiting time in every case. As both the tested methods in the present study are optimal in that sense, it makes sense to use the delay-based definition given in Equation 5.7 to compare them. The delay-based Twait is still averaged over different AGVs in each run, and the worst run
average is recorded for that layout.

$$
\begin{equation*}
\text { Twait }=\text { crossing_time }-\frac{\text { PathLength }}{\text { max_speed }} \tag{5.7}
\end{equation*}
$$

In the table below Twait is calculated according to Equation 5.7 so it is likely to be non-zero, even for optimal methods. It represents the delay caused by the intersection compared to the free-flow speed. In some cases, it is slightly negative because vehicles can exceed the maximum speed to meet the waypoints given by the intersection manager.

In all simulation runs, an assertion statement at every iteration ensured each pair of AGVs were separated by more than $2 W_{v}$.

### 5.4.1 Note on Combinations

The $66 a-d$ pairs with 11 arrival nodes are partially explored over 10 runs, with 2 - 11 arrivals assigned random routes. The binomial formula for combinations without ordering is appropriate as all arrivals appear at the same time in the experiment. For a subset $p$ of the total number of routes $r$ the number of combinations ${ }^{r} C_{p}=\frac{r!}{p!(r-p)!}$. For a small layout like Intersection 1 with $6 a-d$ pairs and 3 entrances, there are 20 combinations of 3 routes and 15 combinations of two routes, so 10 runs should provide over $50 \%$ coverage.

For a large layout like Intersection $4{ }^{r} C_{p}=\frac{66!}{11!(55)!}=1,074,082,795,968$ or over 1 trillion combinations! It must be noted that some of these combinations are invalid according to the assumption of one AGV per arrival node, but as an order of magnitude estimate the calculation is valid. For a test on Intersection 4 including only two vehicles at a time leads to ${ }^{r} C_{p}=\frac{66!}{2!(64)!}=2145$ combinations. There are inevitably many traffic scenarios which were not captured in the ten runs tested. The validity of the comparative results hinges on the fact that the same random seed was used to generate the exact same set of scenarios for each intersection control algorithm.

### 5.5 Numerical Results

To examine the success of the FIFO heuristic on a complex intersection we begin with the results for Intersection 4 with 11 entrances. The waypoints were reproduced by


Figure 5.4: Total Travel Time for 2-11 Vehicles on Intersection 4. Trust Region Algorithm. 1 standard deviation error bars.
estimating the origin and destination points and finding new Reeds-Shepp paths [3] between them. The resulting layout is shown in Figure 5.3.

In figure 5.4 the total travel time produced by FIFO ordering is similar to the solution to the quadratic constraints for 2-5 AGV. For 6-11 AGV the quadratic constraints permit much lower travel times. The greater the number of AGVs the greater the advantage, with travel times for 11 vehicles reduced from over 350 AGVSeconds to less than 150 AGV-Seconds. This corresponds to a doubling of average crossing speed. The error bars show $+/-1$ standard deviation over the 10 trials with random entraces and routes drawn from a uniform distribution.

Execution time results in Figure 5.5 are for the trust - region algorithm. The FIFO method is much faster to compute, as expected. The computation time increases roughly linearly with the number of vehicles, reaching 65 seconds for 11 AGV. This may be too slow for a responsive real-time controller, but the search can be terminated earlier and the constraints will be satisfied, so no risk of collision only a slightly reduced crossing speed.


Figure 5.5: Execution time for 2-11 vehicles compared on Intersection 4. Trust region Algorithm. 1 standard deviation error bars.


Figure 5.6: Intersection 3 Layout including eight arrival nodes. Reproduced waypoints as tested shown as red dots.

### 5.5.1 Intersection 3

To establish how performance varies with intersection geometry, Intersection 3 in Figure 5.6 has up to 8 entrances, and Intersection 4 shown in Figure 5.3 has up to 12. Lower numbers of vehicles were tested on the full-size intersection by leaving a fixed number of arrival points empty. The empty start locations were selected from a uniform distribution over 10 repeated runs.


Figure 5.7: Intersection 3 Total Travel Time. Quadratic constraints solved with SLSQP algorithm.

The total travel time TTT in Figure 5.7 is consistently improved by the Quad_constr method, and the degree of improvement is greater the busier the intersection becomes.

The travel time is improved further by switching to the trust-region algorithm, as shown in Figure 5.8. On the same layout, with the same arrivals, the trust-region algorithm takes much longer to converge but finds a superior ordering which almost halves the travel time objective.

Comparing the Tworst_wait should reveal the degree of individual sacrifice required to reach the social optimum. As before, Quad_constr is consistently able to improve on the FIFO solution by choosing a different order with the benefits increasing as the intersection gets busier shown in figure 5.9. This shows that the wrong ordering leads to individual delays in higher traffic, even with a completely fair policy. Missed opportunities for non-conflicting flows to progress at the same time, lead to a longer


Figure 5.8: Solution quality with the two algorithms can be compared based on the TTT objective.


Figure 5.9: Worst waiting time experienced by a single AGV, averaged over 10 runs across Intersection 3.
wait for whoever crosses last.

### 5.5.2 Intersection 1 Results in Detail



Figure 5.10: Waypoints with 10 cm spacing for each of the six paths through Intersection 1.

Intersection 1 only has three arrival nodes as shown in Figure 5.10, so only two and three arrivals can be tested while keeping one vehicle per lane and no car following (Assumption A3).


Figure 5.11: Total Simulated Travel Time in AGV-Time units over 10 runs with 3 AGVs on random paths.

Results for three vehicles in Figure 5.11 suggest Quad_constr is able to find a better solution at the cost of a higher execution time. With few vehicles interacting the
difference is minimal. Only run index $3,5,6$ and 9 could be improved with a change in ordering, the others were the same with either method.

The execution time over the 10 runs with different path choices shown in Figure 5.12 increases markedly with the switch to quadratic constraints. The choice of algorithm makes little difference in this case, but trust-constr takes slightly longer in every run except for run 0 and run 3 .


Figure 5.12: Execution Time over 10 runs with 3 AGVs on random paths.

## Detail of Improved Ordering with 3 AGVs

To understand better the mechanism for improving travel time by reordering, it is instructive to examine three vehicles in Intersection 1. Here, FIFO was consistently beaten by Quadratic Constraints even with a small number of vehicles. The reordering benefit is detectable with 3 AGVs, although it became more significant for higher numbers of crossings on larger intersections.

The distance-time trace for each vehicle can be plotted together, where distance is measured as chainage along the path, starting at the arrival point. This means the conflict start distance is different for each AGV. The location is marked by a circle


Figure 5.13: Distance along path over time for each AGV on Intersection 1, Run 3 with FIFO method.


Figure 5.14: Distance along path over time for each AGV on Intersection 1, Run 3 with Quad (trust-constr) method.
plotted at the start and the star plotted at the end in Figure 5.13. Position at a given time step is represented by a cross of one colour for each AGV. The timing instruction from the intersection manager is indicated by the position of the circle and start on the time axis. The use of longitudinal speed control described in Section 5.3.5 ensures the deadlines are met exactly in this simulation which did not include any disturbances.

The distance-time plot of the same scenario with three vehicles under quad control in Figure 5.14 looks very different. The fact that two routes are not in direct conflict is exploited to allow two vehicles to proceed at full speed. The third vehicle needs to slow down a little less as less time is used for the second one to get clear.


Figure 5.15: Positions of three AGV over the specified time window under FIFO ordering.

Shown on a plan view in Figure 5.15 the red and yellow traces are seen to travel very slowly to give the blue trace (closest to the decision point) time to get clear.

By contrast, the traces in Figure 5.16 both blue and yellow proceed at full speed as they don't conflict. Once they are out of the way the red trace can proceed, saving 10 seconds overall. With larger numbers of vehicles on larger intersection such opportunities to batch non-conflicting movements are more numerous. This explains the increasing advantage of the Quadratic constraints for larger numbers of participants.

### 5.5.3 Alternative Algorithm for Minimizing Linear Objective with Quadratic Constraints

With the settings in Table 5.1 the slsqp algorithm terminated faster than the trust_constr method with gtol $=1 e^{-6}$ in Figure 5.4. The value of gtol is the threshold the gradient of the objective must be below for termination.


Figure 5.16: Positions of three AGV over the specified time window under Quad management with flexible ordering.


Figure 5.17: Standard Deviation of execution time for the Quadratic constraints.

There is a problem when $n_{-} a g v=8$, which leads to the number of iterations exceeding the limit, which was set to $n \_i t e r=600$. This explains the very low standard deviation over the 10 runs with different paths seen in Figure 5.17. The time taken to complete $n \_i t e r$ iterations is very consistent. Despite early termination, the solution meets the constraints.


Figure 5.18: SLSQP slack (sum of 2-norms of constraint violations)

Comparing the iteration performance on a particular problem, intersection 3 with 8 arrivals in Figure 5.18 shows that slsqp did not reach convergence. The iteration terminated due to "positive derivative in direction of linesearch." This indicates the initial guess was infeasible, and the unconstrained minimum is also infeasible. In this instance, the solution is quite close to the minimum and the constraint violation is small so it just seems like the method has solved the problem very quickly.

Many more iterations are needed before termination with the trust-constr method shown in Figure 5.19. The constraints are satisfied to the specified tolerance in this case, making the execution time comparison unfair.

### 5.6 Summary and Links to next chapter

Across all three intersection layouts tested, the quadratic constraints formulation consistently found a crossing solution with higher average speeds. The negative impact of suboptimal FIFO ordering on the travel time is large, outweighing the benefit of a


Figure 5.19: Trust-constr slack on Intersection 3 with 8 arrivals
faster execution time.
The two different algorithms for minimizing the travel time subject to quadratic constraints performed very differently. The trust_constr algorithm found much lower cost solutions, but the execution time ran to multiple seconds and even minutes in some cases with 11 vehicles. The other algorithm slsqp did not converge in many cases. The return value indicated the unconstrained minimum lay outside the feasible region, and because the initial guess did not meet the constraints the algorithm could not proceed. In future work initializing the algorithm with the FIFO solution, so it has a feasible start point could improve the results. If the slsqp algorithm was able to determine it had converged, it would be the superior choice as the constraint error drops in fewer iterations.

A more realistic intersection comprising curved paths with numerous elementary path crossings has demonstrated the advantage of the quadratic constraints. In order to utilize multiple intersection managers to avoid conflict in a decentralized way as envisaged in Section 1, questions remain about the downstream effects of traffic at one intersection on the next. In the next chapter, multiple nearby intersections will be solved independently and the need for I2I messaging tested.

# Chapter 6 

Car-following Constraints to Link Multiple<br>Independent Intersection Managers

### 6.1 Chapter Abstract

In this chapter the boundary between two independently managed intersection zones is investigated in simulation. Latency between vehicles reporting their position and the reference speed commands reaching them lead to potential collisions even with guaranteed safety in isolation. Additional constraints on the problem for each zone are presented and solved to find a set of speeds which is optimal within each zone and collision free across multiple zones with a given latency.


Figure 6.1: Overarching activity diagram showing the shared responsibility of multiple Intersection Managers.

### 6.2 Introduction

Literature reviewed in Section 2.4 reveals that most AIM designs have been modelled in isolation [98]. This means the optimal methods do not consider departing traffic, which may need to slow for the next intersection. This may be important in urban roads and also indoor material handling sites, where the intersections are quite close together. The two-layer control scheme proposed by Digani et al gives the zone around each intersection a fixed capacity determined by experiment [2]. The intersection management layer finds maximal conflict-free crossing speeds for each AGV within each zone. The
estimated zone capacity is used in the routing layer to route AGV away from zones closer to their capacity and thereby prevent queue spillback becoming important. In this scheme routes across the intersection are reserved for one vehicle, so another will not follow in the same lane until it is clear. This reservation system is common in industrial automation controls but may lead to lower capacity than car-following.

In [100], car-following is performed independently by approaching agents alongside AIM sending average speed commands. In [108], Liu et al formulate the centralized problem and introduce a consensus method in which agents repeatedly compute their arrival time at each conflict. Both works select an approach speed limit for each AGV leaving local controllers free to travel slower. This differs from the formulation in Section 6 where the manager selects the average speed at which an AGV should approach and cross. This has a big impact on the speed autonomy of the AGVs, and the complexity of their individual speed control. A speed limit allows the individual AGV to choose a lower speed without danger of collision. With a specified average speed, if the local controller slows down for any reason, it must speed up before the end of the timed segment to remain inside its collision-free window. In a case of congestion this will not be possible, so the intersection level solution must incorporate some type of carfollowing constraints.

The Intersection Management Algorithms FIFO and Quad_constr used to resolve crossing conflicts in a locally optimal way in Chapter 5 can be used to control multiple nearby intersections with a simple distance based message filter. These methods both assume intersections are spaced far apart so they neglect downstream effects. At what spacing and traffic level does this assumption break down? A messaging scheme to break the problem down is presented, and the coupling effects studied.

Next, a modification to the AIM control problem representation is described to resolve the safety issue. Results are included for two intersections at varying distances, and the limitations of the specified average speed control breakdown are evaluated.

### 6.3 Aim/Objective

- Find the intersection spacing and traffic level at which intersection coupling effects can no longer be neglected.
- Describe an approach for independent managers to ensure a safe handover of
control between nearby intersections.


### 6.4 Problem Setup

The first problem to specify is finding the centralized, site-optimal collision-free longitudinal speed profiles $v_{i}(s)$ for $N$ AGVs with fixed paths $\left[\begin{array}{ll}x & y\end{array}\right]=\pi_{i}(s)$. The site-wide minimum time conflict-free problem is defined in Equation 6.1. This is the same as Problem 1 in Section 5.2 with discrete conflict zones.

$$
\begin{gathered}
\min _{v_{i}} \sum_{i=1}^{N} \int_{s=0}^{L_{i}} v_{i}(s) d s \\
\text { subject to }
\end{gathered}
$$

outside kth discrete conflict zone at the same time

$$
\begin{gather*}
\pi_{i}\left(s_{i}(t)\right) \notin Z_{k} \text { if } \pi_{j}\left(s_{j}(t)\right) \in Z_{k}  \tag{6.1}\\
\forall i, j \in\{1,2, \ldots, N\}] \forall t>0 \\
\forall k \in\{1,2, \ldots, P\}
\end{gather*}
$$

Here $s$ is the longitudinal distance along the path from the start at $\left[\begin{array}{ll}x_{S} & y_{S}\end{array}\right]=\pi_{i}(0)$ towards the goal at $\left[\begin{array}{ll}x_{G} & y_{G}\end{array}\right]=\pi_{i}\left(L_{i}\right)$. The path $\pi_{i}(s)$ may be a list of connected edges from a roadmap graph. This means the position can be expressed relative to the start of the current lane rather than from the absolute start position of the AGV.

In addition to the discrete conflict zones $Z_{k}$, each speed profile $\pi_{i}\left(s_{i}\right)$ can be discretized to a sequence of average speeds $\nu_{k}$ over $M$ discrete segments.

V2I messaging with multiple nearby intersections is modelled by message passing of plan messages from every AGV to every AIM. A plan message must contain the path of travel $\pi_{i}(s)$, the current position $s(t)$ and the longitudinal speed $\dot{s}$ to be used to compensate for the transmission delay.

The AIM filters by approach lane and ignores plans which do not intersect the zone $Z_{k}$ under its control. Plans which do intersect $Z_{k}$ at some point are only included in the local problem if there are no intervening intersections. This means the approach distance $a$ for one lane is determined by the distance between the end of the nearest other conflict zone on an 'IN' lane. Based on the latest plan message from every vehicle which is not excluded, the intersection local optimization problem can be constructed as defined in Equation 6.1 including only a subset $N_{k}$ of vehicles which passed the filter. This is the same as the global problem only with a single conflict zone $Z_{k}$.

The average speed command from the next intersection is forwarded by departing vehicles on receipt. This implementation detail might be quite important, it is used to avoid direct communication between notionally independent managers. The manager only has access to the downstream average speed after a delay of time delayed $2 T_{\text {aim }}$. The downstream speed is set freely by the downstream intersection manager and used as a constraint by the one upstream. This is the point of control handover which motivates the modification.

A third waypoint has been added that changes the problem setup slightly. It is needed in our simple "average speed at three sections" control model so constraints on the handover point can affect the approach speed parameter, which are set by AIM.

### 6.4.1 Messaging Partition

The V2I messaging scheme for multiple intersections is a slight generalisation of that for an isolated intersection described in Chapter 4.5.1. Each AGV sends its individual crossing plan for the intersection it is approaching to every manager which is in range.

The plan messages are filtered by the receiving manager, based on the lane and the current position along the lane. With reference to Figure 6.2, the plan is either approaching $a$, crossing $c$ or departing section $d$. Every AGV in the approaching section can be commanded to meet any feasible average speed, for a sequence of distance segments across the intersection.

Existing managers from Chapter 5 specified the average speed on a minimum number of segments to reduce the computational burden, which was two segments for an isolated intersection.

### 6.4.2 Multi Agent First Order Dynamics

Each AGV within the simulation is represented as a particle with state $\boldsymbol{x}(t)=[x(t), v(t)]$. The on-board controller can set the value of scalar control input $u$. The dynamics are shown in Equation 6.2.

$$
\begin{equation*}
\dot{x}=u \tag{6.2}
\end{equation*}
$$

### 6.4.3 Delay Compensating Longitudinal Speed Control

The on-board speed control uses a constant acceleration model to choose a feed-forward speed at each time step to match the specified average speed before the end of the
segment, even if the waypoint timing was delayed in transmission. This was introduced in Section 5.3.5 and defined by Equation 5.3.

### 6.5 Method: Transition Constraint with Car-following

Focusing on the transition point, I propose a Triple Waypoint interface to smooth the handover and avoid using the safety system in normal operation. The essence of the system is a transition region where a vehicle departing intersection 1 on the lane toward intersection 2 sends plan messages to both. The handover of control takes place according to predefined distances configured in the intersection managers shown in Figure 6.2. A vehicle will attempt to meet any constraints which it receives so adjacent managers must both be configured to avoid conflicting instructions. The cut off at which an intersection will ignore a vehicle on an incoming lane is $s_{i n c}^{i}$. The conflict zone starts at $s_{\text {begin }}^{i}$ and ends at $s_{\text {end }}^{i}$ marked by a cross. The three speeds sent in the Triple Waypoint constrain motion until $s_{\text {exc }}^{i}$. But the next intersection will take control as soon as the vehicle is out of the conflict zone.

The third section runs until $s_{c}$ after the conflict is over so vehicles with limited acceleration can reach the specified time. Limited acceleration is not enforced in the first-order dynamic model described in Section 6.4 .2 but the constraint is included to give more realistic crossing speeds. Departing vehicles along the entire transition lane send the same motion plan to both intersection managers.

As soon as the vehicle is past the conflict zone (second waypoint) of this intersection, the manager of the next intersection has full control authority. The waypoint location is fixed by intersection geometry and known to both managers. The speed sent by the manager with control authority will also be passed back to the previous intersection to be used as a constraint on the speed of approaching vehicles.

### 6.5.1 Transition Lane Constraint

The timing instruction for arrival at the next intersection conflict zone $\left[s_{n}, t_{n}\right]$ is used to generate a constraint at the previous intersection using the average speed. $v_{d}=$ $\left(s(t)-s_{n}\right) /\left(t-t_{n}\right)$

The average speed is referred to a fixed point at the minimum distance from the end of the conflict zone $s_{E}+$ min_distance at time $\left(s_{E}+\right.$ min_distance $\left.-s(t)\right) /\left(t-t_{n}\right)$.


Figure 6.2: Cut off points where control switches from one intersection to the next.

The constraint is applied to the first vehicle in each lane.

$$
\begin{equation*}
-\boldsymbol{K} \phi \leq-\boldsymbol{l}=\boldsymbol{K} \phi>\boldsymbol{l} \tag{6.3}
\end{equation*}
$$

where $\boldsymbol{K} \in \mathbb{R}^{(n \times 3 n)}$ is a block diagonal matrix assembled with blocks compatible with $\phi_{\boldsymbol{i}} \in \mathbb{R}^{(3 \times 1)}$ so $\boldsymbol{K}_{\boldsymbol{i}} \boldsymbol{\phi}_{\boldsymbol{i}}>\boldsymbol{l}_{\boldsymbol{i}}$. The number of vehicles crossing is $m$, each being sent three timed waypoints.
and

$$
\boldsymbol{K}_{\boldsymbol{i}}=\left[\begin{array}{l}
s_{n}-s(t)  \tag{6.5}\\
s_{E}-s_{S} \\
\text { min_distance }
\end{array}\right]^{T}=\left[\begin{array}{l}
s_{n}-s(t) \\
c_{1} \\
d_{1}
\end{array}\right]^{T}
$$

### 6.5.2 Car Following Constraints

There are three reasons for applying additional constraints to the intersection level solution to take account of congestion downstream.

- To avoid jerky motion on the departure lane.
- To ensure speed commands always exclude a car-following collision, even with vehicles which are receiving instructions from another intersection manager.
- To ensure flow balancing, so if a transition lane has high traffic, those approaching this intersection intending to depart on that lane will be slowed.

There are different ways to add I2I comms between intersections. It is particularly neat to use the vehicles in motion as proxies to forward the constraints to avoid an additional messaging channel.

The constraints should be enforced at every sample point with an associated free variable. They ensure the front bumper (control point $s_{F}+L_{B} / 2$ ) of the follower vehicle arrives at each sample point $\tau_{h}$ seconds later than the rear bumper of the leader (control point $s_{L}-L_{B} / 2$ ).

Considering only the first point on arrival at the conflict $s_{A B}$ the constraint can be written as follows:

$$
\left[\begin{array}{llll}
s_{A B}^{F}-L_{B} / 2 & 0 & -s_{A B}^{L}-L_{B} / 2 & 0
\end{array}\right]\left[\begin{array}{c}
\phi_{A B}^{F}  \tag{6.6}\\
\phi_{B C}^{F} \\
\phi_{A B}^{L} \\
\phi_{B C}^{F}
\end{array}\right]>\tau_{h}
$$

Here $s_{A B}^{F}$ is the distance to the start of the conflict zone for the follower and $s_{A B}^{L}$ is the distance to the start of the conflict zone for the leader. $\phi_{A B}^{L}$ is the reciprocal speed along this distance for the leader. Once the instructions are committed to the leader, so it is no longer controllable but will arrive at time $T_{L}$ Equation 6.6 can be rewritten

$$
\left[\begin{array}{cc}
s_{A B}^{F}-L_{B} / 2 & 0
\end{array}\right]\left[\begin{array}{l}
\phi_{A B}^{F}  \tag{6.7}\\
\phi_{B C}^{F}
\end{array}\right]>T_{L}+\tau_{h}
$$

### 6.6 Numerical Experiment

This test aims to characterise the performance of the nearby intersections based on the total occupancy at the arrival time of each additional AGV. The exit time is recorded, and used to calculate the average speed across the intersection. The hypothesis is that the more vehicles are present, the slower a new vehicle will be able to cross.


Figure 6.3: Path layout with two nearby intersections.

The test takes place on the synthetic path layout shown in Figure 6.3. This comprises six location nodes labelled A-F which a mobile robot may need to visit. This could represent a small pick-pack-and-ship warehouse, where nodes A-C are in the picking aisles and nodes D-F are packing stations where customer orders are assembled.

I believe this path layout is the minimum number of intersection connections which can be generalized to comment about queue spillback on larger scale problems. Some tests were performed with a single directed transition lane from $I_{0}$ towards $I_{1}$. The solid circle around the intersection represents the conflict zone which the manager is protecting access to and the larger dashed circle represents the communication range.

Both methods from Chapter 4 Quad and FIFO have been tested running independently on two nearby intersections, with the transition handled as described in 6.4.1. Additional car-following constraints detailed in Section 6.5.2 have been applied to the FIFO method to create a FIFO_carf controller which should smooth traffic flow when the intersections are close together.

### 6.6.1 Illustration of the coupled intersection interaction problem

The trajectories of every vehicle which crossed the intersection are shown with one dot per time interval ( 0.1 s ) in a unique colour in the composite distance-time graph in Figure 6.4. The conflict zone is shown by the command from the intersection manager which is a solid line in the same colour. For vehicles travelling along the x -axis the entry and exit timed waypoints are marked with an 'x'. For vehicle travelling on the cross lanes the entry and exit timed waypoints are marked with a triangle. The first conflict in any lane starts at 12.5 m and ends at 17.5 m . The trajectories are seen to meet the waypoint commands in their colour and the waypoint commands never overlap, so one vehicle must depart before the next arrives.

In Figure 6.4, all the cross-lane trajectories travelling in the $y$-axis end at 30 m , where they reach the sink at the end of the cross lane. Those on the x -axis proceed toward a second conflict zone from 36-41m. Cross traffic on the second intersection has not been offset from cross traffic on the first in this diagram so the interactions at the second conflict zone are more difficult to make out.

The intersection manager runs every 0.5 s in the simulation, using only historic data reported by the simulated agents over the preceding 0.1 seconds. This leads to a delay between local measurement, centralized demand calculation and local demand execution by on-board control of 0.7 seconds which is not fully compensated. Despite the extremely simplified first order dynamic model, position extrapolation by one time step and delay compensating local speed control, the lag results in consistent failure of every vehicle to meet its time specification by the next manager update. This can be seen in the distance-time plot for all vehicles in Figure 6.5. The cross marks joined by a solid diagonal lines connecting the entry $\left\{s_{a}, t_{a}\right\}$ to the exit $\left\{s_{d}, t_{d}\right\}$ with the same colour as the dashed vehicle trajectory are seen shifting rightwards as the centralized manager calculates new later crossing times because the originals were missed. Extrapolating the reported position by three time steps using the reported speed before solving the optimization could help with this. It requires a change to the messaging interface to add the current speed as well as the position along the current curve.

The circle in Figure 6.4 and Figure 6.5 highlights where the two vehicle trajectories are separated by less than the minimum separation $W_{v}$. The red trace slows down to meet the timed waypoint sent by the intersection manager. The grey trace represents the midpoint of a vehicle following in the same lane. The gradients of the two dotted


Figure 6.4: Overview of the transition effect distance-time plot for all vehicles with unmodified FIFO management. Trajectories shown by one dot per time step with a colour for each vehicle. Timed waypoint instructions entry and exit times marked by an ' $x$ ' connected by a solid line for lane BE, by a triangle for lane AC and FD. Two vehicle traces which come closer than $W_{v}$ leading to test termination circled.


Figure 6.5: Detail of the transition effect distance-time plot for all vehicles with unmodified FIFO management. Trajectories shown by one dot per time step with a colour for each vehicle. Timed waypoint instructions entry and exit times marked by an 'x' connected by a solid line. Two vehicle traces which come closer than $W_{v}$ leading to test termination circled.
lines show that the grey vehicle is travelling faster and catching up. At $t=31.0$ the grey vehicle catches up with the red vehicle; the distance between the two falls below $W_{v}$ bringing the test to an end.

Inspection of the solid lines connected by 'x's of the same colour which represent the timed waypoint instructions sent to the vehicles shows that changing successive instructions were sent to both of these vehicles. A full set of timed waypoints for all vehicles is recalculated by the manager every 0.5 seconds. Ideally, the instructions would be constant over time, and only account for new arrivals in the management zone. If vehicles are not on track to meet their assigned waypoints for any reason, the new instructions calculated will compensate by delaying subsequent vehicles. The waypoints at the second intersection between $35-42.5 \mathrm{~m}$ are seen to change not only in time but also in position. This is an implementation problem related to two lanes crossing at the second intersection. When a vehicle is approaching on the first cross lane the conflict is closer, when the conflicting vehicle is on the other lane the conflict shifts further away by the 2 m distance between the lanes. When the conflict location changes, the timings are adjusted accordingly.

What this illustrates with regard to the interaction problem is that a manager which can maintain safe spacing of all vehicles at a single intersection, may break down when extended to multiple intersections as described in section Section 6.4.1. The critical added value of tackling the interaction problem is to maintain safe spacing across an unlimited number of safe intersection managers.

### 6.6.2 All-lanes Average Speed

The impact of the car-following constraints can be compared based on the average speed across the first two segments of each lane: the segment approaching the conflict and the segment crossing the conflict. In this test a single direction transition is included. Arrivals appear at node $B$ heading to node $E$ along the transition lane and crossing both intersection conflict zones. At $I_{0}$ vehicles arrive at node $A$ heading to $C$. At $I_{1}$ arrivals appear at node $D$ heading to $F$ and also arrive at $F$ heading to $D$, giving $I_{1}$ twice the length of approach lane to $I_{0}$ in total. No turning movements are included. Each arrival node has a burst pattern which spawns five vehicles at 1 second spacing, followed by five at 2 second spacing.

The crossing speed shown in Figure 6.6 relates to the left intersection, labelled $I_{0}$ in


Figure 6.6: Average speed for each vehicle against the total number of vehicles across all lanes approaching $I_{0}$ for the Quad_Constr Method.


Figure 6.7: Average speed for each vehicle against the total number of vehicles across all lanes approaching $I_{0}$ for the FIFO Method.

Figure 6.3. With Quadratic Constraints the order is flexible which can improve speed if a better ordering can be found than FIFO but the search time is increased. There is no increase in average speed between Figure 6.6 and Figure 6.7 because the conflict zone shape is fixed, the vehicles are identical and $I_{0}$ is an elementary intersection with only single lanes. On more complex geometries it is likely the improvement would be substantial as they were for the isolated multi-lane intersections tested in Chapter 5. Figure 6.6 sows a weak linear trend suggesting a reduction in crossing speed of $0.2784 \mathrm{~m} / \mathrm{s}$ for each additional vehicle in the communication zone at arrival. The highest number approaching vehicles seen in simulation at $I_{0}$ is four. The length of lane included in the problem is $a=12.5 \mathrm{~m}$ for the horizontal approach lane, $c=5.0$ m to cross the horizontal conflict zone and then $a=12.5 \mathrm{~m}$ for the vertical cross lane plus $c=5.0 \mathrm{~m}$ for the vertical conflict crossing. Maximum capacity would be reached if one arrived every second on all lanes. With a $5 \mathrm{~m} / \mathrm{s}$ arrival speed, this would pack them each 5 m apart so the communication area has space for six approaching plus one crossing at most. The trend line $3.83-0.2784 n$ suggests the resulting speed would be $v=1.8812 \mathrm{~m} / \mathrm{s}$ for $n=7$.

The relationship between crossing speed and intersection occupancy for the FIFO constraints is shown in Figure 6.7. With the same arrival pattern the largest recorded occupancy is the same at four vehicles. The linear fit indicates a higher average crossing speed for the first vehicle, although this may be an artefact as there are few solutions with only a single occupant. The average speed is reduced faster under FIFO management losing $0.3510 \mathrm{~m} / \mathrm{s}$ for each additional vehicle to reach about the same average speed for four vehicles.

A noisy negative linear trend is also quite a good fit to the intersection on the right $I_{1}$ as shown in Figure 6.8. As both cross lanes were active and the transition distance is set to 20 m the total approach length is $20+15+15=50$ metres. With the same burst arrival pattern on each lane, this time up to 8 vehicles approached at the same time, compared to a theoretical maximum of 10 vehicles. The capacity is higher but the speed reduction due to one additional vehicle is steeper for this geometry so the expected speed for the last vehicle based on $n=9$ from the trend line $v=4.7512-0.4859 n$ would be $v=0.3457 \mathrm{~m} / \mathrm{s}$.

The speed-occupancy curve for the right-hand intersection $I_{1}$ with the FIFO method is shown in Figure 6.9. Again a maximum of $n=8$ was seen in simulation and the


Figure 6.8: Average speed for each vehicle against the total number of vehicles across all lanes approaching $I_{1}$ for the Quad_Constr Method.


Figure 6.9: Average speed for each vehicle against the total number of vehicles across all lanes approaching $I_{1}$ for the FIFO Method.
trend is very similar, leading to a projected speed of $v=0.7528$ for the tenth vehicle, arriving when occupancy $n=9$. The fact that speeds on the busy intersection are slightly higher in $I_{1}$ for FIFO is difficult to explain, but consistent with the results for $I_{0}$. The overall trend is similar crossing time performance between the isolated methods FIFO and Quad, but much longer execution time for Quad.


Figure 6.10: Average speed for each vehicle against the total number of vehicles in the intersection zone around $I_{0}$ at arrival time for the FIFO_carf method.

The relationship between crossing speed and occupancy on $I_{0}$ shown in Figure 6.10 with FIFO_carf management where additional departure constraints and car-following constraints are applied to ensure safe handover from one intersection to the next. This method is successful at enabling operation at higher traffic densities as up to eight vehicles approaching could be simulated without a minimum distance violation. The theoretical capacity of $I_{0}$ is actually reached in simulation before the minimum distance is violated. This is double the capacity that either of the isolated methods could safely direct on the same intersection $I_{0}$.

On the right-hand intersection $I_{1}$ shown in Figure 6.11 with more lanes inside the communication range (total length 65 m : capacity 13 ), the highest capacity observed was 13. This is much improved over the 8 vehicles recorded by either of the isolated methods. Looking at the linear fit in Figure 6.11 compared to that in Figure 6.9, the

IC-FIFO_cf_1 All-lane Speed-Occupancy


Figure 6.11: Average speed for each vehicle against the total number of vehicles in the intersection zone around $I_{1}$ at arrival time for the FIFO_carf method.
lower intercept implies that due to the constraints, speeds are a bit lower when traffic is light. The less steep gradient means that only $0.1794 \mathrm{~m} / \mathrm{s}$ average speed is lost for each additional participant, so the speeds at high density are comparable with either unmodified method FIFO or Quad. The linear fit $v=3.4136-0.1794 n$ indicates that a 13th vehicle would be able to cross at $1.0814 \mathrm{~m} / \mathrm{s}$.

Most importantly, higher densities could cross safely in simulation.
Comparing the execution time, the difference was very noticeable on repeated runs at two orders of magnitude. Quad_constr averaged 0.3950 seconds on $I_{0}$ with 1 vps burst arrival rate, compared to 0.0051 seconds for FIFO_carf. Trust region constrained method was used to solve Quad_constr to a gradient tolerance gtol : $1 e-06$. Interior point method was used to solve FIFO_carf. Both tests were performed on a Quad Core Intel (R) Core(TM) i5-8250U 1.8 GHz with 16 GB of RAM. Only FIFO or FIFO_carf are suitable for real-time operation with a manager update rate of 0.5 seconds without further optimization, as the worst case execution time for Quad_constr on $I_{0}$ was 0.8268 seconds, exceeding the deadline with 8 vehicles included in the problem.

### 6.6.3 Effect of Intersection Spacing

The next test varies the distance between the two intersections. As in the previous section, new arrivals appear at node $A, B, D$ and $F$ so the transition lane is traversed only in one direction from $I_{0}$ to $I_{1}$. Arrivals at $B$ will cross both intersections via the transition lane and depart at $E$. Arrivals crossing from both $D$ and $F$ reduce the capacity available at $I_{1}$ and cause traffic to build up on the transition lane as the simulation goes on. Beyond a certain intersection spacing, the intersections should be effectively independent. One deterministic arrival pattern was tested. This had a burst length of 5 vehicles, and a lull length of 5 vehicles with a burst rate of 1 vehicle per second and a lull of 0.25 vehicles per second. These rates were chosen to match the rate limiter on the source which ensures 5 metres of clearance before a new vehicle can arrive.

The first intersection manager is responsible for the intersection $I_{0}$ of lane $\overrightarrow{B E}$ with a single lane $\overrightarrow{A C}$. The second manager is responsible for the intersection $I_{1}$ at a distance $d+25$, which is crossed by two lanes $\overrightarrow{D F}$ and $\overrightarrow{F D}$ with the same arrival pattern. The second intersection with more traffic would be expected to permit reduced crossing speed. As the approach speed along lane $s 1$ decreases vehicles departing from $I 1$ will catch up to them, leading to a congestion spillback effect. The growth of the moving jam will depend on the capacity difference between the two intersections, which is kept the same in all runs. As a result the time to control failure should be linear in the length of the approach lane. The shortest lane which allowed 30 vehicles to cross is 15 metres. 10 runs were performed with the same traffic pattern, starting with $a_{1}=30 \mathrm{~m}$ and decreasing $a_{1}$ by 3 m each time to cover the range $a_{1}=[30,27, \ldots, 6,3,0] \mathrm{m}$.

Figure 6.12 shows the minimum separation over each run. The run ended prematurely if the separation fell below 1 m at any point, as this indicates a collision which the constraints are designed to avoid. FIFO_carf maintains a car following distance of 2 m on most runs, dropping to a still safe 1.1 m for $a_{1}=18 \mathrm{~m}$ and failing to find a solution for $a_{1}=6 \mathrm{~m}$. The minimum separation for the Quad method was less than FIFO_carf on every run, except for $a_{1}=18 \mathrm{~m}$. The minimum separation dropped below 1 m for $a_{0}=6 \mathrm{~m}$ and $a_{0}=30 \mathrm{~m}$ leading to early run termination. This is surprising as it does not reveal a cut-off distance beyond which the vehicles can operate in isolation. This is because the uncontrolled handover from one intersection manager to the next is a collision risk at all transition distances. The minimum distance vari-


Figure 6.12: Variation of number of smallest gap between two AGVs over the entire run with transition lane length.
ation in Figure 6.12 as the transition distance increases in steps of 3 m does not show a clear linear trend. It shows the best (most well separated) transition distance for Quad_constr is 18 m , with which the minimum separation remained under 2 m . Under Quad_constr management, both greater and smaller transition distances led to reduced minimum separation. Critically, minimum spacing fell below the safety distance of 1 m for both $a_{1}=30 \mathrm{~m}$ and $a_{1}=6 \mathrm{~m}$. The minimum separation over transition distance $a_{1}$ for isolated FIFO management shows a different trend, this time with the minimum separation increasing as $a_{1}$ increases until $a_{1}=15 \mathrm{~m}$ before levelling off. An isolated drop below the safety threshold is seen when $a_{1}=24 \mathrm{~m}$. The lack of distance violation at $a_{1}=3 \mathrm{~m}$ is surprising. The $F I F O_{c}$ arf method could not always maintain a safe spacing with a transition lane of this length.

Figure 6.13 shows the number of successful crossings which took place out of a possible 30 at each transition distance with each manager. Neither of the methods operating in isolation (FIFO and Quad_constr) consistently maintained the target minimum distances for $a_{1}>\underline{a}$. This shows independence between distant intersections does not hold over the distances tested for this geometry.

The partial extension of the messaging interface (to filter out vehicles which are


Figure 6.13: Variation of number of safe crossings with the length of the transition lane. The target was 30 .
departing) works well for many transition distances, but the unmanaged car-following on the transition lane can lead to rear-end type collisions even with increasing $a_{1}$. The studies which assume distant intersection may be treated independently rely on a further assumption of car-following speed choice by AGV. Only the FIFO_carf approach is collision free at all separations above 6 m , due to the car-following being explicitly managed by the intersection manager.

On layouts with short transition distances 6 metres and below, FIFO method is more successful than Quad_constr. All 30 vehicles crossed without incident with only 3 metres and even a zero-length transition lane. The flexibility to change ordering leads to extra collisions with high occupancy. This is due ot the inherently FIFO nature of car-following, meaning it can be handled implicitly by controlling the time vehicles in the same lane cross the conflict zone. The Quad_constr method would benefit from additional constraints for car-following so vehicle in the same lane are never reordered, only the order of cross traffic platoons.

### 6.7 Summary and Further Work

This chapter has investigated issues where collision avoidance by independent managers at nearby intersection breaks down without I2I messaging. Three constraint forms were tested, two independent: Quad_constr and FIFO; and one aware of neighbouring intersections FIFO_carf.

The Quad_constr method attained similar average speeds FIFO as seen in earlier chapters due to its ordering flexibility. This allows vehicles arriving on less busy lanes to skip ahead of those which are held upon a busy cross lane. In these tests the conflict zone shape was fixed at the largest size (including all paths) to ensure late arrivals did not make the optimization infeasible. The long execution time solving the Quad_constr problem presents a problem for real-time operation as it exceeded the simulated updated rate of 0.5 s on a number of occasions coordinating only four vehicles. FIFO_carf produced solutions with lower average speeds but being based on a linear program, they were always found in under 17 ms for up to seven vehicles.

FIFO_carf utilized an extended scheme of V2I messaging where departing vehicles report their position to the intersection they have crossed while they follow the instruction of the intersection they are approaching. The average crossing speed of the I2I augmented FIFO_carf controller was lower than the unmodified FIFO and Quad_constr algorithm from the last chapter. This was to be expected as the car following constraints were added to ensure safety on the transition lane, not to increase average speeds. Accordingly FIFO_carf showed lower average speeds than unmodified FIFO, but the transition lane collision provoked by dense traffic at reasonable transition distances $a_{1}>6 \mathrm{~m}$ was resolved.

The two methods without I2I communication or car following constraints (FIFO and Quad from the previous chapter) performed quite well at a range of intersection spacings. They were prone to intermittent failures (that is, collisions caught by the assertion) in particular traffic scenarios, which were never exposed in isolation. The feedback effect of shifting timed waypoints from deadlines being missed only appears when multiple intersections are tested due to the additional latency introduced by indirect message passing. The fragility of the system to latency makes a string case for direct I2I messaging to reduce latency. Another way to improve performance is effective delay compensation. This would require the speed to be included in the vehicle state report so it can be used to extrapolate vehicle positions to the time the commands will
be received. This wasn't possible with the position only state report interface tested.
Further research is needed into explicit I2I messaging combined with the carfollowing constraints. Another topic for further research is the transition point between a large merged conflict zone such as those in Chapter 4 and multiple intersections very close-by. At some transition distance the frequency and bandwidth of I2I messaging required to ensure safe operation may require a single agent to manage them.

# Chapter 7 

Conclusion

The preceding chapters divide the automated vehicle fleet trajectory planning problem between spatial path and longitudinal speed profile, by scale and by distance from a particular intersection. Methods to solve certain sub-problems with limited execution time are introduced in each chapter and numerical results provided to illustrate their performance. The two sub-problems addressed in detail are spline fitting subject to static obstacles constraints and intersection approach speed choice subject to intervehicle collision constraints. Both can be expressed as 'mixed' optimization problems because they involve a continuous parameter vector $\boldsymbol{x} \in \mathbb{R}^{n}$, continuous constraints of the form $\boldsymbol{C}(\boldsymbol{x}) \leq \mathbf{0} \in \mathbb{R}^{m}$ with combinatorial aspects which could be expressed as additional binary integer constraints $\boldsymbol{C}_{\boldsymbol{z}}(\boldsymbol{x}) \leq \mathbf{0} \in \mathbb{Z}^{p} \in\{0,1\}^{p}$. Different heuristics were employed to handle the combinatorial aspect of each problem. In Chapter 3, a weighted graph construction solves region assignment. In Chapter 4.1, a simple sort based on distance to the conflict-zone start solves crossing order in the FIFO method.

The heuristic part of each solution is essential to generate algorithms which can solve mixed combinatorial problems with limited execution time. This characteristic is important for use in real-time control systems. Due to the use of heuristics for part of the solution, the minimum found by convex optimization will be suboptimal for the original mixed problem. Non-linear convex methods such as Sequential Quadratic Programming can be applied directly to the mixed problem, but in both sub-problems this can lead to long and unpredictable search times. The full continuous constraints for both sub-problems appear to be non-convex. The integer region assignment in Chapter 3 resolves one source of non-convexity, but the application of the constraints at insufficient discrete samples can reintroduce non-convexity. For the ordering problem in Chapter 5 convex methods are used by the Quad_constr method to solve for the ordering. The order found leads to much reduced delay than FIFO but the execution time currently exceeds the update period. A better ordering heuristic, based on predicted arrival time at the intersection, instead of distance might be a fruitful direction to explore in future research.

The division of site control into zone local multi-vehicle speed adaptation combined with vehicle-level tactical path adaptation has shown promise under the assumptions made in numerical simulation of three different components. This chapter aims to synthesize the findings across the preceding chapters, and use them to answer the research questions. Next, a discussion of contributions to knowledge from the combination of the

### 7.1 RQ1: How can reactive planning be added to simple mobile robots following clothoid based paths without reducing path quality?

studies. Finally, some limitations of the completed studies in answering the research questions are introduced, along with the implications for future research.

### 7.1 RQ1: How can reactive planning be added to simple mobile robots following clothoid based paths without reducing path quality?

Reactive planning can be included based on clothoid splines with continuous curvature profiles with limited rate of change to match the quality of predefined paths. With the detected obstacle field represented as a collection of possibly overlapping convex obstacle-free regions containing the start and goal pose, the parameters for the spline can be found by sequential quadratic programming.

Parameters for two constant-curvature sections should be included per region, plus a starting segment and an ending segment to reach a specified [ $x, y$,heading] with zero curvature. The multiple-shooting formulation showed a small improvement in execution time on a small environment with three regions. The insertion of straight lines at the beginning and end pose led to the solver becoming trapped in a local minimum, which met the constraints but had worse characteristics in terms of increased overall length and increased peak sharpness. The provision of analytical derivatives reduced the number of iterations but not the execution time, as it took longer to evaluate the exact clothoid integrals within each derivative than performing a cheap finite difference approximation.

These findings show general constrained non-linear optimization algorithms can be effective at finding the best parametrized path through detected obstacles. The execution time and variability mean that this approach is more suited to centralized path replanning. Used in this way, the continuous curvature characteristic allows the paths identified to be used by different vehicles by varying the longitudinal speed.

### 7.2 RQ2: How can motion conflicts between vehicles at an intersection be resolved independently of scheduling and routing?

### 7.2 RQ2: How can motion conflicts between vehicles at an intersection be resolved independently of scheduling and routing?

Motion conflict between vehicles at an intersection can be resolved by co-operative choice of longitudinal speed. A simple way to do this is for all vehicles to hand over longitudinal speed authority to a single agent, in this case an intersection manager. A messaging interface, where every approaching vehicle reports the path they will follow and their current position, leads to a constrained optimization problem for the safe speeds.

In Chapter 4.1 baseline performance is provided by a binary-semaphore heuristic method which combines First-Come-First-Served crossing order with instructions to stop at the give way line unless holding the semaphore. This method is simple to implement, practically useful and guaranteed to avoid collisions. The ordering is reasonable for identical vehicles at low traffic density, but can lead to long delays.

For an elementary intersection, both optimal methods achieved a major reduction in both crossing time and total energy usage compared to a binary semaphore approach. The semaphore method did not utilize the plans of all approaching vehicles, only their reported position. Between the plan-based methods, there was no advantage to optimizing the order of arrival using a Quadratic constraints formulation. On an elementary intersection, the FIFO method with a fixed First-In-First-Out crossing order was able to find the same safe speeds with a reduced execution time.

In Chapter 5 the baseline performance is provided by the FIFO method. Numerical tests on real-world intersection geometries showed that optimal ordering reduced total travel time by as much as $50 \%$. On an intersection with more complex geometry, the importance of optimizing the order of arrival was clear. In all three realistic maps tested, the increase in execution time from solving the Quadratic constraints was much less than the reduction in crossing time from the improved solution.

The findings show that decentralizing longitudinal speed optimization to individual intersection managers limited the number of participants in each problem and made it possible to solve the passing order problem with convex methods. Numerical tests on an elementary intersection showed a reduction in travel time and a reduction in energy consumption compared to a binary semaphore stop/go approach.

### 7.3 RQ3: How can independent intersection managers with average speed authority be modified for a safe handover of control between nearby intersections?

### 7.3 RQ3: How can independent intersection managers with average speed authority be modified for a safe handover of control between nearby intersections?

Independent intersection managers can be modified for safe handover of control using a predefined cut-off distance to create a transition lane where vehicles follow the speeds commanded by the intersection they are approaching while also reporting their position to the one they are departing. Without any modification, this can lead to sharp accelerations and a dangerous handover at a spacing of 30 m . With the introduction of a transition constraint, handovers are smooth for transitions greater than 4 metres.

Across two intersections, new transition constraints used to create FIFO_carf were effective at preventing car-following collisions on the transition lane at lengths of 6 m and above. The extra constraints led to lower average speeds, but achieved higher intersection occupancies close to the theoretical maximum capacity. The transition lane constraints presented are expressed in the same fixed distance along path coordinates as the crossing constraints from previous chapters, allowing the problem to remain a linear program, suitable for interior point methods.

The findings in this section take the first step to proving the proposed division of control between intersection managers and individual vehicle computers is a valuable middle ground between per-vehicle decentralization and fully centralized control with roadmap reservations. The next step would be a test on the two intersection map with a bidirectional transition and traffic in both directions. Three or more intersections making up a small site would permit a meaningful comparison of the task completion rate with a centralized method based on conflict-free routing.

### 7.4 Discussion

Chapter 3 presented a method to address objective O1 based on fitting clothoid splines of minimum length and sharpness to polygon regions to create paths with the property of curvature continuity. Up to a maximum speed limit, such a path is dynamically feasible for an Ackermann steered vehicle with non-zero mass and inertia. Real vehicles will always be subject to disturbances and require closed loop path-tracking feedback control. Even so, tracking error can be reduced substantially if the target trajectory is
dynamically feasible. Freedom to choose any longitudinal speed below this limit and maintain dynamic feasibility, presents an opportunity to share control authority. Low resolution data with a low update rate like the discrete waypoint path to be followed for the next few seconds can be broadcast over a wireless link to synchronise the motion of co-operating vehicles.

One approach to synchronisation is detailed in Chapter 4.1. This addresses Objective O 2 with the introduction of an intersection manager agent, which exchanges messages with vehicles approaching an intersection. The low-resolution data describing the motion plan of each vehicle feeds into a centralized per-intersection speed optimization bounded by the speed limit. Solving for just two average speeds per vehicle (one to approach and one to cross) makes the problem tractable for larger numbers of vehicles. The complexity of the ordering problem as the number of vehicles increases can still be unacceptable for real-time execution. The presented method with a fixed ordering cut the execution time by an order of magnitude, but on a realistic intersection layout in Chapter 5 the average crossing speeds were much lower. The time wasted by waiting vehicles always exceeded the extra computation time. A promising direction for further work would be a study of ordering heuristics other than First-Come-First-Served. These chapters show that the optimal speed choice for any fixed ordering can be expressed as a linear program on multi-lane intersection with merged conflict zones. This type of problem can be solved with interior-point methods with bounded execution time, making them good candidates for the sole conflict resolution algorithm. On isolated intersections, this could lead to improved crossing times for automated traffic compared to the semaphore approach tested, roadmap reservation methods and potentially traffic light signals too. The next question for guaranteed collision avoidance on deployed systems is the tolerance to an isolated mechanical failure. All the crossing times reported in this thesis assumed perfect mechanical reliability. For real-world deployment, the spacing between vehicles in perpendicular directions should be sufficient to ensure that if a crossing vehicle fails in such a way as to block the intersection, there is time for those approaching to stop safely. This property might be called isolated-failure-safety. The provision of this safety buffer between each crossing pair may temper the throughput improvements offered by optimal management over isolated-failure-safe methods like the binary semaphore, but should not affect the reduction in energy usage. Further studies may be warranted focusing on the energy usage objective which was obtained
in the present research as an unintended side effect of throughput optimization.
The natural extension of intersection management by assigning one manager per intersection zone to resolve all conflicts across an entire roadmap (Objective O3) has only been partially explored in Chapter 6 . It was shown that even with a locally managed crossing order and approach speed, collisions can still occur on the transition lane between two closely spaced intersections. The proposed combination of departure constraints along with car following constraints was effective at preventing collisions if the transition lane was longer than 6 m on the particular numerical example tested. This had two elementary intersections with a transition lane in one direction only. The next step is to get a bidirectional transition between two intersections working. To help with this, it may be important to relax the requirement for AGVs to exactly match the arrival and departure times specified by the manager. Instead, the earliest possible safe arrival time (or equivalently the maximum average speed across the approach segment) could be specified. Then car-following behaviour could be implemented on the individual AGV controllers without invalidating the plans made at the intersection level. Individual vehicles could then ensure safety along the transition lane. This may also be beneficial for achieving isolated-failure-safety.

### 7.5 Future Work

The results presented here suggest further investigation into fleet control decomposition with locally optimal intersection speed management is worthwhile to attain the crossing time and energy usage benefits. To make a head-to-head comparison with other approaches to fleet control such as roadmap reservation the intersection management algorithm presented in Chapter 6 would need to be combined with a routing algorithm incorporating an approximate model of intersection zone capacity.

Future research is needed to characterize the speed-density curve resulting from optimal intersection management. Chapter 6 suggested linear fits to results for a small example. An accurate capacity model for an intersection communication zone would make it possible to augment the method for conflict resolution with a routing algorithm which directed vehicles away from zones close to capacity.

The assumption of fixed direction lanes does limit the applicability of the presented constraints in Chapter 4.1 slightly. Many logistics applications involve low speed vehicles which move backward and forward on the same lanes to save floor space. The
presented method applied to such a site would need to define every link as a conflict zone to ensure only one vehicle at a time entered it. In these situations it may be more appropriate to use a roadmap reservation method, as the benefits of platooning are less significant.

All the methods tested in this work used a merged conflict zone, which may reduce capacity if there are multiple lanes like in Chapter 5. Further work could examine breaking the merged conflict zone down into sub-conflicts, each involving a subset of lanes. An intersection manager which solved this problem would be capable of managing every elementary intersection across the site. Based on the review in Chapter 2, such an approach to centralised fleet management would be quite novel. The more pressing question is can the presented site control decomposition reduce energy consumption and reduce the makespan for a given set of tasks compared to roadmap reservations across a whole site?

## Appendix A

Constructing Topology Graph From Convex Region List

```
Algorithm 2 Algorithm for constructing an extremal point graph from a collection of
possibly overlapping convex regions.
    graph \(\leftarrow\) CheckStartAndGoalInFreeSpaceandSetGroups(polygon_region_list, start, goal)
    graph \(\leftarrow\) AddNodesAndSetGroups(polygon_region_list, start, goal, start_groups, goal_groups)
    graph \(\leftarrow\) ConnectUpTheGroups(graph)
    shortest_path \(\leftarrow\) Dijkstra(graph)
    \(H=\leftarrow\) BuildHMatrix(shortest_path)
```

```
Algorithm 3 List the group ID of empty regions occupied by the start position and
the empty regions containing the goal position.
    function CheckStartAndGoalInFreeSpaceandSetGroups(polygon_region_list, start, goal)
    graph \(\leftarrow\) DirectedGraph ()
    start_groups \(\leftarrow[] ;\)
    goal_groups \(\leftarrow \square\);
    for all \(k \in\{1\) : length(polygon_region_list) \(\}\) do
            if polygon_region_list \((k)\).GetOnlyInteriorPoints(start \() \neq \emptyset\) then
                start_groups \(\leftarrow[\) start_groups, \(k] ;\)
            end if
            if polygon_region_list \((k)\). GetOnlyInteriorPoints \((\) goal \() \neq \emptyset\) then
                goal_groups \(\leftarrow[\) goal_groups, \(k]\);
            end if
        end for
        return start_groups, goal_groups
    end function
```

```
Algorithm 4 Construct a graph with a node for every point on the boundary of each
empty region and every intersection between edges of two empty regions. Each node is
labelled with one or more group IDs indicating the empty regions which it occupies.
    function \(A d d N o d e s A n d S e t G r o u p s ~\left(p o l y g o n \_r e g i o n \_l i s t, s t a r t, g o a l, ~ s t a r t g r o u p s, ~ g o a l g r o u p s ~\right.\)
    )
    graph \(\leftarrow\) graph.AddNode(start, start_groups);
    \(n \_r e g i o n s \leftarrow\) size(obj.polygon_region_list, 2 );
        for all \(i \in\left\{1: n_{\_}\right.\)regions \(\}\)do
        for all \(j \in\left\{1: n_{\text {_regions }}\right\}\) do
        if \(i \neq j\) then
            vertex_list_ \(i \leftarrow\) polygon_region_list \((i) . v e r t e x \_l i s t ;\)
```



```
            \(n_{-} w i t h i n_{-} j \leftarrow \operatorname{size}(\) vertex_list_within_j,1);
            for all \(m \in 1: n_{-} w i t h i n_{-} j\) do
                    graph \(\leftarrow\) graph.AddNode(vertex_list_within_j \((m,:),[i, j]) ;\)
            end for
            if \(j>i\) then
```



```
                n_intercept_points \(=\) size \((\) intercept_points, 1\()\);
                for all \(p \in\left\{1: n \_i n t e r c e p t \_p o i n t s\right\}\) do
                    graph \(\leftarrow\) graph.AddNode(intercept_points \((p,:),[i, j])\);
                end for
                end if
                end if
        end for
        end for
    graph \(=\) graph.AddNode(goal, goal \({ }_{g}\) roups \()\);
    return graph
    end function
```

```
Algorithm 5 Add an undirected link between each pair of nodes labelled with same
group ID.
    function ConnectUpTheGroups ( polygon_region_list,graph )
        for all \(k \in\{1\) : graph.node_map.Count \(\}\) do
            from_node \(\leftarrow\) graph.node_map \((k)\)
        groups \(=\) from_node.groups
        group_count \(=\) length \((\) groups \()\)
        for \(q=1\) : group_count do
            group_id \(\leftarrow \operatorname{groups}(q)\)
            for all \(r \in\{1\) : graph.node_map.Count \(\}\) do
                if \(r \neq k \wedge\) graph.node_map \((r)\).IsMember (group_id) then graph \(\leftarrow\)
    graph.AddLink(from_node.id, graph.node_map(r).id)
            end if
            end for
            end for
        end for
        return graph
    end function
```

Appendix B

Analytical Gradients of the Single Shooting
Clothoid Formulation Within One Region

Stacking the parameters for the optimization described in Section 3.4 into a single vector $\boldsymbol{p}^{1 \times 6}=\left[\alpha_{1}, \alpha_{2}, L_{1}, L_{2}, s_{0}, s_{F}\right]^{T}$ allows the Jacobian of the objective for one region to be expressed as

$$
\begin{equation*}
\frac{\partial \boldsymbol{J}}{\partial \boldsymbol{p}}=2 \cdot\left[b \alpha_{1}, b \alpha_{2}, L_{1}, L_{2}, s_{0}, s_{F}\right]^{T} \tag{B.1}
\end{equation*}
$$

. The pose at the end of the path piece in the region of interest is $\left[X_{F}, Y_{F}, \Psi_{F}\right]$. For the derivatives we only consider one path piece, and drop the $i$ subscript used in Equation 3.8. The equality constraint vector with goal pose $[\hat{X}, \hat{Y}, \hat{\Psi}]$ is given by

$$
\boldsymbol{c}_{e q}=\left[\begin{array}{c}
X_{F}-\hat{X}  \tag{B.2}\\
Y_{F}-\hat{Y} \\
\Psi_{F}-\hat{\Psi} \\
\kappa_{F}-0
\end{array}\right]=\mathbf{0}
$$

and the inequality constraints to remain within a square region bounded by $\left[X_{\max }, X_{\min }, Y_{\max }, Y_{\min }\right]$ is given by

$$
\boldsymbol{c}_{\text {ineq }}=\left[\begin{array}{c}
X_{F}-X_{\max }  \tag{B.3}\\
-X_{F}+X_{\min } \\
Y_{F}-Y_{\max } \\
-Y_{F}+Y_{\min }
\end{array}\right] \leq \mathbf{0}
$$

. The matrix derivatives $\frac{\partial \boldsymbol{c}_{\text {eq }}}{\partial \boldsymbol{p}}{ }^{(6 \times 4)}$ and $\frac{\partial \boldsymbol{c}_{\text {ineq }}}{\partial \boldsymbol{p}}{ }^{(6 \times 4)}$ were constructed from scalar partial derivatives listed below. Each element is defined in terms of the parameters $\boldsymbol{p}$ in the following sections. The symbols are introduced in Section 3.3.1, the starting pose is taken to be the origin, so the end pose in global coordinates is given by Equation 3.8. Functions $C(\alpha, s, \kappa)$ and $S(\alpha, s, \kappa)$ are defined by Equation 3.3 and Equation 3.4 respectively. The peak curvature where the two clothoids meet is given the symbol $\kappa_{m}=\alpha_{1} L_{1}$ and the final heading at the end of the second clothoid is given by $\Psi_{F}=$ $\frac{\alpha_{1} L_{1}^{2}}{2}+\frac{\alpha_{2} L_{2}^{2}}{2}$.

## B. 1 Components with respect to $\alpha_{1}$

$$
\begin{align*}
& \frac{\partial X_{F}}{\partial \alpha_{1}}=\int_{0}^{L_{1}}-\frac{u^{2}}{2} \sin \left(\frac{\alpha_{1} u^{2}}{2}\right) d u \\
& +\cos \left(\delta_{1}\right) \int_{0}^{L_{2}}\left(-L_{1} \cdot u\right) \sin \left(\alpha_{1} L_{1} \cdot u+\frac{\alpha_{2} u^{2}}{2}\right) d u \\
& \quad+\left(-\sin \left(\delta_{1}\right) L_{1}^{2} / 2\right) \int_{0}^{L_{2}} \cos \left(\alpha_{1} L_{1}+\alpha_{2} u\right) d u \\
& -\sin \left(\delta_{1}\right) \int_{0}^{L_{2}}\left(L_{1} \cdot u\right) \cos \left(\alpha_{1} L_{1} \cdot u+\frac{\alpha_{2} u^{2}}{2}\right) d u \\
& \quad-\left(\cos \left(\delta_{1}\right) L_{1}^{2} / 2\right) \int_{0}^{L_{2}} \sin \left(\alpha_{1} L_{1}+\alpha_{2} u\right) d u \\
& \quad+s_{F}\left(L_{1} L_{2}+L_{1}^{2} / 2\right)\left(-\sin \Psi_{F}\right) \tag{B.4}
\end{align*}
$$

$$
\begin{align*}
& \frac{\partial Y_{F}}{\partial \alpha_{1}}=\int_{0}^{L_{1}} \frac{u^{2}}{2} \cos \left(\frac{\alpha_{1} u^{2}}{2}\right) d u \\
& \quad+\quad \sin \left(\delta_{1}\right) \int_{0}^{L_{2}}\left(-L_{1} \cdot u\right) \sin \left(\alpha_{1} L_{1} u+\frac{\alpha_{2} u^{2}}{2}\right) d u \\
& \quad+\left(\cos \left(\delta_{1}\right) \frac{L_{1}^{2}}{2}\right) \int_{0}^{L_{2}} \cos \left(\alpha_{1} L_{1} u+\frac{\alpha_{2} u^{2}}{2}\right) d u \\
& \\
& +\cos \left(\delta_{1}\right) \int_{0}^{L_{2}}\left(L_{1} \cdot u\right) \cos \left(\alpha_{1} L_{1} u+\frac{\alpha_{2} u^{2}}{2}\right) d u \\
& +\left(-\sin \left(\delta_{1}\right) \frac{L_{1}^{2}}{2}\right) \int_{0}^{L_{2}} \sin \left(\alpha_{1} L_{1} u+\frac{\alpha_{2} u^{2}}{2}\right) d u  \tag{B.5}\\
& \quad+s_{F}\left(L_{1} L_{2}+L_{1}^{2} / 2\right) \cos \left(\Psi_{F}\right) \tag{B.6}
\end{align*}
$$

## B. 2 Components with respect to $\alpha_{2}$

$$
\begin{align*}
\frac{\partial X_{F}}{\partial \alpha_{2}}=\cos \left(\delta_{1}\right) \int_{0}^{L_{2}}\left(\frac{-u^{2}}{2}\right) \sin \left(\alpha_{1} L_{1} u+\frac{\alpha_{2} u^{2}}{2}\right) d u & \\
& -\sin \left(\delta_{1}\right) \int_{0}^{L_{2}}\left(\frac{u^{2}}{2}\right) \cos \left(\alpha_{1} L_{1} u+\frac{\alpha_{2} u^{2}}{2}\right) d u \\
& +s_{F}\left(-\sin \Psi_{F}\right)\left(\frac{L_{2}^{2}}{2}\right) \tag{B.8}
\end{align*}
$$

$\frac{\partial Y_{F}}{\partial \alpha_{2}}=$

$$
\begin{align*}
& \sin \left(\delta_{1}\right) \int_{0}^{L_{2}}-\frac{u^{2}}{2} \sin \left(\alpha_{1} L_{1} u+\frac{\alpha_{2} u^{2}}{2}\right) d u \\
& +\cos \left(\delta_{1}\right) \int_{0}^{L_{2}} \frac{u^{2}}{2} \cos \left(\alpha_{1} L_{1} u+\frac{\alpha_{2} u^{2}}{2}\right) d u \\
& \quad+s_{F}\left(\cos \Psi_{F}\right) \cdot\left(\frac{1}{2} L_{2}^{2}\right) \tag{B.9}
\end{align*}
$$

$$
\begin{equation*}
\frac{\partial \Psi_{F}}{\partial \alpha_{2}}=\frac{1}{2} L_{2}^{2} \tag{B.10}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\partial \kappa_{F}}{\partial \alpha_{2}}=L_{2} \tag{B.11}
\end{equation*}
$$

## B. 3 Components with respect to $L_{1}$

$$
\begin{align*}
& \frac{\partial X_{F}}{\partial L_{1}}=\cos \left(\alpha_{1} L_{1}^{2} / 2\right) \\
& \quad+\cos \left(\delta_{1}\right) \int_{0}^{L_{2}}\left(-\alpha_{1} \cdot u\right) \sin \left(\alpha_{1} L_{1} u+\frac{\alpha_{2} u^{2}}{2}\right) d u \\
& \quad+\left(-\sin \left(\delta_{1}\right) \alpha_{1} L_{1}\right) \int_{0}^{L_{2}} \cos \left(\alpha_{1} L_{1} u+\frac{\alpha_{2} u^{2}}{2}\right) d u \\
& \quad-\sin \left(\delta_{1}\right) \int_{0}^{L_{2}}\left(\alpha_{1} \cdot u\right) \cos \left(\alpha_{1} L_{1} u+\frac{\alpha_{2} u^{2}}{2}\right) d u \\
& \quad-\left(\cos \left(\delta_{1}\right) \alpha_{1} L_{1}\right) \int_{0}^{L_{2}} \sin \left(\alpha_{1} L_{1} u+\frac{\alpha_{2} u^{2}}{2}\right) d u \\
& \quad-s_{F}\left(\alpha_{1} L_{1}+\alpha_{1} L_{2}\right) \sin \left(\Psi_{F}\right) \tag{B.12}
\end{align*}
$$

$$
\begin{align*}
& \frac{\partial Y_{F}}{\partial L_{1}}=\sin \left(\alpha_{1} L_{1}^{2} / 2\right) \\
& +\sin \left(\delta_{1}\right) \int_{0}^{L_{2}}\left(-\alpha_{1} \cdot u\right) \sin \left(\alpha_{1} L_{1} u+\frac{\alpha_{2} u^{2}}{2}\right) d u \\
& +\left(\cos \left(\delta_{1}\right) \alpha_{1} L_{1}\right) \int_{0}^{L_{2}} \cos \left(\alpha_{1} L_{1} u+\frac{\alpha_{2} u^{2}}{2}\right) d u \\
& +\cos \left(\delta_{1}\right) \int_{0}^{L_{2}}\left(\alpha_{1} \cdot u\right) \cos \left(\alpha_{1} L_{1} u+\frac{\alpha u^{2}}{2}\right) d u \\
& +\left(\sin \left(\delta_{1}\right) \alpha_{1} L_{1}\right) \int_{0}^{L_{2}} \sin \left(\alpha_{1} L_{1} u+\frac{\alpha_{2} u^{2}}{2}\right) d u \\
& \quad+s_{F}\left(\alpha_{1} L_{1}+\alpha_{1} L_{2}\right) \cos \left(\Psi_{F}\right)  \tag{B.13}\\
& \frac{\partial \Psi_{F}}{\partial L_{1}}=\alpha_{1} L_{1}+\alpha_{1} L_{2}  \tag{B.14}\\
& \frac{\kappa_{F}}{\partial L_{1}}=\alpha_{1} \tag{B.15}
\end{align*}
$$

## B. 4 Components with respect to $L_{2}$

$$
\begin{align*}
& \frac{\partial X_{F}}{\partial L_{2}}=\cos \left(\alpha_{1} L_{1} L_{2}+\frac{\alpha_{2} L_{2}^{2}}{2}\right) \\
& \cos \left(\delta_{1}\right) \\
&  \tag{B.16}\\
& \quad-\sin \left(\alpha_{1} L_{1} L_{2}+\frac{\alpha_{2} L_{2}^{2}}{2}\right) \sin \left(\delta_{1}\right) \\
& \\
&
\end{align*}
$$

$$
\left.\begin{array}{l}
\frac{\partial Y_{F}}{\partial L_{2}}=\cos \left(\alpha_{1} L_{1} L_{2}+\frac{\alpha_{2} L_{2}^{2}}{2}\right)
\end{array}\right) \sin \left(\delta_{1}\right) \quad \begin{aligned}
+ & \sin \left(\alpha_{1} L_{1} L_{2}+\frac{\alpha_{2} L_{2}^{2}}{2}\right) \cos \left(\delta_{1}\right) \\
& +s_{F} \cdot\left(\cos \Psi_{F}\right)\left(\alpha_{1} L_{1}+\alpha_{2} L_{2}\right)
\end{aligned}
$$

$$
\begin{equation*}
\frac{\partial \Psi_{F}}{\partial L_{2}}=\alpha_{1} L_{1}+\alpha_{2} L_{2} \tag{B.18}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\kappa_{F}}{\partial L_{2}}=\alpha_{2} \tag{B.19}
\end{equation*}
$$

## B. 5 Components with respect to $s_{0}$

$$
\begin{align*}
& \partial X_{F} / \partial s_{0}=1  \tag{B.20}\\
& \partial Y_{F} / \partial s_{0}=0  \tag{B.21}\\
& \partial \Psi_{F} / \partial s_{0}=0  \tag{B.22}\\
& \partial \kappa_{F} / \partial s_{0}=0 \tag{B.23}
\end{align*}
$$

B. 6 Components with respect to $s_{F}$

$$
\begin{gather*}
\partial X_{F} / \partial s_{F}=\cos \left(\Psi_{F}\right)  \tag{B.24}\\
\partial Y_{F} / \partial s_{F}=\sin \left(\Psi_{F}\right)  \tag{B.25}\\
\partial \Psi_{F} / \partial s_{F}=0  \tag{B.26}\\
\partial \kappa_{F} / \partial s_{F}=0 \tag{B.27}
\end{gather*}
$$

Appendix C

Pose Operators

These operators are defined to simplify working with rigid bodies in two dimensions. A rigid body in a plane has $2+1$ parameters, two for translation in the plane and one for heading angle. The position in metres and the heading in radians can be assembled into a three vector, called the pose.

$$
\begin{align*}
& \boldsymbol{p}_{\mathbf{1}}=\left[x_{1}, y_{1}, \psi_{1}\right]^{T}  \tag{C.1}\\
& \boldsymbol{p}_{\mathbf{2}}=\left[x_{2}, y_{2}, \psi_{2}\right]^{T} \tag{C.2}
\end{align*}
$$

Working with higher dimensional spaces it is common to use homogeneous coordinates to simplify operations on rigid bodies. The two operators defined here are convenient for working in 2D without the complexity of homogeneous notation. They are inverse operators in the sense that $\boldsymbol{p}_{\mathbf{3}}=\boldsymbol{p}_{\mathbf{1}} \oplus \boldsymbol{p}_{\mathbf{2}} \rightarrow \boldsymbol{p}_{\mathbf{3}} \ominus \boldsymbol{p}_{\mathbf{2}}=\boldsymbol{p}_{\mathbf{1}}$. The decompose operator $\ominus$ is order dependent like ordinary subtraction. They are defined below using the algebra of homogeneous coordinates given in [161].

## C. 1 Compose $\oplus$

This operator takes the second pose and rotates it into the frame of the first before vector addition of all three components.

$$
\boldsymbol{p}_{\mathbf{3}}=\boldsymbol{p}_{\mathbf{1}} \oplus \boldsymbol{p}_{\mathbf{2}}=\left[\begin{array}{c}
x_{1}+x_{2} \cos \left(\psi_{2}\right)-y_{2} \sin \left(\psi_{2}\right)  \tag{C.3}\\
y_{1}+x_{2} \sin \left(\psi_{2}\right)+y_{2} \cos \left(\psi_{2}\right) \\
\psi_{1}+\psi_{2}
\end{array}\right]
$$

. If each pose is expressed in homogeneous 3 x 3 form,

$$
\boldsymbol{T}_{\mathbf{1}}=\left[\begin{array}{ccc}
\cos \left(\psi_{1}\right) & -\sin \left(\psi_{1}\right) & x_{1}  \tag{C.4}\\
\sin \left(\psi_{1}\right) & \cos \left(\psi_{1}\right) & y_{1} \\
0 & 0 & 1
\end{array}\right]
$$

the same operation is a matrix multiplication

$$
\begin{equation*}
T_{3}=T_{1} T_{2} \tag{C.5}
\end{equation*}
$$

## C. 2 Decompose

This operator finds the pose of $\boldsymbol{p}_{\mathbf{3}}$ expressed relative to pose $\boldsymbol{p}_{\mathbf{1}}$

$$
\begin{equation*}
p_{1}=p_{3} \ominus p_{\mathbf{2}} \tag{C.6}
\end{equation*}
$$

If each pose is expressed in homogeneous $3 x 3$ form, the same operation is a matrix multiplication by the the inverse

$$
\begin{equation*}
T_{1}=T_{3} T_{2}^{-1} \tag{C.7}
\end{equation*}
$$

## Appendix D

Vehicle Dynamics to Path Constraints

The motion of a vehicle with Differential Drive configuration can be represented as a rigid body with forward velocity $v$, rotational velocity $\omega$ and zero lateral motion centred at the control point shown in Figure D.1. An exact form incorporating the turning radius (which has a singularity for travelling in a straight line) is given in textbooks [162].

Differential Drive


Tricycle


Figure D.1: Plan view of Differential Drive and Tricycle vehicle configurations.

The forward velocity is given by Equation D. 1 and the angular velocity by Equation D.2. The control vector contains $\left[u_{l}, u_{r}\right]$ the speed command for the left and right wheels.

$$
\begin{equation*}
v=\frac{u_{l}+u_{r}}{2} \tag{D.1}
\end{equation*}
$$

$$
\begin{equation*}
\omega=\frac{u_{r}-u_{l}}{W} \tag{D.2}
\end{equation*}
$$

This model implies the Differential Drive configuration is capable of following any continuous path in $R_{2}$ [162], as long as the velocity commands can be followed exactly. It is unrealistic to expect low level controllers to follow their set point exactly due to inertial effects so a more realistic control vector would be the acceleration on each wheel.

A vehicle with a Tricycle configuration can be represented as a rigid body with forward velocity $v$, rotational velocity $\omega$ and zero lateral motion centred at the control point shown in Figure D.1.

$$
\begin{align*}
v & =u_{v} \cos u_{\phi}  \tag{D.3}\\
\omega & =\frac{u_{v} \tan u_{\phi}}{B} \tag{D.4}
\end{align*}
$$

The forward velocity is approximated by Equation D. 3 and the angular velocity by Equation D.4. The control vector contains $\left[u_{v}, u_{\phi}\right]$ the speed command for single drive wheel and the angle command for the rotating steering column.

Both configurations have two actuated degrees of freedom and can move the control point to any point $[x, y, \psi]$ in the workspace. They can also be inverted to derive the impact of limited actuator response and motor power on achievable path shapes. Some actuator limits are purely kinematic: arising from the geometry of wheel placement without regard to the forces that cause motion [163]. Examples include the maximum turning radius and its relation to the steer angle limit. Others are clearly dynamic, like the maximum linear acceleration depending on mass of the vehicle and the peak torque provided by the motor. Both kinematic and dynamic actuator constraints will change the trajectory of the physical vehicle relative to an idealized one.

Equations D. 1 to D. 4 can be used to transform actuator limits in the control space to find their effect on the path. When the trajectory is decomposed into a path and a speed profile, the kinematic constraints mainly affect the path while the dynamic constraints mainly affect the speed profile. However, dynamic constraints on the actuators can also lead to geometric constraints on the path. Particularly on the spatial derivatives, curvature $\kappa$ and sharpness $\dot{\kappa}$. These constraints are still coupled through the resulting trajectory. It can be useful to think of the limits in terms of trajectory properties like centripetal acceleration $a_{l}$. If this is too high it can lead to a skid where the platform
moves laterally, or a reduction in down force on the inside wheels and eventually tipping. The curvature $\kappa=1 / r$ is a geometric property of the path, but the constraint $a_{l}<\overline{a_{l}}$ can always be satisfied by choosing a sufficiently low longitudinal speed $v$.

Starting with the expression for centrifugal force needed for curved motion in term of instantaneous curvature at a constant radial speed in Equation D.5.

$$
\begin{align*}
a_{l} & =M \kappa v^{2}  \tag{D.5}\\
\bar{v} & =\sqrt{\frac{\bar{a}_{l}}{M \kappa}} \tag{D.6}
\end{align*}
$$

The relation in D. 6 holds for segments over which the longitudinal speed $v$ is constant. It can be identified for each segment by calculating $\bar{v}$ at a series of sample locations and setting the segment maximum to be the lowest limit across the samples. Optimal profiles which do not neglect the impact of longitudinal acceleration have also been developed [164], including for more exotic vehicle configurations like towing trailers [15].
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[^0]:    ${ }^{1}$ interior-point and sqp are available as options for the fmincon function of MATLAB
    ${ }^{2}$ Numerical tests ran on a consumer laptop with 16GB RAM and an Intel(R) Core(TM) i5-8250U CPU @1.60GHz

[^1]:    ${ }^{3}$ Vectorized Adaptive Quadrature is available in MATLAB as a built in function $q=$ integral(fun, $x \min , x \max$ ), the default upper bound on error is $10^{-6} \times q$

