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Abstract

Phase imaging in the Transmission Electron Microscope (TEM) has a long history, from the
implementation of off-axis holography in TEM to Differential Phase Contrast (DPC) on the Scanning
Transmission Electron Microscopy (STEM). The advent of modern computing has enabled the
development of iterative algorithms which attempt to recover a phase image of a specimen from
measurements of the way it diffracts an incident electron beam. One of the most successful of these
iterative methods is focused probe ptychography, which relies on far field diffraction pattern
measurements recorded as the incident beam is scanned through a grid of locations across the
specimen. Focused probe ptychography implemented in the STEM has provided the highest
resolution images available to date, allows for lens-less setups avoiding the aberrations typical in
older STEMs and allows for simultaneous reconstruction of the illumination and specimen.
Ptychography is computationally flexible (highly constrained), allowing for additional unknowns
other than the phase of the specimen to be recovered, for example positions can be refined during
reconstruction.

Near field ptychography is a recent variation on ptychography that replaces the far-field diffraction
data with diffraction patterns recorded in the near field, or Fresnel, region. It promises to obtain a
much larger field of view with fewer diffraction patterns than focused probe ptychography. The
main contribution of this thesis is the implementation of a new form of near field ptychography on
the Transmission Electron Microscope (TEM), using an etched silicon nitride window to structure the
electron beam. Proof-of-concept results show the method quantitatively recovers megapixel phase
images from as few as 9 recorded diffraction patterns, compared to many hundreds of diffraction
patterns required for focused probe ptychography. Additional sets of results show how near-field
ptychography can recover extremely large fields of view, deal effectively with inelastic scattering,
and accommodate several sources of uncertainty in the experimental process.

Further contributions in the thesis include: experiments and results from visible-light versions of
near field ptychography, which explain its limitations and practical application; a description and
code for analysis tools that are used to assess phase imaging performance; DigitalMicrograph (DM)
code and a data collection workflow to realise TEM-based near-field ptychography; details of the
design, realisation and performance of the etched silicon nitride windows; and simulation studies
aimed at furthering understanding of the frequency response of the technique. Future work is
outlined, focusing on potential applications in a wide range of real-world specimens and improved
TEM setups to implement near field ptychography.
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Chapter 1

1 Literature Review

1.1 Introduction

In this literature review there will be a discussion of the necessary subjects to contextualise near
field electron ptychography as a phase retrieval technique. First there will be a discussion of the
electron lens and its aberrations. The Transmission Electron Microscope (TEM) and various
techniques will be outlined. The TEM is particularly important to various fields of science and
engineering, not only for high resolution imaging, but for the richness of the information it can
provide. The TEM can provide information on the chemical composition of the specimen imaged [1],
the strain of a semiconductor device [2], the strength of magnetic field produced by magnetic thin
film [3] and can produce 3D images at nanoscale [4]. The focus of this literature review will then shift
to various phase retrieval methods used in TEM/STEM (Scanning Transmission Electron Microscope).
Most importantly, the concepts of ptychography and near field ptychography will be covered. At the
end of the literature review there will be a short review of propagation of complex fields, coherence
and the Fourier Ring Correlation. These three concepts are important to the work shown in this
thesis and are therefore covered to demonstrate that the author has the required knowledge to
tackle these issues in real world experiments.

One of the key parameters in determining the resolution of an imaging system is the wavelength of
the illumination used, this is highlighted by the Rayleigh diffraction criteria [5]. De Broglie was the
first to describe the wavelength of a matter wave of the electron, and relate the wavelength of the
electron to the electron’s momentum (or energy) [6]. By connecting the resolution of a microscope
to the wavelength of the electron matter wave, the motivation behind developing the electron
microscope becomes clear, because of the potential resolution that they can achieve. It was then
proved by Scherzer that the design of the electron lens itself would present a barrier in maximising
the resolution of the TEM (Transmission Electron Microscope). Scherzer identified that the lens used
to focus the electrons suffered from spherical aberration due to the shape of the electron lens [7].
There will now be a description of the aberrations of the electron lens, as they are one of the key
factors in limiting the resolution of the TEM.

The performance of an electron lens is hampered by its aberrations, not only the spherical
aberrations but also chromatic aberrations. Furthermore, there are a number of other aberrations to
be aware of, which have been defined by a set of basis functions often described as Zernike
polynomials [8, 9]. The theory of Zernike polynomials describes aberrations in polar coordinates
(radius and angle) and makes categorising aberrations more systematic. For example, spherical
aberrations are described as a fourth order aberration in the Zernike system, as the highest power of
radius in the function describing spherical aberration is 4. The second descriptor used in Zernike
polynomials is called the frequency, which describes the multiplier applied to the polar angle.
Frequency in the context of Zernike polynomials can be negative or positive in value, and it indicates
whether a sine or cosine was used (-1 for sine). A simplified version of the first four orders of the
Zernike polynomials is shown in Figure 1 (order is indicated by r™, where n is the order and
frequency is indicated by multiples of 8). As an aside, the tilt aberrations effectively describe the
action of the deflector coils of the electron microscope which are described in subsection 1.2 and
they cause the beam to be tilted by a certain angle.



Spherical aberration as mentioned earlier is the greatest cause of resolution loss in the electron
microscope, and can be described physically as the focal point of the lens being a function of the
radius of the lens [6]. An example phase map of spherical aberration can be seen in Figure 1i). The
effect of spherical aberration is illustrated by Figure 2a. Figure 2a also demonstrates how spherical
aberration limits the resolution of the electron microscope, as the image is blurred at the detector
plane by spherical aberration (the rays are not focused), this can be somewhat mitigated by
refocusing the lens to make use of the disc of least confusion [6]. The disc of least confusion in
Figure 2a is the cross-section where the rays are closest together (marked by the arrows). The disc of
least confusion effectively describes the best resolution that can be obtained from an aberrated
lens, this is achieved by using a defocused condition.

Another limitation that affects electron microscopes is called chromatic aberration. Chromatic
aberration describes the fact that when an electron lens interacts with electrons with varying
wavelengths, those electrons will be focused to different positions along the optical axis. This is
illustrated in Figure 2, where the red dotted line shows electrons being focused to a different plane
as they have different energy to the acceleration voltage. Technically, Figure 2 should show a
spectrum of differing focal points, but one focal point is shown here for clarity. Figure 2 shows the
effect of the chromatic aberration on STEM (Scanning Transmission Electron Microscopy) operation.
However, the effect on the TEM operation would be that electrons which have lost energy would be
deflected by differing amounts by the lens, additionally these images formed from inelastic electrons
would be defocused compared to the intended image plane. The differences in the focal plane and
the magpnification then cause the images formed by the aberrated lens to be blurred (different
aberrations also have a similar effect on TEM image formation, but the fundamental cause of the
defocus and magnification is different). Chromatic aberration is detrimental to the operation of the
electron microscope, as the mere presence of a specimen is sufficient to cause inelastic scattering,
and the spread of the electron wavelengths resulting from the specimen interaction would cause an
image formed by the objective lens to suffer from chromatic aberration. It is not only the inelastic
scattering caused by the specimen which contributes to the energy spread which causes the blurring
associated with chromatic aberration, but also the instabilities of the microscope itself, as the
variation in the acceleration voltage of the microscope can cause the same blurring effect (another
similar blurring effect is the variance of the objective lens strength/current) [10]. There are two
possible methods to address chromatic aberrations; fix the aberration or reduce the energy spread
of the electrons in the column. This is why many high performance microscopes have pre specimen
energy filters to reduce the energy spread of the illumination system. Chromatic aberration
correction is particularly important for low energy imaging of sensitive samples because as the
acceleration voltage decreases, the instability of the acceleration voltage remains the same and
therefore the blurring caused by chromatic aberration increases as the acceleration voltage
decreases [11].
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The astigmatism of the electron lens effectively means that it is impossible to focus a beam such that
the width of the beam in the x and y axis is simultaneously minimized. Examples of phase maps of
astigmatism can be seen in Figure 1 d) and Figure 1 f). The effect of astigmatism is further illustrated
by Figure 2 c) and Figure 2 d). This is particularly important to STEM as this would prevent the
microscope forming the smallest possible probe. STEM images produced under astigmatic conditions
suffer from streaking in a particular direction, extending that feature over a longer distance than
what is true to the actual specimen. In TEM images the effect of astigmatism is that the degree of
focus of a feature will depend on the orientation of that feature. Astigmatism is typically identified in
the TEM context by taking the Fourier transform of a defocused TEM image, which will display
elliptical ring shape in the case of astigmatism and ring like shape in its absence.

Figure 1 e) shows the aberration of defocus, which is an interesting aberration, as the cause of
defocus is not limited to the lens itself. For example, if the specimen is not in the eucentric plane of
the TEM this effectively causes a defocus aberration. The eucentric plane is the plane where the
tilting of the specimen around the tilt axis causes the minimum amount of apparent orthogonal
movement with respect to the optical axis, x/y [6]. Furthermore, a defocus aberration is exactly the
same as propagating the specimen a short distance with the angular spectrum method (in the case
of collimated illumination, the angular spectrum method is discussed in Section 1.28). The defocus
aberration is of importance to near field ptychography and inline holography, as it is a method of
forming interference fringes which carry information on the phase of the specimen.
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Figure 2: A figure showing the effect of various aberrations on the ability of an electron lens to focus to a point, and
therefore the effect of various aberrations on STEM operation. a) shows how a spherical aberration causes rays which
interact at different radii of lens are focused to a different point along optical axis. b) shows how a lens suffering from
chromatic aberrations focuses electrons with lower energies more strongly than typical electrons. c) and d) shows how

astigmatism causes electrons which interact with different sides of the electron lens to have different focal points [6]. The
dotted line in c shows the different focal point of electrons that interact with the top and bottom of the lens as opposed to
the left and right which is represented by the solid black line.
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1.2 Scan coils

Scan coils are an important component of the electron microscope and other technologies. For
example, scan coils were a vital component of the television until the late 1990s, as they were used
to scan the electron beam from a cathode ray tube on to a phosphor screen producing an image.
This application required that the scan coils operated at a high frequency (such that the whole
screen could be scanned before the next frame of the program), similar to the scanning speed
required by the STEM. The main contemporary applications of scan soils are electron microscopes
and lithography. Other names for scan coils include magnetic yokes and deflection coils.

The scan coil in the electron microscope is the simplest electro-magnetic component of the
microscope. It is comprised of two electromagnets with their north and south poles aligned such
that magnetic flux flows between the two poles. Special care is taken to reduce the inductance of
the wires of the electromagnets so that they can raster the beam across the specimen in the
shortest possible time frame. Typically, they are driven with a triangle wave signal. The constant flux
between the two poles ensures that there is phase ramp applied to the electron beam [12].
Typically, the application of the phase ramp is instead described as a deflection of the electron by
the Lorentz force, deflecting the electron beam by a particular angle €. William’s and Carter’s work
[6] on TEM describes the deflection angles as follows:

elLB

€= —— (€Y)

The parameters of equation 1 are as follows:

e ¢ isthe deflection angle

e ¢ isthe charge of an electron

e [ isthe length/distance over which magnetic force is applied

e Bisthe strength of the magnetic field produced by the scan coils in Teslas
e m s the mass of the electron

e v isthe electron current velocity

-

—»Direction of conventional current
—» Force applied to the electron beam

—>» Flow of magnetic flux

—— Electron beam

Electromagnet halves

Figure 3: A simple diagram outlining the principle of deflection coil in S/TEM.

12



Two scan coils form a double deflection pair as one deflects the electron beam by an angle €, the
other deflects the beam by —¢, but due to the displacement of the deflection coils this causes the
electron beam to traverse a distance perpendicular to the optical axis (an effective shift). This is used
primarily in STEM to move the focused electron probe in a raster like fashion to form STEM images
(this is expanded upon in section 1.5). STEM primarily makes use of the condenser lens scan coils,
which are typically found between the first and second condenser lenses. There are other scan coils
throughout the electron microscope, for example: there are post specimen scan coils after the
objective lens but before the selected area aperture. Typically, these are used to tilt the electron
beam for dark field imaging of crystalline specimens (i.e. when only scattered/highly scattered
electrons are imaged). The post objective scan coils have also been used to descan the beam in
confocal scanning transmission electron microscopy. Descanning is the process of correcting a shift
from the condenser scan coils such that the electron beam is centred on the optical axis. If the
electron beam is parallel to the optical axis but not directly on it, it will suffer from aberrations to a
greater degree, as the nature of spherical aberration correction assumes that you are using the
centre of the objective lens.

The descan coils’ primary importance is during STEM operation whereby they ensure the diffraction
patterns are centred on the detector, regardless of the position of the probe on the specimen. This is
particularly important in procession electron diffraction, where the beam is tilted at various angles
with respect to the specimen to average out the effect of dynamical scattering. The descan coils are
also import to differential phase contrast (DPC) imaging as they ensure the collected diffraction data
are centred correctly. This is important to DPC as it ensures that the obtained differential phase
image is accurate, as the differential phase images are proportional to the movement of the central
beam with respect to its original position where the specimen is absent [13].

Scan coils are particularly interesting to near field electron ptychography’s future as they can be
used as part of a hybrid stage and scan system, which combines the long-range movements of the
specimen stage with the quick short distance movements of the scan coils.

1.3 Electron source

The electron gun provides a well-defined source of electrons. There are two types of electron gun
and then a composite of the two types: the thermionic emission gun, the field emission gun (FEG),
and the field enhanced thermionic emission gun (or Schottky gun). The type of electron gun used will
be application dependant. For example, in near field electron ptychography the chosen gun will
likely be the field emission gun, as the FEG meets the requirement of having higher brightness and
good spatial coherence.

Richardson’s law succinctly outlines thermionic emission with respect to the electron gun [6]:

] = AT? exp (;—j}) 2

The parameters of equation 2 are as follows:

e Jis the current density of the emitted electron beam

e Ais Richardson’s constant for a given material

e Tisthe temperature of the material/electron gun

e ¢ is the work function of the material often in terms of electron volts
e kis the Boltzmann constant (1.381 x 10723)
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Richardson’s law states that electrons have the potential to escape from their binding nucleus at any
given time, but the probability of escape is dependant on the temperature of the material and its
work function [6]. Therefore, if the correct material is heated, a high current density will be
obtained, and this can then be used to form an electron beam, which is the aim of the thermionic
electron gun. In terms of designing the value of J there are two approaches: firstly, aim for a material
with a high melting temperature such that the exponential of Richardsons’s law can approach unity
through intense heating and a reasonable current is obtained. Secondly, start with a reasonably low
work function which does not require much heating in order to obtain an appropriate beam current.
The results of these aims are: the tungsten thermionic electron gun which operates at high
temperatures, and the Lanthanum Hexaboride (LaBg) thermionic electron gun which is known for
its low work function. Currently tungsten is becoming less important in the context of thermionic
emission due to its lower brightness and larger source size (lower spatial coherence) relative to
LaBg.

Another way of forming an electron beam is via field emission in the form of an electron field
emission gun or FEG [6, 14]. The FEG operates on the principle of stripping a tungsten cathode of its
electrons through the application of a strong electric field, which enables the electrons of the
tungsten cathode to tunnel through their band structure into the vacuum of the electron
microscope. The electric field reduces the binding energy between the electrons and their atoms
such that the inherit energy of the electron gun’s temperature is enough to enable the electrons to
escape, as seen in equation 3. The effect of the electric field is maximised by making the tungsten
cathode into a very fine tip (high surface area to volume ratio) which has the additional benefit of
creating a very small probe size and therefore highly spatially coherent electron beam. Furthermore,
FEGs emit the largest density of electrons of any conventional electron gun due to their emission
mechanism.

_¢ + ¢electric field)

= AT? (
] exp T

3)
The Gerectric fieta Parameter in equation 3 represents the effect of the electric field on the work
function of the material.

A combination of the principles of the field emission gun and the thermionic emission together
created the Schottky emission gun [6]. This gun is effectively the middle point between thermionic
emission and field emission, as it uses both mechanisms to produce an electron beam current. One
of the advantages of the Schottky gun is the relatively good performance without the requirement of
a high quality vacuum.

1.4 Lenses and apertures of the electron microscope

Electron microscope lenses are magnetic lenses formed of a soft iron pole piece in the shape of a
ring [6, 14]. A copper wire is wrapped around the pole piece to form an electromagnet. When
current flows through the copper wire a magnetic field is induced which acts as our electron lens. If
designed appropriately, electron lenses can be described in the same geometric manner as visible
light microscopy lenses, where they have focal points. The categories of electron lenses in the TEM
are: the condenser lenses, the objective lens, and the projector lenses. The positions of these lenses
and other components discussed in this section can be seen in Figure 4.

The action of the condenser lens system is to form a probe with the electrons from the electron gun
crossover [6]. After the electrons are collected by the first condenser lens, the second condenser
lens alters the size of the electron beam on the sample through altering it by its own magnification
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value. It should be noted that there are many ways in which the condenser lens system and the
upper objective pole piece can change the probe on the sample, but they are beyond the scope of
this introduction. The condenser lenses like other electron lens (such as the objective lens) suffers
from spherical aberrations which presents difficulties in forming small high current probes. The
condenser lens system is of great importance to STEM, as the size of the illumination on the
specimen determines the ultimate resolution of the STEM images produced.

The objective lens magnifies the exit wave of the specimen. The objective lens has the greatest
magnifying power of all of the lenses in the microscope [6]. The objective lens suffers from spherical
aberration, which limits the resolution of the entire system. As the magnification value of the object
lens is so high, it is often a requirement that the sample be effectively submerged in the objective
lens magnetic field, which is achieved by splitting upper and lower pole pieces. Magnetic samples
require that they are not submerged in a magnetic field to avoid their magnetic fields being
realigned to match that of the objective lens. So when imaging magnetic samples the low pole piece
is turned off; this form of microscopy is called Lorentz TEM [15].

There are many apertures in the electron microscope, typically located in the image and back focal
planes of the various lenses. The first apertures are the electron gun or the condenser lens
apertures. These apertures limit the area of the electron gun which contributes to the electron
beam, therefore varying the spatial incoherence of the electron beam accordingly. The C2 aperture
is used to limit the spatial extent of the electron beam while operating in TEM mode.

The condenser aperture improves the spatial coherence of the probe at the cost of counts (i.e. beam
current). Therefore, there is a balance between spatial coherence and the signal to noise ratio
needed to form a reliable analysis after the image is taken. Like the condenser lenses, the apertures
in the condenser lens system are critical to the performance of STEM, as they effectively determine
the kind of STEM experiment which is performed [6]. As the C2 aperture becomes larger, the
diffraction spots on the detector become larger and begin to interfere with one another.

The C2 aperture is effectively placed in the Fourier domain with respect to the illumination at the
specimen. As will be shown later when discussing the propagation of waves through space (see
section 1.28), the Fourier space effectively describes the angles at which plane waves move with
respect to the optical axis. In a sense the C2 aperture determines the set of angles (or spatial
frequencies) that are allowed in the illumination function. Furthermore, the aberrations of the
electron lens become more prominent the further away a particular ray interacts with a lens from its
optical axis (as was demonstrated earlier by spherical aberrations). Therefore, the C2 aperture
places a limit on the angular extent of the lens.

The largest possible width of the C2 aperture is determined by the aberration correction available to
the electron microscope, because if the C2 aperture is made larger than the aberration corrected
portion of the condenser lens, then the probes it forms will be aberrated and blurred, increasing
their width and reducing the resolution in the case of Scanning Transmission Electron Microscopy
(STEM).

The Ronchigram is a method by which to visualise the aberrations and quality of a STEM probe;
forming a convergent beam diffraction pattern with an amorphous material as the specimen allows
the visualisation of the aberrations of the condenser lens. The Ronchigram is used in order to select
the correct aperture size such that the aberrations are not included, whilst minimising the size of the
probe on the specimen [16, 17].
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The action of the apertures after the sample is to select an area either in real space or Fourier space.
Selecting an area in Fourier space with an objective aperture (an aperture in the back focal plane of
the objective lens) in its most basic form is a form of filtering (low pass, band pass, high pass) [18].
Selecting an area in Fourier space with an aperture also provides other benefits, such as enabling the
detector to take longer exposures of less intense parts of the exit wave (dark field imaging), but
again at the cost of counts and signal to noise ratio. Another post-objective aperture is the selected
area aperture in the image plane of the objective lens. The selected area aperture enables the
selection of real space areas, which enables the collection of diffraction patterns from specific parts
of the specimen. This enables the diffraction pattern of crystalline structures to be separated from
the diffraction pattern of the amorphous carbon film which supports it in the electron microscope.
Furthermore, the ability to apply an aperture in real space is important for ptychography in its
historical context, but this will be discussed in section 1.15.

The projector lens system further magnifies the exit wave from the objective lens, such that it is
appropriately sampled by the detector [6, 14]. The detector is typically a charged coupled device
which has the benefit of a high frame rate and decent detection quantum efficiency (i.e. the number
of electrons which are counted with respect to actual number of electrons.) Now that the
components of the TEM have been discussed, this section will now move on to the state of art
techniques used to obtain phase images.
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Figure 4: A diagram of some of the important components of TEM and relative positions in the column [19]
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1.5 Scanning transmission electron microscopy:

STEM was developed as an alternative to transmission electron microscopy to overcome the
aberrations of the objective lens, particularly the chromatic aberrations of the lens, which limit the
spatial extent of the lens in Fourier space [20, 21]. In theory diffraction patterns produced by STEM
do not require post specimen lenses only a detector, therefore avoiding the aberrations of such
lenses. STEM is now more commonly used to obtain images which are a strong function of the
specimen’s atomic number, whilst also providing additional information at an atomic scale via
analysis of emitted X-rays (STEM EDX — Energy Dispersive X-ray spectrometry) and the energy loss of
the electrons (STEM EELS - electron energy loss spectrometry) [22]. These additional signals can map
the elements of the sample at the atomic scale. The original concept of scanning transmission
electron microscopy was to reduce the importance of the objective lens by reducing/removing its
role in providing magnification in the optical setup. Instead, the condenser lens system was used to
create the smallest possible probe, which was then scanned across the specimen. In this setup it was
the size of the illumination on the specimen which determined the resolution of the final image.
With the advent of aberration correction, both STEM and TEM experienced a boost in performance,
as the aberrations of electron lens had prevented sub-angstrom probes from being realised [23].

The first STEM was developed by Manfred von Ardenne in parallel with the scanning electron
microscope [24]. It was not until much later with the development of the cold field emission gun that
STEM was further developed with the next major work being reported by Crewe et al. [25]. Crewe et
al. also demonstrated an important milestone of visualising single atoms via the use of STEM with an
annular detector in [26] . Pennycook and Jesson [27] later demonstrated high resolution Z-contrast
incoherent imaging with a high angle annular detector (Z-contrast means a strong function of the
specimen’s atomic number).

1.6 Optical setup for scanning transmission electron microscopy

In this introduction to the STEM setup we will follow the electron beam from the source to the
detector. STEM performs best when the electron source is cold-FEG (Field Emission Gun) due to its
improved brightness and high spatial coherence. After the electrons are emitted from the electron
gun they are collected by the C1 lens, then the image of the electron source is demagnified by the C2
lens. Depending on the microscope, a condenser mini-lens may be utilised to further demagnify the
image of the electron source [6]. During the demagnification process the C2 aperture will be used to
define the semi-angle of the illumination («). The C2 aperture, regardless of its actual physical
position, can be thought as being in the back focal plane of the C2 lens, so the C2 aperture directly
determines the maximum spatial frequencies (convergence angle) of the illumination. Between the
back focal plane and specimen plane the illumination undergoes a Fourier transform becoming a fine
point or probe on the specimen (this is why the reconstructed illumination in ptychography is called
a probe, as it originates from STEM). Once the illumination interacts with the specimen the objective
and projector lens systems perform a further Fourier transform before the exit wave reaches the
detector. As the illumination undergoes two Fourier transforms, the diffraction pattern at the
detector has a bright disc at its centre, an image of the C2 aperture. Provided the sample is
sufficiently thin, the diffraction pattern at the detector can be described as a convolution of the C2
aperture and the Fourier transform of the specimen subsection under the probe [28, 29]. STEM
diffraction patterns are commonly known as Convergent Beam Electron Diffraction (CBED) patterns,
due to the illumination setup.

1.7 Imagingin STEM
Now that the optical setup of STEM has been described, the discussion can move on to how STEM
images are formed with this setup. Instead of a typical imaging setup inspired by optical
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microscopes, scanning transmission electron microscopy makes use of the advent of the digital age.
This is achieved by using a single pixel detector unit, capable of counting the number of electrons
that have interacted with the detector, and by changing the position of the illumination through the
use of a pair of scan coils controlled by a digital to analog converter. In this set up, a single exposure
of the detector collects one pixel of the STEM image, after which the scan coils of the microscope
are used to move the focused illumination a small distance to the right of the previous position. At
this new position another exposure is taken. Typically, the distance between exposures is smaller
than the width of the illumination, such that there is overlap at each position. The process of moving
the illumination and exposing the detector is repeated until all of the pixels of the requested image
are filled, as illustrated in Figure 5. The brightness value of each pixel of the STEM image is
determined by the total counts that reach the detector at a particular illumination position. The
number of counts that reach the detector is determined by the material and its scattering
properties, which then determine the spread of counts in frequency space. The number of counts
collected by the detector also depends on the magnification of frequency space by the post
specimen lens (camera length control), which are used to appropriately scale the physical (and
constant) size of the detector (more on this in section 1.8).

STEM Image

Figure 5: A figure showing how STEM scanning positions correlate to the pixels of STEM images
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1.8 Scanning transmission electron microscopy detectors

In TEM, historically the detector has either been a square sheet of photographic paper or a square
pixelated CCD detector coupled with a scintillator. This is not the case in STEM, due to the method
through which STEM forms images (pixel by pixel). In STEM the detectors are circular or annular in
nature and consist of a single detector unit. As each pixel in a STEM image is a summation of a
convergent beam electron diffraction (CBED) pattern over a particular part of frequency space
determined by the detector design, the detector design can be used to filter the information
projected by the sample. This gives greater flexibility to STEM in terms of how images can be
filtered, and allows experiments to collect more than one filtered image in a single experiment by
using multiple detectors, i.e. dark field and bright field detectors. STEM experiments are often
defined by how the detector was used as a filter in that particular experiment, for example if the
detector was used to collect data at “high spatial frequencies” (elastically scattered high angle
deflection electrons) the experiment would be called “high angle annular dark field” imaging or
HAADF imaging (annular describes the fact the detector is a ring shape). The difference between
HAADF and ADF (or Annular Dark Field imaging as labelled in Figure 6) is that the data collected by a
HAADF detector is mostly elastic (it has not lost energy interacting with the specimen) but is
spatially incoherent (due to the large radius of the annular detector [30]), while ADF images have
both inelastic and elastic scatter (and are slightly more spatially coherent due to the smaller radius
of the annular detector). The signal obtained by HAADF imaging is formed by electrons that directly
interact with the nucleus of the atom, and therefore this scattering is a strong function of the atomic
number of the specimen. This is also why the signal is elastic, as there is little momentum transfer
between the electron and the nucleus. ADF images can be considered spatially incoherent in nature,
and therefore their contrast does not change as a function of defocus whilst bright field images are
spatially coherent and hence experience contrast change as a function of defocus [31].

Typical TEM Detector Typical STEM Detector

Bright Field

Detector

- Non Active Detector Surface

Active Detector Surface

Figure 6: a figure comparing a pixeled TEM detector against annular STEM detectors
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A historical reason for the STEM detectors being annular and effectively single pixel is the
computational limits on memory space and processing power at the time STEM was first developed
(1966 onwards). This is because a STEM image formed from a pixelated detector requires orders of
magnitude more memory space than an image from a single pixel detector. If every pixel of a 512 by
512 image required a 256 by 256 pixelated detector image, the total number of pixels used by the
final image would be around 17 billion pixels. if one uses an annular single pixel detector however,
the number of pixels remains 512 by 512, which most early computers would have had a better
chance of dealing with. With modern computing power however, the benefits of using a pixelated
detector become obvious, as it enables the collection of BF, ADF, and HAADF data in a single dataset
and also enables custom post processing filtering of the STEM dataset (the data can be post-
processed an infinite number of times). Pixelated detectors became more attractive for STEM
experiments with the development of direct electron detectors, as these have improved resolution
as counts were not collected through an intermediate scintillator which applies its own blurring
function to the image. A scintillator has an additional blurring function, as when an electron impacts
with it, the scintillator produces additional photons which can spread out from the original impact
point of the electron affecting multiple pixels of the detector [32]. In some direct electron detectors,
the scintillator is replaced by a thick layer of depleted silicon which helps to ensure that the electron
is detected, as it generates a large number of secondary electrons boosting the signal [33, 34].
Secondary electrons can still be generated in neighbouring pixels (similar to the scintillator) and are
dealt with by post-detection circuitry, which only counts a detection event if it is above a particular
number of secondary electrons, therefore reducing the noise in the collected diffraction pattern
[35]. Direct electron detectors are also attractive as they have improved read out times, meaning
increased frame rates (1100 frames per second for EMPAD [35] compared to 30 frames per second
from CCDs [34]) this can be used to prevent the saturation of the detector, as multiple exposures can
be combined to obtain the same effect as a longer exposure. There are many more benefits to direct
detection pixelated detectors which can be found in the references of this paragraph, but the
discussion will now move on to a STEM method called Differential Phase Contrast (DPC).

1.9 Differential phase contrast

Differential phase contrast (DPC) is an established phase imaging method in the STEM [36]. The basic
principle of DPCis to direct a focused beam of electrons at a small part of the sample. The sample
will then deflect the electron beam depending on its electrical and magnetic properties. DPC shares
the same optical setup as STEM, and therefore the C2 aperture defines the electron beam at the
detector. The effective image of the C2 aperture at the centre of the CBED pattern moves depending
on the deflection strength of the sample. The deflection strength is measured by comparing the shift
of the electron beam at the detector to the case where there is no sample. The shift of the C2
aperture is measured by a quadrant detector (see Figure 7), and algorithms calculate the difference
between the quadrants and integrate the function to obtain an image whose contrast is proportional
to the phase of the specimen [36]. The measured shift is used by a specialized algorithm which can
calculate the phase of the sample at the particular beam sample cross-section. In DPC the focused
electron beam is scanned across a whole region of interest in a grid like fashion, and by using the
calculated phase at each scanning position a whole phase image of the specimen can be obtained.
By summing the intensity at each scan point a magnitude image can also be obtained, in common
with STEM.

The detector used in DPC has historically been an annular quadrant detector, a detector split into 4
photosensitive detectors; see Figure 7. DPC is very similar to other forms of STEM imaging such as
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HAADF imaging, and in some cases uses the same detectors. In most forms of STEM imaging the
probe is focused to a very small point compared to the sample, which is due to the size of the beam
at the specimen determining the pixel size of the final STEM image. This means that DPC imaging can
achieve sub-nanometre resolution when imaging electron fields and light elements. However, its
objective lens magnification is limited when the sample is magnetic in nature, as the objective lens is
only weakly on or completely off for such a sample [37].

Differential phase contrast historically was the hypothesis of Rose and then was later implemented
by Dekkers and de Lang in 1974, where a split detector was used in a STEM to obtain a phase
sensitive image of a Siemens star specimen (the split detector was two halves instead of the typical
quarters used today) [28]. Differential phase contrast found its main application in examining
magnetic materials [13, 28], and DPC has also been used in many situations such as mapping electric
fields [38, 39].

Differential Phase Constrast
Detector
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e

Figure 7: A figure showing a quadrant detector used for DPC. The pink circle indicates an aligned STEM diffraction pattern in
a case where there is no specimen in the beam. The blue dotted line indicates where the specimen in the beam has caused
the diffraction pattern to shift because of its electric field/magnetic field/ changing thickness.

In order to explain differential phase contrast phase recovering ability, let us consider a hypothetical
sample, the thickness of which is constant in one section, and a second section where the thickness
changes in a linear manner. The phase change an electron wave would experience when passing
through the second section would be akin to a phase ramp.

Now let us consider the STEM operation: first the upper objective/C2 lens images the condenser lens
system output [29]. In the back focal plane of the upper objective lens there is an aperture that
limits convergence of the illumination (alpha). This aperture is effectively Fourier transformed on to
the specimen, the probe and specimen multiply together, the post specimen lens system then forms
the diffraction pattern of the sample and probe on the detector by performing another Fourier
transform, the detector takes the exit wave and collects its intensity. So if there was no sample in
the microscope the diffraction pattern on the detector would be an image of the aperture used to
limit the convergence angle.
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Now let us consider the same operation in the presence of a half constant — half wedge sample [36].
In the constant part of the sample there would be no change to position of the un-scattered central
disc as the beam would only undergo a constant phase delay when it interacted with the sample
(there may be inelastically scattered electrons added). However, when the scan coils make the beam
interact with the wedge part of the sample, the central disc starts to shift. The sample’s wedge
subsection is an effective phase ramp, therefore the Fourier transform of the aperture is multiplied
by a phase ramp and basic Fourier theory states that any signal multiplied by a phase ramp which is
later Fourier transformed will have its Fourier transform shifted relative to the case where no phase
ramp was involved. Therefore, all of the diffraction patterns collected in the wedge section of the
sample will have the un-scattered central disc shifted compared to the part of the sample which has
a constant thickness. Therefore, DPC STEM is sensitive to the change in thickness of the sample. As
established earlier electric field and magnetic fields can cause phase changes in electron waves as
well, meaning that they can also deflect the un-scattered central disc, and this in turn means that
they can be quantitatively measured.

Therefore, using a basic understanding that a phase ramp in real space is a shift in Fourier space, it is
clear that a sample that is effectively a phase ramp causes a well defined shift of the aperture
function at the detector.

1.10 The phase problem

The phase problem describes the fact that the phase information of a diffraction pattern cannot be
directly measured by a detector [5]. This is because the signal measured by detector pixels per
capture period is solely determined by the power of photons/electrons that hit them, which is
proportional to the electric field squared of the wave to be considered, and so has no phase
dependence. This is typically stated in the literature of ptychography as equation 4:

[ Wel(wel®) = welfyeie 4)
The parameters of equation 4 are the following:

e [ isthe intensity measured at the detector

e Yisthe amplitude of the propagated exit wave
e *indicates the conjugate of a complex variable
o @ isthe phase of the exit wave.

The problem is that the phase of the exit wave is a crucial component of the wave front, and it must
be known precisely in order to obtain an image of the sample that generated the recorded data. The
limitation of the detector means that recovering the phase requires the use of some form of phase
retrieval mechanism. The word ‘mechanism’ is used due to the fact that the phase can be obtained
by first changing the experimental setup (off-axis holography and inline holography) or/and
implementing software specifically designed to work out the phase (ptychography, Gerchberg-
Saxton, Coherent Diffractive Imaging (CDI)).

1.11 Off-axis holography

Gabor was a major contributor to the progress of electron microscopy, and was responsible for the
idea of holography. He defined holography as the process of capturing the whole of a specimen
(both phase and magnitude) from only an intensity image [12]. The first implementation of
holography was inline holography, where a defocused specimen wave was collected by photographic
paper from an electron microscope and Gabor attempted to reconstruct it using an optical setup,
which then corrected for the aberrations and defocus to obtain the true specimen. Unfortunately,
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this did not succeed due to the twin image problem of phase retrieval, which is discussed in section
1.18 [12]. It was not until later that off-axis holography was developed by Leith and Upatnieks in the
optical domain. By placing a prism before the specimen, they managed to create a spatially separate
reference wave which contained no specimen [40]. This reference wave was then forced to interact
with the specimen wave at the detector via the action of the prism (as shown in Figure 8). By causing
a difference in the approach angle of the reference and the specimen wave, Leith and Upatnieks
managed to “disperse” the twin image problem experienced by Gabor. As will be shown in Section
1.28, the angle of the wave with respect to the optical axis is related to a position in frequency
space, so by making the reference wave approach the detector in an oblique fashion, the twin image
problem is “dispersed” in frequency space [40]. Furthermore, due to the angle between the waves at
the detector, the characteristic interference lines which are synonymous with off-axis holography
are obtained (a simulated hologram can be seen in Figure 11). Off-axis holography was then later
implemented on the electron microscope by using Mollenstedt’s work on the electron biprism, in
which an electron biprism was used to split the electron beam into the specimen wave and the
reference wave in a TEM context (See Figure 9) [41-44]. The biprism is commonly located at the
selected area aperture plane (the first image plane after the specimen plane). Off-axis holography’s
mainstream acceptance was only achieved with the development of more coherent electron sources
[42, 45].
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Figure 8: A simple diagram outlining creation of the reference wave and subsequent interaction with the specimen wave
used by Leith and Upatnieks [40].

Off-axis holography in TEM works by splitting the electron beam into an object wave which interacts
with the specimen, and a reference wave which is left unaltered from the collimated electron
source. These waves are then allowed to propagate through the objective lens until they reach the
electric bi-prism. Once they reach the bi-prism, the independent waves are then deflected so that
they interact with each other on the detector, and the area where the object wave and reference
wave interfere forms the recorded hologram. A simplified diagram outlining the setup of off-axis
holography can be seen in Figure 9.

A key requirement of electron holography is the use of a highly coherent source of electrons, hence
most progress with off-axis holography came in the 90s, when the CFE (Cold-field emission) guns
became widely available [41]. The coherent electron sources mainly improve the number and quality
of interference fringes in the collected holograms. The coherence of the beam is critical as it is
proportional to the sensitivity of the provided phase images, as outlined by equation 5 from [44].
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The parameters of equation 5 are the following:

o  §D,,;, is the minimum difference in phase which can be detected in the reconstructed
hologram

e SNRis the signal to noise ratio of the collected hologram

e uisavalue describing the degree of coherence of the source

e N is the number of electrons per pixel of the reconstructed hologram

e DQE is detection quantum efficiency of the detector

The field of view of a hologram is related to the charging of the biprism and the effective separation
of the electron “sources”, meaning that as the desired field of view increases, the damping effect on
the fringes from the incoherence of the electron source increases (See Section 1.35 for more on
incoherence) [12]. This relationship between the field of view and phase sensitivity (phase sensitivity
is proportional to the fringe contrast) means that it is often better to image a smaller field view to
obtain the best phase images.
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Figure 9: A diagram showing the essential components of off-axis holography implemented in the TEM [44].

The recorded hologram is processed by performing a Fourier transform and cutting out one of the
sidebands of the hologram (a side band is one of the dispersed twin images). This process is
analogous to decoding in FM radio, where the reference wave acts as a carrier wave, which displaces
the important information in the frequency space and this encoding acts to separate the object
wave from its complex conjugate (the twin image problem). After cutting out one of the sidebands
the aberrations are corrected and the specimen image is refocused via back propagation. Sometimes
the reconstructed phase from the hologram contains phase ramps and distortions due to incorrect
selection of the subsection (the brightest pixel is not at the centre of the subsection) and aberrations
of the projector lens system [12]. Typically, a reference hologram is collected for every hologram in
order to correct subsection misalignment and the projector lens aberrations, since reconstructing
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the phase of the reference hologram will obtain the reference phase, and the reference will contain

these inaccuracies. Therefore, by dividing the reconstruction phase by the reference a clear phase

image is obtained. A general outline of the holographic reconstruction process is illustrated in Figure

10. Due to the reconstructed phase coming from a subsection of a larger image, it is typically of
lower resolution than that desired by the microscopist, so typically collected holograms are
purposely collected at higher resolutions in order to account for this loss of resolution [46]. The

downside of this resolution mitigation is that the field of view is reduced and is smaller compared to

other techniques under similar experimental conditions.
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Figure 10: An outline of the reconstruction process of off-axis holography, starting with example holograms and ending with

the reconstructed phase of the specimen. Note that data and reconstruction are obtained from a simulation.
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Figure 11: a) A simulated hologram of latex spheres on top of diffraction grating replica. b) the reconstructed phase from a
near field electron ptychography experiment used to generate the hologram in a). c) is a subsection of a) showing the
bending of the holograms fringe’s as the specimen changes from diffraction grating to latex sphere. The scale bar in b) is
100nm and the colour bar coverts the greyscale of b) into radians.

Figure 11 a) shows a simulated hologram. Through inspection of the hologram and comparison of
the phase object imaged by the hologram, it is clear in the spatial domain how off axis holography
encodes the phase of the specimen. Looking at Figure 11 c) it can be seen that hologram fringes
bend when they interact with the strong phase delay caused by the latex spheres, while there is no
bending of the fringes in the diffraction grating replica next to the latex spheres. Even though Figure
11 a) is an intensity image, phase changes have affected the collected intensity obtained by the
detector. An aspect common to off-axis holography, inline holography, ptychography and near field
ptychography, is that phase changes of the specimen have changed the magnitude at the detector in
order that the phase of the specimen can be reconstructed.

The complex-valued information contained in the hologram results from the object of interest and
the transfer function of the lens, so if the lens transfer function is known the aberrations of the lens
can be suppressed in post processing.

1.12 Inline holography

Another method of phase retrieval in electron microscopy is inline holography, also known as
through focal series reconstruction, and the transport of intensity equation. Electron inline
holography was first described by M. E. Haine and T. Mulvey in a paper called “The Formation of the
Diffraction Image with Electrons in the Gabor Diffraction Microscope” [46, 47]. This method is
simpler to implement than off axis holography, as it does not require any additional components,
only that the in-focus image from the microscope can be defocused in some way, usually by
adjusting the objective lens strength. This alteration of the lens function enables access to different
parts of the spatial frequencies of the specimen function which is unique to that defocus. In
principle, by collecting multiple defocused images at different de-foci, a stack of images is obtained
which as a whole contains all the phase information of the sample (or as much information, as the
aberrations of the microscope allow, primarily chromatic aberrations). This stack of images is then
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used in a reconstruction algorithm to form a more complete description of the object, which is
unaffected by the aberrations of the electron lens. There are a few algorithms by which the object
can be reconstructed, but only two will be mentioned here: The Transport of Intensity Equations
(TIE) [48-51] and the Maximum Likelihood (MAL) algorithm [52, 53]. Further references to different
algorithms can be found in [54].

Although inline holography is less difficult to implement in the microscope, it has disadvantages. For
example, the collected data requires more pre-processing before being input to the TIE and MAL
algorithms, such as corrections for magnification and rotation, which all change as a function of
defocus in the electron microscope. Furthermore, as each diffraction pattern emphasises different
spatial frequencies the phase reconstructed from each diffraction pattern must be filtered such that
optimal spatial frequencies contribute to the final phase and any noise is minimised. Some
implementations of inline holography are limited to applications which are weak phase objects,
which is not the case for ptychography [55-58] . However, inline holography can image absorptive
specimens under the slowly varying object approximation [55].

Figure 12: a figure demonstrating how the propagation/defocus distance between a phase only specimen and the detector
causes the collected intensity to change in a predictable fashion. a) is the simulated phase specimen used to generate b). b)
shows how the collected intensity at a detector changes as a function of the propagation distance between the specimen
and the detector. The colour bar to the right of a) converts the greyscale of a) into radians. The colour bar to the right of b)
converts the greyscale of b) into intensity with arbitrary units.[55]
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Figure 12 a) shows a phase only object. In order to form the illustration seen in Figure 12 b), Figure
12 a) was propagated various distances, and the intensity was collected at each distance and
averaged along the y-axis [55]. The average intensities were taken and placed side by side, resulting
in Figure 12. Figure 12 b) illustrates how the intensity varies as a function of propagation distance.
For reference, the wavelength used in the simulation shown in Figure 12 was 635nm. The transport
of intensity equations effectively uses the fact the intensity at a particular defocus can be traced
back to the specimen to recover the phase of the specimen. Figure 12 a) and b) show that only
changes in phase can influence the collected intensity of the defocused image of a specimen, as
where there is no phase change the intensity does not vary. Figure 12 also illustrates why the
simplest method to obtain contrast from phase only objects has always been to operate the
microscope with a slight defocus.
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Figure 13: An illustration showing how the defocus condition is realised in TEM for inline holography data collection [46]

Figure 13 shows a typical setup used to perform inline holography. The defocus required by inline
holography can be achieved by either moving the specimen with respect to the eucentric plane as
indicated by specimen planes 1 and 2 in Figure 13 (red arrow negative defocus, blue arrow positive
defocus) [46]. Alternatively, the positive and negative defocus can be implemented by changing the
strength of the objective lens; the positive defocus is denoted by green rays (stronger objective lens)
and negative defocus is denoted by the orange rays (weaker objective lens). Both the illumination
and the output of the objective lens need to be collimated so that either the detector or the sample
can be moved to create the desired defocus condition without suffering additional magnification
from the curvature of the beam. If the beam has curvature at the specimen or the detector, the
effective magnification will change as a function of defocus, adding an additional step to the phase
retrieval algorithm.

While the setup of inline holography is similar to typical microscope setups making it easier to
implement, the reconstruction process is more involved than that of off axis holography. The
transport of intensity equation solves the phase problem by solving partial differential equations.
The phase problem can be considered as such since the rate of change of the collected intensity with
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respect to defocus can be considered proportional to the first and second differential of the phase of
the sample, as shown in equation 6 [55].

dl
—k——=V-LY) (6)

~=
The parameters of equation 6 are the following:

. 2T
e ks the wave number, -

dar . . . . . - . .
e s the gradient of the intensity with respect to change in distance along the optical axis

e [y is the intensity of the in-focus specimen
e Visthe gradient operator
e (isthe phase of the specimen

However, the simpler situation is obtained when the specimen is a phase only specimen; see
equation 7:
a

k= Vo @
The mathematical description shown in equation 6 has been interpreted such that it can be
implemented by various software packages, so the focus of this introduction to TIE will be in
describing how the problem outlined in equation 7 is solved using a computer. The second order
differential in equation 7 can be inversed via several Fourier transforms and division by the radius of
the Fourier space of the collected data. The equation for the inverse second order differential is
shown in equation 8:

dl
V2 (dl> = IFFT i (E) 8
dz) 472 |u|? ®)

The parameters of equation 8 are the following:

e V2jsinverse Laplacian operation

e FFT is the fast Fourier transform

e [FFT is the inverse fast Fourier transform

e uis coordinate in frequency space related to effective detector dimensions used to collect
the data

Furthermore, the rate of change of the intensity with respect to the propagation distance is
approximated by subtracting a negative defocus intensity from positive defocus counterpart (see
equation 9). Although there are other ways of doing this, they are beyond the scope of this
introductory section [59].

dl I, —1_,

dz~ " 2Az ®

The parameters of equation 9 are the following:

e [, isthe collected intensity at an arbitrary positive propagation distance (defocus)

e |_,isthe collected intensity at a negative propagation distance equal to the positively
propagated intensity (defocus)

e 7z is the distance between the defocused image plane of I, and the in-focus specimen plane
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Using equations 8 and 9 together, the complex field of a phase only specimen can be recovered
from several oppositely defocused inline holograms, as shown in equation 10.

@ = —kV2 (%) (10)

Both inline holography and High Resolution Transmission Electron Microscopy (HRTEM) are related
to the concept of the phase contrast transfer function (PTF). The PTF describes what spatial
frequencies are captured from a defocused image of the sample. The simplified PTF which will be
described in this section relies on various assumptions, specifically the phase only assumption and
weak phase assumption [6]. The phase only assumption assumes that the specimen is so thin that
the sample does not significantly attenuate the electron beam. The weak phase approximation
assumes that the specimen is so thin that if the specimen was described by a complex exponential,
the phase delay it would cause is such that the power of the complex number is equal to an
imaginary number if it was converted to Cartesian coordinates (see equation 11).

e ~1+0jifoa<1 (11)

PTF functions are important to HRTEM as they help the microscopist determine whether a particular
defocus will enable them to observe the atomic columns of their specimen, and whether the atomic
columns are bright or dark spots, since the only contrast that is available when looking at the atomic
level is phase contrast (assuming the atomic number of the specimen is not too high).

Jingshan et al. state that the Fourier transform of an inline hologram can be described by the
following equation [50]:

1(fof,,2) = 8 = 2U(f £, ) cos[mA(f* + £,%)z] — 2P(f., £,) sin[mA(f* + £,%)2] (12)
The parameters of equation 12 are the following:

e fyand f, are the positions along the x-axis and y-axis of frequency space respectively
e zisthe defocus to consider or the distance along the optical axis

e § is a function which has value of one at origin and zero everywhere else

e Jisthe wavelength of the accelerated electrons

e U is the function which describes the attenuation of the specimen

e Pisthe function which describes the phase of the specimen

If the specimen is assumed to be a phase only object, then the equation can be further simplified to:

1(fo £y 2) = 8 — 2P(fy, fy) sin[mA(£% + £,°)z] (13)

This suggests that the intensity varies sinusoidally in frequency space and the rate of change of the
sinusoid is determined in part by the propagation distance between the specimen and the detector,
as the terms within the brackets of the sin term is the defocus propagator (See Section 1.28).
Therefore, the propagation distance can be used to vary the spatial frequency content in the
hologram. However, as the PTF is determined by a sinusoid there are zero crossings where that
spatial frequency will not be transferred to the inline hologram, meaning the inline hologram has no
information on that frequency. Therefore, in inline holography experiments defocus conditions are
typically chosen such that the contrast transfer function never crosses through zero. Examples of
how the intensity of inline holograms can vary in frequency space are shown in Figure 14. The
disadvantage of not having a zero crossing in inline holography is poor low frequency response in the
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recovered phase, as can be seen from Figure 14, as the sinusoid varies so slowly that the contrast
transfer function stays close to zero for a significant amount of frequency space compared to larger
defocus conditions. This means that the signal to noise ratio for this phase is reduced. This is one of
the reasons why multi-focal transport of intensity equations were developed, as additional
defocused conditions allow not only for the low frequencies to be recovered better by collecting an
inline hologram with a large defocus [60], but de-foci between these extremes ensure all spatial
frequencies can be recovered [51] (within the limits allowed by the chromatic aberrations).
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Figure 14: an illustration showing how inline holography constrast transfer function can vary as a function of defocus.

Figure 15 shows a more realistic phase transfer function, as this includes the effects of spherical aberrations and the
chromatic aberration envelope which both limit and change the PTF. The chromatic aberration (and its envelope) in

Figure 15 is defined by the focal spread of a lens at its focal point which is due to many factors such
as: the variance of the high tension voltage supply accelerating the electrons from the electron gun,
the variance of the objective lens current and variance of electron energies emitted from the
electron gun as described by Freitag et al. [10]. The equations used in the work by Freitag et al. are
repeated here for convenience (in the one dimensional form, see equations 14 through 16). Current
literature states that the chromatic aberrations imposes an information limit on the maximum
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resolution obtainable; this information limit is traditionally defined as the point by which the
chromatic envelope reaches e 2 or 0.136 [61].

PTF = Esin(nzAf,” + 0.5nC A% £.") (14)
AEN?  (AV\? 241N
FocalSpread = AF = C, (?> + (7> + (T) (15)

2 2AR2fF 4
lnAfo> (16)

E..= exp( >

The parameters of equations 14-16 are the following:

e [E_.isthe effective envelope function of the chromatic aberration

e (s the spherical aberration constant of the objective lens

e (. isthe chromatic aberration constant of the objective lens

e AF is the focal spread caused by the chromatic aberration in combination with the energy
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Figure 15: shows a PTF whilst operating in the Scherzer defocus condition with added consideration of the chromatic
aberration envelope. The PTF is represented by the red line in the plot while the black dotted line represents the chromatic
aberration envelope.

The parameters used in the simulation which generated

Figure 15 are the following: the acceleration was voltage 200keV, the chromatic aberration constant
was 1.2x1073, the spherical aberration constant was 0.3x1073, the defocus between the specimen
and in-focus plane was 33nm, the simulated pixel size was 0.04nm, the energy spread instability was
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1.5%10°°, the voltage instability was 0.5%107° and the lens current instability was 1x107°. Note that
is an example rather that a realistic simulation.

1.13 A short history of coherent diffractive imaging

In this section there will be a general discussion on the constraints of phase retrieval systems
throughout history, and related algorithms. The constraints are the diffraction pattern constraint,
the support constraint and the overlap constraint (although this will be discussed in the next section
on the theory of ptychography). The constraints ground the simulations required to solve the phase
problem in reality, and ultimately enable the phase problem to be solved. As coherent diffractive
imaging (CDI) has progressed, more constraints have been defined and applied, improving the
reconstruction quality.

For coherent diffractive imaging (CDI), the software is used to effectively simulate the experiment
again without the limitations of a real detector, which cannot collect phase information. Such a
simulation requires diffraction patterns (propagated exit waves) and experimental parameters.
Examples of experimental parameters are the distances between the various optical components,
and the size of the detector and illumination wavelength. Solving the phase problem with a single
diffraction pattern is a difficult task due to the many possible ambiguous solutions. Therefore, it is a
common practice among phase retrieval methods to impose as many constraints as possible in order
to reduce the number of possible solutions and to increase the quality of the final reconstructed
image. The following sections describe the constraints and algorithms that have been investigated.

1.14 The Gerchberg-Saxton algorithm

Firstly, the diffraction intensities impose a constraint as the simulated exit waves must always have
the same magnitude as the square root of the collected diffraction intensities [62]. To impose this
constraint, the magnitude of the simulated exit wave is removed and replaced with the diffraction
intensity, as shown in equation 17.

VI(x2,52)

1D, G, vl X Dz[ll’(xp}ﬁ)]) 17

o(x1,y1) = Dz_l(

The parameters of equation 17 are the following:

e  ¢(xq1,y1) is the adjusted exit wave

o (xq4,y1) is the guess at the exit wave

e D, isthe propagation method which best fits the experiment and D, is the inverse
propagation action, although F is used when the propagation method can be modelled by
the Fourier transform

o [(xy,y,) is the collected diffraction pattern from the experiment

e x; and y,; describe x/y axis in the specimen plane

e x, and y, describe x/y axis in the detector plane

Furthermore, the collected diffraction pattern enables the simplest form of progress tracking of the
phase retrieval software. The progress tracking takes the form of a comparison between the intensity
of the simulated propagated adjusted exit wave and the measured diffraction pattern. The equation
for the diffraction intensity error metric is given below in equation 18:

szy||¢(9f2:3’2)|2 = 1(x2, )l
Y Ly 1(x2,2)

(18)
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The parameters of equation 18 are the following:

e ¢ is the diffraction intensity error metric
o  @(x,,y,) is the adjusted exit wave in the same domain as the measured intensity data
e J,and X, is shorthand for summing across the x and y dimensions

The diffraction pattern constraint is an important part of every iterative phase retrieval algorithm. In
their paper “A Practical Algorithm for the Determination of Phase from Image and Diffraction Plane
Pictures”, Gerchberg and Saxton were the first to describe the interplay of the Fourier transform and
the diffraction pattern constraint [63]. Summarising their points: whenever a complex field’s
magnitude or phase changes then both the phase and the magnitude of the Fourier transform will
change. Therefore, the diffraction pattern constraint is the main mechanism via which new guesses
at the object’s complex field is improved upon, as the applied magnitude data in the Fourier domain
causes a new guess at the exit wave in the spatial domain and vice versa. The first iterative phase-
resolving algorithm was the Gerchberg-Saxton (G&S) algorithm, which required two measurements:
a diffraction pattern recorded in the Fourier domain and an image recorded in the spatial domain.
These measurements impose two corresponding constraints that are applied iteratively by the G&S
algorithm. The algorithm also requires an arbitrary starting phase (marked initial guess in Figure 16).
Through reapplying the same constraints over and over again the G&S algorithm iteratively
approaches the correct solution for the value of phase in the spatial and Fourier domains. This is the
case, because when the simulated exit waves intensity is removed and replaced with a measured
value, the incorrect magnitude values are corrected, which are partly the result of incorrect phase
terms in the Fourier domain. Therefore, through magnitude correction in the spatial domain there is
an improvement in Fourier domain phase approximation and this is also true of frequency domain
magnitude correction and approximation of phase in the spatial domain. A general outline of the
algorithm is given below in Figure 16.
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Figure 16: outline of the Gerchberg and Saxton algorithm — where F is the Fourier transform

34



In Figure 16 parameters used are the following:

e 1) is the modelled exit wave in the spatial domain

e Y isthe modelled exit wave in the frequency domain

e ["isthe collected intensity in the frequency domain

e @ is the updated model of the exit wave in the frequency domain
e @ is the updated model of the exit wave in the spatial domain

e [ isthe collected intensity in the spatial domain

e Fisthe Fast Fourier Transform

Now that the Gerchberg-Saxton (G&S) algorithm and diffraction pattern constraint (information
constraint) has been understood, its positive and negative aspects will be put under the spotlight.
The G&S algorithm was one of the first iterative algorithms to successfully solve the phase problem,
and therefore influenced all proceeding algorithms. However, the G&S algorithm has many negative
aspects, for example, it can take thousands of iterations to come to a useful solution, it often gets
stuck in local minima, and requires an image of the sample with sufficient contrast, so it cannot be
applied to X-ray or electron domains easily. However in the context of the 1970s when it was
developed, computing power was very much lower than it is today, so it did well to get a valid
reconstruction at all.

1.15 The support constraint and the hybrid input output algorithm

The next development in phase retrieval techniques was applying the support constraint, which
removed the requirement from the G&S algorithm of having spatial domain data of the object being
imaged [64-66]. The support constraint is particularly useful in the cases of electron and X-ray
microscopy, where the transmission coefficients of objects are high, which make it difficult to obtain
data on what the transmission value is. Therefore, it is difficult to collect I in Figure 16, which makes
the Gerchberg and Saxton algorithm inapplicable to X-ray and electron domains. The support
constraint works on the idea of predefined knowledge of the value of the exit wave of the object at
particular locations. For example, the values can be predefined by an aperture, in which case parts
of the exit wave outside of the aperture are defined to have zero value, as shown in Figure 17 b).
Incorrect guesses of the phase in the Fourier domain cause there to be intensity in the spatial
domain in the region outside of the applied support, but because we have knowledge of the support
we can remove these values, as we know they are physically impossible. This works in tandem with
the findings from G&S on the properties of the Fourier domain constraint. When values which are in
violation of the support constraint are removed, it causes a change in the magnitude in the spatial
domain which then leads to a change in the magnitude and phase in the Fourier domain. As
incorrect values are removed it implies that the new phase approximation in the Fourier domain
should be improved compared to the previous iteration. This development was made by Fienup, and
can be found in his paper published in 1978, where the objective was high resolution imaging of the
sun despite the effects of changing atmospheric conditions [65]. The sun had an effective support
constraint, in that there was a region around the sun where no intensity was collected. In terms of
software implementation, this constraint is applied through inputting the diffraction patterns and
guessing the initial size of the aperture.

This was not the only development Fienup provided. He also improved the algorithm by which the
phase problem is solved, in the form of the hybrid input and output (HIO) algorithm [66]. The update
function HIO is formed from the updated version of the object like the G&S algorithm, but the area
outside of the support constraint was also updated by a form of negative feedback. The negative
feedback applied was such that pixels which did not conform to the support constraint were
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changed such that they did not break it again. The algorithm can be seen in Figure 17. Although the
feedback was negative and applied to the aperture region instead of the object region, it ensured all
future iterative algorithms would implement feedback as well.

HIO update

N , inside the support
lpn”_{ P - wo, outside the support

initial guess

a)

7./) F) =¥ p Support Constraint
/Aperture

l/Jn+1 (D:|lp_|

QD :0 = F1(P) CI) outside

Figure 17: a figure illustrating the hybrid input and output algorithm; mathematical terms are shared with Figure 16 with
the addition of w which is used to modulate the strength of the feedback. The HIO update is given at the top of the figure
showing how to obtain an updated 1 from ¢.

The use of the support constraint in the HIO algorithm meant it improved upon the G&S algorithm
by removing the necessity to have a spatial domain image of the sample, which allowed phase
retrieval via iterative algorithm to be applicable to the X-ray and electron domains of microscopy.
Additionally, the negative feedback of the HIO algorithm reduced both the likelihood of stagnation
of the algorithm in incorrect local minima and the total number of iterations required to solve the
phase problem satisfactorily [67]. Nevertheless, the HIO algorithm was still not ideal, because the
cost of the support constraint’s additional stability and success was that the reconstruction had to
have a limited field of view, as seen in Figure 17 b). Another difficulty of the support constraint is the
required knowledge of the size of the support, such that the experimental support matches the
support simulated in the software, incurring additional experiment and program run time.

1.16 Ptychography

Ptychography was the next major development after the support constraint and Fienup’s HIO
algorithm. Ptychography uses all previous constraints and a new constraint, the overlap constraint.
But first there will be a description of ptychography, as a physical setup, a description of the overlap
constraint, and then later a description of the Ptychographic Iterative Engine (rPIE algorithm).
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Figure 18: A diagram outlining the data collection process of a ptychographic experiment

In Figure 18 the probe is assumed to be illuminated by a source of coherent and monochromatic
light or electrons. The probe in Figure 18 can be the following: an aperture in order to enforce the
support constraint, as discussed in the previous section 1.15, or a diffuser in the case of near field
ptychography (this will be discussed in section 1.19). The light/electrons which have interacted with
the probe then propagate further to the object illuminating a specific object subsection. This gives a
specific exit wave after the object which, provided the sample is sufficiently thin (the projection
approximation) [68], is a multiplication of the probe’s complex field and the object’s complex
transmission. This exit wave is then propagated to the detector using one of the propagation
methods discussed in section 1.25 - traditionally a Fraunhofer propagation to form a diffraction
pattern at the detector. Ptychography in effect is multiple Hybrid Input Output algorithms all
occurring over the same object, with overlaps in the regions of operations of the algorithms (note
the object subsection and dashed lined box overlapping it) [69]. Either the object or the illumination
can be translated to realise ptychography. Translation of the object is done with a piezoelectric
stage/stepper motor/ linear motor, which also records the position values for each collected
diffraction pattern, which is another requirement of ptychography. The probe is assumed to remain
the same for all collected diffraction patterns. Furthermore, remembering that any movement of the
object can be modelled as a reciprocal movement of the entire optical setup, collected positional
data may be referred to as the probe position in the literature. The key aspect which improves
ptychography compared to the previously discussed techniques is the overlap in area from which
diffraction data is collected, as this forms an additional constraint. Such is the strength of the overlap
constraint that it is no longer a requirement to have knowledge of the probe/support before
beginning the reconstruction process [62]. This means that more complex probes can be used. The
probe, like the object, is recovered by a reconstruction algorithm [62].
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1.17 Experimental setup of ptychography

Point Source Lens
Detector

LLA LT LLLTS

Specimen

Aperture
Figure 19: a diagram of simplified ptychographic setup. (Defocused probe ptychography) [70]

There are many possible ptychography setups (defocused probe), but in order to keep the
introduction brief, this subsection will focus on the setup shown in Figure 19. Starting at the left of
the figure, a point source illuminates an aperture. The point source in a physical experiment would
typically be the focal point of a previous lens (or other component such as a mirror in X-ray
ptychography). The job of the aperture is to add diversity (diversity in this case means the
interaction of the diffraction fringes of the specimen and the aperture where they spatially overlap,
see section 1.20 for more on diversity and its definition within this thesis) to the beam when it
reaches the specimen and to limit the spatial extent of the exit wave (formed by the sample and the
probe), such that when the exit wave is Fourier transformed it is correctly sampled by the detector.
The lens after the aperture can demagnify the aperture onto the specimen. The Fourier transform
and propagation distance associated with it is indicated by the blue arrow and F symbol. An
unincluded element in the setup shown in Figure 19 is the specimen stage, which moves the
specimen perpendicular to the optical axis, however this is covered in Figure 18. The propagation
distance between the specimen and detector determines pixel size of the reconstruction, so must be
chosen with care.

1.18 Ptychography and the overlap constraint

Like the diffraction pattern constraint and the support constraint, the overlap constraint reduces the
number of possible solutions to the phase problem [69]. The overlap constraint is best defined by
Figure 20, in that the image on the left shows an approximate overlap of twenty percent of the exit
waves, while the image on the right shows no overlap at all. The overlap is defined by the area
covered by more than one diffraction pattern reconstruction, and is therefore defined by the size of
the support’s transmission area and the relative movement of the object, as they determine the
information held within the collected diffraction pattern. So the image on the right of Figure 20
shows the case where the movement of the object is greater than the radius of the support
constraint, a situation to be avoided for a successful reconstruction.

The overlap constraint works because individual solutions for individual diffraction patterns must
match the overall object solution and constant probe/support solution, at least to the extent that
noise allows [69]. Furthermore, the overlap/support constraint is also the reason that the object and
probe can be separated and put in their appropriate places, since the probe/support is common to
all collected data, while the object is not. This was initially the greatest difference between
ptychography and other forms of coherent diffractive imaging (CDI), and caused the greatest
improvement in the quality of reconstructions obtained as shown by Figure 20. Figure 20 a) shows
ptychographic reconstruction with overlapping probe positions, comparing this to Figure 20 c) where
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the probe positions do not overlap [69]. The importance of overlap is demonstrated as the specimen
can only just be made out in ¢) whilst it is very clear in a).

Ptychography without
Ptychography with Overlap Original Specimen Overlap

Phase (rad.)

Figure 20: A figure to illustrate the difference in reconstruction quality of ptychographic reconstructions when there is or is
not overlap of probe positions. a) shows a phase reconstruction when there is overlap in the dataset. b) shows the specimen
which was used to create the datasets that are used in a) and c). c) shows a phase reconstruction produced by the same
data as a) but with incorrect positions/camera length, such that probe positions do not overlap. The black circles indicate
the size of the probe. This is a reproduction of a figure in [69].

The best way to visualise how ptychography and overlap improve reconstruction quality is to look at
an example [65]. The example is an ambiguity of Fienup’s HIO algorithm called the complex
conjugate ambiguity/twin image problem (see Figure 20) and Fienup stated it as such (see equation
19) [71]:

|F[UCe, I = |FLU*(=x, =] (19)
The parameters of equation 19 are the following:

e U*(—x,—y) is the complex conjugate of U which has also had its positional coordinates
flipped (an example can be seen on the bottom right hand side of Figure 20 c)).
o Fisthe Fourier transform

Equation (19 states that the magnitude constraint cannot tell the difference between the sides of
the equation, thereby both solutions meet the magnitude constraint and the support constraint,
therefore this is an ambiguity of the Fienup approach. This ambiguity cannot occur in ptychography
while probe positions overlap, for the reasons previously stated above.

In ptychography’s current state the overlap constraints have been optimised, as it has been found
that the optimal overlap amount is 80%, although this will be somewhat object dependent [72].
Another aspect of note is the scan pattern, as this can affect the reconstruction quality [73]. The
most notable is the raster pathology, which is where there are visible artefacts in the reconstruction
of the object, due to the fact that the specimen stage was moved purely in a square grid pattern
when collecting the diffraction data. Ptychography has benefited from the development of position
correction [74] and recently from the ability to use continuous stage movement in order to reduce
the time it takes to collect a dataset for reconstruction [75, 76]. Although the above topics will not
be discussed in depth they are representative of the fact that improvements in ptychography are not
solely in the reconstruction algorithm but also rely on making the most of the setup.
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This section on ptychography concludes with a discussion of its advantages and disadvantages. The
great advantage of ptychography is the unlimited size of the reconstructed object, which means for
example that whole cell cultures can be imaged without losing the ability to zoom in to a singular cell
level and still be able to resolve fine detail. Another major advantage is the robustness of the
reconstruction process, since the conjugate image ambiguity is removed. Ptychography also enables
the collection and removal of the illumination function from the exit wave, such that it is no longer a
requirement for the support constraint shape or size to be known beforehand, making ptychography
simple to apply practically [62]. A disadvantage arises from the large amounts of data that are
required to apply this constraint to the phase problem for a significant field of view (specifically
focused probe ptychography). This leads to a corresponding increase in time taken to collect the
data in the experiment and which has further negative feedback, such as increasing probe drift.

1.19 Near field ptychography

Before describing near field ptychography there will be a discussion on ptychography with a diffuser
and speckle tracking in X-ray microscopy. These two subjects are precursors to near field
ptychography and therefore are covered to give context of the ‘how and the why’ of near field
ptychography development.

In advance of the development of near field ptychography, diffusers were already playing a role in
focused/defocused probe ptychography, as due to the Fraunhofer diffraction condition typically
applied in traditional ptychography the centre of the detector would quickly become saturated. The
centre of the diffraction pattern would saturate as the majority of the beam is not strongly scattered
by the specimen or the aperture. Therefore through implementing a diffuser, the beam is effectively
scattered twice, once by the diffuser and then by the specimen, which leads to a greater degree of
counts in the high spatial frequencies (see Figure 21). Figure 21 a) shows a diffraction pattern from a
simulated ptychographic experiment with a diffuser, and Figure 21 b) shows a simulated diffraction
pattern from an experiment without a diffuser. Several papers have reported on implementing a
diffuser in traditional ptychography [77, 78]. Although the diffusers increased the spread of counts
across frequency domain in traditional ptychography, the diffraction pattern would still quickly
saturate the detector. This is one of the historical reasons why near field ptychography was
developed, to make efficient use of the detector’s dynamic range, as near field ptychography
diffraction patterns have reduced standard deviation in the number of counts across the whole of
the detector.

) b)

No ‘ Fully
Counts Saturated

Figure 21: a) a ptychographic diffraction pattern where the probe was an aperture and a diffuser. b) a ptychographic
diffraction pattern where the probe was only an aperture. The colour bar at the bottom of the figure converts the greyscale
of a) and b) into counts between no counts and a fully saturated detector [77].
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Diffusers were also being used in a different form of phase retrieval, that of X-ray speckle tracking. X-
ray speckle tracking helped inspire the development of near field ptychography, so will be briefly
discussed in this paragraph [79]. X-ray speckle tracking consists of disrupting an X-ray beam with a
diffuser (often a piece of paper). The image of the paper is out of focus on the detector, such that
diffraction of the paper causes a speckle pattern (an inline hologram) [80]. X-ray speckle tracking
collects a diffraction pattern without a specimen as a reference. Once a specimen is placed in the
beam, the diffraction pattern on the detector changes with respect to the reference. An example of
this phenomenon can be seen in Figure 22, in which Figure 22 a) shows the reference diffraction
pattern and Figure 22 b) shows the diffraction when the specimen is introduced into the beam. The
specimen used in this simulated example is shown in Figure 22 c). As can be seen by looking at
Figure 22, the diffraction pattern has only changed in the x-axis and the speckles have been
stretched compared to the reference. This stretching is the result of the changing phase of the
specimen (or gradient), and therefore the phase gradient can be recovered by measuring the shift
between Figure 22 a) and Figure 22 b). Near field ptychography effectively uses the same effect as
speckle tracking to determine the phase, as through moving the specimen with respect to the
diffuser the speckles are displaced uniquely as the specimen is scanned [81]. There is sufficient
diversity to constrain the phase retrieval algorithms used by traditional ptychography (see section
1.20 for more details on diversity).
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Figure 22: a) inline hologram of simulated diffuser. b) inline hologram of combined diffuser and specimen, where specimen
has caused speckles of the hologram to shift, stretch and compress. c) the phase of specimen used in b). the colour bar to
the right of the figure converts the greyscale of c) into phase in terms of radians.

Now that ptychography with a diffuser and X-ray speckle tracking has been discussed, it is time to
look at the specific variant of ptychography that is the focus of this thesis; near field ptychography.
Near field ptychography differs from previous forms of ptychography in its removal of the support
constraint, or equivalently the localisation of the probe. This has many benefits which will be
discussed in section 1.21. Near field ptychography also makes use of an altered setup to encode
phase diversity into collected interference patterns (which are spatial domain images, as opposed to
diffraction patterns in the Fourier domain) which assist the overlap constraint in resolving the phase
problem, as will be seen in section 1.20. To begin there will be a description of the setup of near field
ptychography.
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Figure 23: a) A diagram of near field ptychography where the crosses represent the centres of other sample subsections,
where near field interference patterns are collected from the sample (the same as Figure 18). The dotted lines in a)
represent the demagnified area of the detector at positions in the setup (see diffuser holder and sample). The sample is
then magnified on to a diffuser located in the selected area plane where it is modulated before it is propagated on to the
detector. b) is the phase of the typical diffuser used in this setup. c) is an example of a diffraction pattern this setup
produces.

In near field ptychography a collimated coherent light source illuminates a sample which is then
magnified/demagnified by a lens onto a diffuser, such that the image of the specimen is disrupted
by the structured and random pattern of the diffuser. The structured illumination and sample
subsection then multiply together to form an exit wave which is propagated to the detector.
Typically the propagation distance is such that the propagation is modelled by the angular spectrum
method or the Fresnel propagation method (high Fresnel number —i.e. the when the multiplication
of the propagation distance and wavelength is small or equivalent to the feature size of the
specimen, see Section 1.30 for more details on the Fresnel number). As with previous forms of
ptychography (Figure 18) the sample is moved by a translation stage, such that different subsections

42



of the sample can be illuminated by the probe, and a stack of interference patterns is collected,
encoding the overlap constraint in the collected data.

The main difference between focused/defocused probe ptychography and near field ptychography
are:

1. The removal of an explicit support constraint and replacing it with structured illumination
(diffuser and lens). This enables each diffraction pattern to contribute more pixels to the
final reconstructed image.

2. Achange in the propagation distance, such that the collected intensities resemble the exit
wave.

3. Through changing the propagation distance and diffusing the incident beam, the detector
dynamic range has increased utility.

Disadvantages of near field ptychography:

1. near field ptychography in the TEM is not yet optimised for high throughput data
collection, so while near field ptychography requires less data to reconstruct a given
field of view, ptychography in STEM collects a diffraction pattern at a higher rate.

2. The resolution of the technique is determined by the demagnified pixel size.

3. It requires a diffuser to constrain the phase problem (or some other method to
structure the illumination), limiting the number of TEMs which can currently implement
near field electron ptychography.

4. Its contrast transfer function is not fully understood.

The question then becomes, how is near field ptychography constrained without the support
constraint of the previous forms of phase retrieval, and this will be discussed in the next section.

Near field ptychography has undergone significant developments since its first implementation,
therefore significant papers and their results are outlined in this paragraph. Firstly, near field
ptychography has been shown to be able to image thick specimens in the X-ray domain [56]. This
was done by M. Stockmar et al. in order to demonstrate that near field ptychography had the
potential to perform nano-tomography. This was followed up by the paper “X-ray tomography using
near-field ptychography” [82]. In [82] it was shown that near field ptychography could produce 3D
images of specimens with as few as 16 diffraction patterns per projection. For context,
focused/defocused probe ptychography typically requires hundreds of diffraction patterns per
projection in the X-ray domain; take for example [83] where 213 diffraction patterns were required
per projection. Although it should be noted that these two different experiments cannot be directly
compared fairly, the difference in number of diffraction patterns per projection does give a general
sense of how near field ptychography has reduced data demand compared to ptychography.
However, in current practical implementations ptychography achieves higher resolutions.
Furthermore, near field ptychography in the X-ray domain has been shown to provide quantitative
tomographic reconstruction, as shown by |. Zanette et al. in [84]. Near field ptychography has
important developments in the optical domain, for example it was shown that with as few as 6
diffraction patterns, near field optical ptychography can obtain phase images of blood cells and near
field optical ptychography was capable of imaging thick specimens in the optical domain given the
correct setup (the diffuser interacts with image of the specimen). Another optical development can
be found in [85], where a lens-less form of optical near field ptychography was developed, which
makes use of up-sampling to provide magnification. Furthermore, Jiang et al. [85] showed that near
field ptychography with a sufficiently high Fresnel number (or when multiplication of the
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propagation distance with wavelength is sufficiently small compared to the dimensions of the
specimens features - see section 1.30) does not need to collect the probe positions, and instead they
obtained the positional data from the collected diffraction patterns, which is found to be useful in
section 3.3.

1.20 How near field ptychography is constrained

Near field ptychography drops the support constraint for reasons outlined in section 1.21, but
continues to prove valid reconstructions of both the probe and object for setups like the one
described in Figure 23. This poses the question, why is this the case?

To start with, the effect of the diffuser on the phase problem will be considered. The diffuser
structures the illumination to add localised random phase disturbances, leading to different localised
intensities in different interference patterns due to movement of the sample via the stage. This can
be seen in Figure 24 c) and d) which show the intensity of two diffraction patterns created from two
different sample-probe interactions. Figure 22 a) and b) show the phase of the object subsections
used in these interactions. Figure 22 e) and f) show a subsection of the diffraction patterns shown in
Figure 24 c) and d), the change in intensity shows how a simple change in the phase of the specimen
causes the collected intensity to change, therefore demonstrating how the phase is encoded. In
effect the probe is applying localised phase plates to the sample, such that some of the diffracted
beam then interacts and undergoes a phase shift and the deflected beam can interfere with the
unaltered beam to produce positive (constructive interference) or negative contrast (destructive
interference) on the detector in a localised area. The method of using phase to produce a diverse set
of data in order to solve the phase problem is called phase retrieval via phase diversity [86, 87]. In
fact phase diversity and the overlap constraint are very similar, in that both use the diversity of
collected interference patterns to constrain the phase problem to a workable solution, by having
many simultaneous equations (collected intensities) which have one solution: the correct phase [86].
Therefore, using the two constraints in parallel may be a reason why an explicit support constraint is
not needed.

Diversity is an important term for ptychography, and especially important to near field ptychography
as it is a way to describe how easy the dataset is to reconstruct. But what diversity actually means
may vary slightly from author to author. The aim of this paragraph is not to define diversity in the
context of near field ptychography, but to describe how it is used throughout this thesis. Let us start
off with an example, say there is a near field diffraction pattern named c) (shown in Figure 24 below)
in which certain aspects of the diffraction pattern are strong, for example the darker bars. Now if we
obtain a second diffraction pattern named d) which is another diffraction pattern in the same scan
pattern, there is typically an 80% overlap between the specimen in c) and d). The large amount of
overlap theoretically means that c) and d) should be very similar to each other, as essentially they
are displaying the same information apart from the fact that the specimen is shifted in one
diffraction pattern with respect to the other (See Figure 24 a) and b)). This is why the diffuser is
important, essentially to disrupt the specimen’s features or interference fringes. The diffuser
disrupts the interference fringes of the specimen by creating its own interference fringes, and where
the interference fringes of the specimen and diffuser overlap, they combine into a unique set of
interference fringes for that diffuser specimen subsection combination. As near field ptychography
relies on scanning of the specimen with respect to the diffuser, there are many different interactions
between their diffraction fringes which cause a unique interference pattern to that particular scan
position. So a diverse dataset would be one where there is plenty of overlap in the diffraction fringes
of the specimen and probe, but where diffraction patterns differ greatly from each other, even when
they share the same specimen area.
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Figure 24: a) and b) show the phase of two sample subsections. c) shows a near field ptychography diffraction pattern
which was collected when a) was the specimen subsection being imaged. d) shows a near field ptychography diffraction
pattern which was collected when b) was the specimen subsection being imaged. e) and f) are subsections associated with
the area indicated by red and blue dotted lines in a)-d) respectively.

1.21 The benefits of near field ptychography

Historically one of the benefits of near field ptychography is that it utilises more of the detector’s
dynamic range, as in previous forms of ptychography diffraction patterns were collected, while near
field ptychography collects interference patterns [88]. The centre peak of a diffraction pattern
represents the unscattered photon/electron beam which contains most of the power, and therefore
the centre peak has the largest count rate in the frequency domain and quickly saturates the
detector. Meanwhile, high frequencies in the Fourier domain accumulate counts far more slowly,
and consequently if saturation of the detector is to be avoided then the signal to noise ratio of high
frequency components will be reduced due to the exposure time the centre peak demands.
Operating in the near field leads to the case where the collected intensity is more evenly distributed
across the detector, enabling more time for high frequency information to be collected by the
detector relative to collecting far field diffraction patterns. Examples of interference patterns can be
seen in Figure 24, where it can be seen from inspection that intensity values are almost constant
across the detector and that high frequency information is captured. However, direct electron
detectors with high read out speeds can collect far field diffraction patterns consisting of a small
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number of counts per diffraction pattern, preventing saturation, whilst the diffraction patterns
retain a high signal to noise ratio [89]. Furthermore, the experimental parameters of focused probe
ptychography’s (or STEM ptychography) can be altered in order to capture a particular spatial
frequency of the specimen. By varying the convergence angle of the illumination size of the C2
aperture, spatial frequencies up to twice the convergence angle can be accessed. The PTF of focused
probe ptychography is affected by the amount of overlap/interference in the Fourier domain of
nearby diffraction discs, which is directly affected by the choice of the C2 aperture [89, 90] (see
references for further details). However, as direct electron detectors are not implemented on every
microscope, near field electron ptychography may be more useful on lower specification
microscopes.

When using a CCD (charge coupled device) the spreading of counts across the detector is also helped
through the use of a lens and a diffuser which act to disperse and scatter the beam, such that it
occupies a greater range of frequencies before it reaches the detector and object [88]. The diffuser
also reduces the likelihood that there is a single high transmission and low scattering path through
both the diffuser and sample.

Another benefit of near field ptychography is the extended field of view it enables per collected
detector frame, compared to previous ptychography methods, as there is no aperture acting as a
support constraint [79]. The reconstructed exit wave of near field ptychography resembles the
whole wave front, instead of a circle half the size of the sampled region (see Figure 24). This
extended field of view leads to a reduction in the amount of data required to solve the phase
problem for a given field of view, which in turn reduces the time required to collect a dataset, a
major problem experienced in focused probe ptychography. However, it is important to mention
that ptychography in general does not require an aperture to operate correctly since the
illumination function is recovered alongside the specimen, but the limited field of view of the
aperture is still effectively enforced by the Nyquist sampling requirements of the Fourier diffraction
patterns. The correct sampling of a Fourier diffraction pattern requires that its real space equivalent
is half the field of view of the detector; this is so that the Nyquist sampling condition can be satisfied
[70]. The factor of a half comes from the actuality that intensities have twice the rate of the change
of the magnitude or phase of the specimen. The traditional sampling conditions of CDI can be
overcome by ptychography via increased real space sampling (smaller step size) as shown by Edo
and Batey, yet this does not result in a greater field of view per diffraction pattern but instead a
greater calculation window [91]. The limited field of view per diffraction pattern is also evidenced by
the probe reconstructions of defocused probe ptychography (often quoted as requiring fewer
diffraction patterns per given field of view than focused probe ptychography), whereby
reconstructed probes only have a significant magnitude for a limited part of the calculation window;
see supplementary figure 13 of [92] and supplementary figure 1 of [93]. However, near field
ptychography’s probe has a significant magnitude for the entire calculation window, see Figure 49
and Figure 102. Near field ptychography provides a benefit compared to off-axis holography, in that
it takes account of imperfections of the illumination function automatically [56, 79]. So near field
ptychography does not need to obtain flat field images to correct non-uniform illumination
functions, which can cause further ambiguities [56, 79]. This is achieved through obtaining the probe
(separability constraint) function encoded in the dataset, and therefore the imperfections and errors
are collected in the probe function if they are independent of the probe position on the sample.
Furthermore, prior knowledge of the probe/support constraint helps with the convergence of the
reconstruction to a high quality solution in fewer iterations, which can be implemented by using the
same diffuser for multiple experiments, enabling prior knowledge of the probe.
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1.22 Selected area ptychography

Selected Area Ptychography (SAP) is a specific form of near field ptychography, in which the diffuser
is replaced by an aperture. SAP is primarily of importance in the context of TEM, as implementing a
diffuser requires that the TEM is capable of holding custom apertures either in the selected area
aperture plane or condenser lens system. While the aperture is far less diverse than a diffuser and
has a greatly reduced field of view, it has the advantage of being readily available in all TEMs,
whereas custom aperture holders are not always available. SAP can only operate when the aperture
is sufficiently diffracted by the defocus between the specimen (or selected area aperture plane) and
the detector plane of the microscope, such that the ringing/diffraction of the aperture fills the
opening of the aperture. An example of a SAP diffraction pattern can be seen in Figure 25. Although
SAP was developed after near field ptychography, it was a precursor of the work done in this thesis.
SAP was originally described in the paper “Quantitative electron phase imaging with high sensitivity
and an unlimited field of view” [94]. As can be seen from Figure 25, the field of view per diffraction
pattern can be severely restricted by the requirement that the aperture is sufficiently diffracted. If
larger apertures are used in SAP, this increases the required coherence of the source, in order to
obtain the required diffraction condition. However it was shown in [94], that SAP can obtain
guantitative phase images of latex spheres and fields of view which were un-restricted (in terms of
an upper bound — theoretically).

Figure 25: An example of a SAP diffraction pattern produced by a 10um diameter aperture from the dataset used in [94].
The scale bar indicates 10um in selected area aperture plane.

1.23 Discussion on phase retrieval

So in review, there has been a discussion of how holography (inline and off-axis) can be used to
retrieve phase information. However off-axis and inline holography have imperfections. For
example, electron off-axis holography requires an electric bi-prism which is not standard in most
TEM around the world, therefore limiting the number of TEMs on which it is applicable. Off-axis
holography has limited field of view compared to inline holography due to the method by which the
phase is reconstructed, and higher requirements on the coherence of the source [46]. Inline
holography has a simpler setup than off-axis holography, but it has problems with the following: it
requires additional steps to ensure low frequency noise is eliminated [51, 58], has a limited field of
view compared to near field ptychography, requires extensive software correction to make collected
data usable in electron microscope applications [56], and inline holography also requires multiple
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exposures during which the specimen can change [95]. This weakness is shared by ptychography,
however it has been shown that ptychography can be robust to dynamic movements of objects
through the use of object modes and perhaps can be robust to changes in the specimen with further
development [96-98].

However, it should not be understated that off-axis holography and inline holography have
successfully obtained large amount of quantitative data in the electron domain. Off-axis holography
has generated many review articles providing updates on recent experiments and future steps [99-
101], whilst inline holography has provided quantitative information on semiconductor devices [102]
and magnetic materials [103-105]. Near field ptychography in theory shares the quantitative
applications in the references above, so future work will include identifying where near field
electron ptychography can improve on previous quantitative measurements in the electron domain.

Then development of CDI was discussed. CDI was developed to address the phase problem from a
different angle compared to holography, that of iterative phase retrieval algorithms. The first phase
retrieval algorithm was the Gerchberg-Saxton (G&S) algorithm, which applied the constraint that
simulated waves must have the same magnitude as the collected intensity in both the spatial
domain and in the Fourier domain. This approach was successful but had a large number of
problems, practically and algorithmically. The major problem was that it was limited to the case
where samples could attenuate the incident beam strongly enough to produce contrast in the spatial
domain and where optics produced high quality images. These conditions ruled out the majority of
the X-ray and electron microscope phase imaging applications. In response to this, Fienup developed
the Hybrid Input Output (HIO) algorithm, which applied a support constraint of a circular aperture
and feedback from previous values. This greatly improved the quality and applicability of phase
retrieval.

However, the HIO algorithm could still be improved upon. This was addressed by ptychography
which extends the field of view of the recovered sample and removes the requirement to explicitly
know the support. Ptychography’s success was due to the application of the overlap constraint
where there are spatial overlaps in collected data, so phase solutions had to agree across multiple
instances of the phase problem. Then near field ptychography improved upon focused/defocused
probe ptychography, by removing the support totally and in principle enabling faster data collection
for a given field of view. Furthermore, the propagation distance and setup enables improved
utilisation of the detector, improving signal to noise ratio for high frequency components [56] (in the
case of older CCDs).

This concludes the discussion on phase retrieval. There will now be a shift in subject matter to
describe some of the tools and maths that are required in order to retrieve phase practically with
near field ptychography and then assess the quality of the retrieved phase in an objective and
qguantifiable manner. The tools which will be discussed are the rPIE algorithm, propagation
techniques (for example near field propagation and Fresnel propagation), the effect of incoherence,
and then the Fourier Ring Correlation, as a method to compare reconstructions from different phase
retrieval techniques.

1.24 rPIE

The regularized Ptychographical Iterative Engine (rPIE) is the latest iteration of ‘PIE’ algorithms that
were developed in Sheffield to solve the ptychographic phase problem [106, 107]. The rPIE method
is used throughout this thesis to solve the phase problem, therefore it is natural that there should be
a discussion on how it works. An outline of the algorithm can be seen in Figure 26.
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The first action of the algorithm is to ‘cut out’ a section of the initialised object. The position of the
cut out is based on information fed in by the experiment. The cut out is then multiplied by the
initialised probe in order to give a guess at the exit wave:

Yjn = FjnOjn (20)
The parameters of equation 20 are the following:

e Pisthe probe

e (O isthe object cut out

e jdenotes both the position and number of the cut out and which diffraction pattern it is in
the experimental dataset.

e ndenotes the iteration number

® ;s the guessed exit wave of the cut out j and the iteration number n

This guess at the exit wave is then forward propagated, such that it is in the same physical space as
the collected data from the experiment. This forward propagation requires knowledge of the
propagation distance, correct propagation method, detector size, number of pixels and pixel pitch, in
order for the overall simulation to be accurate:

Yim = D[] 1)
The parameters of equation 21 are the following:

e D, is the propagation method most accurate to the experiment, for example Fraunhofer
propagation
e Yisthe forward propagated guessed exit wave

The next step is to apply the diffraction intensity constraint: this amounts to removing the absolute
magnitude of the current guess of the propagated exit wave and replacing it with the measured
diffraction data from the experiment corresponding to the initial cut out of number j:

Nir
Pjn =77 X Dz|¥jn (22)
in = o] Pl

The parameters of equation 22 are the following:

e @ isthe forward propagated adjusted exit wave
. \/17 is the diffraction data which corresponds to the object cut out j

The forward propagated adjusted exit wave is then back propagated such that it is in the same
domain as the probe and object:

Ojm =Dz 1] (23)
The parameters of equation 23 are the following:

e (isthe adjusted exit wave
. DZ_1 is the inverse propagation action

49



After the constraint of the collected data has been applied and the adjusted exit wave has been back
propagated, we then use the adjusted exit wave to update our guesses at the object and probe,
using the following update functions:

Pin” X (@50 = Pjn)
((1 —a) X |P]n|2) + (a X |P1"n|12nax)
Oj,n* X ((pj,n - lpj,n)
(a-mr <o)+ (B x10al,,,,)

Ojn+1 = Ojn + (24)

Poy1 =Pin + (25)

max

The parameters of equation 24 and 25 are the following:

e is the tuning parameter which determines the rate at which the object is updated. (The
ratio of the old object to the new object in the cut out, which is placed back into the overall
object, has a typical value of one)

e [ isthe tuning parameter which decides the update rate of the probe (typically set to one)

e Again the * denotes the complex conjugate

The updated probe and object are then used for the next cut out j+1. Once the algorithm has cycled
through all of the cut outs of the experiment, the iteration number is incremented and cut outs are
then processed again. It is, at this point, important to remember what was previously said in section
1.14: changing the magnitude or phase of either side of the Fourier transform (propagation
technique) causes a corresponding change in the other side. Therefore, the probe and object
updates act to ensure that a new guess is generated in the next iteration of the algorithm. o and 8
then determine the extent of the update, but it is the subtraction between the adjusted and
unadjusted exit wave which forms the main driver of the reconstruction improvement, as it is the
feedback mechanism of ptychography, much like Fienup’s HIO algorithm.
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Figure 26: outline of the rPIE algorithm

In this section, general propagation terms have been used to show that rPIE in theory can be applied
to either general ptychography or near field ptychography. In the next section there will be an
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investigation into three specific forms of propagation: angular spectrum and Fresnel propagation,
which are relevant for near field ptychography, and Fraunhofer propagation, which is required for
traditional ptychography. Understanding the propagation method is critical to ptychography, as will
be shown by this section. This is because phase retrieval requires that the correct propagator is used
to transform the collected data into the exit wave formed by the probe and the object at the object
position, and no other position.

1.25 Propagation of light

In this section there will be a summary of the mathematical modelling tools that simulate the
propagation of light. The tools are: the angular spectrum, the Fresnel propagator, and the
Fraunhofer propagator. Being able to mathematically describe how light propagates is a
requirement to retrieve phase information using ptychography, as it enables the correct conversion
between the spatial domain description of the object and the spatial frequency domain of the
diffraction pattern.

First, there will be an outline of a general example, which will be the same for the angular spectrum,
Fresnel and Fraunhofer propagation. The purpose of the example is to diagrammatically illustrate
how light can propagate and define common terms for the mathematics. The rest of the section will
be presented in the following order: angular spectrum; the effect of propagation distance on the
angular spectrum, Fresnel propagation and consideration of its validity with respect to propagation
distance, and Fraunhofer propagation.

1.26 Plane waves

To understand propagation requires an understanding of some fundamental aspects of optics and
waves, starting with the plane wave [5, 108]. A 3D plane wave is a wave whose amplitude and phase
do not vary in the two dimensions which are orthogonal to the direction of propagation, so the
plane wave is only a function of the distance it propagates. Like all waves, the plane wave can be
described as a complex field.
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Figure 27: A general example of light propagation
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Figure 27 illustrates a plane wave traveling in the direction z, plane 1 was a previous cross-section of
the plane wave and plane 2 is a cross-section further along in the z direction. Moreover, in Figure 27
there is a cross section of a plane wave (U(x,y,z’)) at position z” which is an arbitrary distance
between the two planes. To complete this consideration of a plane wave, its equation is stated
below in equation 26:

Uy, 31,0) = Upexp (j (~K- 1y, y) + ot + 0) (26)

U, is the magnitude of the plane wave, k is the wave vector (typically a unit vector) which describes
the direction of the wave in three dimensional space, and 7 is the spatial position vector which
determines where you want to sample the plane wave. The w term is the temporal angular
frequency, t is time and ¢ is a general phase offset: in the following material the temporal aspects
will be dropped from equation 26, as we make the assumption that all waves are temporally and
energetically coherent (i.e. emitted at the same time and of the same wavelength).

1.27 Spherical waves

It is typical in optics literature to categorize waves in terms of shape, which brings us to spherical
waves which have applications in the Fresnel and the Fraunhofer propagators [5]. However,
ultimately spherical and plane waves are very similar mathematically, as can be seen from inspection
of equation 27, which describes a spherical wave:

UG 31,0) = 2 exp (1 (K- TG ) + i + ) @7)
Equation 27 also relives the truth of A-level physics (specifically the class on the Earth’s gravitational
field) that a wave/field shape is mainly a function of the distance away from the source and
area/size of the detector observing the wave/field. In the case of the spherical wave there are radii
of constant phase, and also spherical waves are a good descriptor of another optics fundamental,
Huygens’s wavelets. This concludes this short discussion on basic types of waves. Plane waves form a
fundamental part of the next section on the angular spectrum.

1.28 The angular spectrum

In terms of understanding light propagation, the angular spectrum is the best starting point from an
engineer’s perspective, as this approach is similar to the linear systems analysis studied at
undergraduate level [109]. Referring to Figure 27, our objective is to obtain the relationship between
Uatz =0andU atz' = z. This idea is best tackled using the tools of the Fourier transform. The
two dimensional Fourier transform of U(x, y, 0) is:

A(fe. f,0) = ff_mU(x, y,0) exp|—j2n(xf, + yf,)] dxdy (28)

The parameters of equation 28 are the following:

e Aisthe Fourier transform of U
e x and y are the coordinates in the spatial domain
* fyand f, are the coordinates in the frequency domain

A is also called the angular spectrum of U. Remembering the one dimensional Fourier transform —
that all one dimensional signals can be described as a summation of sine waves — the same can be
said for the two dimensional case, except the sine waves are now 2D complex exponentials.
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Furthermore, this Fourier transform can be inverted such that U can be expressed as a function of A,
as follows in equation 29:

U(x,y,0) = j f A(for f,0) expli2n(xfy + y£,)] dfedf, 29)

The idea of the angular spectrum is that any wave can be described as a summation of plane waves
of different spatial frequencies. This is similar to the Fourier series for electrical signals, except that
plane waves are used instead of sinusoids [108]. Looking at equation 26 and equation 29 one could

interpret the exponential of equation 28 to be a plane wave where k-Tis equivalent to xf,
meaning that there is literally no difference between the summation of plane waves and the Fourier
transform. In order to give more weight to the previous statement there must be further
investigation into the physical aspect of summing plane waves, how this links to the name of this
section and the Fourier transform. To start, let us take an arbitrary example of a plane wave
(equations 31 and 32) which has a magnitude of one (U,), a wavelength of 1 millimetre and the

following k and 7 terms (see equation 30):

1
/
_>_2n1\/§_,_x1 ~ ,  2n 1 1
k—T /\/g ,r = [)(1)1],sok-r—1x—10_3(ﬁx1+ﬁyl> (30)
1/\/_?_,
U(x1,y1) = Up exp (j (E'T(xvyﬂ)) (31)

Therefore, the equation of the plane wave equation U (x4, y;) becomes:
U(xy,y1) = 1exp(j2m(557.4x, + 577.4y,)) (32)

Equation 32 suggests that a plane wave describes exactly one spatial frequency over the x-y plane;
the frequency defined by the wave vector k. The wave vector k describes the direction of
propagation of the wave, but it also describes the frequency of the pattern imposed on a plane
orthogonal to the z axis, as shown by Figure 28 and described by equation 32.

k(x,z)

(b)

Figure 28: (a) shows an example of a plane wave from above with propagation direction defined by z(x,z) which can be
equally described by a, and (b) shows the phase of a cross section of the plane wave at the x-axis of figure (a).
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Furthermore, a more useful way of describing the wave vector E, would be as the frequency
position vector, as it is the Fourier space complement of the spatial position vector ¥. The link
between angles and frequencies is contained in the unit vector of 75, because a unit vector k can
equally be described by the three angles between the coordinate axis and the direction of
propagation, as seen in Figure 29 and equation 33. The unit vector of k is formed of 3 direction
cosines, one for each axis, as seen by equations 34, 35 and 36, but in effect the unit vector and
direction cosines are the same thing. The fact that cosines of real space angles relate to positions in
the frequency space is in part why this propagation algorithm is called the angular spectrum,
because through scanning different angles in real space we are sampling in the Fourier space.

k=7ﬁ= y|=2n|fy (33)

14 k, 1z
_ (@) = k, _ adjacent 34
@ = o= " hypotenuse (34)

\/kxz +ky? + k)

ky
B = cos(b) = (35)
\/k,f +k,% +k,*

k,
(36)

y = cos(c) =

\/k,f +k,% 4k,

y=yi-a?-p2 (37)

N .

x|

v

Figure 29: A diagram representing direction cosines [109]
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equation 29 can be rearranged into the angular spectrum form using equations 33 to 37 and the
discussion above, as the relationship between the direction cosines and the frequency domain can
be seen in equation 38:

(38)

By substituting equation 38 into equation 29:

U(x,y,0) = ﬂ- exp []2n<x +y§)]d%d % (39)

Equation 39 captures the main sentiment of the angular spectrum, that there is no difference
between the two dimensional Fourier transform and the summation of multiple plane waves at
different angles of propagation with respect to the optical axis.

1.29 Angular spectrum when z does not equal O

Now that the angular spectrum has been explained, it is time to describe how the angular spectrum
helps with the modelling of light propagation [109]. Considering the case of a plane wave with a
position vector where z is not equal to zero (but still an arbitrary constant z’), the plane wave
equation can be written as follows:

Ux,y,2") = erxp< (ax+ﬁy+w/1—a2 B2z )> (40)

For the previous case where the position vector had a z term equal to zero, the plane wave equation
could be written as:

2
U(x,,0) = Up exp (17" (ax + ﬁy)) (41)

In order to see how the complex field of the angular spectrum should be propagated we will divide
the propagated plane wave by the unpropagated plane wave, in order see the propagation term
which drops out:

erxp< (ax+ﬁy+w/1—a2 Bz ))

H(O0-2Zz) =
U, exp < - (ax + ﬁy))

SUURE) o (A T e~ 57 (2)

U(x,y,0)

As previously defined, the angular spectrum is a summation of plane waves of different angles,
where the summation is signified by a double integral. As we now understand how one plane wave
propagates, it is a simple case of supplementing our previous angular spectrum equation with this
propagation term. So this propagation term now enables the entire complex field to be propagated
from z equals nought to an arbitrary constant. Using this propagation term in equation 39 the
following result is obtained:

U(x,y,z) = -U 7 /1 exp ]—(ax +ﬁy)] exp[ —Zm]d (43)

In order to see the effect of this propagator on the frequency domain there will be a conversion
using equation 38:
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@ 2
0Gi,2) = || Alffyn0)expljzn(fx + fy)Jesp [j{z\/l—(fo)Z—(fyA)Zdexdfy (44)

Moreover, equation 44 suggests the angular spectrum propagator can be described as follows:

2
H (fx,fy, Z) = exp [j%z(\/l — (fih)? — (fyl)2>] (45)
A(fx:nyZ) = A(fxvfyvO)H(fxvfyvz) (46)

So the wave which has propagated a distance z can be modelled by taking its Fourier transform at its
previous position, multiplying by a propagation kernel, then taking the result through an inverse
Fourier transform.

The final point to make about the angular spectrum is that there is no theoretical limit to its
application, which is not true for Fresnel or Fraunhofer propagation. However it is limited in terms of
implementation in software, due to the fact that the angular spectrum has a physical size in the
spatial domain which is not inherently clear, as we only use the angular spectrum in the frequency
domain. So by defining the angular spectrum in the frequency domain, its size in the spatial domain
is defined and is proportional to the propagation distance z. When a large propagation distance is
chosen, the spatial size of the propagation term may be larger than the area defined in the software
being considered, which causes errors in the propagated object due to the assumption of periodicity
implicit in the discrete Fourier transform. This means that features near the edge of a propagated
image will ‘wrap around’ as the propagation distance increases and the features spread out. The mix
of the Fourier repeat and the central image would cause an error, as the simulation would introduce
data not possible in actuality. Although the application range can be increased by padding the data
with a ring of zeros, this padding greatly increases the time the software takes to process the data,
which is not practical when this propagator can be called upon hundreds to thousands of times to
solve the phase problem. This error therefore limits the application of the angular spectrum
propagator to short distances where Fourier repeats have little effect.

1.30 Fresnel and Fraunhofer propagation

Fresnel and Fraunhofer diffraction have roughly the same set-up and ideas as the angular spectrum
case stated above [109]. The easiest way to distinguish when to use one or the other is by
considering the Fresnel number of the experiment. Equation 47 describes how this Fresnel number
can be calculated:

AZ

The parameters of equation 47 are the following:

e Aisthe radius or half length of the object to be considered
e Jisthe wavelength of light used
e 7 isthe propagation distance from the object of interest to the detector

Figure 30 then gives an example in which particular propagation techniques are accurate for a range
of propagation distances and object sizes at a wavelength of 700nm. Outlining the differences
between these propagation models is important to enable them to be used appropriately when an
experimenter supplies a set of diffraction patterns. Furthermore, obtaining a path through which the
final equations are obtained reveals the assumptions made and gives some insight into how all the

56



propagation models are connected. Explicit approximations of where the Fresnel and Fraunhofer
propagation methods are appropriate will be given later.
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Figure 30: A figure showing appropriate propagation technique for a wavelength of 700nm for a given object size (A) and
propagation distance(Z)

The Fraunhofer and Fresnel propagators both have their basis in the Rayleigh-Sommerfeld
diffraction integral, which is mathematically described below:

exp(—jkR)

R dx,dy; (48)

1 [oe)
Py (x2,¥2) =ﬁf£mpl(x1'Y1)

where R = \/(x, — x1)2 + (¥, — y1)? + 22 (49)

Using the terms defined in Figure 27, where: x, and y, are the x-axis and y-axis in the detector
plane, x; and y, are the x-axis and y-axis in the object plane, P, is the diffraction pattern at the
detector plane and P; is the light at the object plane. Finally, R is the distance from any point in the
object plane to any point in the detector plane. Another way to interpret the Rayleigh-Sommerfeld
diffraction integral is to think of it as a discrete summation of spherical waves defined in section
1.27. So, P; determines the magnitude and position of these spherical waves. This means that the
Rayleigh-Sommerfeld diffraction integral is very similar to the angular spectrum, in that the
propagation of the complex field can be described as a summation of a number of simpler waves, in
this case spherical waves.

1.31 Fresnel Propagation
The binomial expansion can be employed to simplify the integral in equation 48 [109]. The binomial
expansion states that:

r(r—1)

51 p g% + - (50)

p+)" =p" +rp" g+
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This can be applied to the equation for R above, as follows:

R=ZJ1+(x2;x1)2+(y2;yl)2 1)

r=g p=tandq= () (22 (52)

Jl FEF) ) = (B ] e
Rz ([ 4 (222)) (54)

The assumption here is that g is small, due to the large size of zcompared to the size of the object
and detector plane.

Substituting equation 54 into equation 48:
. 1[/x; — %1\ —y1\?
e (ks (143552 (4529
1[(x2 — x1)\? Y2 — Y1)\*
2(1+3|(257) + (252)

1 (o)
P,(x2,y2) z]_lff Py(x1,¥1) dx,dy; (55)

For the denominator inside the integral, the assumption that the ‘1’ dominates and the other terms
can be ignored will be assumed to be valid. This assumption will be explored more in section 1.32:

exp(—jkz) (% Jjk
Py(x3,y2) = ]Tff Py (x1,y,) exp (—Z [(x —x1)* + (y2 — 3’1)2]> dx,dy, (56)
Now to expand the squared terms to see if it can be further rearranged:

Py(xp,y,) =
exp(—jkz) (% jk
—MZ ff Py (x1,y1) exp <_Z [x22 + y22 + x12 + y12 — 2X5%Xq — 2y2yl]> dx,dy, (57)

The x,2 and y,? terms can be moved outside the integral, so that P,(x,,y,) can be described as:

exp(—jkz) jk 5
P,(x2,¥2) ~}-T‘3Xp <—Z(x2 +¥2) | -

o jk ) ) jk
Py (x1,y1) exp Z[Jﬁ +y1°] ) exp —;(x2x1+y2y1) dx,dy, (58)

Remembering that:

1. P,(x,,y,) is the image at the detector plane. This is the desired outcome because we want a
relationship between the light at the object plane and the light collected at the detector
plane.
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2. P;(x;,y;1) represents the object that diffracts light.
3 exp(—jkz)
’ jAz
direction.

is a term which describes the phase change as the light propagates in the z

jk . . . . .
4. exp <—;—Z (x,% + yzz)) is a term which describes an approximate phase curvature in the
detector plane.

5. exp (g [x,2 + y12]) is a term which describes the phase curvature in the object plane

6. fffooo P; (x1,y,) exp (— % (xpxq + yzyl)) dx,dy, can be described as the Fourier transform
of the complex field at the object plane P; (x4, ;)
Parts 3 and 4 make up what is defined in the literature as the Fresnel’s propagator or convolution

kernel (equation 59) [109]. This propagator has two software implementations, but these will not be
discussed in this report:

—jk ik
L (—’2—2 (7 + yf)) (59)

Now there will be more in depth exploration of statement 6:

Firstly, using the assumption that z is very large with respect both to x; and x, [110], the following
equations can be obtained:
sinf  x,

tan6 = =— - limtanf =0 60
an cos@ z A R (60)

Z-9 (61)

Remembering equation 38 and the wave vector k:

_a _,Bk_Zn 62
fx—z'fy_I' =7 (62)

The parameters a and 8 are direction cosines. If these cosines can be approximated by their angles
due to the small angle approximation, then the following is true:

X2 V2
a=6- fo="2f=

= (63)

tanf =0 = xZ,asz>>x
Pl(xl,yz) - 2

Figure 31: The mapping of spatial frequencies to physical distances
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Substituting equation 63 into equation 58:

k
Py(fu fy) = Wexp( ]nz/l[fx + fyz])
” ]k 2 2 .
ff_ Py (x1,y1) exp (Z [x1%+ v, ]) eXp(—]ZT[[fxx1 + ny1Ddx1d)’1 (64)

Equation 64 is important for the physical aspect of the experiment. Because x, and z are physical
distances which are orthogonal to each other, one can draw a right-angled triangle between planes
1 and 2. This triangle can be seen in Figure 31 and is used to consider the angle subtended by the
hypotenuse of the triangle. Using the small angle approximation as seen in equation 60, the
direction cosine can be directly calculated, and therefore taking the k term of the exponential to
convert to radians, the spatial frequency and the coordinates in plane 2 are shown to be directly
related.

The above general analysis of the equation suggests that the propagation via the Fresnel
approximation can be implemented using a modified Fourier transform of the original object, where
the object is multiplied by the radial quadratic phase factor before the transform. After the Fourier
transformation, a second quadratic phase factor is applied. The assumptions made during the
conversion between the Rayleigh-Sommerfeld diffraction integral and the Fresnel diffraction will be
explored in the next section.

1.32 For what range of z is the Fresnel description of diffraction valid?

In formulating the Fresnel diffraction integral (equation 58), a key assumption was the use of the
binomial expansion [109]. The question is, whether ignoring the additional terms of the expansion
(equation 50) has had a significant effect on the exp(-jkR) term of equation 48 , and therefore an
effect on the overall result. Looking at the binomial expansion again and looking up to the third
term:

[ B s s ] s 72 T e

Remembering the original context (equation 48) in which the assumption was made, the result of
the difference between the approximation and the actual value of R is a difference in phase at plane
2. Typically, the approximation is seen to be appropriate, if the difference is much less than one
radian between the approximation with two terms (R,,,;) and the approximation with three terms
(R34-q) as stated by Goodman in [109]. As the much less symbol (<<) is a non-explicit value, it is
substituted with a factor of 1/100 within this thesis (see equation 69). The phase shift between the
terms is defined in equation 66 and then is used to obtain equation 71, which is a useful ‘back-of-
the-envelope tool’ to work out whether the Fresnel propagator is the correct propagator for the
given constraints. The constraints being the propagation distance z and the maximum translation in
the x-y axis between plane 1 and plane 2, this means that for a given propagation distance, the
translation between planes can cause a violation of earlier assumptions.

[exp(—ijO
exp(—jkR;)

= L[eXP(—jk(R3rd - R2nd))] (66)
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Ro- =2 ([ 4 52 - 5[ 22 ).

1r/x —x1\%2 (V2 — V1\?

e )
k — X\ 2 — v\ 272

2lexp(=jk(Rara = Rona))] = 5 [(F2) + (22 | (68)
I = 21 _ 1 69
=7<= 100 (69)
L>L[(x —x)% + (2 —y1)*)? (70)

100 = 4473 V2T T2

100

72— [0 = 202 + 0 = Y hmas” (71)

Let us take an example where A = 700 x 10™°m,x; = y; = 300 X 10~ °m, x, =y, =
500 x 10~° m. An appropriate z would be greater than the following value:

1007

3 >
4 x (700 x 1079)

[(200 x 107%)2 + (200 x 107%)?]? (72)

z = 8.96mm (73)

Also, in the previous section we made the assumption that:

1> %[(xz ; xl)z + (yz ;yl)z] (74)

Equation 74 can be rearranged into equation 75:

1
Zz > E [(xz - xl)z + (3’2 - yl)z]max (75)

on inspection it can be seen that equation 71 is a tighter constraint on the value of z, therefore if the

criteria of equation 71 is met, so is the above assumption. This can also be shown by our example:

(8.955 x 1073)2 = 80.19 x 1076 > (200 x 1076)% = (40 x 10~°) (76)

It can be seen from the example above that the approximation gives a value for the propagation
distance that is plausible for the near field condition. In the next section on Fraunhofer diffraction
the required z value will be increased, as further assumptions are made based on the size of z.

1.33 Fraunhofer propagation
Fraunhofer diffraction is a special case of the Rayleigh-Sommerfeld diffraction formula, where z is so

—é—’; [x,% + ylz]) — 1[109, 110]. Using the starting point of
equation 58 and removing the previously mentioned phase term, equation 77 is obtained:

large that the phasor term exp (

Py (x3,¥,) =

exp(—jkz)

jk * Jjk
Az Xp <_ 2 (x,% + 3’22)> _U_OOP1(X1:3’1) exp (— 5 (x22xq + }’2371)> dx,dy, (77)

So we can see from equation 77 that P, (or diffraction pattern) is equal to:

1. A phasor term which is proportional to z
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2. A phasor term which is dependent on the final position of the light rays themselves in the
detector/frequency plane
3. A Fourier transform of the object in the object plane.

A benefit of Fraunhofer propagation is how easy the propagator is to implement, as it involves only
simple terms in front of the Fourier transform. As the Fraunhofer model of diffraction has used the
assumption that z is sufficiently large to further simplify the propagation equation, the conditions
under which it is valid must be reassessed. Re-evaluating the distance at which equation 77 is
appropriate to use is relatively simple, as all that is required is to find a z value which causes the
phase curvature in the specimen plane not to change significantly over P;. Goodman suggests that a
phase difference much less than 1 rad between the case where the phase curvature at the specimen
is included, compared to its absence, is sufficient justification for simplification of a propagation
function [109]. The phase curvature can be simplified, assuming the phase curvature varies less than
10 mrad over the specimen plane, then it is simply the case that z has to be a hundred times greater
than the rest of the phase curvature terms:

k 1

_ 2 2] ~

57 [x1° +y:7] = 100 (78)
100w

z = 7 [x1% + y17] (79)

Let us take an example where A = 700 x 10~°m,x; = vy, =300 x 10~°m. Therefore, an
appropriate z would be greater than the following value:

1007
700 x 107°

z > 80.784m (81)

z >

[300 x 107%%] x 2 (80)

This value is far greater that any previously required value z for the Fresnel diffraction condition (this
number is larger than expected due to the large pixel size used in this example).

1.34 Discussion of the different propagation methods

As z has increased, the propagation method has become simpler and closer to the Fourier transform.
The discussion started with the angular spectrum method where the diffraction pattern at the
second plane was a blurred version of the original object. Then the propagated fields of the object
become completely unrecognisable in the Fresnel and Fraunhofer domain, as only a single Fourier
transform occurs. It has also been shown that the angle at which a plane wave of light propagates
away from an object corresponds to a single location in the Fourier domain. This core idea of
mapping spatial frequencies to physical space was also covered by Figure 31 and equation 63. It is
also important to remember the key message of the angular spectrum, that all complex fields can be
described by a summation of plane waves. Furthermore, Fresnel and Fraunhofer propagation have
both been derived from the Rayleigh-Sommerfeld diffraction integral, and estimates of where each
method is appropriate have been provided.

Now with an understanding of coherent complex fields and how they propagate, this literature
review turns its attention to incoherence. Incoherence affects the diffraction patterns collected in
experiments by blurring the collected data.

1.35 Incoherence
Now that we have a clear understanding of how coherent waves propagate through space and how
various diffraction patterns are formed, it is time to consider when optical conditions are less ideal.
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As electron sources such as cold field emission guns and Schottky emission guns have finite sizes,
their spatial incoherence must be considered. Furthermore, laser beams and electron sources emit
waves with varying energy, therefore the illumination on the sample is a mix of wavelengths which
causes blurring of the diffraction patterns. This is termed temporal incoherence.

Temporal incoherence can be illustrated with an example: imagine a laser that emits a laser beam
with two discrete wavelengths shining on a plate which has two small slits etched into its surface.
After the slits is a wall/detector which will be used to observe the diffraction pattern formed (this is
Young’s double slit experiment [5]). The distances between the laser light source and the slits can be
considered sufficiently long to be modelled as a Fourier transform, and this is also true of the
distance been the slits and the wall. The positions of the minima and the maxima of the Young'’s
double slit experiment is dependent on the wavelength of the illumination used [5]. If the wall was
capable of filtering out one wavelength, we would see a perfect diffraction pattern of the slits.
However, if the wall was a realistic detector, it would have to collect data over a period of time,
during which it would collect the average counts from both wavelengths. The effective displacement
between the two experiments would cause the collected diffraction pattern to be blurred compared
to our ideal case. This blurring of the collected data is the effect of incoherence and the cause of this
incoherence is temporal, as the underlying cause is the different wavelengths that are being emitted
by the source.

Spatial incoherence can be considered using the same Young’s double slit experiment, except that
the light source is now composed of multiple light sources placed next to each other, and the light
sources emit only one wavelength. This effectively means the illumination coming from the laser can
no longer be considered a pure plane wave. Instead, it should be considered as many plane waves of
varying angles incident on the slits. As some of the illumination approaches the slits at an angle, a
phase ramp is formed across the slits, which in turn causes the diffraction pattern of the slits on the
wall to shift. Therefore, the diffraction pattern on the wall is formed of many shifted versions of the
same diffraction pattern, causing the data collected by a detector to be blurred. The blurring this
time is caused by the extended nature of the source, and is termed spatial incoherence.

Spatial and temporal incoherence demonstrate the general principle of incoherence: incoherence
describes how the imperfect nature of the source can reduce the resolution of the experiment. The
imperfection of the source is modelled by considering the source as a sum of perfect sources (or
ensemble) displaced in terms of space (angle) or wavelength (energy).

Incoherence can be measured and experienced in the real world by various experiments like Young's
double slit experiment. The electron implementation of the Young’s double slit experiment is off-axis
electron holography (see section 1.11), where the visibility of the interference fringes of the
hologram inform the experimenter of the coherence of the electron source and can be calculated by
the simple equation below from [12] (see equation 82):

Imax - Imin (82)

n= o p

Imax + Imin

The parameters of equation 82 are the following:

e 77 is the measured visibility of the off-axis hologram

® L., is the maximum intensity of the hologram

®  [,in is the minimum intensity of the hologram

e uisthe term which describes the damping factor of the incoherence (i.e. how much the
fringe contrast is reduced compared to the ideal case)

63



This is also considered in the equation describing simulated holograms, as they include a coherence
damping function [111]. This is shown in equation 83 for clarity.

I = A + A, +2ul A, cos(2A¢) (83)
The parameters of equation 83 are the following:

e A, isthe intensity of the reference wave

e A, istheintensity of the sample wave

e uisthe coherence term

e A¢ describes the phase difference between the two waves; this represents the interference
fringes of the hologram.

The transverse coherence length of a source is often described as the distance between two points
(in the specimen plane) which still can interfere at the detector/wall [112, 113]. The Young’s double
slit experiment is often used to demonstrate the transverse coherence length as the spacing
between the slits can be varied in order to observe the effect of coherence on the diffraction of the
slits. Figure 32 shows how the Young’s double slit experiment can be used to define the transverse
coherence length. Figure 32 illustrates that by equating the angle subtended by the outermost part
of the incoherent source and the angle subtended by the 1°* minima on the detector, a basic
equation for the transverse coherence length can be obtained. Essentially by matching the angle of
the incoherent source to the slit width which causes destructive interference, the mathematical
description of the transverse coherence length is obtained (see equations -86). It is assumed
throughout that the distances D; and D, are sufficiently long that the angles considered here are
appropriately small to meet the small angle approximation.

slit separation - y Slits S
\ entral Maxima
0 \
[ 0
SWI (} D e
* \
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D, D,
Detector/Wall

Figure 32: A diagram showing how equating the angle subtend by an incoherent source to the destructive interference of
Young’s double slit enables the calculation of the transverse coherence length [114].
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The parameters of equations 84-86 are the following:

e S, isthe physical width of the incoherent source

e D, is the distance between the source and slits along the optical axis

e Jisthe wavelength of the source

e yisthe width/distance between the slits. In the case of equation 86, y is also the transverse
coherence of the source.

e (is both: the angle subtended by furthest source element (see equation ) and the angle
subtended by the first local minima at the detector (See equation 85).

The transverse coherence length is important to near field ptychography, as in effect it limits the
available useful propagation distance which can be implemented [115]. This is because if the first
Fresnel zone [116] is larger than that of the transverse coherence length then the collected
diffraction data will be highly attenuated and diffraction fringes of the diffracted specimen will not
be able to move far beyond the edge of the specimen, as illustrated by Figure 33. The intensities
shown in Figure 33 a) through c) are the result of the simulated glass cylinder surrounded by an
opaque ring shown in d) and e) being propagated a distance z but illuminated with sources of varying
incoherence. Sources with short transverse coherence length make it difficult for near field
ptychography to achieve the condition where the diffraction fringes of the probe and specimen
interact. An equation calculating the size of the first Fresnel zone can be seen in equation 87.

1
FFZ = (Az) 2 (87)
The parameters of equation 87 are the following:

e FFZ isthe radius of the first Fresnel Zone
e Jlisthe wavelength of the illumination
e zisthe propagation distance between the specimen and the detector
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Figure 33: a figure to illustrate the effect of spatial incoherence (a short transverse coherence length) on collected
intensities. a) a coherent diffraction pattern produced by propagating the specimen shown in d) and e) an arbitrary distance
z. b) a collected intensity affected by spatial incoherence. c) a collected intensity severely affected by spatial incoherence. d)

and e) show the magnitude and phase of the specimen used to simulate a)-c). the colour bar to the right of a)-c) converts
the greyscale into normalized intensity. The colour bar to the right of d) converts the greyscale of d) into normalized
magnitude. The colour bar to the right of f) converts the greyscale of f) into phase in terms of radians

In this section a basic understanding of coherence has been discussed, the two types of coherence
have been outlined, and the effect of varying transverse coherence length has been illustrated.
Although temporal coherence has been discussed, spatial coherence will be a bigger factor in the
results section of this thesis, as will be discussed in section 4.12.

Now that propagation, incoherence and ptychography have been explored, it is a case of
understanding Fourier Ring Correlation (FRC), a relatively old idea conceptually, but one which is
finding new applications in the area of phase retrieval techniques, as the Fourier Ring Correlation is a
method to measure the acceptable resolution of a reconstruction, as well as assessing the
reconstruction quality as a function of frequency.

As an aside, if a near field ptychography dataset is affected by incoherence, it can be dealt with in an
addition to the rPIE algorithm. This thesis makes use of the method laid out in the supplement
material of [94] to account for the effect of incoherence on the reconstruction. Detailing the
algorithms used in [94] are beyond the scope of this thesis.
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1.36 Fourier Ring Correlation

Having introduced phase retrieval, and specifically near field ptychography, the objective of this
section is to set out ways of being able to compare multiple complex images to each other, to
evaluate their consistency (when using the same phase retrieval technique) and their differences
when using different techniques.

The Fourier Ring Correlation (FRC) is set out in equation 88. The FRC is a method by which to
compare two different images of the same specimen with each other, measuring the agreement in
frequency space. In the case of ptychography in general two different images can be obtained of the
same specimen, if a dataset is split in half and the halves are then independently reconstructed by
the rPIE algorithm. This process is outlined in Figure 34. The splitting of the dataset is typically
executed such that one half of the dataset contains only odd diffraction patterns, and the other half
consists of only even diffraction patterns. This of course requires that both halves of the dataset
have sufficient redundancy in order to constrain the phase problem when reconstructed by the rPIE
algorithm. It is also important to note the effective step size is doubled when splitting a dataset in
this way. Before performing the FRC, pre-processing steps are required to remove any ambiguities
between the two reconstructions, such as displacements in real space and phase ramps. Once the
ambiguities are removed, each reconstruction from each dataset half is Fourier transformed, and
once it has been Fourier transformed the odd Fourier transform is multiplied by the complex
conjugate of the even Fourier transform (see equation 88, remember this is equivalent to a cross-
correlation in the spatial domain, hence the correlation in FRC). Now consider the phase of a single
pixel of this multiplication; if the two reconstructions are identical, the result of the multiplication is
a purely real number with zero phase, but if reconstructions are not identical the result of the
multiplication will be a complex number with a non-zero phase. As the reconstructions are now in
Fourier space this gives us additional vectors through which the reconstructions can be considered,
most importantly that a ring in Fourier space centred around the origin contains information on a
particular spatial frequency. Taking a sum of the multiplication along a particular set of frequencies
(or aring), a value is obtained proportional to the agreement of the reconstructions for that
particular spatial frequency. Consider again the case of identical reconstructions: the sum along a
particular frequency ring would be of purely real numbers, meaning the magnitude is equal to the
real component (see Figure 35 a)). If the reconstructions were not identical, the sum would consist
of a sum of complex numbers with varying phases, meaning the magnitude of this sum of complex
numbers can vary greatly depending on the complex numbers themselves. This is illustrated by
Figure 35 b), where the magnitude of the sum of the real numbers is compared to a possible
magnitude of a sum of complex numbers. By the mechanism of complex addition, the agreement of
a particular spatial frequency between two images can be assessed. Only the numerator of equation
88 has been considered, and the denominator simply acts as a normalising factor ensuring the end
result is between zero and one. The denominator achieves this goal by having the same magnitude
as if the two images were considered identical.
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Figure 34: an illustration of how FRC analysis can be applied to ptychographic dataset. First the dataset is split into odd and
even diffraction patterns and then each dataset is reconstructed independently. The odd and even reconstructions are then
compared to each other such that any ambiguities are removed, then the two reconstructions are compared via FRC
obtaining an FRC plot with respect to the spatial frequencies of the specimen.
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Figure 35: a) an illustration of the sum of real numbers along a ring in Fourier space when the FRC process is performed on
identical images. b) an illustration of the sum of complex numbers along a ring in Fourier space when the FRC process is
performed on non-identical images.

1.37 The Importance and history of the Fourier Ring Correlation

The Fourier Ring Correlation (FRC) has its origin in a paper published by W.0. Saxton and W.
Baumeister, who investigated bacterial proteins and how their regular structure can be used to form
an averaged image [117]. The Fourier Ring Correlation was first applied to ptychography in “The Role
of the illumination spatial frequency spectrum for ptychography”, by Manuel Guizar-Sicairos et al.
[78]. The FRC has also been applied to through focal series phase retrieval (TIE) in “Multi-focus TIE
algorithm including partial spatial coherence and overlapping filters”, where it was used to compare
different reconstruction methods [51]. The Fourier Ring Correlation method has the following
aspects:

1. Itrequires two sets of similar reconstruction data which have gone through the same
process (self-referencing).
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2. Itinvolves splitting of the Fourier transform of reconstructions into rings with the width of a
single pixel.

The FRC is defined as follows:
Yaca;, F1(@)F,"(a)

FRC(a) =
\/zaemm(awza6ai|Fz(a)|2

(88)

Here, a designates a ring in Fourier space where all pixels in that ring have the same spatial
frequency. F, is the Fourier transform of a first image reconstruction and F," is the complex
conjugate of the Fourier transform of a second reconstruction. The FRC is effectively the normalised
cross-correlation of the spatial frequency content of the two images [118].

One of the most important aspects of the FRC is the idea that a ring in Fourier space can be linked
together by one property; that they all belong to a single frequency [119]. Using this aspect, we can
increase the reliability of the analysis we perform. The reliability is increased by taking into
consideration every pixel in the ring when calculating the FRC, and like all forms of statistical analysis
the conclusion of analysis is stronger when it is formed with more data points. However, this leads to
the fact that the reliability of the FRC is proportional to the frequency considered. This will be
discussed more in section 1.38.

The FRC also gives some insight into the resolution of the images, as the Fourier Ring Correlation
goes to zero at higher frequencies [118] as this is where the signal to noise ratio is lower and the
number of data points is large, so the chances of the two datasets correlating is reduced. It is useful
to understand the power spectral density of the image, before performing an FRC on it, as the
information content changes with frequency, the image may not have significant information in
certain frequencies, meaning it will not correlate well with similar images due to the domination of
noise at those frequencies.

Fourier Ring Correlation is appropriate for ptychography and other software-based phase retrieval
systems, because unlike traditional imaging there is effectively no system or optics that can cause
systematic aberrations in the traditional manner (there is no spherical aberration, chromatic
aberration or astigmatism in a lens-less system) [119]. Moreover, the system can only fail in terms of
how we constrain the system: poor constraints do not cause the system to blur, assuming probe
positions are correct or can be corrected by appropriate position correcting software [66]. Rather,
the effect of poor constraints is that the reconstruction becomes noisy or to is trapped by incorrect
local minima. Therefore, FRC's ability to test the consistency of reconstructions is more important
for ptychography than for traditional resolution definitions.

1.38 The effect of noise and the requirement for thresholds in the FRC

As stated before, when noise dominates a signal it is often an assumption that two such signals
would not correlate with each other. This is why high frequencies tend to correlate less, as they do
not correspond to the majority of information/power within the image, and therefore the noise
dominates. The subject of noise and the FRC/FSC (Fourier Shell Correlation) has been covered by
Marin van Heel and Michael Schatz, and the author would encourage the reader to refer to their
paper [118]. However, this thesis will cover some of the same material, hopefully giving insight when
considering ptychographic reconstructions.

As discussed in reference [118], the correlation of any given ring is affected by the number of pixels
within that ring. Therefore, low frequency rings which have fewer pixels are more susceptible to
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noise as there are fewer opportunities/pixels which can cause the noise to decorrelate. The
importance and success of the Fourier Ring Correlation comes from the fact that it relates directly to
the spectral signal to noise ratio, a noise measurement often used by electron microscopy
communities in biology and chemistry [118, 119]. The spectral signal to noise ratio is effectively the
signal to noise ratio of a given spatial frequency. The simplest conversion method between the two
is described by the following equations:

SSNR
FRC=SsnR+1 (89)
FRC

The parameters of equations 89 and 90 are the following:

e SSNRis the spectral signal to noise ratio
e FRCis the Fourier Ring Correlation

These equations for the conversion between FRC and SSNR is an effective simplification of the
equation for noise threshold of FRC reliability [119] under the assumption that the number of pixels
under consideration is large with respect to signal to noise ratio or unity, whichever is bigger.
Equation 91 is typically used to calculate thresholds by which data are deemed either reliable or
unreliable, and where the FRC crosses this threshold curve is often stated as the resolution of the
image which is useful for analysis:

2 SNR(fr)_l_ 1

SNR(f,) +
FRC(f,) = ) V) V) (91)
SNR(E) + 2SNRUD |y
n(fy)

large number of pixels assumption /n(f.) > 2,/SNR(f.) or 1
The parameters of equation 91 are the following:

e SNRis the signal to noise ratio
e f.isfrequency (radius) under consideration
e n(f,) is the number of pixels in a particular frequency ring

1.39 The effect of the ambiguities of ptychography on the FRC

As seen in the sections on ptychography and constraints of phase retrieval systems (section 1.18),
phase retrieval systems can form a solution which is not necessarily wrong, but is instead the correct
solution flipped and with inverse phase. The complex conjugate ambiguity is one example of an
ambiguity in phase retrieval systems. Ambiguities in the reconstructions could cause the FRC to give
a misleading result in terms of how well two images correlate to one another. For example, two
images which are the same in every respect apart from a relative shift could cause them not to
correlate. Therefore, there should be some investigation into what ambiguities can occur in
ptychography specifically, and whether they affect the result of our comparison method (FRC). To
start this investigation the ambiguities of ptychography will be stated, starting with equation 92
from [107].

P.0; = (u exp(jv)exp(jsc)Pe. ) (u™" exp(—jv)exp( — jsc)Ocst) (92)
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The components of equation 92 are as follows:

e yis an ambiguous magnitude error which occurs due to the fact that it is the modelled exit
wave which has to match the collected intensity, not the probe and object individually. For
example, the probe can accumulate a large magnitude due to u whilst the magnitude of the
specimen is diminished by u™1.

e The ambiguous phase offset of exp(jv) is similar to u in that the exit wave has to have a
certain phase to have a low error, but the way in which that phase is achieved is arbitrarily
shared between the probe and object.

e The hatted values P and O are the unambiguous probe and object.

e The ambiguous phase ramp exp(jsc) applied to the specimen is a result of a coordinate shift
in the Fourier domain, and the opposite phase ramp affects the probe ensuring the
simulated intensity has low error with respect to the collected data.

e s denotes the magnitude and direction of the phase ramp.

e Finally, the object itself could be shifted from its true position (c) by a number of pixels
denoted by t in the spatial domain, which is due to an ambiguous phase ramp in the Fourier
domain. Note that a phase ramp in the Fourier domain causes no change in the calculated
error, as only intensities are compared.

As we are considering the FRC there are two objects, so their ambiguities will combine together, the
two magnitude errors will multiply with each other, phase shifts will add together, phase ramps will
combine into a single different phase ramp, and the shifts in the Fourier domain will also add
together into an overall shift between the two images, as stated in equation 95 (the subscripts 1 and
2 are used to denote different numerical values of the same ambiguity). The spatial ambiguities
convert into the same ambiguities in the Fourier domain, except that the phase ramps and shifts are
swapped as shown by Fourier shift theory (equations 93 and 94):

FlfGc—p,y — 1 = F(fu fy) exp (—j2n(pf, + af;)) (93)

FHF(fe —p.fy — @)] = f(x, y)exp(—j2n(px + q)) (94)
The parameters of equations 93 and 94 are the following:

e p and q are coefficients of shifts/ramps in real space (units of meters/pixels) or Fourier
space (units of m™1).

e p corresponds specifically to either the x or f, axis, while q corresponds specifically to either
the y or f, axis.

e T denotes the fast Fourier transform.

00" = (U1EXPUV1)3XPUS1C)0c+t1) X (uzexp(ivz)exp(iszC)O*CHZ)
= ujuexp(jlv, + vyexp(jcsy + s21) 06+t10*c+t2 (95)

Now that the ambiguities of ptychography have been understood it is a matter of putting them
through the FRC to see which ones have an effect on the outcome. Phase offsets cannot be easily
removed mathematically, but also have no meaningful effect on the FRC, as the meaningful part of
the FRC is the magnitude. Magnitude errors are dealt with through the normalisation process of the
FRC and can be directly cancelled out. The FRC is strongly affected by the phase ramps and shifts in
the data in the Fourier domain. Other errors include the fact that the FRC must be performed with
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the same data in both images, as any data in one image which are not in the other is a form of noise
when performing the FRC. Using this understanding, the equation for FRC with ambiguous
reconstructions can be simplified to the version seen in equation 97 from the previous version seen
in equation 96.

Saca Flae®e510, 4, | Flureei*00,,,

FRC(a) = (96)

(acalPluse 50 |1 SacalFluse2er2e0cy |

Zaeai(ejfctl Fy (a)fc+sl)(ejfctz F* (a)f¢+sz )

. 2 : 2
JZaeaile]fctlFl(a)fc+sll Zaeaile]fthFz*(a)f¢+szl

The parameters of equation 97 are the following:

FRC(a) =

(97)

e eJfet js 3 phase ramp in the Fourier domain due to a shift in the spatial domain of size t
® Ff 45 denotes the Fourier transform of O which has been shifted from the origin of the

Fourier domain by s due to a phase ramp in the spatial domain. (Again, subscripts indicate
different numerical values)

e g denotes a particular ring in frequency space over which FRC analysis is being performed.

True Phase 1 Fourier Pixel Shift

3 Fourier Pixel Shift 5 Fourier Pixel Shift

Figure 36: a) the true phase of the simulated specimen used to investigate the effect of real space phase ramps on the
Fourier Ring Correlation of an otherwise identical specimen. b) the phase ramp in real space caused by moving the
magnitude of an image in Fourier space by one pixel with respect to the centre. c) the phase ramp in real space caused by
moving the magnitude of an image in Fourier space by three pixels with respect to the centre. d) the phase ramp in real
space caused by moving the magnitude of an image in Fourier space by five pixels with respect to the centre. The colour bar
to the right coverts the greyscale of a) to d) in phase in terms of radians.
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Figure 37: A figure to show the effect of pixel shifts in frequency space on the outcome of the FRC of two otherwise identical
images. The shifts are described in term of pixels. The spatial frequency sampling in this figure is based on the diffraction
conditions laid out in Section 4.5.

The effect of a misalignment between the reconstructions in the Fourier domain can be simulated in
software by multiplying an image by a phase ramp in the spatial domain and performing an FRC with
the unaltered image. This is done to obtain Figure 37. The true phase of the simulated specimen is
shown in Figure 36 a) while the phase ramps applied are shown in Figure 36 b)-d). Figure 37 suggests
that in general it is the lower frequencies which are most effected by a pixel shift in the Fourier
domain, as shown by the steep drops in the FRC coefficient in all of the shifts considered. Further to
this there is an almost constant reduction which is applied to all frequencies equally, which seems
proportional to the magnitude of the pixel shift. Furthermore, the result does not have a strong
dependence on the direction of the pixel shift, as the same outcome was obtained regardless of the
direction (this is omitted from the figure for simplicity), although this will be object dependent.

Phase ramps in the Fourier domain are due to shifts in the spatial domain, as stated by Fourier shift
theorem as shown by equations 93 and 94.

Phase ramps in the frequency domain can have two different effects on the FRC; one is reducing the
FRC by applying different phase shifts along the ring, and the other is introducing new information
into the calculation (the shift in the spatial domain). If the phase ramp goes through 2 within the
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extent of the image, the value of the FRC will oscillate. Equation 98 gives an approximation of the
FRC value in the case of two images which should perfectly correlate, except that one has had a
phase ramp applied to it. The reliability of the approximation degrades as the correlation between
the two images becomes less ideal. The importance of phase ramps in FRC comes from the necessity
to align data before the FRC is processed (reduce the spatial shift to zero). If the data are not aligned
there will be a phase ramp and different data.

Zaeai exp(—j2mac) . Zaeai exp(—j2mac)
- n(a)

FRC(a) = (98)

Yaeq;|exp(—j2mac)|? Ygeq,lexp(—j2mac)|?
The parameters of equation 98 are the following:
e aistheringin Fourier space

e s the direction/size of the phase ramp in the Fourier space
e n(a) is the number of pixels in ring a
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Figure 38: a) the true phase of the specimen used to investigate the effect of pixel shifts in the spatial domain on the
calculated Fourier Ring Correlation coefficient. b) the phase difference between a) and itself but shifted downwards by one
pixel. c) the phase difference between a) and itself but shifted downwards by three pixels. d) the phase difference between
a) and itself but shifted downwards by five pixels. The colour bar to the right converts the greyscale of b-d) into normalised

phase difference. This was achieved by dividing b) - d) by the largest phase difference present.
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Figure 39: A figure to show the effect of different pixel shifts in the spatial domain on the outcome of an FRC of two
otherwise identical images.

Figure 39 suggests that we can predict the effect of a phase ramp/misalignment when the signal to
noise ratio is high and the effect of a phase ramp is a Fourier Ring Coefficient that oscillates as a
function of frequency. Figure 38 shows the true phase of the specimen used in the FRC calculation
shown in Figure 39, as well as the difference between the ideal specimen and the misaligned
specimens. As the spatial misalignments between the ideal specimen and misaligned specimen are
so small that they would be indistinguishable in Figure 38, their phase difference is shown instead.
The phase difference is calculated by subtracting the misaligned phase from the true phase. The
effect of a phase ramp on the Fourier Ring Correlation between two images does not have a strong
dependency on the direction of the phase ramp, only its magnitude. It should be stated that the
effects of the above ambiguities on the FRC may have object dependencies that are currently
unexplored. It is important to note that the effect of misalignment on the FRC does not cause a shift
in all values of FRC, but only those of a high frequency; the low frequency components are in almost
total agreement.

In traditional ptychography, the method of assessing image quality is normally the error function
defined in the constraints section above (equation 18), where lower error equates to a better
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reconstruction. However, the FRC has the potential to granulate this number across spatial
frequency, which offers a greater amount of information on the improvements made as different
experiment setups and algorithms are developed. Furthermore, comparison between ptychography
and other phase imaging modalities will require frequency analysis, as holography and through focal
series reconstructions often perform poorly at certain spatial frequencies [51].

1.40 The half bit threshold resolution measure

The Fourier Ring Correlation is the method by which to measure the underlying signal to noise ratio
of the dataset used to create two independent reconstructions. The half bit threshold is a predefined
signal to noise ratio that the FRC coefficient must be greater than in order for the reconstructions to
be valid at that particular spatial frequency. Therefore, the first crossing of the half bit threshold is
often taken as the resolution of the tested image. The half bit threshold is unique compared to other
resolution tests, in that it takes account of the possible correlation between the signal of the image
and the noise of the image [118]. Any form of threshold test can be fabricated with the equation
below:

SNR + 2VSNR + 1

Vn
Threshold(n) = ——— 99)
SNR+1+ ELNN

Vn

The parameters of equation 99 are the following:

e SNR —is the signal to noise ratio of half the dataset
e nisthe number of pixels considered in shell/ring which covers one spatial frequency.

The signal to noise ratio of a half dataset must be 0.2071 in order to reach the half bit threshold
[118]. However, the half bit threshold is a method in which the number of sampling points is taken
into account before determining whether the image is valid or not, as shown by the inclusion of nin
equation 99. This is required because as mentioned previously in subsection 1.38, the FRC has a
higher probability of high correlation at low frequencies even in the presence of noise due to the
lower number of pixels at these frequencies, so the low frequencies have to pass a more stringent
test than the high spatial frequencies.

1.41 Introduction summary

Now that the Fourier Ring Correlation has been discussed, the literature review of this thesis is
complete. In the first part of this literature review the basics of the Transmission Electron
Microscope were detailed, followed by a discussion of various TEM and STEM methods used to
extract useful information on specimens, primarily focusing on phase imaging. This then transitioned
into a discussion on ptychography, its history, and how the phase problem is constrained by
collecting multiple diffraction patterns from overlapping areas. After this, near field ptychography
was described, which is the focus of the thesis. The differences between near field and focused
probe ptychography were highlighted, particularly the greater field of view per diffraction pattern
which near field ptychography offers. Near field ptychography also has the advantage over off-axis
holography in that it does not require a reference wave to obtain quantitative phase images.
Furthermore, near field ptychography is consistent over a range of spatial frequencies using a single
defocus condition, while inline holography requires multiple diffraction conditions to achieve such
consistency.
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The second half of the literature review focused on outlining the appropriate tools required by near
field electron ptychography, the basics of the reconstruction algorithm, propagation methods, and
an understanding of incoherence and Fourier Ring Correlation. Furthermore, for the first time it was
demonstrated how the various ambiguities of ptychography can affect the FRC coefficient,
highlighting the importance of removing the ambiguities before performing the FRC. Some tools
developed in the second half of the literature review will now be used in the following section,
where a direct comparison between the phase sensitivity of near field ptychography and focused
probe ptychography is attempted. Phase sensitivity is a particularly important parameter in the
electron domain. This interest is highlighted by several papers comparing the phase sensitivity of off-
axis holography and DPC [120, 121], so the next section can aid in near field electron ptychography’s
development in providing an approximation of its phase sensitivity.
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Chapter 2
2 Optical Experiments

2.1 Introduction

Now that the necessary literature has been reviewed it is important to demonstrate near field
ptychography in a practical context. But before near field ptychography is implemented on TEM it is
important to show that near field optical ptychography can be implemented competently.
Furthermore, by investigating near field ptychography and SAP in an optical context, practical
experience can be gained for what is required in the TEM context. This section will also include a
comparison of the phase sensitivity of near field ptychography and SAP.

Phase sensitivity defines the minimum phase step that can be differentiated by a particular
technique, off-axis holography using multiple exposures offers a phase sensitivity of 2rt/1000 or
0.0063 radians. Techniques with high phase sensitivities are important as they enable differentiation
of semiconductors doped to different levels [122] and enable high precision measurement of the
strain between different materials [123]. The doping and strain measurements are important to the
semiconductor industry as they inform designers whether their intentions/designs have been
correctly implemented in the final product, thereby allowing them to iterate on their design.
Therefore, in this section phase sensitivity of near field optical ptychography will be measured and
compared to that of focused probe optical ptychography, via the investigation of a standard test
specimen described in [124]. Investigating optical near field ptychography’s phase sensitivity will
give an approximation of the phase sensitivity of near field electron ptychography and comparing
the results to focused probe optical ptychography may reveal any fundamental causes for their
different phase sensitivities. Not only will the phase sensitivity of near field optical ptychography be
assessed, but also that of selected area optical ptychography, as this will suggest whether the
implementation of a diffuser increases the phase sensitivity of near field ptychography. Selected
area ptychography has been implemented on the transmission electron microscope and has
demonstrated to have a phase sensitivity of at least 27t/100 [94], therefore if optical near field
ptychography shows a greater phase sensitivity than its selected area counterpart, it suggests that
near field electron ptychography should have a greater phase sensitivity than 0.063 radians. In this
section the FRC analysis tools (see Section 1.36) will be used to assess the consistency of the
frequency response of near field optical and optical selected area ptychography. This will be
achieved by splitting an exemplar dataset into two smaller datasets which are then reconstructed
independently by ptychographic algorithms and compared via the FRC method. This will be an
interesting experiment, as it will suggest whether the diffuser has a role in encoding any particular
spatial frequency into the dataset or simply improves the signal to noise ratio of the dataset as a
whole.

It will also be shown that SAP can be performed with a larger aperture than used in its first
implementation [94]. Apart from being an analogue for near field electron ptychography, near field
optical ptychography has potential of its own. For example, optical near field ptychography has been
shown to be quantitative and able to image a large range of specimens, including thick specimens
[125]. This makes near field optical ptychography interesting for biological applications. This section
begins with the experimental setup used throughout these optical experiments.
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2.2 Experimental setup of near field ptychography

Focal plane Specimen
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Laser Light Source

e

\ o

. . 20x microscope lens
Collimation Lens P

Detector

/11//11/7

Figure 40: A simplified digram of the setup used to perform optical near field ptychography

The setup used throughout this section is illustrated in Figure 40. The setup will now be described
from left to right. The laser light source is a Thorlabs MCLS1, and the 635nm wavelength output was
used. The laser is collimated by a Thorlabs AC254-075-A-ML convex lens. This lens is placed one focal
length (75mm) away from the light source. The laser was attenuated, so as not to saturate the
detector, by adding the following absorptive filters: NEO5A, NEO4A and NEO2A (all Thorlabs). A
diffuser was placed roughly 100mm away from the entrance of the 20x lens. The 20x lens in this
setup is an Olympus Plan N 20x, which has a numerical aperture of 0.40. The 20x microscope lens is
used to set up a cone beam geometry imaging system [126]. The detector used was a PCO.edge
sCMOS detector, which has a pixel size of 6.5um but was used with a binning value of 2. It should be
noted that the diffuser is not in focus in the specimen plane; this was done to demonstrate that the
diffuser and specimen do not have to share the same in focus plane in order to reconstruct the
specimen successfully. None of the above components are vital to the implementation of near field
optical ptychography due to its robust nature; a stripped down version would simply consist of a
coherent light source, a diffuser to disrupt the diffraction fringes of the specimen, a lens to set up
the cone beam geometry (maybe the divergent illumination from the light source might be
sufficient), a detector to collect defocused images of the specimen and diffuser, and a ruler to
measure the distances.

Typically, in published works on near field ptychography the diffuser and specimen share the same
image plane, but ptychography has the capability to recover the illumination function alongside the
specimen function, which means the diffuser can be implemented in an arbitrary position along the
optical axis although this is typically avoided for sake of simplicity. This has some interesting
implications in terms of the phase transfer function of the collected data, as it means that the
diffuser and specimen can have different transfer functions, suggesting that spatial frequencies
could be captured depending on whether one is looking at the diffuser or the specimen. This has
interesting implications in terms of diversity as the diffraction fringes can be quite strong for either
the specimen or the diffuser. However, the important point being made here is to demonstrate that
near field ptychography can be implemented with its diffuser not sharing the same image plane as
the specimen and will still function adequately. This is important for future work in the electron
domain where the diffuser will be implemented in the condenser lens aperture, as in such an
implementation it may be difficult to ensure the alignment of the specimens and diffusers image
planes along the optical axis, hence the results here suggest that this will not be an issue going
forward.
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The cone beam geometry has been used in near field ptychography before, by Stockmar et al. [79]
and [127] in which the authors moved the specimen along the z axis in addition to the typical x-y
movements, to increase the diversity of the dataset. The cone beam geometry relies on the
divergence of the illumination to provide magnification. The 20x microscope lens focal point acts as
a point source for the cone beam geometry, and the distance between the focal point of the 20x lens
and the detector determine practical limits of the propagation distance and magnification. The
magnification of the cone beam geometry is determined by the following equation:

S1+S
M= 2112
S1

(100)

In theory, the propagation between specimen plane and the detector plane could be modelled by
propagating divergent waves (phase curvature), but the simpler approach taken by [127], [126] is
also used here, whereby the divergence propagation is converted to an equivalent plane wave
propagation (Fresnel scaling theorem). This conversion is performed by demagnifying the detector
and simultaneously the distance between the specimen and the detector.

=22 2122 (101)
M S, +S,
PixSize

PixSize s = TT““" (102)

The parameters of equations 100-102 are the following:

e S, isthe distance between the focal plane of the objective lens and the specimen

e S, is the distance between the specimen and the detector

o Z.xis the effective propagation distance between the specimen and the detector when the
diffraction condition has been converted into the plane wave geometry

e M is the magnification provided by the cone beam geometry

e PixSize.yis the effective pixel size once the diffraction condition has been converted into
the plane wave geometry

e PixSizery. is the physical pixel size of the detector.

2.3 Optical near field ptychography

In the experiment described below, near field ptychography was used to image a phase resolution
chart which can simultaneously give the pixel size, resolution and test the quantitative nature of the
phase obtained. Furthermore, the collected data was designed such that it could be split into two
separate datasets whose independent reconstructions could be compared via Fourier Ring
Correlation to assess performance as a function of spatial frequency. The data collected in this
experiment consisted of a 30 by 25 raster scan (y by x) with a step size of 120pum plus +20% random
offset to avoid the raster grid pathology [128]. The physical propagation distance between the
detector and the sample was 5.3cm (the camera length will be discussed at the end of this section).
The exposure time of the PCO CMOS detector was 500us, 8 exposures were taken for each probe
position and were then averaged to reduce noise. The detector was binned down to 1024 by 1024
pixels from 2048 by 2048.

The specimen used in this experiment is a phase resolution chart (Phase Focus Ltd), which was used
previously to demonstrate the phase accuracy of traditional optical ptychography [124]. The widths
and lengths of the elements have a documented value, which can be used to determine the pixel
size of the image (note this is not the resolution). For this experiment, group three, element three
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has been used to measure the pixel size. The elements used have a width of 55um and a length of
275um. Looking at Figure 41 and Table 1, the average length of an element in pixels was
207.31pixels. Therefore, the estimated pixel size is 1.33um (275/ 207.31). Figure 41 shows that the
entire specimen has been imaged, and the field of view has been calculated to be equal to 4mm by
4mm (this is a 9 Megapixel image, 3000 by 3000 pixels). The measured magnification is 9.77 times
(13 x107%/1.33 x 107°).

Magnitude Reconstruction

Phase Reconstruction

Magnitude (a.u.) Phase (rad.)

Figure 41: a figure showing an optical near field ptychography reconstruction, where a) is the magnitude of the
reconstruction and b) is the phase. c) shows the subsection used to measure the pixel size. The scale bar in a) indicates 500

micrometres.
Element label Measured length in pixels
S1 205.69
S2 206.77
S3 206.77
S4 207.85
S5 207.85
S6 208.93

Table 1: A table showing the measured feature lengths from Figure 41.

Now the pixel size has been established, the Fourier Ring Correlation can be performed (see Section
1.36). First, the dataset used to produce Figure 41 is split into odd and even datasets; the positions
of the odd and even datasets can be seen in Figure 42.
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Figure 42: A figure showing the odd and even positions which correspond to Figure 43. The even positions are indicated by
diamonds and the odd positions are indicated by crosses. All positions were used to obtain the reconstructions shown in
Figure 41. The reason for splitting the dataset into odd and even diffraction patterns is outlined in section 1.36.

An additional step taken was to initialise the reconstruction with a random and slowly varying phase.
This ensured that the recovery of low spatial frequencies was appropriately tested, since if the
reconstruction had been initialised with a flat phase, it may have been difficult to tell when the low
frequencies had been recovered, as the underlying phase of the specimen might have been flat.
Whilst initialising with a random phase, the change in low frequencies can be explicitly seen. Figure
43 shows the initialised phase and reconstructed phase for both the odd and even datasets. The
change from Figure 43 a) to c) shows that during the reconstruction process the initial phase has
been completely removed. This change suggests that near field ptychography can recover low spatial
frequency information.
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Even Data Set Odd Data Set

Initial Random

(pei) aseyg

Reconstructed

1
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Figure 43: a) and b) show the initial phase the rPIE algorithm was provided with as input for two separate reconstructions.
¢) shows the reconstructed phase obtained when using only the data indicated by diamonds in Figure 42 (the initial phase of
this reconstruction was a)). d) shows the reconstructed phase when using only the data indicated by crosses in Figure 42
(the initial phase of this reconstruction was b)). The white scale bar in c) indicates 200um. The colour bar at the side of the
figure converts the greyscale of all images in radians.
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Fourier Ring Correlation Coefficent (a.u.)
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Figure 44: The Fourier Ring Correlation result produced by comparing the reconstructions shown in Figure 43 c) and Figure
43 d). The half bit threshold is also plotted for reference and to enable resolution measurement.

The ability of near field ptychography to recover low spatial frequencies is confirmed by the FRC of
the two independent reconstructions, which show an almost perfect correlation at low spatial
frequencies (see Figure 44). However, as the spatial frequencies increase the FRC coefficient
decreases, suggesting that the signal to noise ratio of the underlining data is decreasing. The
increase in the FRC coefficient after 2 X 102mm™" is the result of aliasing of the propagation
function; the propagation function can be seen in Figure 45. The propagation function seen in Figure
45 is limited by a mask at high frequencies to prevent incorrect propagation of those frequencies,
the mask is calculated using equation 103 (further details can be found in [129]). Due to the
implementation of the mask, it is impossible to have a resolution greater than that allowed by the
mask, hence the lowest point of the curve is considered to be the resolution of this reconstruction,
and therefore this reconstruction has a resolution of 4.8um, even though it barely crosses the half
bit threshold. The aliasing of the propagation function was due to the fact that the minimum camera
length was limited by the casing of the detector (effectively S2’s minimum value in equation 101
was limited by the physical dimensions of the detector). This frequency response suggests that near
field ptychography is capable of recovering all spatial frequencies which have propagated correctly.
However, the nature of this FRC analysis should be considered, as the near field ptychography result
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was compared to another near field ptychography reconstruction, and therefore the calculated FRC
result measures the consistency of the reconstructions, not the phase transfer function of near field
ptychography. This will be expanded upon in Section 5.2.3.

The field of view considered in this FRC calculation was 2500 pixels by 2500 pixels, which is 2.5 times
the size of the reconstructed probe. Only a FOV which is significantly larger than the size of the
probe is able to fully test the behaviour of near field ptychography at extremely low spatial
frequencies; more on this in section 4.12.
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Figure 45: the propagation kernel used in the reconstruction of Figure 41, Figure 43 and Figure 48. The colour bar at the
right of the figure converts the greyscale of image into radians. The flat grey area around the propagator indicates the part
of the propagator set to zero in order to avoid the aliasing of the propagation function.
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Equation 103 determines when a propagator becomes aliased as a function of frequency space
[129]. The parameters of equation 103 are the following:

* fyand f is the spatial frequency along the x and y axes respectively

o Wp is the effective demagnified detector width

o Jis the wavelength of the illumination used

e (s the propagation distance between the specimen and the detector [129]
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Following on from FRC analysis, the reconstructions in Figure 43 will be used to test whether near
field ptychography is quantitative. The phase sample used in Figure 43 is produced by etching a
material with a known refractive index to known specific depths, causing the phase contrast seen in
Figure 44 c) and d). Equation 104 shows how the phase delay of the sample can be converted into a
depth map of the specimen[124]:

d= 10
T 2mAn

(104)

The parameters of equation 104 are the following:

e disthe depth

e Jisthe wavelength (635nm)

e (isthe phase image of the specimen

e An is the difference in the refractive index between the specimen and air (0.4665)

A reconstruction obtained from the whole dataset is used to measure the depth. The image is
rotated and then groups of elements are selected from the specimen. In this test, groups 2, 3, and 4
were analysed, matching results in [124]. The measured phase, 8, from the reconstruction is used to
calculate the depth via equation 104. The depth images of the groups considered are shown in
Figure 47. Thresholding was used to create Figure 46 to remove extreme values outside the designed
depth of the specimen (303nm), as these extreme values obscured smaller variances from the
human eye. These extreme values were often caused by the presence of dust particles, as the
extreme values were found to move between experiments (compare Figure 46 to Figure 53) and
dust particles were also found on calibration samples. The thresholding values used in Figure 46 are
between 100nm and -400nm. In [124] the authors describe their reconstruction as containing “very
low frequency background phase curvature”, and they then proceed to remove the background
phase curvature via second order polynomial fit. The reconstructions here also experienced a low
frequency phase component, the low frequency component may be due to the poor low frequency
response of near field ptychography (see Section 5.2.3). However, there seems to be no other
features associated with poor low frequency response similar to the original paper [124], for
example the cloudy phase which can be seen in subsection 4.12 or ringing at hard edges [130].
Furthermore, the propagation function used in this experiment (see Figure 45) would suggest a
reasonable frequency response for the lower spatial frequencies in the case of inline holography, in
turn suggesting the low frequency phase feature is a real component of the specimen. This low
frequency component is dealt with in this thesis by the removal of the phase ramps over the sample
subsections used to calculate mean etched depth (see Figure 46 and Table 2). The depth values from
each group were then plotted in histograms, such that the distribution of the depths could be
visualised. The histograms for each group can be seen in Figure 47. The mean and standard deviation
of the etched distributions is tabulated in Table 2. The black dotted lines in Figure 47 indicate part of
the distribution used to calculate the mean and standard deviation; everything within the dotted
lines was used. The red line indicates the calculated mean of the etched surface, and the solid black
line indicates the average depth of the unetched surface. The expected value is 303nm; near field
ptychography obtained 294-306nm, so in the worst case there is a 3% offset between our measured
and expected values. Looking at the histograms, this offset is partly due to wide spread of the depth
measurements of the etched and unetched surfaces. Figure 48 shows that the reconstruction of the
etched surface is noisy, which may correlate with the FRC result in Figure 44, in which a reduced high
frequency response was shown. This result again highlights that the FRC performed with images
collected by identical techniques and under identical conditions test consistency more than quality.
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If the FRC was performed with a near field ptychography reconstruction, an inline holography
reconstruction may give a less positive picture about the agreement of the high and low frequencies
than Figure 44 suggests.

In [124] a 100 by 100 micrometre area is used to determine the phase sensitivity of optical
ptychography. Due to the lower magnification of this experiment, the largest element of the group 2
elements was used instead. The area used to measure the phase sensitivity was an 80 by 404 pixel
array, giving 35200 sampling points. The standard deviation of the depth in this area was calculated
to be 6.03nm, and multiplying by 2.355 gives the FWHM (Full Width Half Maximum) of the depth as
14.2nm. The FWHM is then converted back into its equivalent phase and the result is converted into

a fraction of 2m, obtaining a phase sensitivity of 2—:. The depth map of the element used in the phase

sensitivity calculation can be seen in Figure 48. Figure 48 and Figure 41 b) show a practical difficulty
in this measurement, in that the sample has clearly been affected by the dusty conditions under
which has it been imaged, and the dust has affected the results of this section. The blue arrows in
Figure 48 indicate possible depth change caused by dust. However, the larger contribution is the
reduced high frequency response of the reconstruction which is clear in Figure 48, which shows the
reason for the poor high frequency response is the aliased propagation kernel. Comparing these
results to those found in [124] there is at least a threefold reduction in the phase sensitivity of near
field ptychography compared to traditional ptychography, although further experiments need to be
performed to confirm these results. A hypothesis for this reduction in phase sensitivity is that it is
due to the aliasing of the propagation function which allows high frequency information to
effectively be poorly defined. This effect can be seen in figure 46 where a flat surface is seen to vary
by at least 20nm. The aliasing was resolved by setting a large region of the propagator’s magnitude
to zero, such that aliased features are not propagated, however this had the unintended
consequence of allowing these high frequency components to have a floating value in the spatial
domain instead of the intended value of zero. Another possible factor is the increased number of
sampling points used, for example 23409 (100um by 100um area with a pixel size of 653nm) pixels
were used in the original work, while 35200 pixels were used here. Another possible reason could be
that the depth measurement was taken from the etched area instead of the background. As
reported in the original work, the etched area experienced a greater variance in its measured phase
value. These factors therefore prevent near field ptychography operating at its full potential in terms
of phase sensitivity. The author believes that further experiments are required to confirm that near
field ptychography has an inherently lower phase sensitivity than focused probe ptychography, as
these results are from a suboptimal experimental setup.

Another hypothesis for the difference in phase sensitivity assumes that near field optical
ptychography and optical ptychography have similar properties to off-axis holography, in that their
phase sensitivity is proportional to the number of counts, the visibility of speckles (or fringes in the
case of off-axis holography) and the coherence of the beam [131]. Then, the difference in phase
sensitivity may be due to one of these parameters not being fully optimised in this experiment. For
example, ptychography’s greater scan density may be advantageous in terms of phase sensitivity, as
there was a greater number of photons per pixel in the final reconstructed image compared to the
near field experiment presented here. Therefore, in this implementation of near field optical
ptychography the phase sensitivity could be increased by increasing the number of multiple
exposures for a given scanning position and combining the diffraction patterns post-acquisition in
order to boost the signal to noise ratio of the dataset similar to off-axis holography [131].
Unfortunately, Godden et al. do not explicitly give exposure time or average counts per pixel [124].
The average counts per pixels for a near field optical ptychography diffraction pattern was 3479
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counts per pixel and 4760 counts per pixel for SAP diffraction pattern (inside the bright disc).
Interesting further work would involve confirming this hypothesis as to whether near field
ptychography has a similar equation relating the phase sensitivity to the flux per pixel and the
visibility/contrast of the diffraction pattern.
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Figure 46: a) depth map of the group 2 elements. b) depth maps of the group 3 elements. c) depth maps of group 4
elements. Note that this figure deploys contrast enhancement; the maximum depth of this figure is artificially limited to
100nm, and the minimum depth is artificially limited to -400nm. The red scale bar indicates 200um. The colour bar to the
right of the figure converts the greyscale of the images to depth in terms of nm.
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Figure 47: a) histogram of the Group 2 depth values which can be seen in Figure 46 a), b) a histogram of the Group 3 depth
values which can be seen in Figure 46 b). c) a histogram of the Group 4 depth values which can be seen in Figure 46 c). The
red lines in a)-c) indicate the average depth of the etched surface which was calculated using the data within the bounds

indicated by dotted black lines. The solid black lines indicate the average of the unetched surface.
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Group number Mean etched Standard deviation of the etched
depth (nm) depth (nm)
2 303.3 15.7
3 294.2 17.2
4 306.6 11.6

Table 2: a table showing how the measured mean and standard deviation of the etched depth from a near field
ptychographic image varies with group number. These values were calculated using the values within the black dotted lines
seen in Figure 47.
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Figure 48: a) the total reconstructed phase of the specimen, where a red rectangle is used to indicate the subsection used in
the depth map shown in b). b) the depth map subsection which was used to calculate the phase sensitivity of near field
optical ptychography. The blue arrow in b) indicates a depth change possibly caused by dust. Note that the colour-bar only
applies to b) and converts the greyscale of b) into depth in terms of nm. The scale bar in a) is 500um.

As an aside, it was mentioned in Section 2.2 that the diffuser and specimen did not share the same
in-focus plane, this was primarily done to show that it had no adverse effect on the reconstruction.
The ability to have the diffuser out of focus when it interacts with the specimen may make the
implementation of the diffuser in the condenser lens aperture in a TEM easier. If the diffuser was
implemented in the condenser aperture of the TEM, depending on the condenser lens setup, the
diffuser may or may not share the same in-focus plane (see Section 5.2.2). The results of this section
suggest that in the case of a thin specimen, the diffuser does not need to share the same in-focus
plane. The reconstructed diffuser obtained from the dataset discussed in this section can be found in
Figure 49. Figure 49 a-c) show the probe at the specimen plane, which is then back propagated until
the Sellotape which is used as a diffuser is in focus, as confirmed by the specks of dust/glue which
are seen Figure 49 b).
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Figure 49: a) the reconstructed magnitude of the probe at the specimen plane. b) the magnitude of the in-focus diffuser
used to create the probe seen in a). c) the reconstructed phase of the probe at the specimen plane. d) the phase of the in-
focus diffuser used to create the probe seen in c). The scale bar in b) indicates 200um. The colorbar under a) and b) converts
the greyscale into an arbitrary scaled modulus. The colour bar under c) and d) converts the greyscale of c and d) in phase in
terms of radians. Note that this probe was obtained from the same reconstruction as Figure 41.

2.4 Optical selected area ptychography

SAP was the precursor to near field electron ptychography on the TEM (see Section 1.22). The
purpose of this experiment is to demonstrate that SAP can be performed with a larger aperture than
used in its initial publication [94]. This experiment is designed to investigate whether near field
ptychography with an aperture acting as a diffuser may be a valid option for an electron
microscopist, who wants to perform near field electron ptychography but does not want to have to
alter their microscope, such that it holds custom made apertures/diffusers. The following
experiment is to confirm the simulation results through an optical experiment with a quantitative
sample.

The dataset consisted of a 35 by 40 (x by y) rectangular scan with a step size of 120um. The

specimen is the PFPTO1 - Phase Calibration Target (Phase Focus Ltd) which was used in the optical
implementation of near field ptychography; see section 2.3 for further details on the sample. The
laser light source used had a wavelength of 635nm. The exposure time of the PCO CMOS detector
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was 1000us, 8 exposures were taken per probe position and then averaged to reduce noise. The PCO
CMOS detector has a pixel size of 6.5um, the detector was binned such that the effective pixel size
was 13um (binning 2). The magpnification of the cone beam geometry setup was 10.4 times, meaning
the effective pixel size at the specimen plane was 1.3um. The effective propagation distance
between the specimen and detector was 3.93mm. Further details about the experimental setup can
be found in section 2.2. To test the frequency response of this dataset, the reconstruction was
initialised with slowly varying random phase. The dataset was split into two independent datasets
for the sake of FRC analysis as explained in section 1.36 (even and odd).

The similarity between the final reconstructions of the even and odd datasets, and the previous
reconstructions of this specimen, suggest that these datasets have been successfully reconstructed.
Furthermore, comparing the initial phase to their final phases suggests that the low frequency
components of the specimens have been sufficiently encoded in the underlining datasets.
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Figure 50: a) and b) show the initial phase the rPIE algorithm was provided with as an input for two separate
reconstructions. c) shows the reconstructed phase of the even SAP dataset. d) shows the reconstructed phase of the odd

SAP dataset. The white scale bar in c) indicates 500um. The colour bar at the side of the figure converts the greyscale of all
images in radians.

The two independent reconstructions from Figure 50 c) and d) were used to perform an FRC, the
result of which is shown in Figure 51. As the FRC curve never crosses the % bit threshold, the
resolution of this dataset has a resolution of 2.6um, which is twice the effective pixel pitch.
However, the resolution of this SAP dataset is again limited by the aliasing of the propagation kernel,
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which is slightly better than in section 2.3 due to the shorter camera length. The propagation limited
resolution is found to be 3.9um, 1.3um larger than the resolution allowed by the pixel size. Figure 52
shows the propagation function used during the reconstruction of Figure 50, and confirms that
resolution of the SAP reconstruction is limited by the aliasing of the propagation function, as after
around 250mm ™! the phase of Figure 52 is cut off by the aliasing prevention mask described in
equation 103.

Additionally, the FRC curve shown in Figure 51 shows a clear dip at low frequencies, although looking
at Figure 50 c) and d) there seems to be no clear difference between the two. The subsection used
to perform the FRC analysis was a 2500 x 2500 pixel area (10.6mm?). The focused probe had a
diameter of 820 pixels, which should be sufficient to test near field ptychography’s low frequency
response, as the area imaged is approximately 9 times the area of the probe.
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Figure 51: The Fourier Ring Correlation result produced by comparing the reconstructions shown in Figure 50 c) and Figure
50 d). The half bit threshold is also plotted for reference and to enable resolution measurement. Note that the FRC is cut off
early as the propagation kernel aliased beyond the range plotted here.
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Figure 52: the propagation kernel used in the reconstruction of Figure 50. The colour bar at the right of the figure converts
the greyscale of image into radians. The flat grey area around the propagator indicates the part of the propagator set to
zero in order to avoid the aliasing of the propagation function.

Following the same process which was used to assess the phase sensitivity of near field optical
ptychography to determine the phase sensitivity of optical SAP, groups 2-4 of elements were
considered (see section 2.3). Their phase was converted to depth using equation 104. Depth maps
of groups 2 to 4 can be seen in Figure 53, and the corresponding histograms can be seen in Figure
54. Table 3 contains the mean and standard deviation of the etched depth for these particular depth
subsections. Looking at Table 3, it can be seen that all the mean depths are very close to the
specified depth of 303nm, showing that the phase recovered is quantitative. However, SAP seems
less precise at measuring the phase, as the standard deviation of the etched depth has increased for
all groups compared to the near field ptychography reconstructions. A possible reason for this
increase can be seen when looking at the magnitude reconstruction of the specimen: high frequency
artefacts cover the specimen phase and magnitude reconstruction (see Figure 55 b) compared to
Figure 55 a)). These high frequency artefacts take the form of lines with equivalent lengths and
widths to the elements of the phase targets, and are likely due to high frequency components of the
collected diffraction pattern being incorrectly propagated due to aliasing of the propagation kernel.
Several can be seen in Figure 56. Figure 56 shows the depth map of a single element; by singling out
an element these artefacts are not hidden by wide range depths/phase imaged in the whole
reconstruction. Following the same process as laid out in section 2.3, the phase sensitivity of SAP is

found to be i—z. The phase sensitivity was calculated using the subsection shown in Figure 56 b). The

reduced phase sensitivity of optical SAP is likely because the aliasing of the propagation function has
a greater effect on the SAP reconstruction than on near field ptychography reconstruction. This
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seems to suggest that it is not solely the interference of diffraction fringes which determines
whether the phase is recoverable, but also the degree to which they are changed by the interaction.
Comparing diffraction patterns from optical near field ptychography and optical SAP datasets, it can
be seen that the diffuser has caused a greater degree of variance in the intensity values than the
aperture, and this greater variance may have helped the reconstruction process. This likely relates to
the findings of Clare et al. [132] who investigate the effect of speckle and variance on reconstruction
error of near field ptychography. Although this result is as expected, it is important to have an
explicit visual example. It is also important that SAP reconstructions were successful and as can be
seen from comparing Figure 57 with Figure 25, have made better use of the detector field of view
compared to previous SAP experiments. This suggests it is possible to perform SAP experiments on
TEM with an improved field of view per diffraction pattern. TEM results are required to confirm this,
with the biggest practical issues likely to be the transverse coherence (see section 1.35) of the
illumination system. It is important to confirm these results in the electron domain with a similar
direct comparison.
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Figure 53: a) depth map of the group 2 elements produced by a SAP dataset. b) depth maps of the group 3 elements
produced by a SAP dataset. c) depth maps of group 4 elements produced by a SAP dataset. Note that this figure deploys
contrast enhancement, the maximum depth of this figure is artificially limited to 100nm. The minimum depth is artificially
limited to -400nm. The red scale bar indicates 200um. The colour bar to the right of the figure converts the greyscale of the
images to depth in terms of nanometres.
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Figure 54: a) histogram of the Group 2 depth values which can be seen in Figure 53 a), b) a histogram of the Group 3 depth
values which can be seen in Figure 53 b). c) a histogram of the Group 4 depth values which can be seen in Figure 53 c). The

red lines in a)-c) indicate the average depth of the etched surface which was calculated using the data within the bounds
indicated by dotted black lines. The solid black lines indicate the average of the unetched surface.
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Group number Mean depth (nm) Standard deviation of the etched
depth (nm)
2 302.8 15.8
3 301.7 19.0
4 300.5 19.6

Table 3: a table showing how the measured mean and standard deviation of the etched depth of the SAP image varies with
group number. These values were calculated using the values within the black dotted lines seen in Figure 54.
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Figure 55: a) a subsection of the reconstructed magnitude of optical near field ptychography. b) a subsection of the
reconstructed magnitude of an optical SAP dataset displaying a high frequency artifact. The scale bar in this figure indicates

100um.

- -9
b) ." X10
g 40
¢ ‘ 1 5

£ 5 30
& 2o

I.* 20

b

- 10

bo- 0

™ )»:r

por 10

z -20

Figure 56: a) the total reconstructed phase of the specimen obtained by SAP, where a red dotted line is used to indicate the
subsection used in the depth map shown in b). b) the depth map subsection which was used to calculate the phase
sensitivity of optical SAP. Note that the colour-bar only applies to b) and converts the greyscale of b) into depth in terms of
nanometres.
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Figure 57: a) an example of near field optical ptychography diffraction pattern. b) an example of a SAP diffraction pattern.

2.5 Conclusions on optical near field ptychography

In this section near field optical ptychography and optical selected area ptychography have been
deployed using the cone beam geometry. The phase sensitivity of near field optical ptychography
and selected area optical ptychography was investigated, as this would give an approximation of the
phase sensitivity of near field electron ptychography before further experiments. This allowed the
application of tools described in the second half of section 1, mainly the FRC. Phase sensitivity is
important as the potential difference between a p-type doped semiconductor and n-type
semiconductor can be less than a volt, or the electric field between the two can be less than 1 MV
per cm [120] . With this context the importance of measuring the phase sensitivity of near field
optical ptychography is highlighted, in that if near field electron ptychography is going to be a useful
technique in the TEM it will need to achieve a high phase sensitivity in order that it can address the
problems currently being addressed by off-axis holography and DPC [120]. It was also shown here
that near field optical ptychography’s phase sensitivity is almost the same order as focused probe
optical ptychography [124]; if this is true in the electron domain then near field electron
ptychography should have the required phase sensitivity for many applications in the TEM.
Therefore, the results presented here suggest near field optical ptychography has a phase sensitivity
of 0.0654 radians, suggesting that near field electron ptychography may have the same potential.
This claim is supported in later sections in which the mean inner potential of latex spheres is
determined with a standard deviation of < 1V. This phase sensitivity was achieved in sub optimal
conditions such as a dusty environment and an aliased propagator, suggesting that near field optical
ptychography could have greater phase sensitivity than the values shown here, but would require
further experiments to confirm. The results presented here align with previous near field optical
experiments [125], as the phase images collected by both near field optical ptychography and optical
selected area ptychography are quantitative as they match well with the design of the specimen. Not
only are the results here quantitative, but are shown to be self-consistent over a range of spatial
frequencies, which is important as it highlights the possibility that near field ptychography can
encode multiple spatial frequencies in a single defocused diffraction condition, which is a significant
advantage over methods like inline holography. Interestingly, SAP performed less well at lower
frequencies than near field ptychography, which could be due to the smaller probe size with respect
to the specimen (requiring more up sampling of the lower frequencies), or the reduced diversity of
the dataset. In this section it was also shown that the SAP could be implemented with a larger
aperture than previously implemented in the electron domain, suggesting that SAP can collect larger
fields of view more efficiently for those who do not wish to implement a diffuser into their TEM.
However, effects like the required coherence of the electron beam were not considered here, which
may limit the implementation of a large aperture SAP in the TEM. Near field optical ptychography
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still does provide a larger field of view per diffraction pattern, as near field ptychography required
only 750 diffraction patterns, whilst SAP requires 1400 for the same field of view in the above
experiments. Near field optical ptychography has shown it is robust to the form of the illumination,
even allowing for the illumination to have a different image plane to the specimen. This is important
for the electron implementation, as will be set out in detail in section 5.2.1. It has now been shown
that near field optical ptychography, and by extension near field electron ptychography, has
sufficient phase sensitivity, and it is therefore time to investigate the challenges of implementing
near field electron ptychography in the TEM before it is used to investigate samples and its ability to
obtain quantitative images is tested.
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Chapter 3

3 How to collect near field electron
ptychography data

3.1 Introduction

Now that near field ptychography has been demonstrated on the optical bench where components
and distances can easily be calibrated and measured, it is time to consider the difficulties that result
in applying near field ptychography to/in the TEM (Transmission Electron Microscope). As discussed
previously, near field ptychography requires that the image of the specimen and the diffuser is out
of focus (or defocused) at the detector. The TEM often operates in defocused modes for various
types of experiments such as high resolution imaging of single particles, where the defocus is used to
enhance the contrast by using the Scherzer defocus condition [133]. Inline holography requires that
either the specimen is moved away from the image plane to create the required defocus condition,
or the objective lens strength is purposely weakened [95]. However, the requirement that the
diffuser is also defocused and ideally shares the same plane as the specimen, or its image, means
that near field electron ptychography’s defocus has to be implemented in a different way compared
to these other methods mentioned before. The defocus condition is achieved in the same fashion as
set out by Maiden et al. [94], the desired microscope condition is achieved by placing the TEM into
diffraction mode and then changing the strength of the diffraction/intermediate lens, such that a
defocused image of the specimen and diffuser is obtained. This defocus is then fine-tuned by further
adjustment of the diffraction/intermediate lens and the camera length control of the TEM in
diffraction mode. A disadvantage of this implementation of the diffraction condition is that the exact
distance between the image plane (of the specimen/diffuser) and the detector is unknown, and
therefore additional reference data are required, as will be discussed later in this chapter. Figure 23
gives a good visual representation of how near field electron ptychography is set up in the TEM,
which is notably different to the optical implementation in the previous section and the original
implementation in the X-ray domain [79] where the cone beam is utilised. This is due to the
advantage of imaging with an electron lens, which can directly shape the electron beam, as opposed
to X-ray optics which typically rely on reflection and diffraction to shape the beam.

However, the diffraction condition is not the only critical component of near field ptychography; the
other critical component is the scanning of the diffuser with respect to the illumination. For many
years (focused and defocused probe) ptychography has made use of the scanning system of the
STEM to perform this element of ptychography, for example the Gatan DigiScan system used to
synchronise the scanning of the beam with detector captures [134]. However, due to the diffraction
and illumination conditions (parallel illumination) of near field ptychography, such a scanning system
is not easily applicable to near field electron ptychography. Therefore, in these proof of principle
experiments, the specimen stage will be used to scan the specimen with respect to the illumination.
However, near field electron ptychography does not yet have a dedicated system which automates
and synchronises the movement of the specimen stage with the detector captures, so in this section
the DigitalMicrograph code used to collect near field electron ptychography data will be discussed.
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This chapter will describe the following:

e DigitalMicrograph code used to collect near field electron ptychography data

e How the positions recorded by the microscope can be processed in MATLAB to enable
successful reconstructions

e How the camera length of the experiment is found with reference diffraction data of an
aperture with a known diameter

e The problems of diffraction pattern drift and Fresnel scaling

Block diagrams are provided, describing code in two different software packages: DigitalMicrograph
(for data collection code) and MATLAB (for processing the data such that is it suitable for
reconstruction).

3.2 The data collection process for near field electron ptychography

The initial step in the data collection code was to generate a grid of positions. The scan pattern
positions were stored in a DigitalMicrograph image format, as these were easier to transfer to the
MATLAB software system than the tags system typically used in DigitalMicrograph. Raster scan
pattern generation requires a few pieces of specific DigitalMicrograph code to determine the initial
position of the specimen stage. As a mechanical stage was used in the data collection and there was
a requirement for the data collection to be as quick as possible, alternative scan patterns were not
tested. The original code could only produce square scan patterns and not rectangular scan patterns
(where the number of steps in the x and y directions are unequal), and therefore additional code has
been provided in the appendix A (see Section 7.1) which allows for rectangular and square scan
patterns. The block diagram of the code is shown in Figure 58 and describes both the improved code
and the original code.

The algorithm described in Figure 58 starts by obtaining the initial positions of the stage and using
this as the starting point of the scan (the EMGetStageX/Y function obtains the position of the stage
from the microscope). This means that the specimen should be moved so that the sample of interest
should be offset from the starting field of view, so that it is in the centre of the scan pattern. This is
altered by pre-calculating the size of the scan and offsetting the DigitalMicrograph image by this
amount. The initial position generated by the code is an overscan position, as is every first position
in each column (when Counter2 == 1). The camera test (CT) value, which determines whether a
camera exposure is required, is set to zero during these overscan steps, in order to reduce the time
the experiment takes. As there is an overscan, the input StepY is increased by one in order to obtain
the expected number of diffraction patterns. The code has 4 outputs: the x positions, the y positions,
the CT vector, and the sequencer vector. The sequencer vector is used to debug the timing of events
in the code. The term ‘overscan’ in this thesis means an additional step in the scan pattern
implemented in the mechanical and piezo systems, with the intention of mitigating a hysteresis-like
effect or cogging, which may prevent the desired step size from being fully implemented when the
direction of the scan pattern suddenly changes, for example at the beginning of a new row.

The scan parameters generated by the code described by Figure 58 are used by the data collection
code, which is illustrated by Figure 59. Once the positions are generated it is a matter of executing
the generated positions in a sequential order and checking the CT value to determine whether a
camera acquisition should take place or not. When the microscope is given the command
EMSetStageX(oX+3), where oX is the original position, the microscope action will be to move the
specimen 3 micrometres to the right of the current position. A secondary objective for the data
collection code is to collect information on the reported position of the microscope. This is done
using the EMGetStageX\Y functions.
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Saving diffraction patterns to disk is an important step in the data collection code, as it forms a
significant proportion of the data collection time. Whether or not this is necessary depends on the
available RAM of the computer accompanying the TEM. If the dataset is small and the RAM large
enough, it may be worth storing the data in the RAM until the end of the experiment, at which point
the data can be transferred to storage, reducing the total data collection time. For reference, a
single 1024 by 1024 diffraction pattern has a memory consumption of 5131 kilobytes of RAM. Lastly,
the time it takes to save a diffraction pattern can be approximated pre-experiment, by commenting
out the microscope commands and saving a blank image to the hard drive instead of activating the
detector. In order to obtain the average save time, start a stop watch (or use DigitalMicrograph
functions) and measure the time this debug code takes, and then divide by the number of diffraction
patterns.

| Input: StepX, StepY, StepSize, ScaleX, ScaleY, Overscan |

[ StartX = EMGetStageX() |

[ StartY = EMGetStageY( |

| Counter1 = 1, Counter2 =1 |

StepY = StepY +1

Counter1 < StepX 1 Counter1++
X o] |
Counter2 < StepY Counter2++

A

I Index_ (Counter2 + (Counter1- 1)*StepY

6True %Fal se

[X(index) StartX+StepS|ze*ScaIeX* (Counter1-1)] X(Index) = X(Index1
lY(lndex) StartY Overscanl [ (Index) —StartY+StepS|ze*ScaIeY*Counter2
| CameraTest(Index) =0 | I CameraTest(Index) = 1 |
I |
| Sequencer(ltdex) =Index II
>/ End For |
» End For

| X =X-StepSize*ScaleX*StepX/2 |

| Y=Y-StepSize*ScaleY*StepY/2 |

l Output: X, Y, CameraTest, Sequencer I

Figure 58: block diagram outlining the algorithm for creating a scan pattern for a mechanical stage with overscan after
every column. This is for DigitalMicrograph.
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Input: X, Y, CT, StepsX, StepsY

Y

Counter1 < StepsX*StepsY < counterT++

A
Index = Counter1

v

EMSetStageX(X(Index))

v
| EMSetStageY(Y(Index)) |

Y
CT(Index) == »| false

image frame:= CM_Acquirelmage( currentCCD, AcgParams))

Y
Save Diffraction Pattern |

Y
Delete Frame

Y
| RecX(Index) = EMGetStageX() }‘f

Y
RecY(Index) = EMGetStageY()

»( End For )

Figure 59: A flow chart laying out the process of the data collection code. The exact code this describes can be found in the
appendices (see 7.2-7.4). This is for DigitalMicrograph.

An alternative to using the microscope specimen stage to translate the sample is to scan the image
produced by the objective lens across the selected area aperture. This can be accomplished using
the shift coils, by converting the part of the code in Figure 59 which moves the specimen stage.
Prototype code can be found in the appendix B (see section 8). Scanning via the scan coils would
enable different scan patterns, as there will be negligible cogging or hysteresis, although to date, the
only work that has to be done for this code to work is to calibrate the EMSetimageShift function.

Another important next step will be to combine the action of the mechanical stage and the action of
the scan coil together, to form a hybrid scanning system. Hypothetically, a hybrid system will
overcome the faults in both individual methods, as the scan coils can move the image of the
specimen quickly and reliably, while the mechanical stage can move the specimen long distances
without adding aberrations to the electron beam [135, 136]. The last step to mention is beam

103



blanking. This is especially important if biological samples are to be considered, as most biological
samples are highly beam sensitive. Beam blanking can be achieved using the pre-specimen scan coils
and the C2 aperture, as if the scan coils displace the beam outside of the aperture the beam is
effectively stopped. This simple form of beam blanking can be implemented via DigitalMicrograph
code, but other methods should also be investigated [137].

Once the data collection code of Figure 59 has been run and the diffraction data collected, the
DigitalMicrograph files (.dm3 and .dm4) are converted into MATLAB format using the “dmread”
function written by Andreas Korinek and found in the MATLAB file exchange
(https://uk.mathworks.com/matlabcentral/fileexchange/45933-gatan-digital-micrograph-file-
reader).

3.3 Processing position data from the TEM into usable positions for near field

electron ptychography
Now that the data collection code has been discussed, we must analyse aspects of its performance,
starting with reported positions. In this section the FEI Titan 80-300 STEM operating at 300keV was
used to test the near field ptychographic data collection code described in the previous subsection,
whilst in the altered uncorrected diffraction mode described at the start of this section. Further
details on the microscope conditions used during this section and the final experiments can be found
in subsection 4.4. Near field electron diffraction patterns were collected by the Gatan UltraScan CCD
(2048 by 2048 pixels, with binning value of two). All specimen movements were achieved via
movement of the mechanical specimen stage in order to achieve ptychographic overlap (the
specimen stage was a standard mechanical stage of the FEI Titan range). Generally, in normal TEM
mode, the positions reported by the specimen stage (goniometer is alternative name) are of
sufficient accuracy for ptychographic reconstruction when combined with position correction and
rotation correction as is demonstrated in this section. The FEI Titan microscope used in this thesis
has a minimum step size of 1-2nm, although this is based on personal experience rather than
thorough analysis. However, a previous ptychographic experiment on another microscope (JEOL
R0OO5 HRTEM) experienced significant hysteresis when using the specimen stage attempting a step
size between 10nm and 20nm [14], therefore the typical step size used in this thesis was around
100-200nm. Due to the unique diffraction condition of near field electron ptychography, the
positions reported by the microscope need to be processed before they can give the best
reconstruction quality. This subsection will explain why this is the case, and describe the tools
developed to partially correct the positions so that the reconstruction is improved.

The best way to describe the position processing method is to go through an example. The example
that will be examined here is a 20 by 20 square scan. The step size was 0.2um and an over-scan of
0.5um was included when starting a new column. Figure 60 shows the ideal positions generated by
the scan pattern generation code.
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Figure 60: Positions generated by position generation code. The red diamonds outline the positions at which the stage will
stop to collect diffraction data, while the blue line outlines the overall movement of the stage. There are two additional
points at the start compared to the recorded data, which represent the initialling of the stage to start movement without

As can be seen by looking at Figure 60 there is an additional position which is not described by

cogging.

Figure 59, as it is not technically part of the data collection. This diamond in the bottom left corner is

the position used to prepare the stage for the scan and to prevent cogging of the stage. The first

step in the position analysis should be to compare the generated positions to the positions recorded

by the microscope itself; Figure 61 displays the positions recorded by the microscope via the

EMGetStage function.
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Figure 61: positions recorded by the electron microscope. The red diamonds outline the positions at which the stage will
stop to collect diffraction data, while the blue line outlines the overall movement of the stage.

As can be seen by inspection, the only difference between the generated positions and the recorded
positions is the exclusion of the initial positions used to prepare the stage for the scan pattern. After
discarding the bottom row of overscan positions, the remaining positions and their corresponding
diffraction patterns were fed into the reconstruction algorithm, leading to the reconstruction seen in
Figure 62. Whilst features are visible in the image, suggesting that the step size was consistent and
the overall form of the positions is correct, resolution is low and there are clear artefacts.
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Figure 62: Magnitude reconstruction of the dataset using unrotated positions after ten iterations. The scale bar is 500nm.

The first step in debugging the positions should be to consider potential sources of global positioning
errors. Global positioning errors are a combination of rotation and scaling of the scan pattern in x
and y directions [74]. Rotation is likely to be the greatest form of global error due to the nature of
defocusing electron beams relative to their image plane, as when the electrons interact with the
magnetic lens they experience a force perpendicular to their direction of travel and therefore obtain
angular momentum around the optical axis due to the Lorentz force [6]. The most useful way to
iteratively test for the global error of rotation is to observe the error of the reconstruction after a
few iterations at a particular rotation. If the reconstruction error is less than the error of the last
reconstruction, that is often the correct direction.
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Figure 63: Magnitude reconstruction of the dataset using rotated positions after ten iterations. The scale bar indicates
500nm.

Figure 63 shows a reconstruction attempted with rotated positions such that the error was notably
reduced compared to the unrotated case (this was the end result of a period of trial and error using
the mPIE reconstruction algorithm). It can be seen from the reconstruction that just rotating the
data was insufficent to optimise the positions fully, as some of the latex spheres in the field of view
are still blurred and their edges are not clear. The rotation has improved the reconstruction quality
compared to the unrotated reconstruction, as the grid lines are clearer than before, but the fine
detail of the grid cannot be seen. However, this is only after ten iterations, and it is possible that the
best positions could now be found by a dedicated position correction algorithm. This is somewhat
true of the unrotated positions too if the position correction algorithm can take account of global
changes in positions, such as rotation and stretching.
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| Input: CutoutSize, Numdps, NumRows, DataPath I

v

| Ref_dp = Load([DataPath, int2str(1)]) |

v

Centre the Reference diffraction pattern if off centre and limited

[ fftRef = fft2(Ref_dp) |

For counter1 = 1:1:Numdps Counter1++

— — — —|Load([DataPath,int2$tr(counter1])|

v

Cross-Correlate and shift the new diffraction pattern
to align with reference using fftRef (output called dpcc)

v

ColData(:,;,Counter2) = dpcc |

»( End For

<~ — — — —|ProbeRemoval=mean(CoIData,3)|

For counter2 = 1:1:Numdps

- —| pdp = ColData(;:;,Counter2)./ProbeRemoval |

Counter2++

/| ProcessedData(:,:;,Counter2) = CutoutCentre(pdp) I

»{ End For

Output: ProcessedData

Figure 64: A block diagram showing how diffraction patterns are pre-processed before they are cross-correlated. First the
diffraction pattern drift is corrected via cross-correlation with a reference diffraction pattern (typically the first diffraction
pattern in the dataset). Then, once the stack of diffraction patterns is aligned, take the average of the stack to obtain a
model of the probe at the detector. Then an attempt is made to remove the probe from all diffraction patterns, so the
specimen is clear, by dividing each diffraction pattern by the probe model. Once this is done the ProcessedData (MATLAB
variable) can be cross-correlated to find the positions of the dataset. This is for MATLAB.
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Input: ProcessedData, numdps, numRows, mSize, startPoint

Counterl++
A

Counter1 < numdps

CurrentData = ProcessedData(;,;,Counter1)

v

Low Pass Filter data

v

If this is the first diffraction pattern of a column
i.e. if mod(Counter1,numRows) ==

v v

Cross Correlate with the first else Cross Correlate with the
diffraction pattern previous diffraction pattern
in the previous column

» End For

v

Scale the positions appropriately with knowledge of the microscope settings

Figure 65: A block diagram showing the process by which positions can be found be cross-correlation of pre-processed
diffraction patterns. This is for MATLAB.

To improve on the basic trial-and-error approach to correct positioning errors, Figure 65 displays the
process by which the scan positions can be found via cross-correlation: this is a unique benefit of
operating in the near-field, where the sample features are visible in the recorded diffraction data.
The first step in using cross-correlation is to pre-process the data such that cross-correlation can be
effective. The pre-processing (shown in Figure 64) begins with correcting the drift of the diffraction
patterns (drift is explained later in Section 3.6), so that the cutting out of the centre of the diffraction
pattern is viable. This is required if the diffraction pattern does not cover the entire field of view. The
diffraction patterns are aligned by cross correlating each diffraction pattern with a reference
diffraction pattern, then circularly shifting the diffraction pattern to the correct position. Circular
shift is typically used in binary logic, where the bits of a variable are shifted along memory in such a
way that the values at the end are moved to the start (wrap around). Here that same principle is
applied in two dimensions. This works as the diffraction patterns are bordered by zeros, which
would not be the case if the whole of the detector was utilised. In such a situation it would be
recommended to use the average intensity of the diffraction pattern for any new values generated
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by the shift. A reference diffraction pattern is ideally a diffraction pattern containing no specimen, or
an arbitrary chosen diffraction pattern from the dataset. Once the diffraction patterns are aligned,
all of the diffraction patterns are averaged together, such that an average diffuser function is
obtained. Using the averaged diffuser to remove the diffuser from all collected diffraction patterns
enables the cross-correlation, as the specimen would not be clear if the diffuser was not removed.
After that, the centre of each of the processed diffraction patterns is cut out, and the dataset is now

ready for cross-correlation.

The optimal way of cross correlating this dataset is to find the shift between the current diffraction
pattern and the previous diffraction pattern. However, at the start of the next column (see Figure
66), to compare with the previous diffraction pattern would be incorrect, since the stage returns to
the first row in a raster fashion. Instead, by taking the number of diffraction patterns in a column
(the height) from the current index, the diffraction pattern to the left or right is accessed, which is

appropriate if the shift in the x-direction is to be measured. Thereby undertaking the process

highlighted in Figure 65, the positions are found and are displayed in Figure 66.
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Figure 66: Comparison of the positions found by cross-correlation and the adjusted positions (rotated and scaled).

2.5

Also, in Figure 66 are the rotated positions for comparison. Despite the rotated positions matching

closely to the positions found by the cross-correlation (CC), the reconstructions differ in quality

significantly, as can be seen by comparing Figure 63 to Figure 67. The difference between adjusted
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positions and the cross-correlation positions is due primarily to drift in the mechanical stage,
particularly in the x-direction.

Being able to reliably find the positions helps with finding the other parameters such as the camera
length, and is therefore an important step in the experiment. If the object is not directly visible in the
diffraction data (like electric fields), the cross-correlation method of finding the positions breaks
down. There are therefore specific limitations to the cross-correlation method. If the positions
cannot be found via cross-correlation, or the diffuser cannot be reliably removed from the
diffraction patterns, a secondary scan immediately after or before the desired dataset without the
diffuser can be collected, which can be cross correlated in order to generate positions which are
typically reliable. For instance, most of the reconstructions in this thesis had their positions
generated by cross-correlation of a diffuser-less dataset collected after the diffraction pattern
dataset. Itis also important to note that the cross-correlation process discussed here only works for
raster scan patterns. For different scan patterns, the cross-correlation process will need to be
altered.

(n'e) sninpo

0

Figure 67: A magnitude reconstruction after ten iterations with positions found via cross-correlation of the diffraction data
(the cross-correlation process is outlined in Figure 64 and Figure 65). Scale bar is 500nm.

A final point on the positions: they need to be appropriately scaled to the operational conditions of
the microscope (or the diffraction condition). This means that although the positions provided by the
microscope are in terms of nanometres, we also need them in terms of the pixels of the demagnified
detector. This is also true of the positions found by cross-correlation; the effective pixel size at the
specimen plane needs to be known, to scale the cross-correlated positions, as positions found by
cross-correlation are in terms of pixels not nanometres. Therefore, the total magnification of the
diffraction condition must be known, as well as the magnification of the intermediate image planes
of the microscope.
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3.4 How was the camera length found?

Near field electron ptychography requires a diffraction condition where a defocused image of the
specimen multiplied by the diffuser is incident at the detector plane. This cannot be achieved
through moving the object out of the eucentric plane, as it is necessary that the diffuser is also out
of focus at the detector. The easiest way of achieving this condition is to set the microscope into
diffraction mode, then adjust the diffraction lens strength until its image plane is just out of focus
compared to the image plane of the objective lens. In diffraction mode there is direct control of the
diffraction condition, as the projector lens system can be controlled by changing the camera length
setting. To calibrate the defocus introduced in this way, a diffraction pattern of an aperture of
known diameter was collected under the same diffraction condition as the experiment itself. A ten-
micron diameter circular aperture was used as a reference in these experiments, but any aperture
can be used (the author recommends a 50um diameter aperture). Figure 68 shows a ten-micron
aperture in four different diffraction conditions. These four diffraction conditions relate to an
experiment discussed in section 4.13.

Figure 68: a) shows a 10um diameter aperture which is 0.77m out of focus on the detector. b) shows another 10um

aperture with a different defocus, where calibrated microscope camera length has been doubled. c) same as b) but the
camera length has been halved instead. d) same as b) but the camera length has been increased further.
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The data displayed in Figure 68 are processed according to the equation found in [94] by Maiden et
al. who worked on a precursor of near field electron ptychography; the equation is found below in
equation 105:

Z==MC(, (105)

The parameters of equation 105 are the following:

e Zisthe propagation distance between the diffuser and the detector (the specimen image
plane also intersects with the diffuser)

e M is the magnification of the objective lens

e disthe measured diameter of the bright field disc at the detector plane.

e Disthe known diameter of the aperture (10um)

Equation 105 describes the process of finding the camera length. The first step is to find the total
magnification of the post objective lens system. This is performed by comparing the known diameter
of the aperture and the approximation of the diameter of the diffracted aperture. This
approximation can be performed in MATLAB by testing the collected intensity to see where it is
greater than the minimum of the bright diffraction disc. This test is used to produce a mask that
approximates the radius of the diffracted aperture on the detector. Using the known size of the
detector pixels and the mask radius, the magnification of the post objective lens system of the TEM
can be estimated. It should also be noted that any divergence of the beam (an additional source of
magnification) on the specimen is accounted for as well (ideally the illumination should be parallel).
The magpnification of the objective lens should be measured before the experiment takes place, and
can be done with a standard calibration specimen (Ted Pella Product No. 603). Using the numbers
obtained, an approximation of the camera length can be found via equation 105. A basic check,
which is typically done before using a camera length in a reconstruction, is to take the mask used to
measure the diameter of bright disc and propagate it by the estimated camera length. The simulated
bright disc is then compared to the reference data. If they are similar the estimated camera length
should be close to the actual or a functional camera length. Visual signs that the simulated and
reference data are close include a similar number of rings and indistinguishable ring thickness. As
noted earlier at the end of section 3.3, the positions provided by the microscope and cross-
correlation algorithm need an estimated pixel size in order to be functional in the reconstruction
process, and therefore it is helpful that the reference diffraction pattern provides an estimate for
the overall magnification of the microscope.
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Figure 69: a figure showing how the diameter of a diffracted aperture was measured in terms of pixels using the imtool
function of MATLAB.

Figure 69 shows the measured diameter of calibration diffraction pattern in pixels. Using the known
pixel size at the selected area plane, which is 28nm, the magnification provided by the intermediate
lens system is found to be around 392 times as follows (see equation 106):

B 10 x 1076 B
T 140 x (28x 1079

M, 392 (106)
This means that the total magnification of the system is around 23,000 times, or the pixel size is
around 1.21nm.

3.5 Fresnel scaling theorem

A possible problem that may occur during a reconstruction is that the probe, or sometimes the
object will develop a phase curvature. This is in part due to Fresnel scaling theorem, mentioned
earlier in section 2.2 [126]. Fresnel scaling theorem connects the parameters of camera length and
magnification together; however, it also effects the scaled positions in the case of near field
ptychography. As the pixel size is effectively demagnified by the Fresnel scaling theorem, scan
positions must also be scaled to ensure successful reconstruction. However, the Fresnel scaling
theorem can occur unintentionally, due to the fact that near field electron ptychography currently
determines the camera length and the propagation distance from reference data. If any of the
parameters obtained from the reference data are incorrect due to human error or experimental
error, the reconstruction algorithm may cause the phase curvature in the probe reconstruction, as
the reconstruction algorithm will attempt to mitigate for these incorrect parameters by converting
the incorrect plane wave propagation into a correct cone beam geometry. This is not necessarily a
bad development if the reconstruction is of good quality, as the probe curvature can be measured
(or matched to a simulation) in order to work out the equivalent plane wave implementation of the
propagation. This primarily occurs when a position correction algorithm is working alongside the rPIE
algorithm, as in this situation there are two free parameters which are interlinked by the Fresnel
scaling theorem; namely the positions (position correction algorithm), and the phase of the probe
determined by rPIE which can convert from a plane wave geometry to a cone beam geometry.

Since detectors collect only intensity information, diffraction patterns produced by plane waves can
look exactly the same as diffraction patterns produced by spherical waves, in terms of intensity,
which causes great difficulty to near field electron ptychography. For example, in Figure 70 both
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apertures can produce the diffraction pattern in Figure 70 a), but only one of the apertures will be
physically true to the experiment. Figure 70 b) can only create Figure 70 a) if it is illuminated by a
spherical wave; see the phase in Figure 70 c). Meanwhile Figure 70 d) can only create the diffraction
pattern in Figure 70 a) in the case of plane wave illumination; see the flat phase in Figure 70 e). This
can be identified by observing that Figure 70 b) is larger than its diffraction pattern, since during the
propagation the exit wave leaving the aperture must reduce. This can only happen if its illumination
is curved/spherical. This magnification/demagnification via propagation is also important to the
positions in near field ptychography. If the object is de-magnified by back propagation, the positions
must also be de-magnified, such that the features of the specimen correlate and do not incur a large
degree of reconstruction error. Furthermore, the specimen of the experiment may have experienced
curved illumination, if efforts were not made to ensure the illumination provided by the condenser
lenses was parallel. More details on Fresnel scaling theorem can be found in section 2.2.

Magnitude Phase

b)

Intensity

| 24nuady

a)

Z @In1ady

Figure 70: a) a diffraction pattern of an aperture, b) an aperture that can cause the diffraction pattern seen in a) if the
illumination of the aperture was planar in nature. c) an aperture that can cause the diffraction pattern seen in a) if the
illumination is spherical in nature.

The Fresnel scaling theorem can also present opportunities for near field electron ptychography,
since in near field X-ray ptychography it is used to combine diffraction patterns from different
diffraction conditions into one reconstruction [127]. The results of this paper showed that a specific
diffuser was not required to create a diverse dataset, as diversity came from the multiple diffraction
conditions. If near field electron ptychography was implemented in this way, it would become very
similar to inline holography, where multiple diffractions conditions have been used before to
constrain the phase problem [54].
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3.6 Diffraction pattern drift during data collection

During long experiments, one additional factor that has affected our data collection is a slow drift of
the diffraction pattern across the detector. An example of diffraction pattern drift is shown in Figure
71, which shows the first diffraction pattern of a dataset and the last diffraction pattern of the same
dataset. The diffraction pattern in Figure 71 b) has drifted 113 pixels downwards and 79 pixels to the
left with respect to the diffraction pattern shown in Figure 71 a), over a period of 20 minutes. This
means that the average effective drift rate of the optical axis for this dataset is 0.1112 pixels per
second (combining the x and y drifts). Although the drift rate is not constant throughout the
experiment, by measuring the drift of every diffraction pattern via cross-correlation, the drift can be
plotted as a function of time (as it takes 3 seconds to collect each diffraction pattern). This is shown
in Figure 72, and this figure suggests that the rate of drift decreases as the experiment progresses
(note that the pixel size is 1.18nm).

It is typical that the microscope specimen stage has a certain degree of drift, as it is difficult to create
mechanical and electrical systems which are stable to a sub-nanometre degree. The typical drift of a
specimen stage of S/TEM would be around 0.5-1nm min™ [138-141]; the values of drift experienced
here are above what would be expected due to the stage alone. In the STEM context, work has been
done in order to reduce the problems caused by drift with postprocessing steps such as those
outlined by Ophus et al. [142] and Jones et al. [143]. There are many causes of optical axis drift in
the S/TEM [144], for example the specimen could experience uneven heating or charging by the
beam, leading the specimen to move in a particular direction. The room the TEM is placed in could
be a second factor, for example the temperature generated by the operator could be a factor as it
would increase the temperature of the room and therefore alter the current of the objective lens,
changing its strength. There is also the important point that near field electron ptychography
operates in a non-standard configuration, meaning that instabilities might be magnified by this
particular setup. Furthermore, the typical methods used to ensure that the microscope is stable may
need to be altered for this particular mode of operation. All of the above factors should be
considered in future work, when trying to reduce the drift of the diffraction patterns to standard
levels.

Optical axis drift has been experienced before in electron implementations of ptychography [145]
and selected area ptychography [94]. Maiden et al. suggested using different intermediate lens
settings to explore whether a particular setting exacerbated the optical axis drift. Itis also worth
noting that drift is problematic for other forms of microscopy in the TEM, for example energy
filtered transmission electron microscopy, where the purpose is to collect different energy filtered
images of the specimen, to capture the variation of energy loss over an area, which enables the
identification (and density measurement) of particular elements [146]. Due to the low number of
counts per second of EFTEM, extended exposure times are required, allowing for significant drift of
the optical axis. EFTEM overcomes the “spatial drift” of the specimen by dividing a long exposure
into many smaller ones and cross-correlating the data post experiment [147]. A similar method of
multiple exposures is used in off-axis holography in order to obtain high phase sensitivity phase
images [148].

Diffraction pattern drift is a limiting factor on the experiment time and therefore the FOV (field of
view) of near field electron ptychography, as the experiment must be stopped once the diffraction
pattern drifts out of the field of view of the detector. Furthermore, diffraction pattern drift alone can
make a dataset “unreconstructable”. This is illustrated by Figure 73, where a) and c) show a case
where drift has not been accounted for while, in b) and d) the reconstruction code has been altered
to counter the drift of the dataset. Figure 73 only shows the reconstructions after ten iterations, as
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the reconstruction which has its drift unaccounted for would be completely unrecognisable after a
few more iterations.

This subsection will present the current hypothesis on the cause of diffraction pattern drift, a
method to reduce the diffraction pattern drift, and an outline of how it is accounted for in the
reconstruction code.
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Figure 71: An example of diffraction pattern drift, where a) is the first diffraction pattern in a dataset and b) is the last
diffraction pattern in the same dataset.
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Figure 72: A plot of diffraction pattern drift as function of time of an example near field ptychographic dataset collected on
a FEI Titan 80-300 STEM operating in uncorrected TEM diffraction mode (see section 4.4 for more details).
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No Drift
Correction

Figure 73: a) magnitude reconstruction of the specimen without drift correction, b) magnitude reconstruction of the
specimen with drift correction. c) probe reconstruction without drift correction, d) probe reconstruction with drift correction.
All of the reconstructions shown here are from ten iterations of rPIE code.

The practical solution to the drift was to give the microscope time to settle. Once the diffraction
condition required by near field electron ptychography was achieved, the diffract pattern on the
detector would drift significantly after it was centred and it would leave the side of the detector
after 20 mins. However, by using the image scan coils to repeatedly correct the diffraction pattern
drift, the drift rate would be reduced but not eliminated after 2 minutes of continuous correction.
The reduction in drift rate is shown in Figure 74, which displays the measured diffraction pattern
drift of the 240 diffraction pattern dataset after taking drift mitigating measures (described above).
The drift was only 27 pixels to the right and 23 pixels downwards in the 240 diffraction pattern
dataset, and correspondingly the total drift rate was 0.0462 pixels per second, suggesting the drift
mitigating measures are having the desired effect. However, it could be suggested that the drift
decays naturally, as shown by both Figure 72 and Figure 74, so further work includes finding a more
active measure by which to reduce the drift rate. The fact that drift has not currently been
eliminated possibly limits the ability of near field electron ptychography to retrieve quantitative
phase information, as shifts of the diffraction pattern can also be the result of a low frequency
component of the specimen whose phase we wish to image. The term “shift” is used to delineate
the difference between a diffraction pattern which has moved due to an imperfect setup, and a
diffraction pattern which has moved due to the phase of the specimen, as ultimately, they both
cause the diffraction pattern to move and therefore cannot be separated.

119



-35 1 1 I 1 | I |
0 100 200 300 400 500 600 700 800

Time (seconds)

Distance drifted from the centre of the detector (pixels)

Drift in the y direction (up is +ive)

Drift in the x direction (right is +ive)

Figure 74: a figure showing the diffraction pattern drift as a function of time after repeatedly using the scan coils to centre
the diffraction pattern. This figure can be compared to Figure 72 where no drift mitigation steps were taken. The data used
in this plot were collected on a FEI Titan 80-300 STEM operating in uncorrected TEM diffraction mode (see section 4.4 for
more details).

In the following section, an algorithmic method to correct drift is described. This correction step only
works if the diffraction pattern remains within the field of view of the detector, so an important
discovery was finding out that the image scan coils can be used mid-experiment to recentre the
diffraction pattern. Although this solution is not ideal, it has not caused an obvious degradation of
the reconstruction quality when used. For example, Figure 75 shows a reconstruction where the
diffraction pattern drift was changed mid-experiment, and Figure 76 displays the measured drift of
the diffraction patterns in the dataset used in Figure 75. This enables near field electron
ptychography to cover an extremely large FOV, where data collection can take over an hour (for
example the large field of view dataset in Section 4.8 could have not been collected without this
discovery). Figure 75 shows the phase of the latex spheres and also shows the first instance of phase
wrapping; phase unwrapping is discussed later in subsection 3.7.
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Figure 75: Reconstruction results where the image scan coils were used to shift the diffraction pattern mid-way through an

experiment to demonstrate that this has no adverse effect on the reconstruction quality. a) is the magnitude reconstruction

and b) phase reconstruction. c) Unwrapped version of the phase displayed in b). The scale bar in c) is 200nm long (applies to

all panels). The colour bars under the respective figures convert the greyscale into modulus, wrapped phase and unwrapped
phase accordingly.
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Figure 76:A plot showing how the diffraction pattern drift varied with time. Each diffraction pattern on average took three
seconds to collect.

Now the practical steps to mitigate the diffraction pattern drift have been discussed, the drift must
also be dealt with algorithmically, as the drift can have a significant effect on the forward model of
near field ptychography, leading to incorrect spatial assignation of the phase and magnitude in the
probe. This incorrect assignment itself causes the probe reconstruction to collapse and to be a
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function of the average position of the diffraction pattern. Figure 77 illustrates the issue that a
diffraction pattern drift causes to the reconstruction algorithm, starting from the right of Figure 77 c)
which shows the modelled diffraction pattern obtained from the reconstruction algorithm (note it is
in the centre of the calculation window and is denoted by ¥; ,, in Figure 77 d)). Figure 77 b) shows
the collected diffraction pattern which has drifted from the optical axis denoted by I; in Figure 77 d).
As part of the intensity update of the rPIE algorithm (see section 1.14), the modelled intensity is
replaced by the measured intensity as displayed in Figure 77 d). The misalighment between b) and c)
causes the incorrect assignment of phase, and also causes the updated magnitude to be highly
erroneous, as displayed by Figure 77 a). Figure 77 a) has two clearly incorrect aspects: 1. features of
the diffuser now occur twice, as can be seen by inspecting the bar-like features of a), 2. the updated
intensity (@) is no longer circular like the actual diffuser but is instead oval. The oval error is due to
the multiplication of the modelled and measured intensities, which both include zeros (or values far
less than 0.1). As the zeros are misaligned, an oval shape occurs and the updated model is dissimilar
to the resemblance of the collected or modelled diffraction pattern. Therefore, Figure 77 illustrates
why the reconstruction process breaks down (see Figure 70) when the drift of the diffraction
patterns is not addressed algorithmically.

Figure 77: A figure showing how the drift of the diffraction pattern causes intensity update to have an adverse effect on the

reconstruction algorithm. a) the magnitude of the adjusted exit wave obtained by replacing the modelled magnitude by the

square root of the collected intensity. b) the square root of the collected intensity. c) the magnitude of the guess at the exit
wave before it was updated.

The parameters of Figure 77 d) are the following:

e (@ is the adjusted exit wave

e Yisthe guess at the exit wave

e D, is the propagation method which best fits the experiment
o [ isthe collected diffraction pattern from the experiment

122



This problem is largely solved through the deployment of a cross-correlation between the simulated
diffraction patterns and the off-centre data to measure the shift between the two, as outlined in
supplementary information of [94] by Maiden et al. Given this measurement, the collected data are
circularly shifted to align with the simulation and the shift value is stored for later review. Subpixel
shifting is typically not deployed in the reconstructions mentioned in this paper, as subpixel
alignment is an intensive GPU/CPU calculation, while the current alignment technique can be
performed in every iteration for every diffraction pattern without a significant effect on the
reconstruction time. Furthermore, performing a cross-correlation in every iteration enables the
cross-correlation to be improved if the initial model of the diffraction pattern is not closely matched
to the collected data. When processing diffraction patterns which have drifted an additional change
has to be made to the reconstruction code, both the simulated diffraction patterns and collected
data should be Fourier transformed before the reconstruction error is measured. This alteration
prevents the error being unrepresentative because the diffraction patterns are not aligned perfectly
with the simulated diffraction patterns. Measuring the error in Fourier space enables the position
correction code to function correctly when the dataset suffers from diffraction pattern drift.

3.7 Measurement of mean inner potential of latex spheres

Throughout the results section (see section 4) the mean inner potential of latex spheres will be used
to verify that near field electron ptychography is a quantitative technique. This verification process
involves taking the phase image of the latex spheres, converting it to mean inner potential, and
comparing the results to previous experiments. The process followed here is based on the method of
obtaining the mean inner potential used in the supplementary material [94]. The least squares
method is used to fit the measured phase delay to the thickness of the latex sphere; the process by
which the data is prepared for the fitting process is described, but not the least squares fitting
process. Once a good fit is found, the gradient of the fitted curve gives the estimated mean inner
potential of a latex sphere.

The specimen used in section 4 was a carbon diffraction grating replica, populated with latex spheres
(Ted Pella Product No. 603). This sample is primarily used in experiments to measure the
magnification of the TEM at particular settings. The latex spheres have a nominal diameter of
261nm. The measurement of the mean inner potential of latex spheres has been performed before,
and results can be found in the following references [149, 150]. These prior works suggest the
expected value for the mean inner potential is 8.5V with a variance of 0.7V. Now that the specimen
and the expected value have been presented, this leads to the question of how near field electron
ptychography images are processed to measure the mean inner potential of the latex spheres.

To measure the mean inner potential of the latex spheres imaged by near field electron
ptychography, the equation which relates the thickness of the specimen to its imparted phase delay
must be considered (see equation 107):

Ap = tVypCg (107)
The parameters of equation 107 are the following:

e Ag is the change in phase of the latex sphere in the reconstruction

e tisthe modelled thickness of the latex sphere

o Vy;p is the measured mean inner potential in volts

e (yisthe interaction constant which depends on the wavelength of the illumination used
[111]. The equation for calculating Cx, is equation 108 (6.52 X 10° rad eV~ m™1 at
300keV).
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Below is the equation for calculating the interaction constant Cp:

2ne  Ey+E 2n(n—1)
= X =
AE " 2Eq+E  Vypl

Cp (108)

The parameters of equation 108 are the following:

e FE, is the rest energy of an electron

e FE is the kinetic energy of the incident electrons, also E = eU, . (U, is the acceleration
voltage 300 keV)

e eisthe charge of an electron (—1.602 x 10719 C)

o Jis the wavelength of the electron wave

e nisthe index of refraction of the material (in this case SizNy)

It is clear from looking at equation 107 that the thickness needs to be obtained before the mean
inner potential is calculated. All the processing above is dealt with using a MATLAB home-written
algorithm which is described by Figure 78 and Figure 79. To be clear, Figure 78 and Figure 79
describe the same function; the two figures are intended to make it easier to read.
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Input: Phase Image of Latex spheres = SpherePhaselmag

|

Unwrap the phase image provided

UnwrapSpherePhase = unwrap2dPhase(angle(SpherePhaselmag))

I

Enter the number of latex spheres in the image, NumSph

A

Counter1 < NumSph Counter1++

The User selects a latex sphere with a circle selection tool,
the user input is then processed by the following code.
the output of this code subsection is provided to
the code which works out the mean inner potnetial.

!

‘ SphereCutout = drawcircle('LineWidth'1,Color}cyan’);

l

‘ Radius(;,counter1) = round(SphereCutout.radius);

l

‘ Centre(;;;,counter1) = round(SphereCutout.Centre);

|

|LR = Centre(;,2,counter1) - Radius(;,counter1) : Centre(;,2,counter1) + Radius(;,counter1); |

I

|TB = Centre(;,1,counter1) - Radius(;,counter1) : Centre(;,1,counter1) + Radius(:,counter1); |
\

| Cutout(;,;,counter1) = UnwrapSpherePhase(LR,TB); |

End of For

Out = Cutout, NumSph, Radius;

Figure 78: a flow diagram describing the process by which the user takes their phase image of latex spheres, enters the
number of spheres they wish to measure and then selects them individually with the draw circle function. The output of the
draw circle function is then used to cut out subsections of the image to be used in Figure 79. During this process the radius
of the latex spheres is measured in terms of pixels such that it can be used to model the thickness of the latex sphere later in
Figure 79.
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Input = Cutout, PixelSize, NumSph, Radius,C;

|

Counter2 < NumSph <

i

RadPhase = RadialAverage(Cutout2(;,:; Counter2));

Y

SphereRadius = (Radius(:,counter2)).*PixelSize;

y

r = 0:1:CurrentRadi;

A

ModelledThickness = abs(2.*sqrt(SphereRadius.A2-(PixelSize.*(r)).A2));

Y

[grad,const] = LSF(RadPhase ,ModelledThickness);

Y

Meanlnnerpotential(::,counter2) = 1./(grad*Cy)

> End of For

Y

Out = Meanlnnerpotential

Figure 79: a flow diagram where the latex sphere subsections from Figure 78 are further processed. This starts with taking
the radial average of the phase of the subsections/cutouts. Then the measured latex sphere radius is converted from pixels
to nanometres by multiplying by the user’s inputted pixel size. The latex sphere radius is then used to model the thickness of
the sphere. The modelled sphere thickness and radially averaged phase is then inputted into the least squares function. The
least squares function finds the gradient which best fits the radial averaged phase to the modelled thickness, and this
gradient is then converted into the mean inner potential of latex.

The first step taken in Figure 78 is to unwrap the 2D phase of the reconstruction via the Goldstein
method as will be described in section 3.8; this is important for a future step in Figure 79. The
second step is for the user to enter the number of latex spheres to be considered, such that the “for”
loops in the function can be initialised correctly. Within the first “for” loop of the function the radii
of the latex spheres are measured such that a correct model of their thickness can be obtained.

The thickness of the latex spheres is measured in terms of pixels by the user drawing a circle (a built-
in MATLAB function: drawcircle) around one of the latex spheres. The diameter of the circle is given
as part of the structure called SphereCutout, which also contains the centre of the latex sphere in
the image array. The diameters and centres are stored such that they can be further processed, as in
Figure 79. The radius and centre values are also used to select a square subsection around the latex
sphere to reduce the calculation time of later functions (as they do not have to process the entire
image). These subsections are stored in Cutout.
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The input to the second part of the function (Figure 79) includes: cut out of the latex spheres, pixel
size of the demagnified detector, the number of latex spheres to be considered, the radius of each
latex sphere in pixels, and the interaction constant of electrons. The first step of the process
described by Figure 79 is to calculate the radial average of the latex sphere cutouts, which reduces
the phase delay from being a function of x and y to being a function of radius. In contrast, previous
papers have considered each pixel of the image of the latex sphere individually, to calculate the
mean inner potential [149]. An advantage of radial average method is that it acts to average out any
noise the phase delay of the sphere has. Radial averaging requires that the centre is chosen
correctly, so that the radial average is reported without error to the rest of the algorithm. Most
importantly, the measured phase delay is now simply a function of the distance from the centre of
the latex sphere (s.). The next step is to process the thickness of the latex sphere into the same
form.

The reported radius (obtained in Figure 78) in pixels is now used in tandem with the known pixel size
at the specimen plane to measure the radius of the latex spheres in nanometres. It is assumed that
the latex sphere has the same radius in all dimensions, so its maximum thickness is inferred to be
twice its measured radius. Using this assumption, the thickness of the latex sphere is modelled using
equation 109:

t(r) =2yR%2—r2 (109)
The parameters of equation 109 are the following:

e t(r) is the modelled thickness as a function of distance from the centre of the latex sphere
e R is the measured radius of the sphere
e 1 isthe distance from the point where the sphere has its maximum thickness

Now that a model of the thickness as a function of the distance from the centre has been obtained,
this can be used as reference for finding the mean inner potential of the latex sphere. Rearranging
equation 107 such that the thickness of the latex spheres is the output of the equation:

Ap(r)

CEVMIP

t(r) = (110)

The parameters of equation 110 are the following:

e t(r) is the modelled thickness as a function of distance from the centre of the latex sphere
o Vyyp is the measured mean inner potential in volts

e (g isinteraction constant which depends on the wavelength of the illumination used [111]
e Ag(r) is the radially averaged phase of the latex sphere being considered

Now there are essentially two ways of obtaining the thickness: one from measuring the latex sphere,
another from guessing the mean inner potential of the latex sphere. This is the ideal situation in
which to deploy least squares fitting, as by measuring the error between the values of thickness we
can improve our guesses of the mean inner potential of the latex spheres. Inputting the measured
radial phase and measured latex sphere radius into the least squares fitting, the gradient and offset
of the fitted curve is obtained. The gradient can then be processed to obtain the mean inner
potential by multiplying the gradient by the interaction constant and then taking the inverse of the
result.

There are several things to note: one is to check that the specimen is in focus before attempting to
measure the mean inner potential of latex spheres, as the diameter of the latex spheres varies as the
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specimen is propagated in and out of focus. Even small changes in the propagation distance (0.05m)
can cause the radius to change by several pixels. Secondly, there is an assumption that needs to be
discussed: despite any changes to the size of the latex spheres due to the beam, it is assumed that
the latex spheres are reduced in size equally in all dimensions (i.e. their roundness is unchanged).
This assumption is made such that the thickness profile is easier to model, and currently no papers
suggest that latex spheres reduce in a non-uniform manner. Lastly it should be noted that the
method by which the latex sphere radius is measured adds human error in the calculation.
Therefore, future work regarding the latex sphere measurement includes improving MIP
measurement software to include automatic sphere detection and radius measurement (or
something to reduce the amount of human error). The mean inner potential recovered by the
process described above is negative, therefore the unwrapped phase image is sometimes inverted to
obtain a positive mean inner potential, see Figure 85 and Figure 97.

3.8 Phase unwrapping - Goldstein method

Phase unwrapping is the process by which the signal that is limited in value between set boundaries
is released from those boundaries via analysis of the signal’s rate of change. In the situation
encountered in this thesis, the phase is effectively set within the boundaries of zero and two 7 (or
+m). There is a rich literature describing methods to solve the phase unwrapping problem, however
only a few examples will be mentioned: for example the Transport of Intensity phase unwrapping
algorithm [151], which uses some of the concepts highlighted in Section 1.12, there is the least
squares method [152], and the branch and cut algorithms [153].

The choice of phase unwrapping algorithm is especially important in the context of assessing the
guantitative phase of near field electron ptychography, as phase unwrapping methods may incur
side effects in the unwrapping process. For example, the least squares phase unwrapping algorithms
can cause the dynamic range of the unwrapped phase to be reduced [154], whilst others effectively
apply a low pass filter to the unwrapped phase. These side effects could then cause the fitted phase
curves in the case of the latex spheres to be a closer or poorer match to the spherical model than
they actually are. Therefore, in this thesis the Goldstein phase unwrapping algorithm, an early
branch and cut algorithm, was chosen due to its simplicity and its ability to recover the original
phase without alteration [155]. The theory of the Goldstein phase unwrapping algorithm will now be
briefly outlined.

Goldstein’s work is primarily based on the work of Itoh [156] who developed methods to unwrap the
phase in the one-dimensional case. Goldstein then extended this to the two dimensional case. Itoh’s
process consists of comparing the current phase value to its previous value and determining
whether the change is greater than i in magnitude, then the sign of the change is used to determine
whether 21 should be subtracted or added to the present value of phase (see equations 111 to
113). Through this process an unwrapped one dimensional signal is obtained.

AO = B(x)— O(x—1) (111)
if A@ > m, then subtract 27 to 6(x) (112)
if A@ < —m, then add 27 to 6(x) (113)

However, Goldstein identified a possible error which could occur in the two dimensional case
whereby a phase residue could cause the unwrapped phase to be inconsistent, depending on the
order in which the phase is unwrapped. A phase residue in the phase unwrapping context can be
understood as four values in a square. An example can be seen in Figure 80 a) by applying Itoh’s test
in a clockwise direction (starting at the bottom right) the phase is unwrapped: -0.5m to -1.27 there is
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no phase wrapping, -1.27 to 7 a phase wrapping has occurred according to Itoh, therefore we
subtract 2 m from 7 to get -, with the newly adjusted -m to 0.3 another phase wrap has occurred,
0.3m is then updated to -1.7m via subtraction of 2ir. However, this now means that a phase wrap is
occurring between the starting and ending point, and following the same process in this loop an
infinite phase would be obtained. Figure 80 a) represents a negative phase residue while b)
represents a successful phase unwrapping. Goldstein’s discovery was that phase could be
unwrapped successfully if there was an equal number of positive and negative phase residues within
the integral area; the phase unwrapping would be consistent no matter where it started. A second
condition was that positive and negative singularities had to be connected by so-called branches
(hence the ‘branch’ in branch cut algorithm), these branches could not be crossed by the
unwrapping algorithm in order that the unwrapped phase was kept consistent, regardless of the
starting point.

12— 1w -1.2m -7
(N 2 e

-0.57 <— 0.31 -0.51 -1.7m
09t —» -0.57 097 1.57
v

0.2n < -1.1mn 0.2m 0.97

Figure 80: A figure illustrating the process by which to identify phase singularities in two dimensional phase images. a)
shows a negative phase singularity before and after it is unwrapped. b) shows an example of non-singularity phase
unwrapping. The arrows between the boxes denote the action of the phase unwrapping algorithm.

Goldstein’s phase unwrapping algorithm consists of two main steps: identifying and connecting
phase residues via the shortest possible path, and unwrapping the phase via Itoh’s method in a way
which avoids crossing of the branches connecting the phase residues. Phase residues can be found
by searching a nine-pixel square and checking each combination of four adjacent pixels for phase
residues, as was achieved in Figure 80. Once a phase residue is found, the search algorithm then
searches for residues of the opposite sign in neighbouring pixels, and if none are found in the
immediate vicinity the search radius is increased until one is found or the edge of the image is
reached. The edge of the image acts as a residue of both signs for the sake of residue balancing.

The Goldstein phase unwrapping algorithm can experience problems if the branch cuts isolate a
particular region of the reconstruction. This then means the isolated area has to be unwrapped on
its own and the result will likely be disconnected from the rest of the image. Furthermore,
Goldstein’s method struggles to operate successfully when operating with images with low signal to
noise ratios, as the number of branch cuts will be high, leaving most of the phase wrapped. The
version of the Goldstein algorithm used in this thesis can be found on the MATLAB file exchange
(https://ww2.mathworks.cn/matlabcentral/fileexchange/22504-2d-phase-unwrapping-algorithms,
written by Bruce Spottiswoode).
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3.9 Summary of the data collection process of near field electron ptychography

The main contribution of this section is setting up the code and the tools required in order to collect
near field electron ptychography data using the TEM. The data collection code was set out in flow
diagrams enabling the code to be rewritten in any other programming language and the code used
to collect quantitative phase images in Section 4 is provided in the appendix (see section 7),
therefore near field electron ptychography is open access to anyone with this thesis and a TEM.
Furthermore, this code and post processing steps work for selected area ptychography as well as
near field electron ptychography, meaning that there is no barrier to implementing SAP in the TEM
(although a diffuser is still required for near field electron ptychography). The post processing steps
were outlined: focusing on the accurate measurement of scan positions via cross-correlation of the
diffraction patterns and measurement of the propagation distance was achieved by matching a
simulated propagated aperture to collected reference data. Possible issues were addressed, such as
drift of the diffraction pattern as the experiment progresses, this was discussed both in terms of
practical reduction and negative algorithmic effects. The Fresnel scaling theorem which can lead to
reconstructions with ambiguous phase curvature in the case of incorrectly scaled positions and
incorrect propagation distance was outlined. The work presented also shows that near field electron
ptychography is undemanding in terms of its implementation, only requiring the synchronisation of
the movement of the specimen and detector captures. This is encouraging for future work, in which
it would be desirable to implement tomographic near field electron ptychography. Tomographic
near field ptychography has already been performed in the X-ray domain [82, 157, 158] where it has
demonstrated the required sensitivity and fields of view to provide useful results.

Without discovering the methods in this section to mitigate the drift of the diffraction patterns, it
would not be possible to implement the extreme fields of view experiment in Section 4.8. Therefore,
the work presented here is important as it helps demonstrate near field electron ptychography’s
greater field of view per diffraction pattern. Moreover, without the ability to use the collected
diffraction patterns to determine the scan positions, the high magnification dataset (see Section
4.10) could not be correctly processed. The high magnification section also demonstrates the full
utilisation of the detector, a key goal in achieving the greatest fields of view per diffraction pattern
(for a set magnification). The start of the next section will begin with some discussion of the diffusers
used in the TEM to perform near field electron ptychography.
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Chapter 4

4 Near field electron ptychography
results

In this section near field electron ptychography will be performed for the first time. The motivation
for implementing near field ptychography in the electron domain comes not from obtaining the
highest resolution images such as its focused probe counterpart [159], but instead from a desire to
obtain megapixel images (2D or 3D) with nanometre resolutions in an as efficient method as
possible. Efficiency for near field electron ptychography could mean the least amount of experiment
time or the fewest number of diffraction patterns, or possibly the smallest total dose. This efficiency
has already been demonstrated in the X-ray domain where near field ptychography was initially
developed, as Zhang et al. [160] suggest that near field X-ray ptychography occupies a particular
niche in terms of being able to image 100um? field of view in the shortest time, whilst retaining a
resolution in the tens of nanometres. There are many applications that sit above sub nanometre
resolution to which near field electron ptychography can theoretically be applied to, for example:
guantitative tomographic phase imaging [82, 161], biological samples [92, 162] and investigation of
semiconductor devices [163]. However, as near field electron ptychography is being implemented
for the first time in this work, it has not been sufficiently developed such that it can demonstrate its
full potential in its current form. Therefore, in this section a balance is struck between illustrating
near field electron ptychography’s strengths and highlighting challenges to be addressed in future
work.

Now that near field electron ptychography data collection code has been discussed it will be utilised
in this section. For example, the data collection code will be tested in terms of how little data is
required to constrain the phase of both the specimen and diffuser, and it will be tested in terms of
what is the largest dataset that can be reconstructed successfully. These two tests will demonstrate
that near field electron ptychography can obtain reasonable fields of view in 27s seconds of
experiment time and obtain mega-pixel images of the specimen with approximately a 100um? field
of view. Furthermore, the quantitative nature of near field electron ptychography will be tested via
the comparison of the recovered phase against the modelled thickness of latex spheres (the
modelled thickness is based on their measured diameter). This result is vital as it will show that near
field electron ptychography is quantitative and therefore in principle can be used in the application
of other phase sensitive techniques such as off-axis holography, to fill the same role or provide a
better alternative. Furthermore, the importance of the diffuser will be demonstrated in this section,
since it is the most efficient manner by which the interference fringes of the specimen and
illumination can be made to interact with one another. The importance of the diffuser will be
highlighted by its replacement with an aperture in otherwise identical diffraction conditions, and
then comparisons will be made between diffuser and aperture reconstructions. Then the effect of
energy filtering on the reconstructions will be assessed by varying the width of the energy filtering
slit and comparison to a non-energy filtered dataset. The effect of energy filtering will be particularly
interesting as there are two sources of inelastic scatter, that of the specimen and the silicon nitride
diffuser, so it is suspected that inclusion of energy filtering would be vital to the successful operation
of near field electron ptychography. However, the result presented in this thesis seems to contradict
this expectation. It will also be shown that non-energy filtered near field electron ptychography can
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achieve visually similar results to its energy filtered counterpart via the inclusion of background
modelling. Then there will be an assessment of the consistency of near field electron ptychography
with respect to the spatial frequencies of the specimen, using the same method as was used in the
optical section (see section 2.3). The FRC results will show that near field electron ptychography is
consistent over a range of spatial frequencies and achieves a resolution of under 4nm. Another
subsection will discuss near field electron ptychography imaging an MgO cube. This experiment will
show that near field electron ptychography has the potential to investigate electric/magnetic fields,
but this experiment also highlights the importance of the specimen’s diversity in recovering its
phase. Then near field electron ptychography magnification will be increased, demonstrating that
full detector utilisation is feasible (as typical of near field ptychography), meaning that efficiency of
near field electron ptychography can be increased compared to previous subsections. Then there
will a reflection on the diffuser reconstructions and how well they compare to the diffuser designs.
After that there will be a more critical assessment of the frequency response of near field electron
ptychography by initialising the specimen reconstruction with a low frequency random phase noise.
This will demonstrate that near field electron ptychography experiences challenges when recovering
low frequency phase when initialized in such a way, especially when considering extreme fields of
view. The last subsection of this section will demonstrate near field electron ptychography with
different propagation distances between the specimen and the detector. These different
propagation distances will show that near field electron ptychography is flexible in its
implementation and may provide an avenue to investigate near field electron ptychography’s
frequency response. But this section will begin with a discussion of the specimen used throughout
these experiments. Then the thesis will move on to discuss how the diffuser was implemented into
the TEM via insertion of Focus lon Beam (FIB) etched silicon nitride membranes into the selected
area plane and the design choices which determined the form of the diffusers.

The specimen used throughout most of the experiments was a diffraction grating replica populated
with latex spheres (Ted Pella Product No. 603). One reason for using this specimen is that it has two
elements of known sizes, the latex spheres (261nm in diameter) themselves and the diffraction
grating replica (2160 lines per millimetre) that they are placed on. These features make determining
the resolution (and magnification) convenient (the magnification is unknown initially, due to the
conditions under which near field ptychography operates in TEM). The latex spheres also allow for
the determination of the quantitative nature of near field ptychography, as latex has a known mean
inner potential which can also be measured via phase images produced by near field electron
ptychography and compared to other published results [149]. The cracks in the diffraction grating
replica help ensure there is sufficient diversity from the specimen. Any specimen would be sufficient
in theory to test the quantitative nature of near field ptychography, as long as it has a well-defined
thickness rate of change such as cleaved wedges used to measure the mean inner potential in off-
axis holography experiments [164]. Cleaved wedges and well-defined shapes are preferable in
guantitate measurements as they increase the accuracy, by reducing uncertainty in the thickness
measurement [165, 166]. This is why latex spheres are used here, as in theory their thickness can be
measured directly by measuring their diameter and assuming that the latex sphere maintains a
constant shape during exposure to the electron beam. This particular specimen cannot test whether
near field electron ptychography is sensitive to magnetic fields, as there is no magnetic component
to this specimen.

4.1 Near field electron ptychography diffuser parameters
Near field electron ptychography relies on a diffuser to constrain the phase problem of the detector.
As near field electron ptychography is entirely new, this section begins with details of the diffuser
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design in the electron microscope context. These details include a description of how the diffuser is
made, the trade-off between the phase delay of the diffuser and the inelastic scatter it generates
(and other design decisions), the diffuser designs used in this experiment, and why these designs
were used.

Firstly, natural or pre-existing diffusers were not investigated. An example of a pre-existing diffuser
would be sandpaper in X-ray near field ptychography or Sellotape in optical near field ptychography.
For electron ptychography, a ‘natural’ diffuser could be an amorphous thin film, e.g. a standard
calibration test specimen. Instead, here an etched SizNy(silicon nitride) thin film was used as a
diffuser, similar to previous electron beam vortex shaping experiments [167] and a previous
implementation of far field electron ptychography [168]. Figure 81 outlines the basics of the
diffusers used in the following experiments. The silicon nitride thin film was etched with custom-
designed patterns that varied the thickness of the silicon nitride such that the phase delay it imparts
varies across the thin film. The SizN, diffuser is surrounded by a gold support/charge sink and the
diffuser pattern is on top of a SizN4 base of constant thickness.

As this was the first attempt at near field electron ptychography with a diffuser, a careful approach
was taken when considering the diffuser properties. Examples of design choices include:

e restricting the phase change imparted by the diffuser to <2m radians

e minimising the inelastic counts added by the diffuser

e avoiding abrupt changes in depth, as they would require at least 20nm in a perpendicular
direction to transition from the lowest value to the highest value (this is to ensure FIB
fabrication is accurate)

e restricting the SizN, window inside the gold aperture to a maximum diameter of 50um,
since if the aperture increased in size, the charging of the SizN, window would become an
issue.
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Figure 81: a) phase delay caused by an example of a diffuser design. b) cross section of the diffuser design. The colour bar
under a) transforms the greyscale of a) into radians.

These design decisions were taken to minimise the risk of an error occurring when reconstructing
the data formed by these diffusers. A diffuser or object which exhibits strong phase will often have
its phase wrapped (as it cannot be contained within 2m), which causes problems in the
reconstruction, as the transition between m and -1t is often difficult to resolve and may incur phase
vortices [84]. These phase vortices will make other problems in the data collection harder to identify
and will require more iterations of the ptychographic algorithm to solve.

It should be noted that these are extreme limits applied to diffuser design to avoid any problems and
should be questioned and subject to further investigation. To satisfy these self-imposed limits on the
diffuser design, beginning with the equation describing the relationship between the diffuser
thickness and the inelastic counts it incurs, shown in equation 114 [169]:

L e (I—T) (114)

mfp IO

A
The parameters of equation 114 are the following:

e tisthe thickness of the silicon nitride

®  Apnsp is the mean free path of silicon nitride at 300 keV (166nm at a large collection angle
<100mrads, see equations 117-121

e [risthe total counts on the detector both elastic and inelastic

e [jis the number zero loss counts.
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As the SizN4 diffuser has two effective layers; the support layer and patterned layer, the inelastic
contribution of the support layer should be considered first, as there cannot be a patterned layer
without it. As the diffuser was created via Focused lon Beam etching (FIB etching), its support layer
thickness was 50nm [170], which alone incurs significant inelastic scatter. Putting the thickness of
the support layer into equation 114 suggests that only 74% of the counts after traveling through the
support layer would not have lost significant energy. However as the support is of uniform thickness
it does not contribute to the phase delay caused by the diffuser.

To ensure that any datasets collected using a diffuser are reconstructable, the percentage of elastic
counts in the total counts should be as high as possible (considering the diffuser individually and not
the contribution of the specimen). Using equation 107, the thickness that causes a 2t phase change
can be calculated.

2r
ty, = =80.3 115
127 12 % 6,52 x 106 m (115)
21
tys = = 64.2nm (116)

15 x 6.52 x 10°

It is found that a thickness 64-80nm of SizN, is sufficient to cause a 2m phase change in the electron
beam. A range of thickness values is stated (corresponding to t;, and t;5) as the mean inner
potential FIB etched Si3N4 can have varying mean inner potential depending on the effect of Ga ion
implantation and on the original quality of the Si3;N, membrane, so the mean inner potential of the
final diffuser can vary significantly from expected values. A possible worst case is that the SizNy
membrane is not significantly different from pure silicon, corresponding to a mean inner potential of
around 12V [171] and therefore produces the greatest amount of inelastic scatter for a given phase
delay (compared to any higher value). A more standard value of 15V has also been used,
corresponding to a more likely scenario as this is the upper range of the mean inner potential for
SizN4 found by Grillo et al. [172]. However, the FIB is calibrated before etching the SizN, diffusers to
ensure they cause the desired phase delay regardless of the mean inner potential. Further details on
the FIB process can be found in subsection 4.2. Adding the thicknesses, the 2nt phase thickness on to
the base thickness means the total thickness of the diffuser is 114-130nm, which in turn means that
the percentage of elastic counts in the total counts is reduced to a range of 46-50% . This breaks the
second self-imposed constraint of keeping the inelastic counts to a minimum. Therefore, it is clear
that the phase change imposed by the diffuser should be limited to less than 2. A diffuser which
causes a 2.35 radian phase change can be implemented with a total thickness of 74 — 80nm, and the
electron beam after interacting with this diffuser will have 62-64% elastic counts with respect to the
total. With this information it was decided that the phase imparted by the diffusers should be 2.35
radians. It is important to note that the degree of inelastic scatter is related to the acceleration
voltage of the electrons, meaning that this diffuser would cause a greater degree of inelastic scatter
as the acceleration voltage is reduced. The equation for the constant of proportionality that converts
thickness and mean inner potential into phase has been given for reference in equation 107. The
proportion of elastic counts was estimated assuming inelastic mean free path of 166nm. The way in
which this value is obtained will be discussed in the following paragraph.

Determining the inelastic mean free path for a given material in the TEM or STEM is a challenging

task which has been the focus of many researchers examining the way in which various experimental
parameters can affect the measured inelastic mean free path, such as: multiple scattering within the
specimen [173] and collection angles [174]. In this thesis the model formulated by lakoubovskii et al.
to map inelastic mean free path as a function of acceleration voltage is used. Using the formula from
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their paper entitled “Thickness measurements with electron energy loss spectroscopy” [174], this
formula is used primarily for the reasons set out in Egerton’s book [169], in that lakoubovskii’s
method does not require the collection semi angle or incident semi angle of the illumination in the
case of large collection angles. The collection semi-angle of near field electron ptychography is
currently unknown, but is likely to be greater than 100 mrads, as no objective aperture was utilised
in our experiments [175]. The equation for calculating the inelastic mean free path is given in
equation 117, and a simplified version where the collection semi-angle is large is given in equation
118.

(117)

1 11p%3 <a2 + B% + 205% + |a? — B2 9C2>
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If the collection angle 8 > 0, 8. then the equation can be simplified to the form seen below in

equation 118:
1 11p%3 /6.2
= In|— 118

Amp _ 200FE, n(gEZ (118)

The equation used to determine the relativistic factor F is given below in equation 119:

E
F — 1+1,022(?000 (119)

Eg )2
(1+511,000

The parameters of equations 117-119 are the following:

e 0. is the cut-off angle [169]

e O is the characteristic scattering angle of the material being considered

e pisthe density of the material being considered, in this case 3.2 g/cm?

e [E,is the acceleration voltage of the electron beam in keV (kilo electron Volts)

e Fis arelativistic factor to take account of the effects that occur when the electron is moving
close to the speed of light computed via equation 119.

e f3 collection angle semi-angle, in this case assumed to 150 milliradians

e ¢ incident converge semi-angle, in this case assumed to be 20 milliradians

Below a filled out version of equation 118 is provided in order to show the values used to calculate
the inelastic mean free path used in this thesis (see equations 120 and 121):

1 11x317%7 0.0202 o
Amp 200X 0.5135 x 300 \ (505 x 10-6)2 (120)
Aimp = 166nm (121)

The value of 166nm for the inelastic mean free path of silicon nitride at an acceleration voltage of
300 keV seems reasonable when compared to the simulated value of 179nm obtained for silicon
when using lakoubovskii’s method at the same acceleration voltage obtained by Potapov [175]. Due
to the similar densities and atomic numbers of these materials, it makes sense that they have similar
inelastic mean free paths, suggesting that the mean free path of SizN, has been correctly calculated.
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Returning to discussion of the diffuser design, the requirement that the diffuser features change at a
limited rate poses a constraint on the effective magnification of near field electron ptychography. It
is advantageous if the diffuser can produce a speckle pattern which is only slightly larger than a
pixel, as this has been found to reduce the reconstruction error [132] compared to when the
speckles are larger. Moreover, the diffusers would be non-functional in the case where the diffusers
are magnified to such a level that they produce no diversity/speckle at the detector (i.e. when a
single feature covers the field of view of the detector). Furthermore, as the features of the diffusers
are magnified, they require longer propagation distances in order to generate equivalent diffraction
fringes. If the FIB etching could produce Si3;N, diffusers with finer features it may even enable near
field ptychography to image atomic columns.

4.2 FIB details

To further detail the FIB work required by near field electron ptychography, it is important to state
that any FIB work, apart from the design of the diffuser and writing of the stream file, is due to the
work of Peng-Han Lu and Maximilian Kruth of Julich Forschungszentrum. The base material for the
diffuser was a silicon wafer sandwiched between two layers of silicon nitride. This base was then
processed to remove one of the silicon nitride layers and the silicon wafer, this was achieved via
anisotropic wet etching which produced a series of trenches with the thinnest part being the silicon
nitride (an effective silicon nitride window) [176, 177]. This process was used to create 9 silicon
nitride windows, 4 of which were used in this thesis as will be detailed later in this section (Si3N4
grids are also available from Ted Pella and Norcada). Before the diffusers were etched, gold was
used to cover the surface of the SizN4 grid (approximately 200nm thickness) to create a conductive
surface preventing the non-etched surface contributing to the electron beam. To regain access to
the SizN4windows the gold layer was milled out in 50pum diameter circles. The silicon nitride
windows were then processed into diffusers via Focused lon Beam etching which was performed
using the FEI Helios NanolLab 460F1 (which also removed the gold layer). The FEI Helios NanoLab
460F1 thinned the Si3N, window inside the gold aperture via ion milling (using gallium ions), such
that it incurred the desired phase map with a maximum delay of 2.35 radians whilst retaining a base
thickness of 50nm. The ion beam energy was 30keV. The ion beam current was 2.5nA for milling the
gold and 0.40nA for stream file patterning. The smaller ion beam current is used to produce a finer
probe size to improve the fabrication precision for the diffuser. The diffuser designs were given to
the FEI Helios NanolLab 460F1 via a stream file which detailed the dwell time as a function of the
position on the window. The required milling time to achieve a set thickness/phase delay of SigN,
was calibrated before the fabrication began, by milling calibration films using different ion beam
settings. A hole was then milled in the calibration films such that their phase delay could be
measured by off-axis holography. With these results the ion beam settings could be fine-tuned to
achieve the desired results. Details on how the FIB is calibrated to cause a set phase delay will be
reported in [178].

While the details of the FIB process given above are important, it is vital to state that the near field
electron ptychography diffusers can in principle be created by any FIB capable of etching silicon
nitride windows with a feature size less than 5um. For example, if a FIB system can etch its
associated university or business logo in an area of 50um in silicon nitride, that logo could then be
used as a diffuser for near field electron ptychography and still perform adequately for the purpose
of collecting phase images (for example in Robisch et al. [127] use a logo like design and achieve
reasonable phase images).
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4.3 Designs for the etched thickness profiles

There will now be a discussion on the form of the phase patterns used in these experiments. Near
field ptychographic diffusers are generally robust to the exact form of illumination, as can be seen by
comparing Figure 105 and Figure 49, which were reconstructed successfully along with their
corresponding specimens. Diffusers can also be highly structured, like the one used in figure 2 of
[127]. However, work by others on X-ray near-field ptychography has suggested that smaller speckle
sizes and high visibility in the collected diffraction patterns can lead to reconstructions with reduced
error values [132].

The diffusers designs used are shown in Figure 82. Many of the diffusers have sharp features such as
lettering and rectangles, which is primarily to act as a guide in the reconstruction process, since
these sharp features should be in focus and legible when the reconstruction parameters are
accurate. As discussed in the data collection section, the propagation distance of near field electron
ptychography diffraction condition is unknown until after the experiment. Where reference data are
used to estimate the propagation distance, this estimated propagation distance can then be quickly
judged by the sharp features of these diffusers. Diffuser 1 (Figure 82 a)) was designed to be a
combination of sharp features and large speckle-like features. Diffuser 2 (Figure 82 b)) was designed
to test the phase sensitivity of near field electron ptychography to a basic degree, as essentially it is
three separate designs layered on top of each other. Each layer was assigned 0.783 radians of phase
delay, and where the layers overlap their phase delays combine to a maximum of 2.35 radians.
Diffuser 3 (Figure 82 c)) was designed to mimic the kind of diffraction data that are obtained from X-
ray and optical diffusers (Sellotape and pieces of paper). Diffuser 4 (Figure 82 d)) is basically a non-
speckle diffuser, whose regular structure enables a simple test: confirming the maximum phase
delay matches to the design specification. These are likely not the optimal diffusers for near field
electron ptychography — which more likely contain a greater range of spatial frequencies - but they
cover a sufficient range to start testing whether near field electron ptychography is robust to the
form of illumination.

Designed Phase
of the Diffusers

Diffuser 1 Diffuser 2 Diffuser 3 Diffuser 4

o Phase (rad.) n

Figure 82: A figure showing the range of theoretical diffuser designs used to generate the stream files provided to the FIB
system described in section 4.2. a) combination of phase which causes typical speckle patterns whilst containing highly
structured features. b) a highly structured diffuser made up of three independent levels to enable basic test of phase
sensitivity. c) a diffuser designed to create a speckle pattern similar to those found in other modalities. d) A structured
diffuser with single repeating feature which enables comparison between the reconstructed and designed phase.
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4.4 Experimental details and diffuser mounting

The details of the experiment parameters and instrumentation were originally published in [179] but
are restated here. The microscope used to collect the near field electron ptychography data
displayed in this section of the thesis is the FEI Titan 80-300 STEM (a link to further microscope
details is provided: FEI Titan 80-300 STEM - er-c). It is also important to state that apart from setting
up the diffraction condition for near field electron ptychography, calibration and operation of the
TEM was performed by Peng-Han Lu of Julich Forschungszentrum. The microscope was operated as
a TEM in an altered diffraction mode, this altered diffraction mode allowed for defocused images of
both the diffuser and the specimen. This altered diffraction mode was achieved by changing the
strength of the diffraction lens, such that the microscope provided defocused images of the selected
area aperture plane instead of imaging the back focal plane of the objective lens. The acceleration
voltage of the electron gun was 300keV and the spot size of the illumination system was 3. The
convergence angle of the illumination was estimated to be of the order of 0.5mrad. The objective
lens magnification was 59 times, and the magnification of post objective lenses was measured using
the specimen (in this case the carbon grating replica) to be 402 times. A Gatan image filter (Tridiem
866 ER) was utilised to obtain the energy filtered datasets (Sections 4.5, 4.6, 4.7 and 4.11 have
datasets which were energy filtered). Unless stated overwise, the energy filter slit width used when
energy filtering was 20eV. All diffraction patterns were collected using the Gatan Ultrascan CCD,
which has a pixel size of 14um. The detector was set to binning 2 during the experiments and the
exposure time for all experiments was 0.5 seconds unless stated otherwise. For all experiments
apart from those documented in subsection 4.13, the camera length displayed by DigitalMicrograph
was 0.48m. The specimen was scanned with respect to the diffuser via the use of the FEI
CompuStage motorised positioning stage, and the stage was controlled by the scripts outlined in
Section 3.

The selected area aperture holder of the FEI Titan 80-300 STEM has four individual exchangeable
aperture holders, each is 3 mm in diameter. In order to insert the diffuser into the selected area
aperture plane the column was vented so that the holder could be removed. Then one of the
existing apertures was replaced with the fabricated diffusers, after which the aperture holder was
inserted back into the microscope. In order to restore the vacuum to the column, the air was pump
out of the column for a few hours. The microscope was then left overnight and the experiments
began the next day. The diffuser which was used throughout this section was diffuser 3 in Figure 82
c), other diffusers were used during the initial calibration of near field electron ptychography as their
strong features assisted in the determination of the propagation distance.

4.5 Minimum diffraction pattern experiment

The first experiment performed with near field electron ptychography was to explore the minimum
number of diffraction patterns required to obtain accurate phase images. The minimum number of
diffraction patterns required to constrain the phase problem in X-ray and optical near field
ptychography has been found to be 16 (or even 6 diffraction patterns in the optical case [125]) [79].
Therefore, the results of this experiment can easily be compared to other forms of near field
ptychography. This experiment is also designed to inform any future user of the minimum amount of
time that is required to collect a reasonable dataset.

The experiment consisted of generating square scan patterns of increasing size, starting at a two by
two scan and ending in a five by five scan. The step size used in this experiment was 100nm. As the
effective diffuser diameter at the specimen was 870nm, the overlap between adjacent diffraction
patterns was calculated to be 88.5% ((870 - 100 / 870)*100). The diffraction patterns in this
experiment were energy filtered to reduce the noise from inelastic scattering, and the energy slit
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used had a width of 20eV (electron volts). As an additional step in the investigation, the
reconstruction process was carried out again, this time using the probe reconstruction from the
largest dataset to initialise the reconstruction of all the other datasets. This was done to see if the
minimum number of diffraction patterns could be reduced by knowing the probe reconstruction
beforehand.

Other settings in these experiments were as follows: the exposure time of the camera was 0.5 seconds.
The camera length displayed by DigitalMicrograph was 0.48m, and the propagation distance used in
the reconstruction was found to be 0.815m. The de-magnified camera dimensions at the diffuser
plane were 72.17um by 72.17um for a 1024 by 1024 (binning 2) pixel detector, and acceleration
voltage was 300keV corresponding to a wavelength of 1.97pm. The objective lens magnification was
59 times. This leads to a pixel size of 1.19nm. The pixel size was confirmed to be 1.18nm when using
the diffraction grating replica of the large field of view experiment (see section 4.8). The pixel size
provided by the large field of view measurement is used through all experiments that share this
diffraction condition. The datasets were processed with an altered version of the rPIE code mentioned
in 1.24, until their error values stagnated at a minimum value. The alterations made to the rPIE code
can be found in the supplemental material [94].
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Figure 83: a figure showing how the reconstruction quality varies as the number of diffraction patterns is varied. a-b) 4
diffraction patterns, c-d) 9 diffraction patterns, e-f) 16 diffraction patterns, g-h) 25 diffraction patterns. The colour bars at
the bottom of the columns convert the greyscale into an arbitrary modulus and radians respectively.
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Figure 84: A figure showing how the reconstruction quality varies as a function of diffraction pattern number, in the case
where a reconstructed probe was provided to the reconstruction algorithm, reducing the number of unknowns. a), c), e),
and g) are the magnitude reconstructions as the diffraction pattern number varies. b), d), f), h) are the phase
reconstructions as the diffraction number changes. The scale bars in the magnitude reconstructions incidate 100nm. The
colour bars at the bottom of the colunms convert the greyscale into an arbitrary modulus and radians respectively.

Figure 83 shows the results from investigating the minimum number of diffraction patterns where
the reconstruction algorithm had to recover both the specimen and the illumination function. The
minimum number of diffraction patterns needed in order to constrain the phase problem was found
to be 16 diffraction patterns, in line with results from previous X-ray and optical experiments [79,
125]. This can be seen when comparing Figure 83 d) to Figure 83 f), as the strong phase of the latex
sphere in f) is comparatively weaker in d), such that it is similar to the carbon grating replica and the
phase wraps are unresolved.

To assess the phase accuracy of these reconstructions in a more quantitative manner, the mean
inner potential of each of the latex spheres was calculated in the way outlined in section 3.7. The
values calculated by this process can be found in Table 4 through Table 6. On average the mean
inner potential of the latex spheres was 8.45+0.39V for the 16 diffraction patterns and 8.54+0.35V
for 25 diffraction patterns.
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The latex sphere number in Table 4 through Table 6 refers to the numbered latex spheres presented
in Figure 85 a). Due to the nature of the experiment not every latex sphere is imaged, as the field of
view shrinks as the number of diffraction patterns is reduced. Figure 85 also includes the radial
average of the latex sphere phase plotted with a grey area which represents a perfect sphere. The
axes are normalised as the latex spheres vary in size. Figure 85 b) suggests that near field electron
ptychography has obtained quantitative phase information, as the phase matches closely to the
normalised perfect sphere for most of the plot. The largest deviations occur at the start and end of
the plot shown in Figure 85 b). The deviations at the start of the plot are in part due to the low
number of data points in the radial average and the diffraction grating replica influencing the phase
changes as the phase of the latex spheres changes slowly near their centre. The deviations at the
end of the plot occur due to the manually selected centre of the latex sphere being off centre from
its true value, and therefore the final values may be affected by the phase of the carbon diffraction
grating replica being included in the radial average.

Results from the second experiment suggest that using a probe reconstruction from another dataset
to initialise the probe does reduce the number of diffraction patterns required to retrieve an
accurate phase of the specimen. This can be seen by inspection of Figure 84, as the reconstruction
using 9 diffraction patterns has improved in quality compared to the case where the probe is
unknown. Furthermore, the mean inner potential of the latex spheres was measured and found to
match other measured values. The measured mean inner potential of the 9 diffraction pattern
reconstruction was found to be 8.43+0.39V. Apart from illustrating that a reduced number of
diffraction patterns is required to recover the phase of the specimen, there are few differences
between Figure 83 and Figure 84. This lack of difference suggests that the only benefit of providing
the diffuser to the reconstruction algorithm is an increase in the rate at which the reconstruction
converges to a solution, when there are enough diffraction patterns.

Latex
Latex Mean Sphere
Sphere | Inner Radius
Number | Potential | (nm)
1 8.56 | 114.35
2 8.70 | 117.60
3 8.37 | 115.18
4 9.22 | 115.89
5 8.61 | 114.61
6 8.16 | 115.64
7 8.02 | 115.64
8 8.60 115.75

Table 4: a table showing latex sphere number, mean inner potential and measured latex sphere radius from a near field
electron ptychography dataset with 25 diffraction patterns. Note that the pixel size is 1.18nm for this experiment.
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Latex
Latex Mean Sphere
Sphere | Inner Radius
Number | Potential | (nm)
1 8.78 115.16
2 8.42 | 119.07
3 9.05 118.11
4 9.41 | 118.90
5 8.47 | 116.76
6 8.16 | 118.10
7 8.04 | 117.18
8 9.06 | 118.56

Table 5: a table showing latex sphere number, mean inner potential and measured latex sphere radius from a near field
electron ptychography dataset with 16 diffraction patterns

Latex
Latex Mean Sphere
Sphere | Inner Radius
Number | Potential | (nm)
2 8.66 | 121.18
3 8.60 | 117.19
4 8.71| 116.32
5 8.68 | 116.88
7 7.74 | 116.18

Table 6: a table showing latex sphere number, mean inner potential and measured latex sphere radius from a near field
electron ptychography dataset with 9 diffraction patterns

Modelled Thickness
Latex Sphere 1
Latex Sphere 2
Latex Sphere 3
Latex Sphere 4
Latex Sphere 5
Latex Sphere 6
Latex Sphere 7
Latex Sphere 8
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Figure 85: a) The unwrapped phase of Figure 84 h) with latex spheres numbered. The mean inner potential of the latex was
measured for each of these spheres and the results averaged to give the statistics listed in the main text. The scale bar is
100 nm. The colour bar at the bottom of the figure converts the greyscale image into unwrapped phase in terms of radians.
The sign of the unwrapped phase in a) was inverted to obtain a positive mean inner potential. b) shows the radially
averaged phase of the numbered latex sphere fitted to a normalised modelled thickness in order to demonstrate the quality
of the fitted curves. The data used in b) come from Figure 84 h) via the process described in Section 3.7 [179].
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Figure 86: a figure showing the magnitude a) and phase b) of the reconstructed diffuser from the 25 diffraction pattern
dataset. The diffuser shown here corresponds to the diffuser design shown in Figure 82 c). The colour bar under a) converts
the greyscale of a) into a normalised unitless magnitude. The colour bar under b) converts the greyscale of b) into phase in

terms of radians. The scale bar in b) indicates a distance of 10um in the selected area aperture plane.

Figure 86 shows the diffuser reconstruction obtained from the 25 diffraction pattern dataset. The
diffuser shown in Figure 86 was also used to help reduce the number of unknowns when
reconstructing the 9 diffraction pattern dataset. The diffuser used in this experiment was diffuser 3
and this diffuser reconstruction closely matches the diffuser design shown in Figure 82 c), apart from
the strong phase features at the edges of the aperture, which will be discussed in more detail in
Section 4.11.

The fact that near field electron ptychography has been able to successfully measure the mean inner
potential of latex spheres is an important first step, as in the past other phase imaging methods have
struggled to obtain consistent mean inner potential values for various materials. The mean inner
potential obtained via off-axis holography has on occasion been inconsistent, for example the
measurement of the mean inner potential of zinc oxide [165]. The inconsistencies experienced are
often due to the incorrect determination of the thickness of the specimen, which can be performed
via EELS (Electron Energy Loss Spectroscopy), analys