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Abstract
Obtaining cost competitiveness is the major challenge facing ocean wave energy technology.

Reducing the structural cost of wave energy converters (WEC) and improving energy capture

are two ways to decrease its levelised cost of energy (LCOE). This research aims to contribute

to the second route by enhancing energy capture using an advanced control strategy tailored

for WEC applications to optimise their power performance.

In this study, a moving window blocking technique is proposed for reducing the size

of the optimal control problem (OCP) arising at each time step. Using a Moving Window

Blocking (MWB) technique reduces the number of decision variables, thereby reducing the

time required to solve each OCP. Through numerical simulations, the advantages of the

MWB-model predictive controller are demonstrated.

Moving to advanced energy-maximising control strategies, a non-linear model predictive

control (NMPC) approach based on the real-time iteration (RTI) scheme is introduced to

maximise the energy recovered from the ocean waves. The proposed controller incorporates

the e�ciency of the Power Take-O� (PTO) system when solving the optimal control problem

at each time step. This controller di�erentiates from others in that it does not require o�ine

computations to solve the non-linear programming problem that arises from incorporating

the PTO’s e�ciency into the optimal control problem.

Numerical simulations of the proposed RTI-NMPC controller indicate that the RTI-NMPC

approach can signi�cantly improve wave energy converter performance. The proposed

controller outperformed the other two controllers used for comparison, i.e., a resistive

controller and linear MPC while keeping the amount of power "borrowed" from the grid

to a bare minimum. The proposed RTI-NMPC strategy is later evaluated using a Kalman

�lter paired with a random-walk model to estimate the wave excitation force and a linear

autoregressive (AR) model to forecast the wave excitation force over the prediction horizon

where similar results are obtained.

A further contribution of this research is the derivation of a computationally e�cient

algorithm $(#2) for "only-output" cost functions. For large prediction horizons, the algorithm
$(#2) signi�cantly reduces the time required to calculate the hessian, which is the primary

time driver in solving an optimal control problem numerically.
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Over the next several decades, there will be an increase in the number of countries making

commitments to attain net-zero emissions. However, even if all of the pledges made by

governments are ful�lled, those e�orts will not be enough compared with what is required to

steer global energy-related carbon dioxide emissions to net-zero by 2050 and give the world

a fair chance of keeping the global temperature rise to 1.5 °C [1]. Another global concern

is that the current energy demand is met by burning fossil fuels. The International Energy

Agency has projected an increase in global energy demand for the next decades [2]. Between

the worldwide energy demand and carbon reduction commitments, there is a growing divide

between rhetoric and action [3], and achieving carbon neutrality will need a massive reform

of the energy sector, involving additional technological and non-technical measures.

Renewable energy forms a vital part of any viable solution to substitute fossil fuels. It

has grown exponentially recently, particularly in solar photovoltaic (PV), hydropower, and

wind energy. Besides the global interest, renewable energies o�er a more diverse energy

matrix, guaranteeing the energy supply and reducing the country’s fossil-fuel dependence.

Furthermore, ocean wave energy, a relatively untapped renewable energy resource, has

tremendous potential in bridging the gap between the rhetoric of carbon neutrality and

growing energy demand, among other renewable energy alternatives.

The theoretical estimate of global wave power is around 32 000 TWh/year [4]. However,
the precise �gure for the global estimate of wave energy remains a point of contention [4]. In

terms of extractable resources, excluding locations with wave power levels less than 5 kW/m,

the global gross resource is about 3.0 TW [5], whereas in the coastal areas the average wave

power is estimated to be around 2.11 ± 0.05 TW [6].

In comparison to other renewable energy resources, particularly solar photovoltaic and

wind energy, wave energy has various advantages: a) ocean wave energy is one of the most

concentrated renewable energy sources1; b) wave power has high availability, up to 90 %,

compared to wind and solar power, which are typically available at a rate of 20 % to 30 % [8];

c) wave energy technology has a negligible environmental impact [9, 10]; d) wave energy

production may also be used with existing wind or solar power facilities to help smooth power

output [11–16]; e) wave power is more predictable [17, 18], allowing for greater �exibility in

managing and planning regional or national energy systems.

However, despite the immense potential of wave power, the installed capacity of wave

energy is only around 2.3 MW [19], and current wave energy projects are primarily focused

on research and demonstration with many small-scale devices. Wave energy technology is

1from 2 kW/m2 to 3 kW/m2, compared to solar energy: ≈ 0.2 kW/m2 or wind energy: ≈ 0.5 kW/m2 [7].
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still in its infancy compared to wind or solar, with no fully commercial-scale wave energy

converter (WEC) farm in operation, despite developing numerous WEC prototypes and �led

patents [20].

1.1. Challenges of Wave Energy Systems

Despite the apparent bene�ts of ocean wave energy, large-scale wave energy converters

(WECs) implementation has been hindered by several technological and non-technical

challenges. Although far from exhaustive, some of the signi�cant di�culties wave energy

converters face are:

a) the conversion of variable oscillatory wave energy input (from low-frequency, i.e.,

0.1 Hz oscillating motion and large forces 1 MN) into clean electrical output [21, 22]. This

requires highly reliable structures and power take-o� (PTO) systems and, consequently,

high capital expenditure (CapEx) [22];

b) due to the nature of the o�shore environment where WECs are to be deployed, the

operating expenditure (OpEx), which includes the costs for installation, operating, and

maintenance, is relatively large [22];

c) due to the large variability of the wave power resource, there are a large number of

WEC concepts with no obvious convergence towards a single design, as it has been

observed for other renewable technologies such as wind energy. Consequently, the

research and development (R&D) and commercialisation e�orts are diluted [23];

d) WECs should be able to operate (e�ciently) on normal sea state conditions but also

withstand extreme sea state weather, in which the exerted peak forces can be up to

100 times the average forces [24]. This present structural engineering challenges, as

well as economic challenges. This is because, while the average occurring waves

produce the energy output of the WEC, the device must be designed considering

structural integrity, survivability and longevity according to the most extreme expected

sea conditions [23];

e) at the moment, WEC technology is considered as not mature, with a high degree of

uncertainty and risk that requires signi�cant initial capital. All these factors discourage

private investors [22], and
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f) real sea states waves are irregular in nature, which causes another challenge for

extracting energy from these waves. The high randomness in amplitude, phase and

wave direction makes it challenging to optimise device e�ciency over the entire range

of excitation frequencies [25].

This work aims to overcome some technical challenges related to maintaining e�ciency

over the range of working frequencies through advanced control strategies.

1.2. Research Aim

Based on the challenges mentioned above of wave energy systems and in the literature

review presented in Chapter 3, the prime aim of this project has been to improve wave energy

extraction from single-body heaving wave energy converters (WEC); to reduce countries’

energy matrix’s reliance on fossil fuels, to contribute to the supply of (ever-growing) electric

energy through the incorporating renewable energy sources, and reach the economically

feasible levels for commercially implementation of wave energy converters.

1.3. Research Objectives

The project’s overarching aim will be accomplished through the following list of objectives:

a) De�ne a hydrodynamic model of a point absorber wave energy converter for

testing and validating proposed control strategies.

b) Review control strategies proposed to date for the control wave energy converters

of the point absorber type to evaluate their properties and possible shortcomings.

c) Propose and implement in simulations a control strategy able to improve the

extracted wave energy from a point absorber WEC, estimating the current excitation

wave force and considering prediction for excitation wave force.

d) Propose and implement in simulations a robust control strategy for wave energy

converters capable of coping with uncertainties in the short-term prediction of the

incoming excitation wave forces.

4 Chapter 1: Introduction



1.4. Research Contributions

The prime contributions gathered throughout the development of this project are summarised

below:

a) The primary contribution of the project is the development and implementation

of a detailed Non-linear model predictive control (NMPC) approach based on

the real-time iteration (RTI) scheme that considers the power take-o� system’s

e�ciency. Computer simulations con�rm that the proposed control strategy can

signi�cantly improve the performance of the wave energy converter. In addition,

the proposed RTI-NMPC can solve the non-linear optimal control problem in real

time with sample times of the order of 10 ms.

b) A further contribution is the proposal and implementation of a model predictive

control coupled with a moving blocking approach to reduce the number of decision

variables used in the input parameterisation to minimise the time required to solve

the optimal control problem at each sampling time.

c) Finally, a parallel contribution of this project is the derivation of a

condensing algorithm $(#2) for “output-only” cost functions required to improve

computational e�ciency.

1.5. Dissertation Outline

This dissertation is presented as a hybrid between a chapter-wise and a paper-wise

dissertation. A brief description of each chapter is given below:

• For the reader who is unfamiliar with the topic of wave energy converter (WEC)

systems, Chapter 2 serves as a stand alone introduction to the �eld. Classi�cation

of the devices and the mathematical model for a type of wave energy converter

known as point absorbers are provided. The chapter concludes with a review of

the power take-o� systems typically used in wave energy converters.

• Chapter 3 o�ers a detailed literature review of the most relevant control strategies

in wave energy converter literature.

• Chapter 4 provides an overview of the published paper contributions.
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• The dissertation is concluded with Chapter 5 summarising the main �ndings

gathered during the project’s development and followed by suggestions on possible

directions for future work.

• The O�cial Version of each manuscript written within this project is included in the

appendices. These papers are:

Paper 1 Model Predictive Control for Wave Energy Converters: A Moving Window

Blocking Approach (Published).

Paper 2 E�ciency-aware non-linear model-predictive control with real-time

iteration scheme for wave energy converters (Published)

Paper 3 Non-linear Model Predictive Control based on Real-Time Iteration Scheme

for Wave Energy Converters using WEC-Sim. (Published).
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2.1. Wave energy converters: Overview

The International Renewable Energy Agency, in its 2020 report, Innovation outlook: Ocean

energy technologies de�ned wave energy converters as [19]:

"Wave energy converters are devices that harvest the energy contained in ocean

waves and use it to generate electricity. When the wind blows over the ocean, it

transmits some of its kinetic energy to the ocean’s surface, creating wave energy,

a form of energy that contains both kinetic and gravitational potential energy.

Wave energy converters can be conceptualised to absorb either the kinetic energy,

mainly through moving bodies, the potential energy, through overtopping devices

or attenuators or both, through, for example, point absorbers"

Although this de�nition implies that the input to the system is ocean energy and the output

is electric energy (other uses include desalination and hydrogen production), no information

is provided regarding the technologies that may be utilised throughout the energy conversion

process. This is because WEC concepts di�er, with over a thousand devices reported [8, 26,

27]. As commented in Section 1.1, the large number of concepts makes it challenging to

develop a single categorisation method for all potential WEC systems.

Several authors have proposed classifying WECs based on their horizontal extension and

orientation, deployment location (water depth), working principles of the primary capture

system, and the secondary conversion system (the power take-o� (PTO) system) [8, 23, 25,

27–31].

Similar to the classi�cation described in [28] is the classi�cation adopted in this dissertation.

This categorisation of WECs is depicted in Figure 2.1.

Wave Energy Converters

Orientation Location Working principle Power take-off system

Attenuator

Terminator

Point absorber

On-shore

Near-shore

Off-shore

Overtopping

Oscillating water
column (OWC)

Wave activated
body (WAB)

Hydraulic tystem

Turbines transfer
(air or hydro)

Direct drive systems
(mechanical or electrical)

Figure 2.1.: Classi�cation of Wave energy converters
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The proposed classi�cation by orientation, location and working principle is brie�y

commented on in the following lines. Classi�cation by PTO systems is detailed in Section 2.4.

By orientation:

According to the orientation of the device concerning the incoming ocean wave (see

Figure 2.2), WECs can be classi�ed as [8, 30]:

Attenuator: this is a �oating device, Typically a large structure, that "attenuates" the wave’s

amplitude. It operates parallel to the predominant wave direction and rides the waves. These

devices capture energy from the relative motion of two bodies or more as the wave passes

through.

Terminator: are similar to attenuators, with their structural orientation perpendicular to the

wave propagation direction. Physically intercepting / terminating waves, terminators are

generally located near shorelines.

Point Absorber (PA): This is one of the most common wave energy converters investigated

so far [20]. Compared with the incoming wavelength, PAs are small and can absorb energy

from any direction.

Figure 2.2.: Classi�cation of

wave energy converters based

on the device’s orientation

concerning the incoming ocean

wave. Extracted from [32]

By location:

Regarding the location, the classi�cation scheme indicates the water depth at which the device

is deployed. There are three types of converters within this category: onshore, nearshore

and o�shore devices. Some of the essential features of each one are [8]:
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Onshore devices: are situated at the coast and can be installed above the water (in

shallow), for example, integrated into a breakwater, dam or cli�. The main advantage of

these converters is their easy access for maintenance and installation. In addition, neither

anchoring devices nor lengthy sea cables are required to connect the WEC to the grid. On the

other side, waves carry less energy to the shoreline due to their interaction with the sea�oor

(see Figure 2.3). Also, environmental issues could potentially arise due to the reshaping of

the seashore [29–31].

Nearshore devices: are characterised for being deployed a few hundred metres o� the

coast in water depths between 10 to 30 metres. To avoid moorings, they o�en are designed

for resting on the sea�oor. However, the structure must be able to withstand the forces

caused by passing waves. Occasionally they are �oating constructions [29–31]. Additionally,

nearshore waves tend to be uni-direction (towards the coast), whereas o�shore waves tend

to be multi-direction, making them more challenging to harvest energy.

O�shore devices: or deep water (more than 40 metres) devices are farthest out from the

coast and are constructed in �oating or submerged structures anchored to the sea�oor 2.3.

However, due to the open sea, the device’s liability and survivability constitute a signi�cant

concern, and their structure must be able to withstand extremely heavy loads (usually in

the order of 10 times the loads of regular operation. Placing a wave energy converter in

deep waters increases the amount of energy that can be harvested since the energy content

of waves in deep water is more signi�cant (see Figure ) [24]). Contrary to onshore devices,

installation, maintenance and operational cost are higher, and in addition, long, costly marine

cables are utilised to transport electricity to the grid [29–31].

Offshore
(Deep water)

Nearshore
(Intermediate water)

Onshore
(Shallow water)

Offshore

Nearshore
Onshore

Maximum Average Exploitable

Wave power
Figure 2.3.: Classi�cation of

wave energy converters by site of

deployment. Redrawn from [33]
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By working principle:

As for the working principle of the primary capture system, WECs can be classi�ed as:

Oscillating water column (OCW): the fundamental principle consists of a partly submerged

concrete or steel structure. The water free surface inside the structure and the structure’s

walls generate an air chamber. The immersed section of the WEC is open to the action of

ocean waves. The oscillating motion of the internal free surface, produced by the incoming

waves, causes the trapped air to �ow through a self-rectifying, single-direction air turbine,

which drives an electrical generator [23].

Overtopping: commonly observed on shore, as part of wave breakers [23]. The reservoir,

placed above sea level, is re�lled by the incoming ocean waves. Later, the stored water’s

potential energy is used to drive hydro turbines coupled to electrical generators.

Figure 2.4.: Schematic

representation of oscillating

column water devices and

overtopping devices. Extracted

from [32]

Wave-activated body (WAB): Also referred to by other authors as oscillating body

systems [29]. In this group of devices, the absorber is moved by the active interaction with

the wave motion. WABs can �oat on the surface of the ocean or be submerged. Depending

on their design, they may have a single or several degrees of freedom concurrently.

Finally, it is important to mention that the aforementioned classi�cation are not mutually

exclusive.

2.2. Ocean wave modelling

Wave energy converters are generally designed to harvest energy from gravity waves.

Gravity waves are generated by the wind blowing over the ocean’s surface (which is also the

Section 2.2: Ocean wave modelling 11



Figure 2.5.: Examples of

wave-activated body devices

with their respective classi�cation

based on orientation. Extracted

from [34]

result of the di�erential heating of the ocean surface by solar energy) [35]. It is usual to divide

gravity waves into wind waves, generated by local winds, and swell waves, caused by winds

that have ceased to blow [35]. The characteristics of the generated waves are determined

by the amount of energy transferred, which depends on the wind speed, the duration and

the distance covered (fetch) [20]. Figure 2.6 illustrates the origin of ocean waves.

Capillary waves Gravity waves
Steepness: H/L > 1/7

Waves break

Wind

10 m1.73
cm

b) Capillary waves become gravity waves as their wavelength exceeds 1.73 cm. These wind-induced
gravity waves (wind waves) continue to grow as long as the wind above them exceeds their speed.

a) Wind forces acting on a capillary wave. A capillary wave interrupts
the smooth sea surface, deflecting surface wind upward, slowing it, and
causing some of the wind’s energy to be transferred into the water to
drive the capillary wave crest forward (point 1 ). The wind may eddy
briefly downwind of the tiny crest, creating a slight partial vacuum
there (-). Atmospheric pressure (+) pushes the trailing crest forward
(downwind) toward the trough (point 2 ), adding still more energy to
the water surface.

Wind

Sea surface
2

+ 1
Maximum wavelength

1.73 cm

c) If the wave’s steepness exceeds a 1 : 7 ratio and a 120°
angle, its top will be blown off to form a comber or whitecap.
In this case, wind energy is dissipated as heat and does not
contribute to the growth of the gravity wave.

120°

7 across

1 high

Figure 2.6.: Wind waves growth and progression. Redrawn from [36] with the same text as the original source.

In the �gure, wave speed refers to group velocity.

The mathematical models presented in this section to describe the underlying physic of

ocean waves focus on �rst-order waves, i.e., waves exhibiting linear behaviour. This wave
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theory is credited to the English mathematician Sir George Biddell Airy and is hence known

as Airy’s wave theory [37]. Even though it is restricted to waves with small wave height to

wavelength ratios, i.e., �F/!F � 1, Airy’s wave theory o�ers signi�cant insight into the

behaviour of ocean waves and, subsequently, of �oating bodies exposed to their in�uence.

Seabed

water depthh wave heightH
w

Crest

Trough

Free surface

wave length L
w

xwave propagation

z

y

Figure 2.7.: De�nition of wave

parameters over a sinusoidal

wave.

Remark: In Airy’s wave theory, it is assumed that the function characterising the �uid’s

free surface elevation, i.e., the elevation of the free surface from the still water level

(SWL), as seen in Figure 2.7, is analytic. This excludes automatically overturning or

breaking waves from this model (see Figure 2.8)

x

y
x1

η(x1, t)

(a)

x

y

η(x1, t)

(b)
Figure 2.8.: (a) Linear waves,

(b) Overturning (or breaking)

waves. For a speci�c location,

an analytical function determines

the free-surface elevation of the

wave, as in (a). While breaking

waves (b) cannot be described

by analytical functions. Redrawn

from [37]
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Regular waves

The simplest model to describe the �uid’s free surface elevation � at a �xed point in the

GH − plane is by a single frequency component $ ∈ R+, by which the free surface elevation

is represented as:

�(C) = �F

2 sin($ C + �$) (2.1)

where �< is the wave height (from crest to trough), $ stands for the particular frequency

being used for the wave in consideration, and � is the phase shi� associated with the spatial

location.

Even though the simplicity of regular waves e�ectively misrepresents an actual sea-state,

this sort of wave may be used to obtain �ndings of theoretical interest and gain critical insight

into the dynamics of a �oating body.

Irregular waves

Ocean waves are irregular, meaning their frequency and amplitude vary with time.

Alternative de�nitions based on a stochastic description of waves can be used to correct

the regular wave model’s inaccurate depiction of real ocean waves. The wave amplitude

spectrum is commonly used to characterise irregular waves [38]. The signi�cant wave height

�<0 and the peak wave period )? are typically the two variables used to de�ne the wave

spectrum of a speci�c sea condition/location.

For a speci�c irregular wave pro�le, the peak wave period )? is de�ned as the wave period

associated with the most energetic waves, and the signi�cant wave height �<0 is the average

wave height of the third-highest waves [39].

Through a frequency representation, these two parameters, i.e., )? and �<0, along with an

underlying assumption of the shape of the power spectral density (PSD) (($), stochastically
describe the behaviour of ocean waves at a speci�c place, may qualitatively de�ne the

pro�le of an irregular wave. The spectrum’s form is mainly site-dependent and may even

vary at the same location [32].

In ocean engineering, several wave spectrums are used to model wave elevations in

speci�c cases. For example, the Pierson–Moskowitz spectrum is typically used to model a

fully developed sea (It is when a constant wind has blown for a su�ciently long time over

a reasonably long fetch of the ocean); whereas the JONSWAP (Joint North Sea Wave Project)

spectra is used in situations where the fetch is limited [28]. Other typical wave spectra include
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Bretschneider, Scott, ISSC, Ochi-Hubble bi- modal, TMA and Mitsuyasu [40].

The wave spectrum used in this dissertation is the JONSWAP. The underlying PSD is given

as [41]:

(($) =
 62

$5 exp

[
−5

4
$4
?

$4

]
�0 (2.2)

where  is the intensity of the spectra, a constant that relates to the wind speed and fetch

length, typical values in the northern north sea are in the range of 0.0081 to 0.01; 6 is

the acceleration of gravity; $ is the wave frequency; $? is the peak wave-frequency; � is

the peak enhancement factor and 0 the exponent of the peak-shape parameter which is

computed as [41]:

0 = exp

[
−
($ − $?)2

2$2
?�2

]
� =

{
0.07 if $ ≤ $?
0.09 if $ > $?

Under the assumption of linear theory, the surface elevation �(C) of any irregular ocean

wave may be represented as the superposition of several harmonic waves with varying

amplitudes and phases [39]. This can be appreciated in Figure 2.9. The free surface elevation

�(C), which is the interface between the water and the air, is approximated about the still

water level (SWL) at a reference location using the following equation [42]:

�(C) =
#2∑
8=1

�8(C) =
#2∑
8=1

�8 sin($8 C + �8), �8 =
�8

2 =
√

2 (($8)Δ$8 (2.3)

where #2 is the number of regular wave components; �8 , $8 , �8 and �8 are the wave

height, angular frequency, phase and amplitude for the wave component 8; Δ$8 is the wave

angular frequency interval for component 8 and (($8) is the wave energy spectrum. Each

wave component’s wave height and angular frequencies are obtained from a given wave

spectrum.

Theoretically, an irregular wave consists of an unlimited number of linear waves, but,

in practice, 1000 monochromatic waves are considered good enough to represent an

irregular wave [42]. The values assigned to each wave component 8 are determined by the

representative’s wave distribution for the location and sea state in the study.

Figure 2.9 depicts an example of the JONSWAP spectrum for wave height �<0 = 2 m and

wave period )? = 6 s on the Frequency domain plane. The realisation of sine waves for four

speci�c frequencies is out of the Frequency domain plane. On the Time domain plane, the

approximation of an irregular wave pro�le realisation is presented. Important to remark that
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Figure 2.9.: Frequency domain plane depicts an example of the JONSWAP spectrum for wave height�<0 = 2 m,

wave period )? = 6 s. Out of the Frequency domain plane are the realisation of sine waves for

4 speci�c frequencies. On the Time domain plane the approximation of an irregular wave pro�le

realisation is presented. Important to remark that the wave pro�le realisation has been constructed

using 500 frequencies and not only the 4 frequencies shown.

the wave pro�le realisation has been constructed using 500 frequencies and not only the 4
frequencies shown.

2.3. Hydrodynamic modelling

As commented in Section 1.1, many di�erent wave energy conversion technologies are still

being pursued. Currently, oscillating water columns predominate in terms of deployments.

Nonetheless, oscillating bodies are expected to play a more signi�cant role based on the

projected wave energy capacity [19]. Therefore, the work developed within this project has

been focused on the latter, speci�cally on point absorbers.

Modelling the �rst stage of the energy conversion chain in wave energy converters is

a wave-body interaction topic. It requires knowledge of body dynamics and ocean waves

theory. Therefore, before modelling methods for the wave-body interaction are given, body

dynamics for the point absorber are presented.
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2.3.1 Point Absorber dynamics

The interaction between a �oating body and seawater allows for six degrees of freedom:

three rotations (pitch, roll, and yaw) and three translations (heave, surge and sway). This is

depicted in Figure 2.10.

yy

z

xx

(6) yaw

(4) roll

(5) pitch

(3) Heave

(2) Sway

(1) Surge

Incident wave
direction

Figure 2.10.:Modes of motion for

a rigid body: Surge (1), sway (2),

heave (3), roll (4), pitch (5) and

yaw (6).

Applying Newtons 2=3 law to the �oater, the motion of a point absorber WEC can be

described in general by the following equation:

" ¥�(C) = �ℎ(C) + �6(C) + �?C>(C) + �4GC(C) (2.4)

where " ∈ R6×6 is the generalised inertial matrix, � ∈ R6 is the displacement vector of

the �oater, relative to its hydrostatic equilibrium position, �ℎ is the hydrodynamic force, �6
is the gravity force, �?C>(C) is the force exerted by the power take-o� system (control input,

described in section 2.4), and �4GC group all possible external forces. This latter may include,

but is not limited to, mooring and other potentially non-linear forces, for example, end-stop

forces.

The generalised inertial matrix " includes the mass of the �oater, and the matrix � ∈ R3×3

for the corresponding moments of inertia for each rotational mode of the system; " is

computed as:

" = (< ⊗ I3) ⊕ � (2.5)

where < is the mass of the �oater, and I3 is the identity matrix of size 3.
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The hydrodynamic force �ℎ can be calculated by integrating the pressure ?(C) on the

immersed body surface (, written as:

�ℎ = −
∬
((C)

?(C)n d( (2.6)

where ?(C) is the pressure on an element d( on the buoy wetted surface, n is the vector

normal to the surface element d( and ( is the time-varying submerged wetted surface, see

Figure 2.11. Thus, the key to hydrodynamic modelling, though a nontrivial task, is to compute

the pressure ?(C) in the �uid surrounding the �oater.

xbody

PTO

p(t)

Obody

Oglobal

ζ

SWL

xglobal

zglobal

Figure 2.11.: Simpli�ed

representation of forces acting

on a generic wave energy

converter with 1-DOF: Heave.

2.3.2 Fluid dynamics

The �uid-structure interaction (FSI) can be modelled using the Navier-Stokes equations

(NSE). Solving NSE provides a detailed analysis of the FSI. However, NSEs cannot be solved

analytically, and computational �uid dynamics (CFD) methods are typically used to provide

a numerical solution [22].

Even though CFD provides high-accuracy solutions due to the inclusion of all non-linear

e�ects, its complexity and computational cost are signi�cant limitations. For example, CFD

methods require typically between 1 × 104 s and 1 × 105 s of computation (real) time for 1 s
of simulation time [22, 43, 44], depending on the set-up.
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It is common to assume an ideal �uid (incompressible, inviscid and irrotational) for a

practical and quicker solution. This allows the NSEs to be reduced to the Laplace and Bernoulli

equations, which may be solved using potential �ow theory (PFT) [45] (see Figure 2.12). With

the pressure ? obtained via CFD or PFT methods, the hydrodynamic force in Eq. (2.6) can be

computed.

∂ ρ
∂ t + ∇ · (ρ u) = 0

∂
∂t (ρ u)+∇· (ρ u⊗ u) = −∇p+µ∇2u+ρ g

Navier-Stokes equations

Computational fluid dynamics

∇2ϕ = 0
∂ϕ
∂t + (∇ϕ)2

2 + p
ρ + g ζ = C

Laplace and nonlinear
Bernoulli equations

∇2ϕ = 0
∂ϕ
∂t + p

ρ + g ζ = C

Laplace and linear
Bernoulli equationsρ = C

µ = 0
∇× u ≡ 0

H
λ ≪ 1

Model fidelity increase

Computational cost decrease

Figure 2.12.: Governing equations for CFD and PFT, and their relative accuracy and computation cost between

them. Adapted from [22].

Fully non-linear potential �ow (FNPF) theory may be utilised to solve the Laplace and

non-linear Bernoulli equations and compute the velocity potential function ) [46] under the

assumption that seawater is ideal. Therefore, the pressure may be determined by

? = −� 6 � − �
%)

%C
− �

��∇)��2
2 (2.7)

where � is the water density, 6 is the gravity, and � is the vertical body displacement.

Additionally, assuming the wave height is much smaller than the wavelength, and the

device displacement is small, the Laplace and linear Bernoulli equations can be solved using

linear potential �ow (LPF) theory. As a result, the total potential �ow can be broken down

into incident, di�racted and radiated potentials [42], as shown below:

) = ) 8=2 + ) 38 5 5 + ) A03 (2.8)

In general, numerical solutions based on boundary element methods (BEMs) approximate

the incident, di�racted and radiated potentials. Standard BEM solvers include WAMIT [47],

NEMOH[48], and AQWA [49] in the frequency domain, whilst ACHILD3D [50] solves in the

time domain.
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By substituting )8=2 , )38 5 5 and )A03 in equations (2.8) and (2.7), and omitting the quadratic

term in Eq. (2.7) [22], the pressure ? can be calculated, allowing for the calculation of the

hydrodynamic force in Eq. (2.6).

Further development of the preceding equations is based on the presentation given by [43].

From the combination of equations (2.6) - (2.8), the following hydrodynamic forces may be

derived:

• � � , BC(C) is the static Froude-Krylov force. This force represents the balance between the

gravity force and the force due to the static pressure (Archimedes force):

� � , BC(C) = �6 −
∬
((C)

� 6 �(C)n d( (2.9)

• � � , 3H(C) is the dynamic Froude-Krylov force:

� � , 3H(C) =
∬
((C)

[
�
%) 8=2

%C
+ �

��∇) 8=2(C)
��2

2

]
n d( (2.10)

• � 38 5 5 (C) is the di�raction force:

� 38 5 5 (C) =
∬
((C)

[
�
%) 38 5 5

%C
+ �

��∇) 38 5 5 (C)
��2

2

]
n d( (2.11)

• �A03(C) is the radiation force

� A03(C) =
∬
((C)

[
�
%) A03

%C
+ �

��∇) A03(C)
��2

2

]
n d( (2.12)

Using equations (2.9)-(2.12), Eq. (2.4) can then be re-written as:

" ¥�(C) = � � , BC(C) + � � , 3H(C) + � 38 5 5 (C) + � A03(C) + � ?C>(C) + � 4GC(C) (2.13)

The decomposition of the total potential �ow into the incident, di�racted and radiated

potentials allow a clear identi�cation of the individual forces’ contribution. Figure 2.13

depicts the forces acting on a single-point absorber WECs. Several signi�cant non-linear

terms appear when solving Eq. (2.4), among them: pressure forces integrated over the

instantaneous body wetted surface (creating geometric non-linearities). In Bernoulli’s

equation, Eq. (2.7): the quadratic terms and the non-linear incident potential �ow. For heaving

point absorbers, [51] claims that the quadratic terms in Eq. (2.7) can be neglected to consider

only linear waves, which cover the vast majority of waves in the power generation region.
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WEC

Mooring force

Sea bed

Power take-off force

Excitation force

Incident waves Diffracted waves

Damping force
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Radiated waves

Hydrostatic force

Viscous force

Sea water

Figure 2.13.: Individuals forces

acting on a single-point absorber

WECs. Adapted from [52]

From Eq. (2.13), several models can be derived, depending on the complexity,

computational time and accuracy desired. In the following subsections, as examples, two

models are detailed: Linear Model and the Non-linear restoring force model.

2.3.3 Linear Model

For linear models, the potential problem is linearised and computed around the equilibrium

position. Considering small displacements and mean wetted-surface (< , Eq. (2.4) is rewritten

as follows:

< ¥�(C) =
∫ ∞

−∞
 4G2(C − �)�(�) 3�︸                        ︷︷                        ︸
� 4G2=� � , 3H+� 38 5 5

+−�∞ ¥�(C) −
∫ ∞

−∞
 A03(C − �) ¤�(�) 3�︸                                        ︷︷                                        ︸
� A03

+

− ℎ �(C)︸    ︷︷    ︸
� � , BC

+� ?C>(C) + � 4GC(C), (2.14)

where �� , BC is described by the linear hydrostatic sti�ness  ℎ . The dynamic Froude-Krylov

(�� , 3H ) and di�raction forces (�38 5 5 ) are computed together as an excitation force �4G2

with a convolution of the excitation impulse response  4G2 with the undisturbed free surface

elevation � at the centre of the body; �A03 is the radiation force, represented by the sum

of the frequency-independent added mass �∞ and the convolution between the radiation

impulse response  A03 and the buoy velocity ¤�. The integrodi�erential Eq. (2.14) is known
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as Cummins’ equation [53]. In summary, and with the idea of having a "clean" view of the

system’s dynamics, Cummins’ equation is re-written as:

(" + �∞) ¥�(C) = − ℎ �(C) −  A03(C) ∗ ¤�(C) +  4G2(C) ∗ �(C) − � ?C>(C) + � 4GC(C), (2.15)

where the symbol ∗ stands for the convolution operator, and the convolution kernels  4G2 ,

 A03 and the frequency-independent added mass are computed using boundary element

methods (BEMs). BEMs are based on the potential theory, in which the potential �ow models

the velocity �ow as the gradient of the velocity potential [54]. Examples for BEMs solvers are

given in Section 2.3.2.

The integral term in the �A03 component from Eq. (2.14) is o�en substituted by a closed-form

(�nite-order) counterpart [55]. This replacement o�ers various advantages: �rst, the

integrodi�erential Eq. (2.14) is replaced by a higher-order di�erential equation, simplifying

its analysis; second, the resulting �nite-order dynamical system is faster to simulate; and

third, the closed-form dynamical equation may be utilised as a foundation for model-based

control design. Depending on how  A03(C) or  A03($) was obtained and the intended

(time/frequency domain) application of the �nite-order approximation, approximations may

be derived in either the time or frequency domain. The approximation may take the form of

a state-space model or transfer function, and in general, a linear approximation of  A03(C)
with an order from 4 to 10 is used [55, 56].

Remark: Excitation force as unmeasured disturbance Notice the excitation force,

� 4G2 =
∫ ∞
−∞  4G2(C − �)�(�) 3� =  4G2 ∗ �, where the symbol ∗ stands for the

convolution operator, does not depend on the internal variables describing the system

evolution (displacement, velocity or acceleration). Therefore, from the standpoint of

system dynamics, the excitation force may be viewed as an external input to the

system, and its dependence is limited to the free surface elevation �.

Remark: Internal stability of Cummins’ equation is guaranteed, in the Lyapunov

sense, for any physically meaningful parameters and impulse response function

 A03(C) involved. This claim is supported by the passivity property of radiation e�ects,

as shown in [42].
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2.3.4 Non-linear extension to the linear model

To enhance the linear model presented in Section 2.3.3, several studies have incorporated

additional terms into Cummins’ equation. The next paragraphs brie�y discuss the two

principal non-linear hydrodynamic e�ects investigated in the WEC control literature, restoring

force and viscous force [43].

Restoring force

The restoring force term in Cummins’ equation (Eq.(2.15)) is based on the assumption of a

constant cross-sectional area of the �oating body concerning the displacement of the body.

However, if this is not the case, the relationship between the restoring force and the body

displacement is e�ectively non-linear. If a more accurate description is desired, the static

Froude-Krylov force has to be evaluated using the instantaneous wetted surface (F [57].

The general procedure to this end is presented below. If (F? is the water-plane surface

whose area is �F? , a closed surface ( 2 can be formed as ( 2 = (F + (F? . Then, the static

Froude-Krylov force becomes:

� � , BC(C) = � 6 −
©«
∬
(2

� 6 �(C)n d( −
∬
(F?

� 6 �(C)n d(
ª®®¬ (2.16)

z

G x

z

x

Swp

Sw

G η(x = 0, t∗)
ζ(t∗)

t = 0 t = t∗

Figure 2.14.: Generic heaving device. On the le�: the body is at its hydrostatic equilibrium position, with the

centre of gravity � at the still water level ((,!). The free surface elevation � and the device

displacement � a�er a time C∗ are represented on the right. The submerged volume +BD1 is

enclosed by the wetted surface (F surrounds and the water-plane surface (F? . Redrawn from [43]
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Next, Eq. (2.16) can be simpli�ed by using Gauss’s divergence theorem to the integral over

the closed surface (2 [43]. By which, Eq. (2.16) becomes:

� � , BC(C) = �6 − (� 6 +BD1 − � 6 �(C)�F?) k̂ (2.17)

Here, the submerged volume +BD1 is enclosed by the wetted surface (F and the water plane

surface (F? , k̂ is the unit vector in the I − direction.

Because the computation of the wetted surface as a function of the vertical displacement

of the body is always possible, analytically or numerically, the non-linear restoring force

approach applies to any body shape.

Viscous force

As the �uid is considered inviscid in linear potential �ow models, viscous e�ects are not

considered in Cummin’s equation, Eq. (2.15). However, omitting these e�ects may result in

inaccurate modelling of the system dynamics, i.e., excessive displacement amplitudes and

velocities [58]. The most common way to improve Cummin’s equation concerning the viscous

e�ects is by adding terms to account for the viscous force [37]. Viscous forces are linear

or quadratic functions of the device’s velocity concerning the �uid [58]. In wave energy

applications, a quadratic relationship is typically assumed, and viscosity is modelled as an

additional Morison-like term, as illustrated in Eq (2.18):

� E( ¤� ) =
1
2 �� 3 � 3

¤� | ¤� | (2.18)

where � is the �uid density, � 3 is the viscous drag coe�cient, and � 3 is the characteristic

area of the device perpendicular to the �ow.

2.4. Power take-off systems

The Power Take-O� (PTO) system is the mechanism used to transform the energy absorbed

by the body into another more useful type of energy, usually electricity [35]. The selection

of a PTO system has a signi�cant impact on the overall e�ciency of the energy conversion

chain but also contributes to the physical properties of the WEC, such as mass, size and

dynamics [35].
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The wave energy literature has investigated many mechanisms for power take-o� systems.

Figure presents a schematic classi�cation of the PTO systems found in the WEC literature. The

PTO systems considered range from using transmissions based on hydraulics, mechanical

gears or magnetic gears to using direct drive solutions. Figure 2.15 presents a schematic

classi�cation of the PTO systems found in the WEC literature.

Piston Rectifier Accumulator Hydraulic
motor

Air chamber Air turbine

Accumulator Hydro turbine

Direct mechanical drive

Direct electrical drive

Advanced electric materials

Ocean
wave G

Rotary electric
generator

Power
Electronics

Grid

Fluid power

Mechanical power Electrical power

Figure 2.15.: General

classi�cation of the Power

Take-O� systems. Redrawn

from [35, 59]

A brief introduction to the classi�cations given in Figure 2.15 is presented in the following

sub-sections.

2.4.1 Hydraulic Systems

In the case of wave-activated bodies, such as point absorbers, attenuators and terminators,

the energy capture mechanism can not be directly coupled with conventional rotary electrical

generators, necessitating an intermediary mechanism.

Hydraulic systems such as PTO-mechanism are commonly encountered in the WECs

proposal designs since these types of systems can deal with large forces at low frequencies.

In contrast to standard hydraulic systems, the energy �ow is reversed in wave energy

harvesting, with the absorber oscillating energy into a hydraulic motor that drives an electrical

generator [35].

Figure 2.16 depicts a schematic hydraulic circuit used as a PTO system for wave energy

converters. As seen in Figure 2.16, the proposed hydraulic solution o�en incorporates gas

accumulators into the circuit, which can store energy over a few wave periods and smooth

out the irregular power absorbed from the waves [29].
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Figure 2.16.: Schematic

representation of hydraulic
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Redrawn from [30]

2.4.2 Air Turbines

Air turbines are driven by the �ow of air instead of water. This turbine type is primarily

employed in the oscillating water column (OWC) WECs [35]. The air turbine located at the

top of the OWC structure is driven by the pressure di�erential caused by the ocean waves

within the chamber.

The nature of the �ow through the turbine, which is reciprocating, random and highly

variable over several time scales ranging from a few seconds to yearly variations, [29] is the

main challenge for air turbines.

Since the mid-1970s, many types of self-rectifying turbines have been proposed. New

concepts are being explored to create a compelling and reliable air turbine for PTO systems.

Most o�en encountered in the literature on wave energy are [35]:

• Wells type turbines

• Impulse turbines

• Denniss-Auld turbines

Figure 2.17 shows a schematic representation of a self-rectifying Wells turbine, the most

common type of air turbine in the OWCs literature.
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2.4.3 Hydro Turbines

Hydro-turbines technology is well established and has been utilised for decades in

hydroelectric power plants, o�en with high e�ciencies (� > 90%) [35]. Hydro turbines

are linked directly to an electrical generator. Typically, hydro-turbines are employed in

overtopping WECs and hydraulic power take-o� systems using seawater as �uid [8].

One of the key bene�ts of employing seawater turbines is that no environmental issues

are caused by �uid leakage. On the other hand, one of the downsides is that seawater is a

�uid with �uctuating composition and typically with uncertain components [30].

Figure 2.18 shows a schematic representation of a Kaplan turbine, o�en utilised in

overtopping devices.

2.4.4 Direct Mechanical Drive Systems

The energy captured by the absorber can be transferred directly to a rotating electrical

generator through direct mechanical drivers [35]. Frequently, designs include a device for

rectifying the bi-directional motion of the absorber to prevent the generator from continually

reversing its spin direction. Direct mechanical transmissions include gearboxes, pulleys,

cables to ratchets and rack and pinion devices. Figure is a schematic illustration of a direct

mechanical drive system.
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One of the bene�ts of this type of PTO system is its typically high e�ciency, as fewer

energy conversion stages are required [35]. On the other hand, one of the issues of direct

mechanical drives is the power variations caused by the non-uniform oscillation of the

absorber.

Ocean waves

Heaving buoy

Mechanical
conversion
system

G
Rotary
electrical
generator

Figure 2.19.: Schematic direct

mechanical drive PTO system.

Adapted from [35]

2.4.5 Direct Electrical Drive Systems

The absorber is directly coupled to the linear electrical generator moving part in direct

electrical drive PTO systems. The architecture of a permanent magnet linear generator for

direct electrical driving systems is shown in Figure 2.20.
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Redrawn from [30]

The basic concept idea of a linear electrical generator is to have a translator (what would

be the rotor in a rotary machine) on which magnets with alternating polarity are installed

and directly coupled to a heaving buoy, with the stator containing windings installed in a

relative stationary framework ( connected to a drag plate, large inertia, or �xed to the ocean

bed) [30].

The direct electrical drive PTO alternative enables the direct transfer of mechanical energy

into electrical energy, making the system highly e�cient and more straightforward than

hydraulic systems. However, one of the disadvantages of this PTO solution is the necessity

for electronics to rectify the output signal to satisfy the voltage and frequency standards

before connecting the system to the grid [35].
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Wave energy systems typically require two controllers: a primary controller for the power

take-o� (PTO) system, that maximise energy harvesting and determines the optimal set

points for device velocity or PTO force, and the secondary controller for the grid power

converters connected to the electric generator, that regulates the voltage, current, and

frequency to ensure grid integration. A schematic representation of these two controllers

is depicted in Figure 3.1. The former, namely research on optimal controllers for the primary

stage of energy conversion in WECs, is what this dissertation aims to contribute. Therefore

the literature review studied and presented in this chapter focus on control strategies for

the primary conversion of WECs. The reasons behind this are twofold: �rst, the ocean

wave energy community is aware [61–64] that optimal controllers can lower the levelised

cost of energy (LCOE), thereby making ocean wave energy more attractive to investors

and more price-competitive relative to other forms of renewable energy, and second, the

design of an energy-maximising controller for WECs does not �t the ’traditional’ control

problem, i.e., tracking/regulating. As a result, o�-the-shelf control strategies cannot be directly

implemented as controllers for WECs.

Levelised cost of energy (LCOE): (dollars per unit energy; here, $/kWh) may be

de�ned as the quotient of total capital and operational expenditures of wave energy

generation to the amount of energy generated over the system’s lifetime [62]

///

Ocean wave WEC

Actuator

Buoy

High pressure
accumulator

Low pressure
accumulator

Hydraulic
motor

GCheck valves

Hydraulic PTO Electric Generator

Primary Controller

(fpto, v(t), J )

Electrical system

Secondary Controller

(V, I,Hz, P,Q)

Grid

Figure 3.1.: Schematic representation of controllers for OWE converters.

Depending on the nature of the primary controllers, these can be considered passive or

active controllers. A passive controller infers a purely resistive control strategy characterised

by a unidirectional energy �ow. On the other side, using a bidirectional energy �ow, active

controllers feed back energy into the PTO for an (ideally) small fraction of the wave cycle

to increase the absorbed energy from the ocean waves. The following sections will give

examples for both types, passive and active controllers.
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3.1. Primary Controllers: Function

Recall from Section 2.3.3 that the dynamics of a WEC, under potential �ow theory, can be

modelled by the well-known Cummins’ equation, Eq. (2.15), shown below for convenience:

(" + �∞) ¥�(C) = − ℎ �(C) −  A03(C) ∗ ¤�(C) +  4G2(C) ∗ �(C) − �?C>(C) + �4GC(C).

As discussed in Section 2.3.3, the excitation force �4G2 in the above equation is independent

of the internal variables that describe the system’s evolution (displacement, velocity or

acceleration). Therefore, from a system dynamics perspective, the excitation force can

be considered an external input to the system (over which the primary controller has no

in�uence), and its dependency is restricted to the free surface elevation �(C). The two other

terms to study from Cummins’ equation are the external forces �4GC and the PTO force �?C> ,

which will be covered in the following paragraphs.

External forces, o�en combined under the term �4GC and may include mooring forces,

non-linear forces as extensions to Cummins’ equations such as viscous forces or restoring

forces, are almost always expressed as functions of the state vector of the system

(displacement, velocity, See Section 2.3.4). Again, the primary controller does not directly

determine these external forces’ magnitude.

According to the above analysis, the only independent force over which the primary

controller has a direct in�uence is the PTO force. Therefore, we are able now to state the

function of the primary controller: Determine the optimal behaviour for the PTO force to

optimise the operation of the ocean wave energy (OWE) device, which includes maximising

the absorbed energy while converting it as e�ciently as possible to minimise the cost of

the delivered energy, preserving the structural integrity of the device, reducing wear on the

device components and operating in a broad range of sea states.

Having de�ned the main function of a WEC’s primary controller, the following sections

examine control strategies that strive to achieve the aforementioned primary controller’s

function.

3.2. Optimal unconstrained control law:

Impedance-matching principle

To date, a wide range of control strategies for OWE converters is available in the literature.

The �rst ideas for maximising the amount of absorbed energy date back to the 1970’s, when
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Kjell Budal and Johannes Falnes [65–67], and David Evans [68] presented their control laws

in separate publications on the analysis of the system dynamics in the frequency domain.

For simplicity of presentation, a WEC oscillating in only one mode, for instance, heave

or pitch (Recalled modes of oscillation from Figure 2.10), is considered for the remainder of

the dissertation. Also, this analysis does not consider external forces such as mooring or

end-stop forces. In the following paragraphs, a brief derivation of the impedance matching

principle for OWE converters is provided; interested readers can �nd the full development of

this principle in [37, 42, 55].

Now, consider Cummins’ equation, Eq. (2.15), applying the Fourier transform and rewriting

it as a force-to-velocity model; Cummins’ equation in the frequency domain is given by:

+($) = 1
/8=C($)

[
�4G2($) − �?C>($)

]
, (3.1)

where +($) is the Fourier transform of the device velocity, E(C) = ¤�(C); �4G2($) and �?C>($)
are the Fourier transforms of the excitation force �4G2(C) and PTO force �?C>(C), respectively.
/8=C($) is termed the intrinsic mechanical impedance of the OWE converter, de�ned as:

/8=C($) = �A03($) + 9$

[
" + �A03($) −

 ℎ

$2

]
, (3.2)

where �A03($) is the radiation resistance, �A03($) is the frequency-dependent added mass,

o�en replaced by its high-frequency asymptote �∞ [55].

Regarding the PTO force, it is commonly modelled as the combination of linear terms

opposing the motion of the WEC [35], where the force comprises a term proportional to the

WEC velocity and another term proportional to the WEC displacement. The mathematical

expression is as follows:

� ?C>(C) = � ?C>
¤�(C) + : ?C> �(C), (3.3)

where � ?C> and : ?C> are the so-called damping coe�cient and spring coe�cient of the PTO

system, the �rst term on the right-hand-side of Eq. (3.3) refers to a resistive or dissipative

e�ect. It is directly linked with the capacity of the WEC to harvest OWE [35]. The second

term refers to a reactive force proportional to displacement, which models the reactive e�ect

associated with the energy transfer between the PTO system and the moving element of the

WEC. The reactive power is proportional to the di�erence between the maximum value of

kinetic and potential energy. Ultimately, because the time-averaged reactive power is zero,

the reactive-force term does not a�ect the absorbed power [35].
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Equations (2.15) and (3.1) can be represented as a simple mechanical oscillator in

the form of a mass–spring–damper system or its analogue in the electrical domain, as

shown in Figure 3.2. This equivalent representation allows the derivation of conditions for

unconstrained optimal energy absorption if system constraints are ignored for the time being.

WEC device (Zint)

PTO System
(Zpto)

Excitation
force
Fexc e : voltage

I : current

Mechanical
damping

R

Mass +
added mass

L

1
Spring stiffness

C

Lpto

Rpto

buoy velocity
v

PTO force
Fpto

(0)

1
Zint

Zpto

Fexc
V

−

Fpto

(1)

Figure 3.2.: Equivalent representation of an OWE converter dynamics by (0) electrical circuit (redrawn from

[21]). (1) Closed loop for the complex-conjugate control

From the electrical equivalent representation depicted in Figure 3.2(a), the PTO force

can be regarded as the external load to the circuit, which has to be designed to ensure

maximum power transfer from the source, i.e., excitation force �4G2 . By the so-called

impedance-matching (or maximum power transfer) theorem [69], the optimal PTO system

impedance should satisfy the following condition:

/?C>($) = /∗8=C($), (3.4)

where /∗
8=C

denotes the complex conjugate of /8=C to maximise the energy absorbed from

the ocean waves.

Equation (3.4) indicates that the power absorbed by the WEC from the ocean waves

is maximised when the PTO system impedance is the complex conjugate of the system’s

intrinsic mechanical impedance [42]. Given this result, the PTO force should be set as (see

Figure 3.2 for a closed-loop representation):

� ?C>($) = / ?C>($)+($) = /∗8=C($)+($). (3.5)

This control policy is called complex-conjugate or reactive control (RC).

From the result in Eq. (3.4), we can make the following remarks:
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1) The proposed optimal solution in Eq. (3.4) for the tuning of the PTO force, �?C> ,

is frequency dependent, which implies that there is an optimum value for each

wave frequency. Additionally, it poses a challenge to tuning the PTO force with

the parameterisation presented in Eq. (3.3) for irregular seas consisting of various

frequencies [55].

2) To maximise the total energy extraction (rather than the instantaneous power),

it is essential to continuously tune the control parameters (�?C> and :?C> ) of

the PTO system for each sea state to maintain the WEC operating at its optimal

e�ciency [35].

3) The inclusion of both terms, �?C> and :?C> , implies bidirectional reactive power

�owing between the PTO system and the absorber [35]. One of the main limitations

of this control strategy is that it creates a particular requirement on PTO systems

to allow for bidirectional power �ow. Still, it can yield energy losses if not tuned

correctly [55, 70, 71].

4) In addition to the strong assumptions on regular waves, linear hydrodynamics, and

ideal PTO, the proposed optimal solution does not account for physical constraints,

such as WEC displacement, velocity, or PTO force maximum value, to mention a few.

This is paradoxical given that this control law maximises device displacement [55].

Despite its shortcomings, the impedance-matching theorem-based control policy presented

above is a crucial foundation for other control strategies described in the literature. In the

following section, we will describe some control schemes based on the impedance-matching

principle.

3.3. Classical control strategy

The result obtained from Section 3.2 for unconstrained optimum energy absorption can

alternatively be expressed in terms of an optimum velocity pro�le as:

+ >?C($) = � 4G2($)
2'8=C($)

, (3.6)

where + >?C($) is the optimum trajectory for the �oater velocity and ' 8=C($) is intrinsic

mechanical resistance (i.e., the real part of the OWE converter intrinsic mechanical
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impedance: ⇒ ' 8=C($) = �A03($) ). Eq.(3.6) implies that the absorbed power is maximised

when both the amplitude and phase conditions are satis�ed at the same time:

|+ >?C($)| = |� 4G2($)|| 2'8=C($)|
, ∠+ >?C($) = ∠� 4G2($), (3.7)

wherein ∠ stands for the phase of the complex variable.

In summary, the optimal velocity trajectory of the device should be proportional to the

excitation force �4G2 , with the constant of proportionality as 1
2'8=C($) . But also should be

in-phase with excitation force �4G2 .

Although the control policy derived from the conditions of Equations (3.6) and (3.7) is not

applicable in a generic sense, i.e., ∀ $ ∈ R, it intuitively captures the underlying dynamics

behind maximum energy absorption. It gives rise to various impedance-matching-based

control strategies, including Latching or Declutching, among others.

Passive Loading, Latching and Declutching control strategies will be brie�y described

without going into great depth, as it has been demonstrated in several earlier studies that

these strategies are inherently suboptimal. Interested readers can �nd additional information

in [30, 55, 72–74]. Also, a comparison of control strategies for wave energy converters can

be found in [75–79]

3.3.1 Passive Loading Control

Passive control, also known as Resistive control, is perhaps the simplest control strategy

in OWE literature. This control approach consists in setting the PTO force by using only

the real part of /?C> , i.e., The PTO force is set proportional to the device velocity, with

the damping coe�cient '?C> as the constant of proportionality. Using a passive controller

o�ers the advantage of requiring a less complex PTO system, which avoids the need for

the PTO to supply power back to the WEC (avoiding reactive power) [55]. The damping

coe�cient is frequency-dependent and can be determined numerically or from experimental

tank testing [35]. The damping coe�cient is set to '?C>($) = �A03($) when optimal control

is being used.
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3.3.2 Reactive Control

Contrary to resistive control, the PTO impedance /?C> is allowed to be complex in reactive

control. For the case of optimum reactive control, /?C> is set equal to /∗8=C , as presented in

Eq. (3.5). If reactive control is employed to control a WEC, the PTO system must be able to

manage reactive power �ow [80]. This indicates that the instantaneous power conversion

through the PTO device may need to be reversed for brief periods of the wave cycle [35].

With reactive loading control, the OWE converter’s frequency band can be broadened on

either side of its resonant frequency [30, 81]. Finally, it has been shown that this control

strategy can enhance OWE absorption [82, 83], but at the expense of a reversible and more

complex PTO system.

3.3.3 Latching Control

Latching control, initially proposed in [65], is one of the most common control strategies

found in OWE literature, and one of the reasons is its simplicity of implementation [37]. It is a

non-linear control technique that works by stalling the WEC �oater at its extremes (i.e., when

its velocity is zero) and releasing it when the wave force is back in phase with the device to

maximise energy absorption [21, 55]. Therefore some authors categorised it as phase control

technique [35, 42]. The time the device must be latched is the control variable within this

control strategy [30].

Latching controllers requires a PTO system able to react quickly to a given control set

value [29], and it has been shown it considerably increases the absorbed energy for a range

of di�erent devices operating in irregular wave conditions [72, 73, 80]. The latching of the

buoy is done when the velocity is equal to zero, however, complex algorithms are required

to determine the precise moment to release it. Additionally, latching can result in extremely

large structural forces [35].

3.3.4 Declutching Control

Like the latching strategy, declutching belongs to the class of discrete control algorithms. This

approach involves unloading the device at speci�c moments during the cycle to allow the

device to "catch up" with the excitation force, bringing the device’s velocity into phase with

the excitation force. In hydraulic PTO systems, declutching is accomplished by switching

a by-pass valve on and o�, whereas in electromechanical PTO systems, declutching is
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accomplished via a clutch mechanism [84]. According to [35], it is believed that declutching

was �rst presented by [81] and [74] later investigated in depth.

Declutching, also known as freewheling or unlatching, has been studied in [85] for the

speci�c device SEAREV, where it was reported that the declutching strategy increases WEC’s

e�ciency up to a factor of two under certain wave conditions, even when compared to

the case where a passive loading control strategy controls the PTO. According to [86],

declutching is an optimal non-linear damping strategy when the device’s resonant period

is longer than the wave period. Active bipolar damping control, a combination of latching

and declutching approach, has been simulated and implemented in [87], demonstrating that

the power capture may signi�cantly increase relative to optimal linear damping. Several

studies, including [74, 88], have shown a signi�cant increase in energy absorption compared

to latching or declutching implemented individually.

3.4. Modern control strategies

Modern control strategies are de�ned in this dissertation as those control strategies whose

control variable is chosen based on the solution of an optimal control problem (OCP). In

Section 3.1, the main function of the WEC’s primary controller was verbally de�ned. In this

section, we attempt to mathematically represent the WEC’s primary controller function.

The WEC control problem may generally be formulated as an optimal control problem as

follows:

�
>?C

?C> = arg max �(� ?C>) (3.8a)

subject to:

¤G(C) = 5 ( G, � ?C> , � 4G2 , C)
}
WEC dynamics

|�(C)| ≤ �<0G
 State and input constraints| ¤�(C)| ≤ ¤�<0G

|� ?C>(C)| ≤ � ?C>, <0G

(3.8b)

where �(�?C>) is the cost function of the OCP, and its de�nition has been le� open for reasons

that will become apparent in the coming paragraphs.

In general, the OCP denoted in Eq. (3.8) cannot be solved analytically, and its solution

must be approximated using numerical methods, such as direct or indirect methods, among

others [89, 90].
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Indirect methods, which "�rst optimise and then discretise", provide a more accurate

solution compared with direct methods. However, the need for previous knowledge of the

solution’s structure, which requires an extensive understanding of optimum control, limits

indirect methods for use in practical applications. Such information is di�cult to get in many

circumstances, even for experts in optimum control [91].

Numerical solutions based on direct methods, on the other hand, "�rst discretise and

then optimise", as the OCP is transcribed into a Non-linear Programming Problem (NLP) by

discretising the continuous-time system model and cost function [91]. The NLP that results

from the discretisation may be considered an OCP for a discrete-time system that arises from

discretising the original system on the speci�ed sampling time [91].

Most energy-maximising control strategies reported in the WEC control literature are

based on direct methods for solving the OCP [37]. Model Predictive Control and

Spectral/Pseudo-spectral control are two most o�en encountered control strategies in the

OWE area [37, 92]. In the following paragraphs, the principle of each of these control

strategies is brie�y presented.

MPC is an advanced control strategy for linear and non-linear constrained systems based

on optimal control [91]. As its name suggests, it employs a mathematical model of the

system’s dynamics, typically in the form of state space models, to predict its future evolution.

Based on the system’s evolution prediction, the controller tries to minimise a given cost

function over a predetermined prediction horizon [91]. From this solution, only the �rst set of

decision variables are implemented, and, at the following sampling interval, a new control

policy is calculated based on the most recent information on the system evolution.

Due to its digital nature, MPC is o�en evaluated in a discrete-time framework, despite

its frequent application to continuous-time systems. A continuous-time system may be

discretised to provide a discrete-time equivalent. The relationship to direct optimum control

becomes apparent in this setting, even though other approaches may also be employed to

solve the MPC OCP [91].

On the other hand, Spectral (SPM) and pseudo-spectral methods (PSM) provide a

compelling alternative to MPC for solving the OCP under constraints using a speci�c

parameterisation of the solution [93]. The idea behind spectral and pseudo-spectral methods

is to approximate the states and control variables by a linear combination of an n-dimensional

vector space spanned by an orthogonal basis of real functions Φ(C) = {)8(C)}#8=1 [94],

commonly de�ned in terms of the standard inner product in !2-spaces. Typically, the
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system’s states and control are approximated as follows:

G8(C) ≈ G#8 (C) =
#∑
9=1

2G89 ) 9(C) = �̂
G
8 Φ(C) (3.9a)

D8(C) ≈ D#8 (C) =
#∑
9=1

2D89 ) 9(C) = �̂
D
8 Φ(C) (3.9b)

where G8 , G#8 , D8 , D
#
8
, are the 8-th components of the system’s state space vector G,

approximated system’s state space vector G# , control input vector D, and approximated

system’s state space vector D# , respectively. �̂G
8
= [2G

81, . . . , 2
G
8#
]) ∈ R# and �̂D

8
=

[2D
81, . . . , 2

D
8#
]) ∈ R# denote the set of expansion coe�cients employed to approximate

the system’s state and control input vectors, respectively, and Φ(C) = [)1(C), . . . , )# (C)]
represents the set of orthogonal basis functions.

A brief history of MPC: Model predictive control strategy was �rst introduced in

the 1970s and 1980s to address the particular control demands of power plants and

petroleum re�neries [95]. Its acceptance in industry as in the academic literature is

mainly due to its conceptual simplicity and ability to handle complex systems with

hard control constraints and multiple inputs and outputs [96]. To date, the range of

applications in engineering is immense, from food processing, automotive, aerospace,

power electronics, manufacturing and building climate and energy [95, 97].

One of the earliest forms, Model Predictive Heuristic Control (MPHC), published in [98],

employs impulse response models to predict the system dynamics. In contrast,

the variant published in [99], termed Dynamic Matrix Control (DMC), employs step

response models to predict the system behaviour. Later in the 1980s, Clarke

et al. published the Generalised Predictive Control (GPC) based on the controlled

auto-regressive moving average (CARIMA) input-output model [100], while [101]

introduced the state space formulation for model predictive control. The reader

is referred to [96, 97, 102, 103] for further information (as a starting point) on

state-of-the-art advances in MPC.

The set of expansion coe�cients are determined by forcing the projection of the residual

function, ' (de�ned in equation (3.10)), over the set of test functions Σ(C) = { �9(C) }#9=1 to be

zero [92]. Assuming that the system’s dynamics can be modelled as ¤G(C) = 5 ( G, D, �4G2 , C )
(note that the PTO force �?C> has been replaced by the standard control input nomenclature:

D ), the residual function is de�ned as:

'8( �̂G8 , �̂
D
8 , C ) = G

#
8 (C) − 5 ( �̂

G
8 , �̂

D
8 , �4G2 , C ) (3.10)
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For a given value of �̂D
8
, the corresponding vector �̂G

8
is obtained by solving the following

system of equations:

〈'8(C), �8(C) 〉 = 0 for 8 , 9 = 1, . . . , # (3.11)

where 〈·, ·〉 represents the inner product operator de�ned as:

〈 5 (C), 6(C) 〉 =
∫ )

0
5 (C) 6(C)dC (3.12)

It has been shown that spectral and pseudo-spectral methods may scale in complexity

and performance by varying the number of approximating basis functions [92]. In contrast

to MPC, which relies primarily on local zero-order holder (ZOH) functions to approximate

the optimum solution, spectral methods are generally based on global functions speci�ed

throughout the control horizon [104].

Fundamental di�erence between Spectral and Pseudo-spectral methods: The

distinction between spectral and pseudo-spectral methods is made by the speci�cation

of the �nite-dimensional orthogonal set of test functions �8 that is used to solve for

the annulment of the so-called residual function [94]. If the set of test functions �8
is a subset of the basis functions )8 used to approximate the system’s state vector,

then the method is known as a spectral or Galerkin method. Alternatively, if the test

functions set is composed of translated Dirac-Delta �(C − C8), the method is referred to

as pseudo-spectral, collocation, or interpolation method [94].

A�er outlining the essential ideas behind MPC and SPM/PSM, the discussion of these

two control techniques will go on to the hydrodynamic model for the device-ocean

wave-interaction that was utilised (linear or non-linear), the cost function �(D(C)), the PTO

system’s e�ciency, and their real-time capabilities.

3.4.1 Hydrodynamic model

In the OWE sector, a great portion of the research proposing MPC or spectral methods

(SPM or PSM) to control the PTO system relies on linear models based on Cummins’

equation (2.15) [37]. MPC was �rst proposed to be used in the OWE �eld by Paul Gieske

in [39] to control the Archimedes Wave Swing. The mathematical model used in [39] is based

on Cummins’ equation with the inclusion of some non-linear forces (but later linearised),

e.g., friction forces in the bearings and drag forces. Other studies that rely on linear models

include [70, 105–113], to name a just a few examples.
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In the case of spectral methods, it was �rst brought to the ocean wave �eld by Bacelli et al.

in [114, 115] using a truncated Fourier series to approximate the control and state variables.

Cummins’ equation is supplemented with a linear model for viscous force in [114, 115]. Herber

and Allison in [40] suggested pseudo-spectral methods for solving the OCP in OWE sector

using the General Pseudo-spectral Optimisation So�ware (GPOPS), which utilises the Radau

Pseudo-spectral Method (RPM) with Legrende-Gauss-Radau (LGR) collocation points and a

hp-adaptive mesh re�nement algorithm [40, 116]. Similarly, [40] uses a linearised drag force

model for approximating the viscous force.

Later on, [117] presents a general mathematical framework for the solution of the WEC

OCP, employing both spectral and pseudo-spectral methods, where the Galerkin method is

extensively discussed when applied to a heaving point absorber.

There are advantages and disadvantages to using linear models to represent the system

dynamics of the WEC under study. On the one hand, linear models have been used because

of their simplicity and computing e�ciency. However, part of the underlying assumptions

followed in the derivation of Cummins’ equation has recently been called into question [118,

119]. This is because the controller aims to maximise the motion amplitude to maximise

the absorbed energy, whereas Cummins’ equation relies on small displacements around the

equilibrium position of the �oater.

To enhance the linear model from Cummins’ equation, numerous studies have added more

elements to Cummins’ equation. For instance, the models employed in [120–123] incorporate

non-linear restoring forces, while the models presented in [121–126] include non-linear viscous

forces.

Apart from the extensions to Cummins’ equation discussed above, very few studies

have considered the non-linear contribution of the static and dynamic Froude–Krylov (FK)

force [127], which directly arises as the integration of the incident pressure �eld over the

wetted surface of the device [128]. Demonte Gonzalez et al. in [129] and Malekar in [130]

considered non-linear FK forces. However, these studies rely on a regular wave, which is a

strong and unrealistic assumption if a practical implementation is desired.

In a recent study published by Faedo et al. [127] an integrated framework to include the

non-linear FK forces is proposed. Faedo et al. claim that a) the proposed algorithm for

non-linear FK forces is capable of recovering the exact analytical solution based solely on

data [127], and that b) the proposed controller outperforms a benchmark control strategy in

OWE literature, reactive control in this case, in terms of energy absorption (with an increase

of up to 3 times in performance), while e�ectively incorporating state and input constraints,
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and more conservative requirements in terms of operational space (i.e., motion range), while

requiring less reactive (bidirectional) power �ow to achieve optimality [127].

Another non-linear term typically added to Cummins’ equation is mooring forces [131, 132].

Not related to hydrodynamics speci�cally, but the addition of the PTO system’s e�ciency

(discussed in Section 3.4.3) causes non-linearities in the OCP.

3.4.2 Cost function

As its name suggests, a proper energy-maximising WEC controller should aim to maximise

the amount of energy transferred from the ocean waves to the grid for a broad range of

sea states over a speci�c time period ). For instance, for one degree of freedom (1-DoF)

WEC oscillating in heave, the cost function � to be used in Eq. (3.8) may be mathematically

formulated as:

�(D) = �01B = −
∫ C+)

C

%4(�) 3� = −
∫ C+)

C

Γ(�)%<(�) 3� (3.13)

where �01B denotes the absorbed energy from the ocean waves, %4 denotes the electrical

power delivered to the grid, %< represents the instantaneous hydro-mechanical power

absorbed by the PTO system, Γ(C) models the overall e�ciency of the PTO system, and

� is the variable of integration. With the instantaneous hydro-mechanical absorbed power

given by:

%<(C) = �?C>(C) ¤�(C) (3.14)

= D(C) �(C)

where �?C>(C) = D(C) represents the PTO force (control input).

The cost function �(D) given in Eq. (3.13), even when departing from the traditional

regulation or tracking control objectives encountered in standard optimal control strategies,

may be recast as a standard quadratic problem (QP); see for example [133]. It has been

reported, however, that the convexity of such a cost function (seeking to maximise the amount

of absorbed energy) is not generally guaranteed [22, 70]. Therefore, as discussed in [70] the

inclusion of additional terms to the cost function, which are essentially regularisation terms

to assure convexity, is advocated.
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Such regularisation terms can be found in most of the MPC studies reviewed to guarantee a

convex OCP at each sampling period. Studies considering a term proportional to the squared

of the control input D2 include: [109, 132, 134–141]. Other studies additionally include a term

proportional to the squared device displacement �(C)2 [70, 140, 142, 143], whilst [107] and

[133] add a term proportional to the control slew rate.

Finally, even with the inclusion of the above-discussed regulating terms into the cost

function �(D), the consideration of physical constraints in WEC displacement and PTO force

may not guarantee the existence of optimal control solutions [22].

3.4.3 PTO system efficiency

The inclusion of the PTO system e�ciency is crucial in optimising the energy absorbed from

ocean waves [35, 55]. Nonetheless, until recent years, the great bulk of e�ort on WEC control

design was devoted to maximising mechanical power rather than electrical power delivered

to the grid [144]. In this manner, the hydrodynamic performance of the device is prioritised,

frequently neglecting the dynamics and losses in the electromechanical conversion chain.

In addition, active controllers entail a two-way energy �ow from the ocean to the grid and

vice versa. This bidirectional energy �ow may result in energy loss owing to the dissipative

processes intrinsic to energy exchange between the PTO system and the �oater of the

WEC [145].

Of the studies that incorporate the e�ciency of the PTO system in the energy-maximising

control strategy, virtually all of them (with few exceptions, see for instance [124, 144, 146]),

modelled the e�ciency of the whole PTO system using a single value (actually two, one value

when the energy is �owing from the ocean waves to the grid, and another value in the other

direction). So that the instantaneous electric power is expressed as follows:

%4(C) = Γ(C)%<(C), with Γ(C) =

�64= if %<(C) ≥ 0

�<>C if %<(C) < 0
(3.15)

where �64= is the global e�ciency of the PTO system when it delivers energy to the grid and

�<>C is the global e�ciency when the PTO system consumes power from the grid.

The model proposed in Eq. (3.15) brings another layer of di�culty to the energy-maximising

controllers due to its discontinuity, i.e., non-di�erentiability between the two cases: %<(C) ≥ 0
and %<(C) < 0. Such a discontinuous function is undesirable in gradient-based optimisation

approaches.
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In the following paragraphs, studies incorporating the PTO system e�ciency in the form

of Eq. (3.15) (unless otherwise stated) in their energy-maximising control proposals are

discussed.

Strager et al. in [147], one of the earliest documented studies, discusses the performance of

a reactive controller for a single point absorber of a Wavestar WEC with a non-ideal e�ciency

for the PTO system under regular waves, and the performance of regular and irregular

waves was studied in [148, 149]. For regular and irregular waves, partial reactive control was

suggested in [150] as a causal suboptimal control approach for a heaving single-body wave

energy converter, along with studies of the impact of the actuators’ e�ciency on the annual

mean absorbed power.

In [151], similar to [110, 112], an MPC approach to maximise the energy extracted explicitly

considers the PTO system’s e�ciency. Nguyen et al. in [113] experimentally evaluate

a non-linear MPC strategy capable of taking into account PTO system e�ciency for a

scaled-down version of the well-known Wavestar device.

An interesting study presented by Sergiienko et al. in [144] compares four variations of

e�ciency-aware model-predictive controllers applied to a �oating spherical WEC connected

to a rotary generator. The control strategies studied in [144] are: a) pure maximisation

of mechanical power, b) maximisation of mechanical power with a control penalty factor,

c) maximisation of electrical power using a single value for the overall e�ciency of the PTO

system (as in Eq. (3.15)), and d) maximisation of electrical power using wave-to-wire model

(i.e., full electromechanical system model).

Findings presented in [144] show that a controller whose cost function is based on

mechanical power is not suitable for practical applications as it can yield negative average

generated power. Similar results have been documented in [55, 70, 71, 124, 152]. In

addition, [144] concludes that replacing the power take-o� dynamics with a single e�ciency

coe�cient for the whole energy conversion chain does not guarantee maximum electrical

power generation.

Based on spectral methods, Mérigaud and Tona in [71] incorporate the non-ideal PTO

system and use a modi�ed hyperbolic tangent function to smooth the discontinuity present

in Eq. (3.15). Bacelli et al. in [124], also working with spectral methods, modelled the energy

delivered to the grid as the mechanical power minus the inherent losses of the PTO systems

using e�ciency curves. E�ciency curves can be a function of various parameters such as

load factor, duration and frequency of use, or temperature [124]. A similar approach is taken

in [153].
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Finally, using another mathematical tool, rather than MPC and SPM/PSM, Faedo et al.

present in [127] an energy-maximising controller, built upon so-called moment-based theory,

which incorporates the non-ideal e�ciency of the PTO system. [127] employs a discontinuous

e�ciency map for approximating the overall energy conversion chain in the PTO system,

similar to Eq. (3.15). A sigmoid function is used to smooth the transition from one case

%<(C) ≥ 0 to the other %<(C) < 0.

3.4.4 Real-time capabilities

Though several energy-maximising control strategies for wave energy converters are

described in the �eld literature, e.g., see the review papers [55, 92, 144], and some of them

have been experimentally tested, e.g., [112, 113, 154], few of the proposed energy-maximising

controllers can solve in real time the OCP that arises at each sampling time (or at least o�er

information about the time required to solve the OCP).

Consider, for instance, the solution presented by Tona et al. to the Wave Control Competition

[155], assessed in simulation [110] and experimentally [112]. One of its key features is the

inclusion of an equivalent discrete objective function in which the instantaneous mechanical

power values are weighted across the prediction horizon, with the prime constraint that the

optimal weightings are usually pre-calculated using an optimisation algorithm, such as the

Nelder-Mead simplex algorithm based on repeated simulations of the nominal model utilised

for the design over a range of sea states [112]. A similar approach is taken in [149].

Along the same line, the non-linear model predictive controller proposed in [131] does not

focus on real-time applicability. Mérigaud and Tona published in [71] a power-maximising

control strategy with the inclusion of an overall value for the e�ciency of the PTO, where

the proposed strategy "is concerned with the calculation of optimal control solutions in an

’o�-line’ fashion", as stated by the authors.

These proposed control strategies are susceptible to modelling errors and can not account

for changes in the device response over time, rendering them "less robust".

Haider et al. in [156] described the implementation of a non-linear model predictive

controller with a non-quadratic piece-wise discontinuous cost function, which is one of the

few research addressing execution time and deployment of the control algorithm in real-time

target machines [156, 157]. The proposed controller is deployed on Speedgoat Performance

real-time target machine based on the non-linear optimisation solver ACADO toolkit for

MATLAB/Simulink [158].
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In a recent publication, Faedo et al. presented a non-linear moment-based optimal

controller for wave energy converters that considers the PTO system’s e�ciency [159],

demonstrating that the computational time required to solve the OCP at each sampling time

is signi�cantly lower than the limit time speci�ed in the controller design (sampling time of

0.1 s).

3.5. Summary

This chapter reviews the most prominent studies in the ocean wave energy literature for

control strategies for point absorbers WECs. We de�ned the main function of the primary

controller, which is to determine the optimal behaviour for the PTO force to optimise the

operation of the WEC for a wide range of sea states, maximising the absorbed energy while

respecting the system constraints.

The conditions for an optimal unconstrained control law have been presented based on

the frequency-domain version of Cummins’ equation. These conditions are known as the

impedance-matching principle. We discussed how, despite its simplicity, this �nding provides

a great understanding of the necessary conditions to maximise the amount of energy

extracted from ocean waves, given a set of speci�ed assumptions. It serves as the basis

for several control strategies discussed in the literature.

By design, control techniques based on the impedance-matching principle are suboptimal.

Their main advantage relies on their simplicity of low computational requirements, which

makes this family of strategies desirable for practical application. However, the improper

handling of system constraints has a negative impact on their performance.

Moving to more recent researches, we examined how the nature of the energy-maximising

control problem lends itself to optimal control theory, where the control objective is, in

essence, to maximise the absorbed energy from incoming ocean waves, subject to a set

of physical constraints. We summarised the key concepts of the two most promising control

strategies found in the ocean wave energy �eld within this category, namelyModel Predictive

Control and Spectral/Pseudo-spectral control.

Then, the discussion on MPC and SPM/PSM shi�ed to their shared core components,

notably the hydrodynamic model for the device-ocean wave interaction, the cost function,

the PTO system’s e�ciency, and their real-time capabilities.
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We found that most of the research relies on a linear hydrodynamic formulation based on

Cummins’ equation to describe the motion of the WEC. As expansions to Cummins’ equation,

only a small number of studies include non-linear terms, mostly for restoring and viscous

forces. And only a small number of studies have explored the non-linear contribution of the

static and dynamic Froude–Krylov (FK) force.

Regarding the cost function, we found that most studies include additional terms into the

cost function �(D) to guarantee its convexity. And as for the inclusion of the PTO system

e�ciency, we found that even though more studies are now including it within their control

strategies, this speci�c issue is still an active research topic.

The last component we discussed is the real-time implementation capabilities. For this issue,

we found that even though some of the proposed control strategies can e�ectively achieve

real-time implementation, only preliminary (i.e., simulation-based) results are generally

presented, and the issue of real-time control of converted energy in WEC systems is still

an active topic of research.

Motivated by the discussion provided in this chapter and the speci�c issues found in

the state-of-the-art WEC control, this research project has focused on the study of control

strategies able to o�er real-time implementation of energy-maximising non-linear control

strategies for WECs, with a particular emphasis on point absorbers.
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4

Optimal Control for Wave Energy

Converters: Contributions

„ The journey of a thousand miles begins
with one step.

– Lao Tzu –

4.1 Contributions overview. . . . . . . . . . . . . . . . . . . . . 52
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4.1. Contributions overview

In this section, we have summarised the major contributions made by this research project,

and in the following sections, we have included the Version of Record for each manuscript.

Based on the literature review discussed in the preceding chapter, one of the limitations of

implementing Model Predictive Control in real-time is the computational cost of this control

strategy due to the complexity of the optimal control problem. To o�er an alternative

approach to reduce the optimal control problem (OCP) size, we have proposed a Moving

Window Blocking (MWB) technique to reduce the number of degrees of freedom, e.g., decision

variables, using input parameterised solutions. This will reduce the time required for solving

the OCP arising at each time step.

To evaluate the advantages of the moving window blocking approach, a Matlab simulation

is conducted and compared with two other di�erent control strategies: "standard" MPC, here

referred to as Full-Degree of Freedom (F-DoF) MPC, and the Generalised Predictive Control

(GPC) strategy.

In this study, we used a blocking approach where the control input is parameterised in

blocks of size #1 having same value, e.g. D: = D:+1 = · · · = D:+#1−1 for the �rst block,

D:+#1 = D:+#1+1 = · · · = D:+2#1−1 for the second block, etc. In contrast to the usual

Generalised Predictive Control (GPC) technique, in which the values for decision variables

are "congested" at the beginning and held constant a�er a "control horizon", the MWB

parameterisation allows the decision variables to be distributed throughout the prediction

horizon. Figure 4.1 illustrates such a parameterisation.

Figure 4.1 shows the prediction of the control input, e.g., PTO force, for 10 s ahead with a

sampling time of 100 ms. For this example, the number of decision variables for Full-Degrees

of Freedom MPC is 100, and block size #1 = 5, resulting in a reduced number of 20 decision

variables.

This distinctive feature, i.e., having decisions available distributed throughout the prediction

horizon, makes the blocking approach appropriate for wave energy applications for the

following reasons: �rst, the solution obtained from the original problem using full degrees of

freedom, when constraints are taken into account, applied to the WEC system is constantly

saturated due to the physical limitation of the actuator, as shown in Figure 4.1, and can

therefore be accurately represented by blocks; and second, depending on the wave future

values, it may be more important to have decisions available distributed throughout the

prediction horizon and not just at the beginning of it, for instance when the wave reaches its
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Figure 4.1.: Prediction of the

control input, e.g., PTO force,

for 10 s ahead with a sampling

time of 100 ms. The total

number of decision variables for

Full-Degrees of Freedom MPC is

100, and block size #1 = 5,
resulting in a reduced number of

20 decision variables.

crest and trough (maximum/minimum values).

A numerical simulation of a generic single device point absorber wave energy converter

controlled by this approach demonstrates the advantages of this strategy. In comparison to

the optimal solution provided by Full Degrees of Freedom MPC, MWB-MPC enables solutions

that are up to 12.5 times faster and could absorb as much as 98.8 % of the energy provided

by F-DoF MPC.

Lastly, it should be noted that the main contribution of the MWB approach is not just

the reduction in computation time required to solve the OCP at each sampling time but

also the ability to maintain nearly the same performance as F-DoF MPC via shi�ing input

parameterisation, a feature that GPC does not provide.

The control strategy discussed in Manuscript 1 is based on the maximisation of mechanical

power rather than the electrical power delivered to the grid. However, as we have learnt from

the literature review, optimal controllers based exclusively on the maximisation of mechanical

energy are deceptive because they do not take into account the e�ciency of the PTO system,

a crucial factor to consider in active controllers owing to two-way energy �ow from the

ocean to the grid and vice verse. Recognising this limitation, in Manuscript 2, we present a

controller capable of incorporating the PTO system’s e�ciency as a single number for the

whole system.

Incorporating the PTO system’s e�ciency results in a non-linear and non-convex optimum

control problem, even though the hydrodynamic model employed to describe �uid-structure
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interaction is linear. To the best of our knowledge, none of the published solutions can solve

the entire optimal control problem in real-time. To �ll this need, Manuscript 2 presents a

non-linear model predictive control (NMPC) approach based on the real-time iteration (RTI)

scheme. The proposed controller incorporates the PTO system’s e�ciency when solving

the optimal control problem at each time step, in a control law that maximises the energy

recovered from the ocean waves.

The controller proposed in Manuscript 2 di�erentiates from others in that it does not

require o�ine computations to solve the non-linear programming problem that arises from

incorporating the PTO’s e�ciency into the optimal control problem. In addition, this controller

technique can adjust to changing sea conditions to provide the best possible solution.

Numerical simulations of the proposed RTI-NMPC controller for a single point absorber of a

Wavestar-scale model wave energy converter with a non-ideal PTO system e�ciency indicate

that the RTI-NMPC approach can signi�cantly improve wave energy converter performance.

Figure 4.2 shows the energy absorbed by the WEC when controlled by a resistive controller,

linear MPC without the PTO e�ciency and the proposed RTI-NMPC a�er a simulation time of

around one hundred times the peak period, i.e., 100 × )? . The proposed controller harvests

roughly two and a half times the amount of energy extracted by a resistive controller and

nearly three times that of linear MPC while keeping the amount of power "borrowed" from

the grid to a bare minimum.
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Figure 4.2.: Energy absorbed

by the Wavestar model for sea

state SS6 with di�erent control

strategies. In blue RTI-NMPC, in

black linear MPC without the PTO

e�ciency, and in red resistive

control. The value in parenthesis

represents the percentage of

energy absorbed concerning the

maximum theoretical amount,

249.5 J

An interesting observation we can make based on the results discussed in Manuscript 2

is that the standard MPC, despite attempting to provide an optimal solution at each sample

time, the overall optimisation procedure becomes meaningless at the current time step due to

the absence of the PTO system’s e�ciency in the OCP, which results in signi�cant di�erences

in the predictions of the generated energy and thus an ill-posed optimisation. This ultimately
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leads to suboptimal control law, or even a net negative absorbed energy depending on the

sea state and tuning parameters employed in the simulation (see Table 6: Energy absorbed

and mean power for resistive control, MPC, and RTI-NMPC for each sea state from Manuscript

2).

Related to the preceding point, another interesting �nding of this work is that standard MPC

cannot harvest more energy than a simple resistive controller in certain instances, which

makes it a very interesting feat that, apparently, many previous studies have otherwise

ignored. This is also re�ected in the reactive power that MPC "consumes" at speci�c points

during the simulation, as opposed to the resistive controller, which draws no power from the

grid. Therefore, we conclude that standard MPC is not worth the e�ort for this particular

application, especially considering the extra costs when designing/buying a PTO system that

can o�er a bidirectional energy �ow.

A second contribution delivered in Manuscript 2 is the derivation of a computationally

e�cient algorithm $(#2) for "only-output" cost functions, which o�ers signi�cant time

savings for computing the Hessian for large prediction horizons. Table 4.1 (Table 7 in

Manuscript 2) shows how the time saved from computing the Hessian using the algorithm

$(#2) increases as the number of steps ahead in the prediction horizon increases. Even

while we recognise that the time required to calculate the Hessian is not the only factor to

consider when attempting to solve an OCP, it is, without question, the most crucial.

Table 4.1.: Average time for computing the Hessian � using algorithm $(#2) and standard

matrix-vector operations.

Prediction horizon

#? [Steps ahead]

Algorithm $(#2)
Avg. Time [ms]

Std matrix-vector operations

Avg. Time [ms]

Gain

[-]

100 0.318 ± 0.039 0.547 ± 0.141 1.720
200 1.236 ± 0.126 3.766 ± 0.245 3.047
300 2.848 ± 0.212 10.179 ± 0.583 3.574
365 4.500 ± 0.441 17.892 ± 1.040 3.976
400 5.426 ± 0.274 22.795 ± 0.497 4.201
500 8.803 ± 0.331 42.671 ± 0.789 4.847

The computational time savings achieved by implementing the $(#2) condensing

algorithm could allow for the use of larger prediction horizons and/or faster sample rates,

as long as more precise prediction algorithms are available.
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To examine the real-time capabilities of the proposed controller, we used two prediction

horizons for each sea state, corresponding to one peak period (1×)? ) and two peak periods

(2 × )? ) of the dominant wave. For instance, that would be 185 and 365 steps ahead for

sea state SS6 with a )? = 1.836 s using a sampling time of 10 ms. And we found that

except for the case of a prediction horizon of 365 steps ahead, all other case studies could

be implemented in real-time, i.e., the overall time required to solve the OCP at each time

step is less than the 10 ms used as sampling time. For the case of 365 steps ahead, the

implementation would take around 11.840 ms in the worst-case scenario. In Manuscript 2,

we also considered potential solutions if such a large prediction horizon were necessary.

In summary, numerical simulations suggest that the proposed algorithm would allow faster

computations required to achieve real-time performance.

The work presented in Manuscript 3 builds on the proposed RTI-NMPC strategy with a

couple of additional feats. A key extension is that the assumptions about the incident wave

moment at the current time step and for the prediction horizon window are removed.

By removing the assumption of having the exact value for the excitation force (or moment),

this value has to be estimated. To that end, wave excitation force (or moment) is usually

estimated via measuring other quantities, such as the position or velocity of the �oat.

The approach followed in Manuscript 3 is based on a Kalman �lter coupled with a

random-walk model for the wave excitation moment. The main features of this solution

are (1) only standard WEC measurements (position, velocity), (2) there is no signi�cant

lag compared to "true" values, and (3) no (implicit) unrealistic assumption about the

time-invariant nature of the sea state is made; therefore it can be implemented in any sea

state.

In regards to the prediction of the wave excitation force, and based on the literature review,

the work presented in Manuscript 3 used a linear autoregressive (AR) model. The AR model

implies that the wave excitation force at any given time C: is linearly dependent on its past

values via a set of coe�cients.

In our study of AR models, we found widely disparate claims of the model order necessary

for wave excitation force prediction, ranging from 10 to 200 lag terms.

Therefore, we used the following procedure to determine the appropriate order of �t for

the AR model. First, the WEC system was simulated without using a control law (simulation

was performed in WEC-Sim code) to extract the wave excitation force from the simulation. We

then used this information to conduct a partial autocorrelation analysis of the wave excitation
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force signal. We found that a 18-lag model was su�cient to predict the wave excitation force.

In addition, to maintain the accuracy of the AR model, it is updated every second during the

simulation, regardless of the selected sea state.

A further important novelty is that the simulations are performed using a time-domain

hydrodynamics model (WEC-Sim). WEC-Sim is a time-domain open-source code that solves

the system dynamics of WECs consisting of rigid bodies, PTO systems, mooring systems, and

control systems. WEC-Sim calculates the dynamic response of the WEC device by solving the

WEC’s equation of motion for each rigid body about its centre of gravity �6 in the 6 degrees

of freedom based on Cummins’ equation.

Regarding the overall performance of the proposed controller, once again, the simulation

results presented in Manuscript 3 show that RTI-NMPC outperforms a resistive controller,

harvesting roughly 1.75 times the amount of energy extracted by a resistive controller while

keeping the amount of power "borrowed" from the grid to a bare minimum.

To summarise, numerical simulations in Manuscript 2 and Manuscript 3 suggest that the

proposed control strategy, i.e., non-linear model predictive control based on the real-time

iteration approach, could be employed to signi�cantly increase the absorbed energy from

ocean waves, thereby lowering the levelised cost of electricity.

Finally, the code utilised in the simulations across the three publications is freely accessible

via a Code Ocean capsule or GitHub repository to encourage peer collaboration and

openness.
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5
Summary of Findings and future work

„ Anyone who stops learning is old, whether
at twenty or eighty. Anyone who keeps
learning stays young. The greatest thing in
life is to keep your mind young.

– Henry Ford –
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5.1. Summary of Findings

The idea of extracting energy from ocean waves and turning it into electricity, even when

this is appealing, is not novel. In 1974, Professor Stephen Salter of the University of Edinburgh

conceived the concept of "ducks": house-sized buoys moored to the sea �oor that would

convert the swell into rotational motion to drive generators.

Five decades have passed since this milestone in the ocean wave energy area. Yet, we still

do not have a commercial-scale wave energy converter regularly delivering power to the

grid. It is no doubt that wave energy converters are still in the early stages of technological

development compared to other renewable energy alternatives that are more mature, such

as wind or solar energy.

Obtaining cost competitiveness is the major challenge facing ocean wave energy

technology. Because they must be engineered to endure large wave loads and severe sea

states while still extracting energy at a reasonable price. Reducing the structural cost of

WECs and improving energy capture are two paths to reduce wave energy’s levelised cost of

energy (LCOE), hence enhancing its attractiveness as a major renewable energy source. This

dissertation aims to contribute to the second path, i.e., to improve energy capture using an

advanced control strategy tailored for WEC applications to optimise their power performance.

Before implementing an advanced control strategy able to operate in real-time, the �rst

contribution of this dissertation, presented in Manuscript 1, provides an alternative approach

for reducing the size of the optimal control problem. Using a Moving Window Blocking

(MWB) technique, we can reduce the number of decision variables, thereby reducing the

time required to solve the OCP arising at each time step. Numerical simulations of a generic

wave energy converter controlled by a linear model predictive control coupled with the MWB

technique demonstrate the advantages of this approach. Compared to the optimal solution

provided by Full Degrees of Freedom MPC, MWB-MPC enables solutions that are up to 12.5
times faster and could absorb as much as 98.8 % of the energy provided by F-DoF MPC.

Moving to advanced energy-maximising control strategies, we learnt from the literature

review that optimal controllers based exclusively on the maximisation of mechanical energy

are misleading because they do not take into account the e�ciency of the PTO system, a

crucial factor to consider in active controllers owing to two-way energy �ow from the ocean

to the grid and vice verse. As a contribution to this gap, we present in Manuscript 2 a

controller capable of incorporating the PTO system’s e�ciency into the OCP.
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Manuscript 2 introduces a non-linear model predictive control (NMPC) approach based on

the real-time iteration (RTI) scheme to maximise the energy recovered from the ocean waves.

The proposed controller incorporates the PTO system’s e�ciency when solving the optimal

control problem at each time step. This controller di�erentiates from others in that it does not

require o�ine computations to solve the non-linear programming problem that arises from

incorporating the PTO’s e�ciency into the optimal control problem. In addition, this controller

technique can adjust to changing sea conditions to provide the best possible solution.

Numerical simulations of the proposed RTI-NMPC controller indicate that the RTI-NMPC

approach can signi�cantly improve wave energy converter performance. The proposed

controller outperformed the other two controllers used for comparison, i.e., a resistive

controller and linear MPC while keeping the amount of power "borrowed" from the grid to a

bare minimum.

Based on the results discussed in Manuscript 2, we can make an interesting observation:

even though the standard MPC tries to provide an optimal solution at each sample time,

the overall optimisation problem becomes meaningless at the current time step because

the e�ciency of the PTO system is not included in the OCP. Consequently, the predictions

of the extracted energy vary signi�cantly from one time step to the next, resulting in an

ill-posed optimisation problem. This ultimately leads to suboptimal control law, or even a net

negative absorbed energy depending on the sea state and tuning parameters employed in

the simulation.

Another interesting �nding of this work is that standard MPC cannot harvest more energy

than a simple resistive controller in certain instances, making it a very interesting feat that

apparently many previous studies have overlooked. This is also re�ected in the reactive

power that MPC "consumes" at speci�c points during the simulation, as opposed to the

resistive controller, which draws no power from the grid. Therefore, we conclude that standard

MPC is not worth the e�ort for this particular application, especially considering the extra

costs when designing/buying a PTO system that can o�er a bidirectional energy �ow.

A second contribution delivered in Manuscript 2 is the derivation of a computationally

e�cient algorithm $(#2) for "only-output" cost functions, which o�ers signi�cant time

savings for computing the hessian for large prediction horizons. The computational time

savings achieved by implementing the $(#2) condensing algorithm could allow for the use

of larger prediction horizons and/or faster sample rates, as long as more precise prediction

algorithms are available.
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The work presented inManuscript 3 builds on the proposed RTI-NMPC strategy with several

other feats. An important extension is the elimination of assumptions about the knowledge of

the wave excitation force at the current time step and for the prediction horizon window. Using

a Kalman �lter paired with a random-walk model, we are able to estimate the wave excitation

force. A linear autoregressive (AR) model is employed to forecast the wave excitation force

based on the literature review.

One of the most noteworthy �ndings from our study of AR models in wave energy literature

is the widely disparate claims of the model order required for wave excitation force prediction,

which ranges from 10 to 200 lag terms. Therefore, we provide a procedure based on partial

auto-correlation analysis to determine the AR model’s minimum order to forecast the wave

excitation force.

In conclusion, numerical simulations in Manuscript 2 and Manuscript 3 suggest that the

proposed control strategy, i.e., non-linear model predictive control based on the real-time

iteration approach, could be employed to increase the absorbed energy from ocean waves

signi�cantly, thereby decreasing the levelised cost of electricity.

62 Chapter 5: Summary of Findings and future work



5.2. Future work

Throughout this project, we have learnt that improving the energy capture of wave energy

converters is a very complex, non-traditional and multifaceted problem. It depends not just

on the control strategy deployed but also on factors such as the physical design of the WEC

and ocean conditions. We also acknowledge that this study is in no way conclusive, hence

in the following paragraphs, we outline a few potential future research paths that we believe

are worth exploring:

a) Although the theoretical background of the proposed control strategy, i.e.,

Non-linear model predictive control based on real-time iteration, supports the

implementation of this strategy for non-linear models, in this work, the non-linearity

is derived from the incorporation of the PTO system’s e�ciency. In contrast, the

hydrodynamic model used to describe �uid-structure interaction is based on linear

wave theory. Hence, it would be interesting to evaluate the controller’s performance

using non-linear models.

b) Due to the lack of experimental resources for this study, the optimum controller

proposed in Manuscripts 2 and 3 has only been evaluated using Matlab and

wecSim-based numerical simulations. It would be fascinating to examine the

performance of a scaled-down physical model in a wave tank.

c) In this work, the robustness of the proposed controller was not investigated, and

the performance depends on the accuracy of the model used for the predictions. In

addition, the combination of learning methods with Model Predictive Control (MPC)

has recently received considerable attention in the scienti�c literature. Therefore,

it would be interesting to include learning techniques in the loop so that the model

may be continuously updated, reducing MPC schemes’ dependency on accurate

models. A good starting point is the paper recently published by Gros and Zanon

[160].

d) There is no theoretical guarantee that a global solution will be found at each

sampling period, which is one of the limitations of the work reported in this

dissertation. Attempting to specify the requirements for the global optimum is thus

a viable path for future research.

e) Finally, the work described in this dissertation focuses on single point-absorbers

wave energy converters. However, according to the wave energy literature, to

further reduce the levelised cost of energy, it is necessary to extend the design of
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wave energy converters to arrays of devices, also known as WEC farms. One of

the challenges associated with WEC farms is that the devices comprising the WEC

array are o�en deployed nearby, mostly due to practical reasons [161]. However,

this design has several disadvantages. The interaction between the devices is very

complex since a wave energy converter is at the same time a wave generator as it

heaves up and down; hence the wave generated by one buoy will a�ect the capture

e�ciency of the follow-up buoys. The interaction between the buoys demands

an accurate and control-oriented dynamic model. Therefore, based on the drawn

conclusions and identi�ed limitations of the proposed methods, a potential research

direction is designing a distributed control system for multiple devices considering

the hydrodynamic interaction between the devices.
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Abstract: Ocean wave energy is one of the most concentrated sources of renewable energy.
However, until now it has not reached the economic feasibility required to be commercialised.
To improve the efficiency of wave energy converters, several advanced control strategies have
been proposed, including Model Predictive Control (MPC). Nevertheless, the computational
burden of the underlying optimisation problem is a drawback of conventional (Full-Degree of
Freedom, F-DoF) MPC, which typically limits its application for real-time control of systems.
In this paper, a Moving Window Blocking (MWB) approach is proposed to speed-up the time
required for each optimisation problem by reducing the number of decision variables using input
parameterised solutions. Numerical simulation of a generic single device point absorber wave
energy converter controlled by this scheme confirms the potential of this approach.

Keywords: Wave energy converters, Model predictive controller, Moving window blocking.

1. INTRODUCTION

Ocean wave energy is one of the most concentrated renew-
able energy sources, and its resources are vast in many
countries around the globe (Sheng, 2019). The estimated
worldwide potential of ocean wave power is 32 000TW h
(Mørk et al., 2010), which is more than the worldwide elec-
tricity consumption of about 25 721TW h (International
Energy Agency, 2019).

The development and implementation of wave energy con-
verters (WEC) may have several benefits. Examples of the
benefits range from individual benefits for the country such
as increasing of their renewable energy matrix and guar-
anteeing energy supply diversity (Sheng, 2019), to global
benefits by confronting the problems of climate change
and the difficult challenge of reducing the dependency on
conventional energy resources such as fossils or nuclear
energy.

To date, wave energy technologies are technically imma-
ture for reliable and economical energy generation (Sheng,
2019). One of the biggest challenges is how to improve
the efficiency of wave energy converters. To address this
issue, several control strategies have been proposed to
alter the dynamic behaviour of the device in order to
maximise the extracted energy. Model Predictive Con-
trol (MPC) is a well-developed control strategy within
academic and industry communities which takes into ac-
count constraints whilst optimising a given cost function
(Faedo et al., 2017). Although MPC can have explicit
offline solutions (H.J.Ferreau, H.G. Bock, 2008), this is not
tractable for the WEC problem given the large amount

of variation present in the wave excitation forces which
are external disturbances to the optimisation. Thus, for
this application, MPC requires an online solution where
at each sampling time, solves an Optimal Control Problem
(OCP) to produce an optimal control sequence, the first of
which is applied to the plant as the control action (Li and
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comparable with the performance when implementing the
Full-Degree of Freedom (F-DoF) MPC strategy, and of-
fer a better performance than the Generalised Predictive
Control (GPC) strategy.

The remaining part of this paper is organised as follows:
Section 2 presents the mathematical model for a generic
WEC. F-DoF Model Predictive Control and a detailed
description of the proposed Moving Window Blocking
MPC approach is given in Section 3. The results of
the simulations are presented in Section 4. Finally, the
conclusions and future work are set out in Section 5.
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2. WEC MODELLING

For the development of the mathematical model of a
wave energy converter (WEC), a heaving semi-submerged
sphere is considered as in Figure 1. The hydrodynamic
model is developed from first principles. Applying New-
ton’s second law to the partially submerged sphere, the
dynamics of the sphere are described by:

m z̈(t) = Fg −
∫∫

S(t)

P (t)n dS + FPTO(t) (1)

Where m is the floater mass, z is the vertical displacement
of the body relative to its hydrostatic equilibrium position,
Fg is the force due to gravity, FPTO(t) is the force exerted
by the Power Take-Off systems (PTO) (controller input
u(t)), P (t) is the pressure on an element dS on the buoy
wetted surface, n is a vector normal to the surface element,
dS and S is the submerged wetted surface.

Obody

Oxz

xbody
z

PTO

x

z

Fig. 1. A general wave energy converter with 1-DoF: heave

From (1), several models can be derived, depending on
the complexity, computational time and accuracy desired.
In this study, a linear hydrodynamic model is considered.
For linear models, assuming the fluid is in-compressible,
in-viscid and irrotational 1 , (1) is typically solved using
potential flow theory, in which the potential problem is lin-
earised and computed around the position of equilibrium.
Considering small displacements, and seabed as reference
system, (1) is rewritten as follows:

m z̈(t) = Fres(t) + Frad(t) + Fexc(t) + FPTO(t), (2)
where Fres(t) is hydrostatic restoring force, Frad(t) is the
radiation force, and Fexc(t) the excitation force due to
the incoming wave. The hydrostatic restoring force Fres(t)
represent the spring-like effect of the surrounding ocean
water into the buoy, and is determined by kh hydrostatic
stiffness and z(t) absorber position:

Fres(t) = −kh z(t) (3)

The excitation force Fexc(t) describes the interactions
between the incident waves and the body at its place
of equilibrium, and is represented by the convolution of
the excitation impulse response kexc with the otherwise
undisturbed free-surface elevation η at the centre of the
body:

Fexc(t) =

∫ t

−∞
kexc(t− τ) η(τ) dτ (4)

1 This is a standard assumption in the wave energy literature (Faedo
et al., 2017).

Similarly, the radiation force Frad(t) is a damping/inertial
force associated with waves radiated by the absorber
oscillating in calm water scenario, and is expressed by the
added mass µ∞ and the convolution product between the
radiation impulse response krad and the absorber velocity
ż(t):

Frad(t) = −µ∞ z̈(t) −
∫ t

−∞
krad(t− τ) ż(τ) dτ (5)

The convolution kernels kexc, krad and the frequency-
independent added mass µ∞ are computed numerically
using boundary element methods (BEMs). In this study
the open source NEMOH (Penalba et al., 2017) was em-
ployed. Combining (3)-(5) with (2) gives the widely used
equation (in WEC studies) Cummins’ equation (Cummins,
1962):

m z̈(t) = − khz(t) − µ∞z̈(t) −
∫ t

−∞
krad(t− τ)ż(τ)dτ

+

∫ t

−∞
kexc(t− τ)η(τ)dτ + FPTO(t)

(6)
At this point, a few statements can be made from (6).
First, since the excitation force Fexc(t) depends on the
undisturbed free-surface elevation η(t), it can be con-
sidered as an independent input to the system. Second,
(6) is represented in state-space form for control strat-
egy implementation and third, the direct computation of
the convolution integral in (5) in time-domain simulation
is computationally expensive and cumbersome (Roessling
and Ringwood, 2015). To avoid the direct computation
of the convolution integral at every time step, several
methods to approximate the integral have been proposed
(Yu and Falnes, 1995; Roessling and Ringwood, 2015;
Pérez and Fossen, 2008). Approximating the convolution
integral in (5) by a state-space system with the state vector
xr(t) ∈ Rn is a common approach, where the input to
the system is the velocity of the absorber (v = ż) and
the approximation of the convolution integral term of the
radiation force is the output:

ẋr(t) = Ar xr(t) + Br ż(t)∫ t

−∞ krad(t− τ)ż(τ) dτ ≈ Cr xr(t)
(7)

This system is later included as a part of the overall
model that describes the motion of the absorber. It is
important to clarify that the system states in (7) have
no physical meaning, but still contain information on the
condition of the surrounding fluid (Cretel et al., 2011). In
this study, the state space matrices Ar, Br, and Cr were
computed by the open source toolbox FOAMM (Finite
Order Approximation by Moment-Matching, based on the
theoretical foundations presented in Faedo et al. (2018))
Defining the state and output vectors, xc ∈ Rn+2 and
yc ∈ R2, for the linear time-invariant state-space system:

xc =

[
z
ż
xr

]
yc =

[
z
ż

]
(8)

the whole dynamics of the WEC is given by:
ẋc(t) = Ac xc(t) + Bc Fpto(t) + Bc Fexc(t)

yc(t) = Cc xc(t)
(9)

in which Ac ∈ R(n+2)x(n+2), Bc ∈ R(n+2)x1, Cc ∈ R2x(n+2),
are defined as:
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From (1), several models can be derived, depending on
the complexity, computational time and accuracy desired.
In this study, a linear hydrodynamic model is considered.
For linear models, assuming the fluid is in-compressible,
in-viscid and irrotational 1 , (1) is typically solved using
potential flow theory, in which the potential problem is lin-
earised and computed around the position of equilibrium.
Considering small displacements, and seabed as reference
system, (1) is rewritten as follows:
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where Fres(t) is hydrostatic restoring force, Frad(t) is the
radiation force, and Fexc(t) the excitation force due to
the incoming wave. The hydrostatic restoring force Fres(t)
represent the spring-like effect of the surrounding ocean
water into the buoy, and is determined by kh hydrostatic
stiffness and z(t) absorber position:

Fres(t) = −kh z(t) (3)

The excitation force Fexc(t) describes the interactions
between the incident waves and the body at its place
of equilibrium, and is represented by the convolution of
the excitation impulse response kexc with the otherwise
undisturbed free-surface elevation η at the centre of the
body:

Fexc(t) =

∫ t

−∞
kexc(t− τ) η(τ) dτ (4)

1 This is a standard assumption in the wave energy literature (Faedo
et al., 2017).

Similarly, the radiation force Frad(t) is a damping/inertial
force associated with waves radiated by the absorber
oscillating in calm water scenario, and is expressed by the
added mass µ∞ and the convolution product between the
radiation impulse response krad and the absorber velocity
ż(t):

Frad(t) = −µ∞ z̈(t) −
∫ t
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The convolution kernels kexc, krad and the frequency-
independent added mass µ∞ are computed numerically
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∫ t
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+

∫ t
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At this point, a few statements can be made from (6).
First, since the excitation force Fexc(t) depends on the
undisturbed free-surface elevation η(t), it can be con-
sidered as an independent input to the system. Second,
(6) is represented in state-space form for control strat-
egy implementation and third, the direct computation of
the convolution integral in (5) in time-domain simulation
is computationally expensive and cumbersome (Roessling
and Ringwood, 2015). To avoid the direct computation
of the convolution integral at every time step, several
methods to approximate the integral have been proposed
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integral in (5) by a state-space system with the state vector
xr(t) ∈ Rn is a common approach, where the input to
the system is the velocity of the absorber (v = ż) and
the approximation of the convolution integral term of the
radiation force is the output:

ẋr(t) = Ar xr(t) + Br ż(t)∫ t

−∞ krad(t− τ)ż(τ) dτ ≈ Cr xr(t)
(7)

This system is later included as a part of the overall
model that describes the motion of the absorber. It is
important to clarify that the system states in (7) have
no physical meaning, but still contain information on the
condition of the surrounding fluid (Cretel et al., 2011). In
this study, the state space matrices Ar, Br, and Cr were
computed by the open source toolbox FOAMM (Finite
Order Approximation by Moment-Matching, based on the
theoretical foundations presented in Faedo et al. (2018))
Defining the state and output vectors, xc ∈ Rn+2 and
yc ∈ R2, for the linear time-invariant state-space system:

xc =
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z
ż
xr

]
yc =
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ż
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the whole dynamics of the WEC is given by:
ẋc(t) = Ac xc(t) + Bc Fpto(t) + Bc Fexc(t)
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in which Ac ∈ R(n+2)x(n+2), Bc ∈ R(n+2)x1, Cc ∈ R2x(n+2),
are defined as:

Ac=




0 1 0
−kh

m+µ∞
0 −Cr

m+µ∞
0 Br Ar


; Bc=




0
1

m+µ∞
0


; Cc=

[
1 0 0
0 1 0

]

where 0 denotes a zero matrix of required dimensions.

By discretising system (9), and replacing Fpto and Fexc

for u and uexc, respectively, to use standard nomenclature,
results in a general discrete state-space of the form.

xk+1 = Adxk + Bduk + Bduexck
(10a)

y
k

= Cdxk (10b)

For this study, a discretisation of a zero-order hold was
considered using a sampling time of Ts = 0.1s. The
resulting state space matrices are given in section 4.

3. MODEL PREDICTIVE CONTROL

3.1 General Objective

In this paper, Model Predictive Control was used as gen-
eral optimal control methodology with the general purpose
of maximising the mechanical energy Eabs absorbed by the
PTO system over a time horizon T , defined as:

Eabs = −
∫ t+T

t

u(τ)ż(τ)dτ (11)

Furthermore, real WEC systems will typically present po-
sition, input and input increments (slew rates) constraints
related to physical limits which can be handled naturally
by the MPC formulation. To benefit from the moving
window blocking approach presented in subsection 3.4, this
paper focuses particularly on the case where the WEC is
within a “safe” operating region (i.e., operating within the
position constraints, without making contact with the end-
stops). Indeed, the device should be locked in a survival
mode when exposed to extreme sea conditions (Sheng,
2019); this is reasonable given it is generally not possible to
guarantee output feasibility (such as the buoy positions)
for dynamics systems under significant disturbances. In
simple terms, if a big enough wave is applied to the system,
it would not even be possible to prevent it from reaching
the limits, regardless of the input selection. An alternative
might be to use soft-constraints for some output violations,
however, this is out of the scope of this paper.

The discrete-time optimisation problem is thus chosen as:

minimise Jk =

Np∑

i=1

uk+i−1żk+i (12a)

s.t. umin ≤ uk+i−1 ≤ umax (12b)
∆umin ≤ ∆uk+i−1 ≤ ∆umax (12c)

where Np is the prediction horizon. Note that this cost
considers the force u and velocity ż at different time steps
(k + i− 1 and k + i). This is chosen to ensure causality of
the solution as discussed in Li and Belmont (2014).

3.2 Predictions

Following the methodology described in Cretel et al.
(2010), the state space model (10) is augmented with the

previous input uk−1 to use the input increment ∆uk as the
decision variable resulting in:

xk+1 = Axk + B∆uk + Bwuexck (13a)
yk = Cxk (13b)

where the state is now xk = [xT
k uk−1]

T ∈ Rn+3, the output
is yk = [yT

k
uk−1]

T ∈ R3, and

A =

[
Ad Bd

0 1

]
B =

[
Bd

1

]
Bw =

[
Bd

0

]
C =

[
Cd 0
0 1

]

This change will allow simple expressions for input and
input rate constraints, as well as the computation of the
product (uk+i−1żk) through an appropriate matrix Q as
discussed in Cretel et al. (2010, 2011). By propagating
the model (13a) Np times forward, all future outputs
Ŷ = [yTk+1, y

T
k+2, · · · , yTk+Np

]T ∈ R3Np are given by:

Ŷ = Gxk + H∆Û + HwÛw (14)

where ∆Û = [∆ûk,∆ûk+1, · · · ,∆ûk+Np
]T ∈ RNp are the

future input increments; Ûw = [ûwk
, ûwk+1

, · · · , ûwk+Np
]T

∈ RNp are the future wave excitation forces; and matrices
G ∈ R3Np×(n+3) and H ∈ R3Np×Np are defined as:

G =




CA
CA2

...
CANp




T

H =




CB 0 · · · 0

CAB CB
. . .

...
...

. . . . . . 0
CANp−1B · · · CAB CB




where 0 are zeros matrices with the same dimensions of
CB, and Hw is defined as H using Bw instead.

3.3 Standard Optimisation

Having defined the prediction models, a standard quadratic
cost function can be formulated as,

J =
1

2
Ŷ TQŶ (15)

To compute the product (uk−1żk), the penalisation matrix
Q ∈ R3Np×3Np is selected as a block diagonal matrix with
the inner matrices qk+i defined as (Cretel et al., 2010),

Q =




qk+1 0 · · · 0

0 qk+2
. . .

...
...

. . . . . . 0
0 · · · 0 qk+Np




qk+i =

[
0 0 0
0 0 1
0 1 0

]

∀ i = [1, Np]

(16)

By substituting the output predictions (14) in (15), re-
arranging in terms of the decision variables (∆Û), and
including input and input rate constraints, the standard
quadratic program (17) is obtained.

J =
1

2
∆ÛTE∆Û + ∆ÛT f s.t. M∆Û ≤ b (17a)

E = HTQH f = HTQ(Gxk + HwÛw) (17b)

M =




I
−I
D
−D


 b =




∆umax1
−∆umin1

(umax − uk−1)1
(−umin + uk−1)1


 (17c)

where E ∈ RNp×Np is a matrix known as the Hessian,
here assumed to be positive definite; f ∈ RNp is a column-
vector; M ∈ R4Np×Np is the constraint matrix; b ∈ R4Np

is the constraint vector; I ∈ RNp×Np is an identity matrix;
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D ∈ RNp×Np is a lower triangular matrix; and 1 ∈ RNp

column-vector is a column vector of ones.

Having defined E, f,M, b, the optimisation can then be
solved using any QP solver such as quadprog function of
Matlab, QP OASES (H.J.Ferreau, H.G. Bock, 2008), etc.
At each sampling time, only the first input is applied to the
system and the process is repeated at the next sampling
time, which is the well known receding horizon control
strategy.

3.4 Moving Window Blocking

In this paper, we used a blocking approach where the
input is parameterised in blocks of size Nb having equal
values, e.g. uk = uk+1 = · · · = uk+Nb−1 for the first block,
uk+Nb

= uk+Nb+1 = · · · = uk+2Nb−1 for the second block,
etc., thus allowing the decision variables to be spread
over the prediction horizon, as opposed to the standard
Generalized Predictive Control (GPC) approach where the
decision variable are "congested" at the beginning, and
left constant after a “control horizon" (Rossiter, 2018).
An example comparison of this is visualised in Fig. 2
for the WEC system defined in section 2, and is further
discussed in the results section 4. This distinctive feature
of the blocking approach is important for this application
for two main reasons: firstly, the solution obtained from
the original problem using full degrees of freedom applied
to the WEC system is constantly saturated as seen in
Fig. 2, thus can be accurately represented by blocks; and
secondly, depending on the wave future values, it might
be more important to have decisions available at the
future, example when the wave reaches its crest and trough
(maximum/minimum values).

The aforementioned blocking parameterisation can be
achieved by defining a blocking matrix (N) for the decision
variables (∆Û) of the form:

∆Û = N∆Û (18a)

N =




n 0Nb
· · · 0Nb

0Nb
n

. . .
...

...
. . . . . . 0Nb

0Nb
· · · 0Nb

n


 n =

[
1

0Nb−1

]
(18b)

where Û ∈ RNu are the blocked decision variables which
have reduced dimensions of Nu = �Np

Nb
� n ∈ RNb , and

0v ∈ Rv is a column-vector of v zeros. For simplicity, Np

should be selected as a multiple integer of the block size
Nb, otherwise the last n in the diagonal might be different.

Moreover, as discussed in Cagienard et al. (2007), the ap-
plication of standard blocking approaches has an inconsis-
tent nature, and suffers from recursive feasibility problems
given the decision in the previous time step cannot be
replicated which is detrimental to the performance. To ad-
dress this, the Moving Window Blocking (MWB) approach
developed in Cagienard et al. (2007) proposed to shift the
set of Nb admissible blocking matrices Ni along with the
moving horizon resulting in an input parameterisation of
the form.
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Fig. 2. Predicted Trajectories for Buoy Position z (upper
plot) and Input u (lower plot).

∆Û = Ni∆Û ∀ i = [1, Nb] (19a)

Ni =




n1 0Nb−i · · · 0Nb−i

0Nb
n

. . .
...

...
. . . . . . 0Nb

0Nb−2+i · · · 0Nb−2+i nf




n1 =

[
1

0Nb−i

]

nf =

[
1

0Nb−2+i

]

(19b)

where n and 0v are defined as in (18). Notice the first and
final block (n1,nf ) are shrinking and expanding, respec-
tively. This parameterisation is then applied sequentially
i = 1 → Nb until the first block reaches its limit, and
resets to its original size (i = 1).

By substituting the MWB input parameterisation in the
standard quadratic program (17), the application of the
MWB approach then leads to formulating and solving Nb

different quadratic programs sequentially and repeating
infinitely i = 1 → Nb, 1 → Nb, 1 → · · · as the horizon
moves forward defined as:
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Moreover, as discussed in Cagienard et al. (2007), the ap-
plication of standard blocking approaches has an inconsis-
tent nature, and suffers from recursive feasibility problems
given the decision in the previous time step cannot be
replicated which is detrimental to the performance. To ad-
dress this, the Moving Window Blocking (MWB) approach
developed in Cagienard et al. (2007) proposed to shift the
set of Nb admissible blocking matrices Ni along with the
moving horizon resulting in an input parameterisation of
the form.
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Fig. 2. Predicted Trajectories for Buoy Position z (upper
plot) and Input u (lower plot).

∆Û = Ni∆Û ∀ i = [1, Nb] (19a)

Ni =




n1 0Nb−i · · · 0Nb−i

0Nb
n

. . .
...

...
. . . . . . 0Nb

0Nb−2+i · · · 0Nb−2+i nf




n1 =

[
1

0Nb−i

]

nf =

[
1

0Nb−2+i

]

(19b)

where n and 0v are defined as in (18). Notice the first and
final block (n1,nf ) are shrinking and expanding, respec-
tively. This parameterisation is then applied sequentially
i = 1 → Nb until the first block reaches its limit, and
resets to its original size (i = 1).

By substituting the MWB input parameterisation in the
standard quadratic program (17), the application of the
MWB approach then leads to formulating and solving Nb

different quadratic programs sequentially and repeating
infinitely i = 1 → Nb, 1 → Nb, 1 → · · · as the horizon
moves forward defined as:

J =
1

2
∆ÛTE

[i]
N ∆Û + ∆ÛT f

[i]
N s.t. M

[i]
N ∆Û ≤ b (20a)

E
[i]
N = NT

i H
TQHNi = NT

i ENi (20b)

f
[i]
N = NT

i H
TQ(Gxk + HwÛw) = NT

i f (20c)

M
[i]
N =




Ni

−Ni

DNi

−DNi


 b =




∆umax1
−∆umin1

(umax − uk−1)1
(−umin + uk−1)1


 (20d)

where E
[i]
N ∈ RNu×Nu is the “compressed” Hessian, which

can be pre-stored for faster computations. On the other
hand, the “compressed” linear term f

[i]
N ∈ RNu can also be

pre-stored by separating the values in f
[i]
N = f

[i]
1Nxk+f

[i]
2N Ûw

with f
[i]
1N = NT

i H
TQG and f

[i]
2N = NT

i H
TQHw. Moreoever,

it is trivial to derive that when using the blocking matrix
Ni as defined in (19), the constraint matrix have redundant
zero rows ∀ i, and can be reduced to,

M
[i]
N = MN =




IN
−IN
DN
−DN


 bN =




∆umax1N
−∆umin1N

(umax − uk−1)1N
(−umin + uk−1)1N




(21)

where MN ∈ R4Nu×Nu is the "reduced" constraint matrix,
bN ∈ R4Nu is the "reduced" constraint vector, IN ∈
RNu×Nu is an identity matrix, DN ∈ RNu×Nu is a lower
triangular matrix, and 1N ∈ RNu is column-vector of ones,
all of which have reduced dimensions Nu = �Np

Nb
� when

compared to the original constraint terms (17c), thus can
lead to significant computational benefits as discussed in
the results section 4. Once the optimisation is solved, the
original decision vector can be recovered using (19).

4. RESULTS

In this section, we present the simulation results of the
control of a point-absorber WEC using F-DoF MPC, GPC
and the proposed Moving Window Blocking (MWB) MPC
approach. The WEC model considered is a heaving semi-
submerged sphere reacting against a fixed reference (see
Fig. 1), with a radius of 5 m and draft of 5 m, mass
m = 2.6831 × 105 kg placed in deep water. A sampling
time of Ts = 0.1s was used. The hydrodynamic coefficients
were computed using the open source NEMOH (Penalba
et al., 2017). The convolution integral in the radiation force
(5) is approximated by a state-space model of order 6 (See
(7)). Here, the state-space matrices Ar, Br, and Cr are
computed using the toolbox FOAMM, which is based in
the moment-matching method (Faedo et al., 2018). The
resulting state space matrices for the discretised model
of (10) are given by (22). The Matlab code and results
presented in this paper are available through a Code
Ocean compute capsule https://doi.org/10.24433/CO.
0481002.v1 (Guerrero-Fernandez and Gonzalez Villarreal,
2019).

To focus on the comparison of the control strategies, which
is the main driver of this study, perfect knowledge of the
future wave forces Ûw and state xk is considered during
the simulation time. The wave elevation of the irregular
sea wave was built using the JONSWAP (Joint North Sea
Wave Project) spectrum discretised in frequency between

0.02 Hz to 0.80 Hz, corresponding to 1.25 s to 50 s periods
respectively, with a frequency step of ∆f = 5.2 × 10−3 Hz.
Considering a significant wave height H0 = 2.0 m and
wave peak period Tp = 10.0 s. Fig. 3 shows the resulting
excitation force on the buoy, with a force range from
8.7119 × 105 N to −8.5133 × 105 N.

Here, for comparison purpose, Full-Degrees Of Freedom
(F-DoF) MPC strategy is considered as the control strat-
egy which delivers the maximum possible extracted energy
(100% efficiency). For the optimisation setup, a predic-
tion horizon of 10 s (Np = 100) was used with a block
size of Nb = 5 for the MWB approach which resulted
in Nu = 20 decision variables. To perform a fair com-
parison, the GPC approach used the same amount of
decision variables compressed at the beginning of the
prediction horizon. Moreover, matrix Bd of (22) was re-
scaled/normalized to avoid numeric conditioning problems
of the optimisation. Finally, constraints on the input and
input increment were considered as ||uk+i|| ≤ 200kN and
||∆uk+i|| ≤ 200kN ∀ i = [0, Np − 1] , respectively.

Fig. 4 shows the energy extracted for the different con-
trollers studied in this paper, and the final value of the
energy extracted at the end of the 600 s simulation is
shown in Table 1. The results show that the proposed
MWB approach offers almost the same amount of en-
ergy compared to the maximum feasible (F-DoF MPC),
with an efficiency of 98.79 %. On the other side GPC is
ranked third in the amount of energy extracted, with an
efficiency of 92.84 %. Moreover, Zoom A in Fig. 4, shows
the bidirectional reactive power flowing between the PTO
and the absorber, condition required for the active control
strategies to maximise the extracted energy (Pecher and
Kofoed, 2017).

On an interesting note, it can be seen that F-DoF un-
constrained MPC with input saturation failed to extract
energy altogether as seen in Table 1. Similar results were
obtained in Li and Belmont (2014). An alternative is to
add an extra quadratic penalization term on the input
of the form (Jλ = J + λ

∑
u2
k+i−1 ∀ i = [1, Np]) to

the cost function (12a) as discussed in Li and Belmont
(2014), however, this causes disagreements between the
optimisation terms, inevitable leading to suboptimalities.
To perform a fair comparison, a brute-force search was per-
formed to select the value of λ = 1.12 which achieved the
highest energy absorption for the unconstrained penalised
(λ) F-DoF MPC solution with an efficiency of 88.71, thus
still resulting in worse performance than both, GPC and
MWB.

Table 1. Energy Extracted for 600 s simulation
using F-DoF MPC, MWB MPC, GPC and F-
DoF Unconstrained MPC (with and without

additional λ penalization terms)

Method Energy extracted [MJ] Efficiency [%]

F-DoF MPC 306.974 100
F-DoF Unc. MPC −328.738 LOSS
F-DoF Unc. MPC (λ) 272.318 88.71
MWB MPC 303.274 98.79
GPC 285.000 92.84
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Fig. 3. Excitation force uexc for a irregular sea condi-
tion built using the JONSWAP spectrum, with wave
height H0 = 2.0 m and wave peak period Tp = 10.0 s
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Fig. 4. Energy Extracted tendency for 600 s simulation
using F-DoF MPC, MWB MPC, GPC and F-DoF
Unconstrained MPC (with/without λ terms)

Fig. 2 shows the predicted trajectories of the buoy position
and the control input u for the three MPC solutions,
namely: the F-DoF MPC, the MWB and the GPC. From
the lower plot of Fig. 2, it can clearly be seen how the
MWB approach embeds the blocked parameterisation,
distributing the decision variables along the prediction
horizon with the sequential shrinking approach (first block
size of 4 → i = 2) visible in the zooms A and B,
respectively. In contrast, in the GPC approach, all the
decision variables are calculated for the beginning of the
prediction horizon and kept constant after a certain time
which leads to a significant difference in the predicted
trajectory of the control action.

On the other hand, the predicted trajectories of the buoy
position can be seen in the upper plot of Fig. 2 where
the solutions for both, F-DoF MPC and MWB MPC, are
practically indistinguishable, with negligible differences
visible in zooms a, b and c. This visual agreement is
supported by the efficiency given in Table 1. In contrast,
this can not be said about the GPC solution, where one can
see the significant differences in the predicted trajectories,
most likely related to the differences in the available
control action trajectories. In simple terms, the GPC
strategy is unable to replicate the position trajectory when
using the same number of decision variables compressed in
the beginning of the prediction horizon.

With regard to the computation times used to solve the
optimal problem at each time step, Table 2 summarises
relevant optimisation statistics of each method employed
in this study when using the interior point method of
Matlab R2018b “quadprog" function in a normal PC
with an Intel i5-7500 @ 3.4 GHz CPU, and 8 GB @
2.4 GHz DDR4 RAM. On average, the proposed MWB
approach makes it possible to solve the optimal problem
12.6 times faster compared to the F-DoF MPC. The reason
for this gain in the computation time is due to the fact
that, in this case, the number of decision variables and
constraints are reduced by 5 times (Nb = 5), i.e., from
Np = 100 to Nu = 20 decision variables, and from
4Np = 400 to 4Nu = 80 constraints, which ultimately
leads to faster and lower amount of iterations required
by the QP to solve the problem. Similar comments of
the timing statistics can be made for the GPC strategy,
with the main drawback being a performance degradation
(efficiency of 92.84 %). Also, it can be seen that the MWB
provides the smallest standard deviation for both average
timing statistics, thus leading to an optimisation with
more consistent/repeatable behaviour.

Table 2. Statistics of the Optimisation

Method Avg. opt.
time [ms]

Avg. num. of
QP iterations

Avg. opt. time
per iter. [ms] Gain

F-DoF MPC 19.78± 2.75 8.19± 0.79 2.42± 0.27 -
MWB MPC 1.58± 0.23 6.75± 0.98 2.37± 0.04 12.6
GPC 1.39± 0.51 7.37± 1.17 1.93± 0.10 14.2

Finally, it should be pointed out that the main contribu-
tion of the MWB approach is not merely the reduction in
the computation time required to solve the OCP at each
sampling time, but the ability to retain almost the same
performance than that of F-DoF via the shifting input
parameterisation, a property that GPC does not deliver.
Results provided in Tables 1 and 2 support this.
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Fig. 4. Energy Extracted tendency for 600 s simulation
using F-DoF MPC, MWB MPC, GPC and F-DoF
Unconstrained MPC (with/without λ terms)

Fig. 2 shows the predicted trajectories of the buoy position
and the control input u for the three MPC solutions,
namely: the F-DoF MPC, the MWB and the GPC. From
the lower plot of Fig. 2, it can clearly be seen how the
MWB approach embeds the blocked parameterisation,
distributing the decision variables along the prediction
horizon with the sequential shrinking approach (first block
size of 4 → i = 2) visible in the zooms A and B,
respectively. In contrast, in the GPC approach, all the
decision variables are calculated for the beginning of the
prediction horizon and kept constant after a certain time
which leads to a significant difference in the predicted
trajectory of the control action.

On the other hand, the predicted trajectories of the buoy
position can be seen in the upper plot of Fig. 2 where
the solutions for both, F-DoF MPC and MWB MPC, are
practically indistinguishable, with negligible differences
visible in zooms a, b and c. This visual agreement is
supported by the efficiency given in Table 1. In contrast,
this can not be said about the GPC solution, where one can
see the significant differences in the predicted trajectories,
most likely related to the differences in the available
control action trajectories. In simple terms, the GPC
strategy is unable to replicate the position trajectory when
using the same number of decision variables compressed in
the beginning of the prediction horizon.

With regard to the computation times used to solve the
optimal problem at each time step, Table 2 summarises
relevant optimisation statistics of each method employed
in this study when using the interior point method of
Matlab R2018b “quadprog" function in a normal PC
with an Intel i5-7500 @ 3.4 GHz CPU, and 8 GB @
2.4 GHz DDR4 RAM. On average, the proposed MWB
approach makes it possible to solve the optimal problem
12.6 times faster compared to the F-DoF MPC. The reason
for this gain in the computation time is due to the fact
that, in this case, the number of decision variables and
constraints are reduced by 5 times (Nb = 5), i.e., from
Np = 100 to Nu = 20 decision variables, and from
4Np = 400 to 4Nu = 80 constraints, which ultimately
leads to faster and lower amount of iterations required
by the QP to solve the problem. Similar comments of
the timing statistics can be made for the GPC strategy,
with the main drawback being a performance degradation
(efficiency of 92.84 %). Also, it can be seen that the MWB
provides the smallest standard deviation for both average
timing statistics, thus leading to an optimisation with
more consistent/repeatable behaviour.

Table 2. Statistics of the Optimisation

Method Avg. opt.
time [ms]

Avg. num. of
QP iterations

Avg. opt. time
per iter. [ms] Gain

F-DoF MPC 19.78± 2.75 8.19± 0.79 2.42± 0.27 -
MWB MPC 1.58± 0.23 6.75± 0.98 2.37± 0.04 12.6
GPC 1.39± 0.51 7.37± 1.17 1.93± 0.10 14.2

Finally, it should be pointed out that the main contribu-
tion of the MWB approach is not merely the reduction in
the computation time required to solve the OCP at each
sampling time, but the ability to retain almost the same
performance than that of F-DoF via the shifting input
parameterisation, a property that GPC does not deliver.
Results provided in Tables 1 and 2 support this.
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5. CONCLUSION

The control strategies presented in this study are intended
to maximise the energy production of a generic point-
absorber wave energy converter subject to input and input
rate constraints related to physical limits. The system
benefits from the ability of Model Predictive Control to
include future information of both wave forces and physical
constraints. Moreover, to reduce the computational bur-
den, it uses Moving Window Blocking approach where the
decision variables are parameterised through a set of input-
blocking matrices which result in a sequence of Quadratic
Programs of reduced size to be solved sequentially and
repeating infinitely. This allows solutions up to 12.52 times
faster with efficiency as low as 98.8 % when compared
to the Full Degrees of Freedom MPC optimal solution.
Although both, the F-DoF MPC and the proposed MWB
MPC approach are computationally feasible for this par-
ticular single WEC device model, the proposed control
strategy could be a key methodology for implementing
Centralised Model Predictive Control for wave farms. The
solution of the proposed approach was further compared
with GPC, as well as with two versions of Unconstrained F-
DoF MPC, one of which was shown to result in a complete
loss of energy extraction.

Future work will include the assessment of the solution
using real-time embedded hardware such as FPGAs, as
well as faster QP solvers such as QP OASES. Moreover,
the application will be extended to wave farms using a
centralised optimisation framework, and compared with
decentralised/distributed approaches as well as with other
parameterisation such as collocation points based on pseu-
dospectral methods. Finally, the mathematical models and
MPC formulation will be extended to the nonlinear case,
and will include further modeling such as actuator dynam-
ics and future wave force predictions.

Ultimately, enhancing peer collaboration and transparency,
the findings provided in this paper and the Matlab
code used in the simulation are accessible through a
Code Ocean capsule (https://doi.org/10.24433/CO.
0481002.v1) (Guerrero-Fernandez and Gonzalez Villar-
real, 2019).
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ABSTRACT
Several solutions have been proposed in the literature to maximise the harvested ocean energy, but
only a few consider the overall efficiency of the power take-off system. The fundamental problem of
incorporating the power take-off system efficiency is that it leads to a nonlinear and non-convex opti-
mal control problem. The main disadvantage of the available solutions is that none solve the optimal
control problem in real-time. This paper presents a nonlinear model predictive control (NMPC) approach
based on the real-time iteration (RTI) scheme to incorporate the power take-off system’s efficiency when
solving the optimal control problem at each time step in a control law aimed at maximising the energy
extracted. The second contribution of this paper is the derivation of a condensing algorithm O(N2) for
‘output-only’ cost functions required to improve computational efficiency. Finally, the RTI-NMPC approach
is tested using a scaled model of the Wavestar design, demonstrating the benefit of this new control
formulation.
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1. Introduction

One of several challenges that wave energy technologies con-
front is their inability to produce electricity at a cost comparable
with other grid-scale generation technologies like natural gas
and wind (Coe et al., 2021, may). Several studies have iden-
tified the refining of advanced control strategies as a way to
improve energy capture efficiency significantly and, as a result,
give a clear path to increase the economic viability for wave
energy converters (WEC) (Bull et al., 2016; Chang et al., 2018;
Cordonnier et al., 2015; Neary et al., 2014).

Control strategies for wave energy converters can be divided
into two groups based on the type of power take-off (PTO)
utilised. Suppose the PTO only allows unidirectional energy
flow from the ocean to the grid. In that case, the only control
option is passive control, which produces a force that opposes
the movement of the point absorber. Resistive control (Maria-
Arenas et al., 2019; Sanchez et al., 2015; Wang et al., 2018)
belongs to this group. Conversely, suppose the PTO allows
bidirectional energy flow from the ocean to the grid and vice
versa. In that case, active control is possible, for which reac-
tive control (Maria-Arenas et al., 2019; Wang et al., 2018) can
be mentioned as an example.

In theory, reactive control may be optimal by bringing the
system to resonance, allowing for the theoretical maximum
wave energy capture predicted by linear wave theory in uncon-
strained amplitude conditions (Falnes, 2002). However, it has
many challenges and disadvantages: the optimal reactive control
is anti-causal (requiring future prediction of the incident wave
and wave excitation force (Falnes, 2002)), but also it involves
dealing with large reactive power flux (as bringing the system to

CONTACT Juan L. Guerrero-Fernandez j.guerrero@sheffield.ac.uk

resonance requires cancelling the reactive terms in the equation
of motion) (Genest et al., 2014). On the other hand, reactive
power consists of a back-and-forth energy exchange between
the PTO and the oscillation system that contributes nothing
to the average delivered power. The energy loss due to dissi-
pative processes inherent in back-and-forth energy exchange
is a crucial disadvantage of reactive control (Falcão & Hen-
riques, 2015, august). This paper offers an advanced control
strategy to significantly improve energy capture efficiency of the
system.

In Strager et al. (2014, june), the performance of a reac-
tively controlled single point-absorber WEC with a nonideally
efficient PTO was studied for regular waves and the perfor-
mance of regular and irregular waves was studied in Sanchez
et al. (2015). For regular and irregular waves, partial reactive
control was suggested (Genest et al., 2014) as a causal subop-
timal control approach for a heaving single-body wave energy
converter, along with studies of the impact of the actuators’
efficiency in the annual mean absorbed power.

In Tona et al. (2015), a model predictive control (MPC)
approach was described that explicitly considers the efficiency
of the PTO system, with the control objective being to har-
vest the maximum amount of energy/mean power from the
WEC. However this optimal control scenario, similarly to the
one presented by the same author in Tona et al. (2019, 2020,
august), can not be used for real-time implementation with
small sampling times (Tp ≤ 50ms) since they are based on a
offline solution (Tona et al., 2020, august). Similarly, the MPC
algorithm presented in Tona et al. (2019, 2020, august) uses a
discrete objective function thatweights the instantaneous power

© 2022 The Author(s). Published by Informa UK Limited, trading as Taylor & Francis Group.
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value over the prediction horizon. The weightings are deter-
mined offline using an iterative optimisation approach based on
repeated simulations of the state space model over a set of sea
states (a Nelder-Mead optimisation algorithm is used).

The fundamental problem of incorporating the PTO system
efficiency is that it leads to a nonlinear and non-convex opti-
mal control problem. The main disadvantage of the available
solutions is that none solve the optimal control problem in real-
time. This paper presents a nonlinear model predictive control
(NMPC) approach based on the real-time iteration (RTI) (Diehl
et al., 2005) scheme. The proposed controller incorporates the
PTO system’s efficiency when solving the optimal control prob-
lem at each time step, in a control law aimed to maximise the
energy extracted from the ocean waves.

The controller proposed in this study differentiates fromoth-
ers in that it does not require offline computations to address the
nonlinear programming problem that arises from incorporating
the PTO’s efficiency into the optimal control problem. Our con-
troller technique is unique in that it can adapt to changes in the
sea condition to provide the best possible solution.

The control strategy proposed in this study is based on
the assumption that the incident wave force (or incident wave
moment in this case) for the current time step and a defined
prediction horizon window is known at each sampling step.
Another assumption is that the PTO system’s efficiency η

remains constant during the simulation time. That is, it does
not vary as the actuator heats up. The dynamics of actuators
are not considered in this work. It is considered much faster
than WEC dynamics, and these do not appear to have a signifi-
cant impact on electrical power production (Tona et al., 2020,
august). Finally, it is assumed that the float motion can be
described using a simple model derived from linear wave the-
ory. Nonetheless, a critical nonlinearity in the OCP arises from
the inclusion of the PTO system’s efficiency of the instantaneous
power at each time step of the prediction horizon window.

The second contribution of this paper is the derivation of
the condensing algorithmO(N2) (Andersson, 2013) for ‘output-
only’ cost functions which allow some important computa-
tional efficiency gains required for real-time implementation.
The overall RTI-NMPC strategy is presented and exempli-
fied through computer simulations. The code and results pre-
sented in this paper are available through a Code Ocean cap-
sule (Guerrero-Fernández & González-Villarreal, 2021).

The remainder of this paper is organised as follows: Section 2
presents the time-domain modelling of the wave energy con-
verter used in this work. Section 3 formulates the general
objective of any energy maximising control strategy. A detailed
description of the modelling, prediction, optimisation and RTI
to implement the proposed RTI-NMPC scheme is presented
in Section 4. The results of the simulations are presented in
Section 5. Finally, the Section 6 contains conclusions, sum-
marises the paper’s contribution, and describes future work.

2. Wave energy converter modelling

TheWEC selected for testing the control algorithm proposed in
the present paper is a scaled model of the Wavestar device used
in the WEC control competition (Ringwood et al., 2017). The
development of the model is kept to a minimum in this Section

Figure 1. Diagram of the Wavestar WEC system.

for brevity. A semi-sphere serves as a floater in thismodel, and it
is attached to a rotating arm, which is hinged at a fixed reference
point A (Figure 1). For the float and linkage arm about point A,
the device’s dynamics can be reduced to an analogous equation-
of-motion:

(J + J∞)θ̈ (t) = −Khsθ(t) − bvθ̇ (t) − Mr(t) − Mexc(t)

+ Mpto(t) (1a)

ṙ(t) = Arr(t) + Br θ̇ (t) (1b)

Mr(t) = Crr(t) + Dr θ̇ (t) (1c)

where:

• θ represents the angular displacement of the armwith respect
to the equilibrium position, θ̇ and θ̈ represent the angular
velocity and angular acceleration of the arm.

• J is the total mass moment of inertia of the float and pivot
arm.

• J∞ is the added mass moment of the inertia.
• Khs is the hydrostatic coefficient,
• bv is a linear damping coefficient (Tom et al., 2018).
• Mr is the radiation moment.
• Mexc is the excitation moment due to the incident wave.
• Mpto is the PTO moment (input to the system).
• (Ar ,Br ,Cr ,Dr ,) are the state space matrices used to approxi-

mate the radiationmomentMr avoiding the direct computa-
tion of the convolution integral in time-domain simulation.
The state vector r(t) have no physical meaning, but still
contain information on the condition of the surrounding
fluid (Cretel et al., 2010).
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Remark 2.1: It is crucial to recall that all of the parameters and
variables in Equation (1a) are specified w.r.t. the rotating point
A. For more details of the model development, the interested
reader is referred to Tom, Ruehl, and Ferri (2018) and Tona
et al. (2020, august).

3. Problem formulation

3.1 General objective

The main objective of a PTO system controller is to transfer as
much energy as possible from the waves to the grid for a broad
range of sea states. The electrical energy Ee absorbed by the grid
over a time horizon T, is defined as:

Ee = −
∫ t+T

t
Pe(τ ) dτ = −

∫ t+T

t
�(τ)Pm(τ ) dτ (2)

where Pe denotes the electrical power delivered to the grid, Pm
the instantaneous hydromechanical power absorbed by the PTO
system, � the overall efficiency of the PTO system, and τ is the
variable of integration.

The negative sign in Equation (2) is because the energy
is drawn from the WEC and thus, the maximisation of the
energy absorbed corresponds to a minimisation of the control
objective (Nguyen et al., 2016, june).

The instantaneous hydromechanical absorbed power is given
by:

Pm(t) = Mpto(t)θ̇ (t) (3)

where Mpto is the PTO moment and θ̇ represents the angular
velocity of the arm. To use standard nomenclature, Mpto(tk) is
replaced by uk.

Substituting (3) in (2) the optimal control problem can be
formulated as:

min
u

− Ee =
∫ t+T

t
�(τ)u(τ )θ̇ (τ ) dτ (4a)

s.t. ẋ(t) = f (x, u,w, t) (4b)

Umin ≤ u(t) ≤ Umax (4c)

The equivalent discrete-time optimisation problem is given
by:

min
ui

J =
Np∑
i=1

γk+iuk+i−1θ̇k+i (5a)

s.t. xk+1 = f (xk, uk,wk) (5b)

Umin ≤ uk ≤ Umax (5c)

where Np is the prediction horizon, Equation (5b) represents
the WEC dynamics, with the states x = [θ θ̇ r]T, uk the con-
trol input, wk the discrete-time value for the excitation moment
Mexc, and γk the specific value for the PTO efficiency at time
instant tk; that is, �(tk) = γk.

Remark 3.1: Equation (5a) considers the velocity θ̇ and the
control input u at different time steps (k+ i and k+ i−1). This
is chosen to ensure causality of the solution as discussed in Li
and Belmont (2014).

3.2 Power take-off efficiency

One of the common control policies proposed to increase the
amount of energy extracted from the ocean waves is reactive
control. The main idea of this strategy is to match the intrinsic
impedance of the system by supplying power to the PTO system
for some parts of the sinusoidal cycle (Ringwood et al., 2014).
One of the main limitations of reactive control is that it creates
a particular demand on PTO systems to allow for bi-directional
power flow. Still, it can yield energy losses if it is not tuned cor-
rectly (Li & Belmont, 2014; Mérigaud & Tona, 2020; Ringwood
et al., 2014).

PTO systems are not perfect in real-world applications,
which means that the electrical power Pe is never equal to the
absorbed mechanical power Pm. In other words, because of the
losses that occur throughout the conversion stage, the electrical
power available at the end of the mechanical-to-electrical con-
version stage is less than the absorbed mechanical power, i.e.
0 ≤ Pe ≤ Pm. If a reactive control strategy is adopted, at cer-
tain times, the PTO system must return some electric power
from the grid back into the ocean (Pm ≤ 0). In those instants,
and because of the losses in the conversion stages, the electrical
power provided by the grid to the PTO system must be larger
than |Pm|, i.e. Pe ≤ Pm ≤ 0 (Mérigaud & Tona, 2020).

Given that the efficiency of the PTO system varies depend-
ing on the direction of the energy flow (float-to-grid or grid-
to-float directions), the energy-maximising control strategy
must consider the efficiency when solving the OCP (Ander-
sen et al., 2015). Other studies have discussed the impact of
nonideal PTO efficiency on WEC control (Bacelli et al., 2015;
Falcão & Henriques, 2015, august; Genest et al., 2014; Méri-
gaud & Tona, 2020; Sanchez et al., 2015; Tedeschi et al., 2011;
Tom et al., 2019; Tona et al., 2015, 2019), with the main draw-
back that none of them solves the OCP related to the nonlinear
output equation of the model in real-time (see Section 4.1,
Equation (8)), which is the main contribution of this paper.

The PTO system efficiency can be modelled by a mod-
ification of a step function, having two different values for
the efficiency depending if the PTO system is working as
motoring (grid-to-float) or as generator (float-to-grid). Using
this modified-step function model, the instantaneous power
extracted is given by:

Pe(t) = �(t)Pm(t),

{
�(t) = μgen if Pm(t) ≥ 0
�(t) = μmot if Pm(t) < 0

(6)

where μgen is the global efficiency of the PTO system when it
delivers energy to the grid andμmot is the global efficiencywhen
the PTO system consumes energy from the grid.

4. Nonlinear model predictive control

Because of its ability to explicitly handle constraints and non-
linear dynamics that define the system of interest, NMPC is
becoming increasingly popular for real-time optimal control
solutions (Diehl et al., 2005). The following subsections are
intended to offer a quick overview of each of the steps/phases
involved in developing NMPC.

Let us first define some notations used in the following sub-
sections. The upper bar (x̄) represents a nominal-guessed point
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which is considered a ‘desirable-optimal’ trajectory to be used
by the NMPC framework to optimise and improve the solution
iteratively. Similarly, the hat (x̂) represents the predicted, whilst
the variable without any additional notation will be reserved for
the real/simulated value. Also, the underbar notation for vectors
(x)will be dropped for the sake of readability and to simplify the
notation of the following equations.

4.1 Modelling

In this paper, we consider a general ordinary differential
equation describing the system evolution in continuous time of
a generic wave energy converter on a time interval [0,T] of the
form:

ẋ(t) = f (x(t), u(t),w(t), t), t ∈ [0,T] (7a)

y(t) = g(x(t), u(t),w(t), t) (7b)

where t ∈ R is the time, u(t) ∈ Rnu are the control input, x(t) ∈
Rnx is the state, w(t) ∈ Rnw is wave excitation input, and y(t) ∈
Rny . The function f is a map from states, control input, wave
input, and time to the rate of change of the state, i.e. f : Rnx ×
Rnu × Rnw × [0,T] �→ Rnx . Similar definition for g. Also it is
assume that f and g are continuous with respect to x and t.

The prediction and optimisation presented in Sections 4.2
and 4.3 respectively, are formulated in discrete time, therefore
to translate the continuous-time model into the discrete-time
model, a discretisation by integration is implemented (Gonzá
lez-Villarreal, 2021). For this study, we decided to use the
explicit 4th order Runge-Kutta method.

In the present study, the output function g(xk, uk,wk) is
selected as follows:

yk = gk =
[

θ̇k
γkuk−1

]
(8)

On the other hand, the PTO efficiency model presented in
Equation (6) suffers from a discontinuity between the two
cases Pm(t) ≥ 0 and Pm(t) < 0. In gradient-based optimisa-
tion approaches, such a discontinuous function is undesirable.
Therefore, a smoothed approximation to Equation (6), contin-
uous in Pm(t) = 0, must be implemented to prevent problems
with the optimisation technique.

A modified-hyperbolic tangent function is used to approx-
imate Equation (6) in Mérigaud and Tona (2020) and Tona
et al. (2015). Although a sigmoid function or another comparable
activation function may be used to approximate this sort of dis-
continuous function, the approximation using tanh is preserved
in this study and is given by:

�approx(t) = α + β tanh(ϕPm(t)) (9)

where α is an offset, β is a scaling factor, and ϕ is a real positive
parameter that determines the accuracy of the approximation.
Defined as α = (μmot + μgent)/2, and β = (μmot − μgent)/2.

4.2 Prediction

The derivation of the predictionmodel discussed in this Section
follows a similar pattern to that presented inGonzález-Villarreal

and Rossiter (2020b) and is presented here to allow the con-
tents of this paper to be self-contained. Using a first order
multivariable Taylor series expansion, the linearised model for
Equation (7a) at time step k, is given by:

x̂k+1 = x̄k+1 + Akδx̂k + Bkδûk + Bw,kδŵk (10)

where δx̂k = x̂k − x̄k, δûk = ûk − ūk, and δŵk = ŵk − w̄k are
the deviations of the state, control input and wave excitation
moment from their nominal points (x̄k, ūk, w̄k) at time step
t = k respectively, and Ak, Bk, and Bw,k are the partial deriva-
tives w.r.t. the states, control input, and wave excitation input
moment, which will be defined shortly.

The wave excitation moment deviation δŵk requires spe-
cial consideration at this stage. The approach used in this work
assumes that the wave excitation moment at the current time
and for a specific time horizon is known at each time step.
Therefore, the nominal and predicted trajectory for the wave
excitation moment is the same at each time step, i.e. δŵk =
0 for all k, and thus the following derivation does not take
this term into account. But practical implementation could
take deviations into account, which could emerge consider-
ing a correction-estimation of the predicted wave during the
feedback phase.

Ak = ∂f (x,u,w)

∂x

∣∣∣ x̄k
ūk
w̄k

Bk = ∂f (x,u,w)

∂u

∣∣∣ x̄k
ūk
w̄k

x̄k+1 = f (x̄k, ūk, w̄k)

The deviation δxk+1 = xk+1 − x̄k+1 at time step t = k+ 1 can
be approximated by:

δx̂k+1 = Akδx̂k + Bkδûk (11)

Given that the nominal point x̄k+1 and the linearisation matri-
ces Ak,Bk are parametrically dependent on x̄k, ūk, w̄k, and that
the value for xk and w̄k are already known at a given sampling
time t = k (either by measurements or by state estimation), the
value for x̄k+1 can only be computed if the value for the optimal
control input ūk is known. Similar for x̄k+2, for which the value
of ūk+1 is needed.

If values for the future optimal-nominal input trajectory Ū =
[ūTk , ū

T
k+1, . . . , ū

T
k+Np−1]

T are assumed or guessed, the projected
nominal state trajectory X̄ = [x̄Tk+1, x̄

T
k+2, . . . , x̄

T
k+Np

]T and the
linearisation matrices Ak,Bk can be computed for future time
steps t = k + 1, k + 2, . . . , k + Np, where Np is known as the
prediction horizon. A typical strategy to guess the nominal input
trajectory Ū (no necessarily the optimum) is to simulate the
system in free response, i.e. Ū = [00, . . . , 0Np−1] for k = 0, the
system is linearised around the resulting state trajectory, and the
optimisation improves the initial guess at every iteration using
a Newton-type framework (Diehl et al., 2005; Gros et al., 2016).
This technique is often referred as single-shooting. Other tech-
niques such as multiple shooting and collocation points can also
be used with the proposed approach (Quirynen et al., 2015).
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After obtaining X̄ with Ū, Equation (11) can be shifted
forward:

δx̂k+2 = Ak+1δx̂k+1 + Bk+1δûk+1 (12)

Substituting Equation (11) into Equation (12) yields:

δx̂k+2 = Ak+1(Akδx̂k + Bkδûk) + Bk+1δûk+1 (13)

By recursively repeating the preceding procedure for Np steps
and considering just the system output (Equation (8)), the pre-
dicted deviations from the nominal output trajectory may be
expressed in a matrix form by:

δŶ = Gyδxk + HyδÛ (14)

where δŶ = Ŷ − Ȳ = [δyTk+1, δyTk+2, . . . , δyTk+Np
]T are the out-

put deviations, δÛ = Û − Ū = [δûTk , δûTk+1, . . . , δûTk+Np−1]
T

are the control input deviations. The matrices Gy and Hy are
given by:

Gy =

⎡
⎢⎢⎢⎣

C1A0
C2A1A0

...
CNpANp−1 · · ·A1A0

⎤
⎥⎥⎥⎦ (15)

Hy =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

C1B0 0 · · · 0

C2A1B0 C2B1 · · · ...

C3A2A1B0 C3A2B1
. . . 0

...
...

. . .
...

CNpANp−1 · · ·A1B0 CNpANp−1 · · ·A2B1 · · · CNpBNp−1

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(16)
The dimensions for thesematrices areGy = [Np ny × nx],Hy =
[Np ny × Np nu], and Ck is the partial derivative of Equation (8)
w.r.t. nominal state, evaluated at the specific time step t = k, and
is given by:

Ck = ∂g(x, u,w)

∂x

∣∣∣∣ x̄k
ūk
w̄k

In addition, the matrix 0 represents a matrix of zeros with the
same dimensions as the matrix CkBk.

4.3 Optimisation

Following the definition of the prediction models, the cost
function described in Equation (5a) can be recast as follows:

J = 1
2 Ŷ

TQŶ + 1
2δÛ

TRδÛ (17)

where thematrix R is a positive definite matrix with dimensions
[Np nu × Np nu] and constant elements over its diagonal. Q is
selected as a block diagonal matrix with dimensions [Np nu ×
Np nu] and inner matrices qi used to compute the product θ̇k ×

γkuk−1 as defined in Guerrero-Fernández et al. (2020).

Q =

⎡
⎢⎢⎢⎢⎣
q1 0 · · · 0

0 q2
. . .

...
...

. . . . . . 0
0 · · · 0 qNp

⎤
⎥⎥⎥⎥⎦ qi =

[
0 1
1 0

]
∀ i = [1,Np]

(18)

The reader may have observed that, in addition to the con-
densed format of (17), the cost differs from (5a) in that it
includes an additional term that penalises the input deviation.
The input deviation term is included for two reasons: first, it
smooths the control signal, making the requirement for the
actuator’s response limit less stringent, and second, according
to Ringwood et al. (2014), Li and Belmont (2014), Mérigaud
and Tona (2020) and Bacelli and Coe (2021), a reactive con-
trol strategy with a cost function based solely onmaximising the
extracted energy can result in overall negative energy absorbed,
implying that the system is losing energy rather than absorbing
energy from the waves.

Finally, the standard quadratic programming (QP) formula-
tion is obtained by substituting the linearised output prediction
Equation (14) in Equation (17), grouping similar termsw.r.t. the
decision variable δÛ, and omitting any constant terms in the
cost function:

J = 1
2δÛ

TEδÛ + δÛTf s.t. MδÛ ≤ ρ (19a)

E = HT
y QHy + R (19b)

f = HT
y Q[Ȳ + Gyδxk] (19c)

where E ∈ RNpnu×Npnu is a symmetric matrix known as the hes-
sian and f ∈ RNpnu is a column vector usually referred as the
linear term;M ∈ R2Npnu×Npnu is the constraints matrix and ρ ∈
R2Npnu is the constraints vector, defined as:

M =
[
I

−I

]
ρ =

[
Umax − Ū

−(Umin − Ū)

]
(20)

Here, the matrix M and the vector ρ are defined considering
only constraints in the control input. If constraints for any states
are required,M and ρ must be slightly reformulated. The reader
may have also noticed that Gy and Hy, therefore E and f, are
time-dependent, which is one of the main reasons why NMPC
is computationally expensive.

After definingE, f,M, andρ, theOCP can be solved using any
QP solver, such as Matlab’s quadprog function, qpOASES (Fer-
reau et al., 2008), and so on. In this study, qpOASES was used.
Once the QP problem has been solved, the new control input
sequence is computed, recalling that Û = Ū + δU. Only the
first input is applied to the system, and the procedure is repeated
at the next time step, which is known as the receding horizon
scheme (González-Villarreal & Rossiter, 2020a).

4.4 Real-time iterations scheme

In this Section, we recall the RTI scheme first introduced
by Diehl et al. (2005). A fully converged NMPC should
ideally re-linearise the predictions and thus cost function
Equation (19a) until no deviations are necessary, i.e. δÛ =
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0 (González-Villarreal & Rossiter, 2020a). is not computation-
ally tractable in real-time applications since one must provide a
solution at each time step under strict time constraints and avoid
solving a problem that is just ‘getting older’ (Gros et al., 2016).

TheRTI exploits the fact thatNMPC is required to solve opti-
misations closely related from one-time step to the next, which
has proven to be a very successful and popular method of tack-
ling the problem at hand. The RTI scheme is summarised in the
following subsections.

4.4.1 Initial value embedding
Choosing an appropriate initial estimate for Û optimal, denoted
as Û∗, is critical for fast and reliable convergence of the sequen-
tial quadratic programming (SQP) approach. It can help avoid
a premature exit from the SQP algorithm with an infeasible
solution, but also it allows for complete Newton steps in the
SQP, which yields a fast convergence rate (Gros et al., 2016).
To facilitate the estimation, the previous optimal input trajec-
tory is utilised in a shifted version to hot-start the solution at
the following sampling time, generally by duplicating the last
value. In the case of active-set-based SQP, the Lagrange multi-
pliers λ, linked to the optimisation constraints, may also be used
to hot-start the QP in a shifted version (González-Villarreal
& Rossiter, 2020b).

4.4.2 Single sequential quadratic programming iteration
One of the most efficient approaches to handle nonlinear
programming (NLP) problems is sequential quadratic pro-
gramming (SQP) (Nocedal, 2006). In the SQP approach, the
NLP is sequentially approximated by QPs, delivering New-
ton directions for performing steps towards the solution start-
ing from the available guess. Iterations are performed until
convergence is reached, taking (not necessarily full) Newton
steps (Gros et al., 2016). However, within the RTI scheme, only
one iteration of SQP is performed, given that the optimisation
is ‘warn-started’ from the prior solution (González-Villarreal
& Rossiter, 2020b).

4.4.3 Computation separation
The separation of the computation is perhaps the essential
aspect of the RTI scheme. It divides the calculations into prepa-
ration and feedback phases. A timing diagram that illustrates
this can be seen in Gros et al. (2016).

• Preparation phase: It uses the last applied input trajectory
uk−1 to predict the state ˆ̄xk | k−1, which is then used to lin-
earise and prepare a QP to be later solved in the feedback
phase.

• Feedback phase: as soon as the state xk becomes available,
the state deviation δxk = xk − ˆ̄xk | k−1 is used to complete
the calculation of f, ρ and the optimal correction δÛ∗ to the
current trajectory Û.

4.5 Efficient algorithmO(N2) to compute the hessian E

Because of its dimensions and time-varying nature, the hessian
E is one of themost computationally expensive operations of the
OCPmentioned above. Fortunately, the underlying structure of
thematrixHy allows the implementation of the so-calledO(N2)

condensing algorithm, initially presented in Andersson (2013)
and re-derived inGonzález-Villarreal (2021). It provides an effi-
cient calculation of the hessian termHT

y QHy via a recursive-like
operation that takes advantage of the block triangular struc-
ture of matrix Hy to avoid the zero terms computations, as
well as any repeated terms that may result from the direct cal-
culation. However, the condensing algorithm O(N2) presented
in the preceding studies was derived for quadratic optimisa-
tions considering states/inputs and state-input costs, whereas,
for the formulation presented in this paper, an algorithm for
‘output-only’ cost functions is required.

For the sake of simplicity, the algorithm is derived here
considering the resulting hessian with a short horizon of
Np = 3.

E =
⎡
⎣ C1B0 0 0

C2A1B0 C2B1 0
C3A2A1B0 C3A2B1 C3B2

⎤
⎦T

︸ ︷︷ ︸
Hy

⎡
⎣q1 0 0
0 q2 0
0 0 q3

⎤
⎦

︸ ︷︷ ︸
Q⎡

⎣ C1B0 0 0
C2A1B0 C2B1 0

C3A2A1B0 C3A2B1 C3B2

⎤
⎦

︸ ︷︷ ︸
Hy

E =
⎡
⎣E1,1 E1,2 E1,3
E2,1 E2,2 E2,3
E3,1 E3,2 E3,3

⎤
⎦

One can see that a good starting point towards computing the
hessian is the multiplication of QHy. The resulting matrix S is
given by:

S =
⎡
⎣s1,1 0 0
s2,1 s2,2 0
s3,1 s3,2 s2,3

⎤
⎦ =

⎡
⎣ q1C1B0 0 0

q2C2A1B0 q2C2B1 0
q3C3A2A1B0 q3C3A2B1 q3C3B2

⎤
⎦

(21)
Separating the hessian column-wise, the first column of it is
computed as follows:⎡

⎣E1,1
E2,1
E3,1

⎤
⎦ =

⎡
⎣BT0C

T
1 BT0A

T
1C

T
2 BT0A

T
1A

T
2C

T
3

0 BT1C
T
2 BT1A

T
2C

T
3

0 0 BT2C
T
3

⎤
⎦

⎡
⎣s1,1
s2,1
s3,1

⎤
⎦ (22)

The algorithm is based on iteratively reusing terms that were
computed previously. Starting from the last term E3,1:

E3,1 = BT2C
T
3 s3,1 �→ Z3,1 = CT

3 s3,1

E3,1 = BT2 Z3,1

The next term E2,1 is computed as:

E2,1 = BT1C
T
2 s2,1 + BT1A

T
2C

T
3 s3,1

Reusing the term Z3,1 computed previously:

E2,1 = BT1 (CT
2 s2,1 + AT

2 Z3,1) �→ Z2,1 = CT
2 s2,1 + AT

2 Z3,1

E2,1 = BT1 Z2,1
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Using the same logic, the last term E1,1 can be calculated as
function of Z2,1, and hence of Z3,1:

E1,1 = BT0 (CT
1 s1,1 + AT

1 Z2,1) �→ Z1,1 = CT
1 s1,1 + AT

1 Z2,1

E1,1 = BT0 Z1,1

Thus, an obvious pattern can be seen where the hessian can be
calculated by recursively computing the terms with an expres-
sion like Zk,j = CT

k sk,j + AT
j Zk+1,j for k, j ∈ [1, . . . ,Np × nu],

and then calculating the hessian term Ek,j = BTk−1Zk,j. Keeping
in mind that in the case where k = j, the term R(k, j) needs
to be added to Ek,j, i.e. to the diagonal of the hessian, see
Equation (19b).

Because the hessian is symmetric (Nocedal, 2006), the final
algorithm only calculates the lower triangular terms and dupli-
cates the rest of the terms.

Finally, this approach can also be used to re-derive the
algorithmO(N) (Andersson, 2013), which can be used to calcu-
late the linear term f, see Equation (19c), for ‘output-only’ cost
functions.

5. Numerical results

In this section, numerical results of the proposed control strat-
egy implemented on the benchmark scale model of the Waves-
tar (Ringwood et al., 2017) are presented.

5.1 Model parameters

The model parameters used in this study are summarised in
Table 1.

5.2 Wave conditions

The wave climate is characterised by the significant wave height
Hm0, the peak wave period Tp and the wave direction. A series
of three unidirectional sea states, generated using the JON-
SWAP spectrum, are used for this study. The spectrum param-
eters are given in Table 2, based on the sea states used in the
WECCCOMP (Tona et al., 2019).

5.3 Simulation and control parameters

Given that the main goal of this work is to evaluate the RTI-
NMPC proposed for WECs, all simulation trials were done in
the nominal case, i.e. no noise or uncertainty was included. It

Table 1. Model parameters for the scale model of the Wavestar device, taken
from Tona et al. (2019) and Ringwood et al. (2017).

Hydrodynamic parameters

Inertia of arm and float J 1.04 kgm2

Added inertia J∞ 0.4805 kgm2

Hydrostatic stiffness coefficient Khs 92.33 Nm rad−1

Rotational linear damping bv 1.80 Nm rad−1 s−1

Radiation moment impulse response realisation

Ar =
[−13.59 −13.35

8.00 0.00

]
Br

[
8.0
0.0

]
Cr = [

4.739 0.5
]

Dr = −0.1586

Table 2. Parameters for wave generation using JONSWAP spectrum. Significant
wave height Hm0, peak period Tp and peak enhancement factor γ .

Namea Hm0 [m] Tp [s] γ [-] Duration [s]

SS4 0.0208 0.988 3.3 98.8
SS5 0.0625 1.412 3.3 141.2
SS6 0.1042 1.836 3.3 183.6
aNames are given to have consistency with the names given in the WECC-
COMP (Tona et al., 2019).

Table 3. Simulation and control tuning parameters

Parameter Value

Simulation time [s] 100 × Tp
Control sampling time [ms] 10
Prediction horizon [samples]� Round(2 × Tp/dt, 5)
μ�
gen 0.7

μ�
mot 0.7−1

ϕ† 1000
Control limit [Nm] ±12

�Suggested by Ringwood et al. (2017).
†Used in PTO efficiency function approximation.
�Operator Round(number,multiple) returns a number rounded to the desired
multiple.

was also assumed that the vector containing the future wave
excitation moment is known throughout the prediction hori-
zon.

Regarding the prediction horizon, research on wave exci-
tation force prediction suggests that prediction strategies can
predict wave excitation force for swell waves extremely accu-
rately up to two peak wave periods in the future (Fusco & Ring-
wood, 2010). In light of the foregoing, a prediction horizon
equivalent to two peak wave periods (Np = 2 × Tp/dt.) was
chosen for each sea state. Other relevant control tuning param-
eters are summarised in Table 3.

5.4 Results on the amount of energy absorbed

With the idea to have a reference point for each sea state, sim-
ulations were carried out using NMPC with an efficiency of
100%. This will give us an estimate of how much energy can be
harvested in the case of an ideal bi-directional PTO system.

Figure 2 shows the absorbed power over the simulation time
for the sea state SS6. For this simulation, the absorbed energy
was 249.75 J with a mean power of 1.4988W.

Figure 2 also shows how the control input takes the form of a
bang-bang type of control, mostly assigning the values of uk =
±12. Similar results were obtained for sea states SS4 and SS5,
summarised in Table 4.

After establishing a reference point for each sea state, further
simulations were run with the specified value for PTO system
efficiency (see Table 3).

Figure 3 depicts the absorbed power by the WEC model
across the simulation time with a cost function without the
matrix R (See Equation (19a)), which penalises the input devi-
ation. Figure 3 and Table 5 complement prior studies (Bacelli
&Coe, 2021; Li &Belmont, 2014;Mérigaud&Tona, 2020; Ring-
wood et al., 2014) where energy loss was reported. Even when
considering the PTO system efficiency in the OCP at each sam-
ple time, a reactive control strategy can result in overall negative
energy absorbed if not correctly tuned.
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Figure 2. Control input and absorbed power by theWavestar model undersea state SS6 with an ideal bidirectional PTO system. The red dashed line represents the mean
absorbed power.

Table 4. Energy absorbed andmean power for the sea states considering an ideal
bidirectional PTO System.

Sea State Energy Absorbed [J] Mean Power [W]

SS4 2.90 0.0366
SS5 71.78 0.5820
SS6 249.75 1.4988

Another insight we can get from Figure 3 is that, even when
the control input constraints are met, the input trajectory does
not appear acceptable due to the fast change in its value, result-
ing in severe mechanical wear of the actuator, shortening its
life cycle. Hence, there needs to be a trade-off between energy
capture and actuator activity in practice.

On the other hand, Figure 4 depicts the control input and
the absorbed power for sea state SS6 across the simulation time
after simulating the system with a cost function as described in
Equation (19a).

From the data depicted in Figure 4 we can make the follow-
ing remarks. First, it is clear that the proposed control strategy
is successful in absorbing a net positive power from the ocean
waves; second, in contrast to the findings in Figure 3, RTI-
NMPC with the added weighting matrix R strives to avoid
consuming energy from the grid; and third, one can see how
the control input is smoother for RTI-NMPC with the added
weighting matrix R compared with the one presented in Figure
3 (the reader may consider the resolution for the time length

shown in both figures). For sea states SS4 and SS5, similar find-
ings are obtained with cost function (19a), these are presented
in Table 6.

Now, to compare the control strategy proposed around RTI-
NMPC with the added weighting matrix R, two additional sets
of simulations were performed using a linear model predictive
controller (MPC) and a proportional controller, also known as
resistive control in the ocean wave energy community (Maria-
Arenas et al., 2019; Sanchez et al., 2015; Wang et al., 2018).

The advantage of employing a resistive control is that it
is computationally cheap, i.e. speedy and physically simple to
implement, for example, with electronic components. Still, the
disadvantage is that it is suboptimal, and the proportional gain
must be adjusted for each specific sea state. MPC, on the other
hand, even though it attempts to provide an optimal solution
at each sample time, the absence of the PTO system efficiency
in the OCP renders its solution meaningless at the current time
step, resulting in a suboptimal control law, or even in a net neg-
ative absorbed energy, depending on the sea state and tuning
parameters used in the simulation. For comparative purposes,
Figure 5 shows the control input and absorbed power by the
Wavestar model for sea state SS6. Figure 6 shows the energy
absorbed by the WEC for each control strategy.

The reader may also see in Figure 6 the percentage of energy
absorbed in comparison to the ideal scenario with an efficiency
of 100%. From there, we can observe that, while the proportion
of energy collected by RTI-NMPC is low in general, 58.9% of
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Figure 3. Control input and absorbed energy by the PTO system with an efficiency value as presented in Table 3 and a cost function without the matrix R for sea state
SS6. The mean delivered power is−0.0087W and absorbed energy of−7.8038 J, which represent a loss of energy.

Table 5. Energy absorbed and mean power for the sea states for a nonideal
bidirectional PTO System using a cost function inside RTI-NMPC control strategy
without the matrix R.

Sea State Energy Absorbed [J] Mean Power [W]

SS4 −65.3 −0.6234
SS5 −46.4 −0.3252
SS6 −7.8038 −0.0087

249.5 J, it is significantly higher when compared to the other two
control laws considered, 20.4% forMPC and 23.6% for the resis-
tive controller. Between them, RTI-NMPC can absorb roughly
three times more than the MPC and two and a half times more
than the resistive controller.

Another interesting fact we can extract from these results is
that standardMPC,which is well understood and highly praised
for linear systems, could not extract more energy than a simple
resistive controller. So, linear MPC is not worth the effort, espe-
cially considering the extra costs when designing/buying a PTO
system that can offer a bidirectional energy flow.

Finally, an intriguing finding is that, as indicated in Table 6,
linear MPC cannot extract energy for sea state 5. The total
amount of energy absorbed is negative, implying that the sys-
tem loses energy rather than absorbing it from the waves. This
energy loss is because MPC’s forecasts are invalid since it does
not incorporate the PTO system’s efficiency into each OCP. To
put it another way, the MPC controller borrows energy from
the grid with the ‘promise’ of returning it with interest in the

not-too-distant future. Yet, the controller fails due to inaccurate
predictions and thus cannot meet this promise.

5.5 Computational efficiency of the proposed NMPC
algorithm

Before evaluating the computational performance of the pro-
posed RTI-NMPC strategy for each of the sea states, we are
interested in highlighting how much time may be saved when
computing the hessian using the proposed algorithm O(N2)
against standard matrix-vector operations. The average time
required to calculate the hessian for both approaches men-
tioned above is summarised in Table 7 for different prediction
horizons.

To determine the average execution time of the hessian and
the proposed RTI-NMPC strategy, a customised C + + code
was written using the Eigen3 C + + library and tested on a PC
running Ubuntu 20.04 LTS terminal for Windows 10 with an
Intel i5-7400 CPU @ 3.4GHz with 8 GB of RAM. For each pre-
diction horizon, the average execution timewas calculated using
10000 simulations.

Table 7 shows how the time saving from computing the hes-
sian increases as the number of points in the prediction horizon
increases. Even though we know that the time it takes to com-
pute the hessian is not the only factor to consider when trying
to solve an OCP, it is undoubtedly the most important.

For example, using normal matrix-vector operations, we can
observe that computing the hessian for 300 steps ahead takes
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Figure 4. Control input and absorbed power by the Wavestar model undersea state SS6 using a cost function without considering the matrix R that penalises the input
slew rate.

Table 6. Energy absorbed and mean power for resistive control, MPC, and RTI-NMPC for each sea state.

Resistive MPC RTI – NMPC

Sea State Absorbed Energy [J] Mean Power [W] Absorbed Energy [J] Mean Power [W] Absorbed Energy [J] Mean Power [W]

SS4 1.4974 0.01899 1.1914 0.01537 1.9499 0.02458
SS5 18.2770 0.1468 −13.1914 −0.1083 40.875 0.3210
SS6 59.0760 0.3566 51.0505 0.3532 147.092 0.8897

longer than the 10ms sampling time used in this study. This
indicates that the controller would not deliver a solution in the
allotted time if typical matrix-vector operations are applied. In
general, we can attain saving times of 1.5 times to 4.8 times
for prediction horizons within the typical range that we can
encounter in wave energy applications (between 1 Tp to 2 Tp
of the dominant wave).

After studying the computing performance of algorithm
O(N2), Table 8 gathers the average execution times with its
respective standard deviation for the proposed RTI-NMPC
using the algorithm O(N2) to compute the hessian E and the
algorithm O(N) for the linear term f for different prediction
horizons for the three sea states. Recall that for this paper, the
QP solver qpOASES was used.

Here, it is essential to note that the timings are determined
by the number of points ahead used for the prediction horizon
in each simulation, not the actual sea state characteristics.

Two predictions horizon were chosen for each sea state, cor-
responding to one peak period (1 × Tp) and two peak periods
(2 × Tp) of the dominant wave. For example, that would be 185

and 365 steps ahead in the case for sea state SS6 (see Table 8 for
the prediction horizon for the other sea states).

Let us now turn our attention to the execution times. For
sea state SS6 we can see that for 185 steps ahead, the entire
RTI-NMPC implementation would take around 1.581ms (i.e.
Texc + σexc) to solve the OCP at each time step, which is within
the sampling time used in this study (10ms). However, in the
case of 365 steps ahead, the implementation would take around
11.840ms in the worst-case scenario. If this is the case, the con-
troller will not provide an optimal solution within the 10ms
sampling time frame.

One quick and straightforward solution to this problem
could be to reduce the prediction horizon for something in
between one peak period (1 × Tp) and two peak periods (2 ×
Tp) of the dominant wave. Moving blocking strategies, such as
the one presented in González-Villarreal and Rossiter (2020b),
could also be used as a possible solution but are not discussed
here. The main takeaway from this Section is that the proposed
algorithm would allow faster computation required to achieve
real-time performance.
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Figure 5. Control input and absorbed power by the Wavestar model undersea state SS6 with different control strategies. In blue NMPC using the modified cost function
Equation (17), in black MPC and red resistive control proportional.

Figure 6. Energy absorbed by theWavestar model undersea state SS6 with different control strategies. In blue RTI-NMPC using themodified cost function Equation (17),
in black MPC and red resistive control. The value in parenthesis represents the percentage of energy absorbed concerning the maximum theoretical amount, 249.5 J.

6. Conclusions

This paper presents a nonlinear model predictive control strat-
egy based on the real-time iteration scheme (NMPC-RTI). The
controller can take into account the efficiency of the PTO system
when solving the OCP at each time step. This is a key feature in
a control policy that maximises the energy extracted from the
ocean waves.

Computer simulations of a reactive controller for a single
point absorber of a Wavestar-scale model wave energy con-
verter with a nonideal PTO system efficiency indicate that the

RTI-NMPC approach can significantly improve wave energy
converter performance.

TheRTI-NMPCapproach outperforms the other two control
policies tested for the specific case in Section 5. The proposed
approach harvests roughly two and a half times the amount
of energy extracted by a resistive controller and nearly three
times that of linear MPC while keeping the amount of power
‘borrowed’ from the grid to a bare minimum.

On the other hand, with linear MPC, despite attempting
to provide an optimal solution at each sample time, the over-
all optimisation procedure becomes meaningless at the current
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Table 7. Average time for computing the hessian E using algorithm O(N2) and
standard matrix-vector operations.

Np
Avg. Time using

algorithm O(N2) [ms]

Avg. using standard
matrix-vector operations

[ms] Gain [-]

100 0.318 ± 0.039 0.547 ± 0.141 1.720
200 1.236 ± 0.126 3.766 ± 0.245 3.047
300 2.848 ± 0.212 10.179 ± 0.583 3.574
365 4.500 ± 0.441 17.892 ± 1.040 3.976
400 5.426 ± 0.274 22.795 ± 0.497 4.201
500 8.803 ± 0.331 42.671 ± 0.789 4.847

Table 8. Average execution times for the proposed RTI-NMPC using the algorithm
O(N2) to compute the hessian E and the algorithm O(N) for the linear term f for
different prediction horizons.

Np [Points ahead]
Avg. Exc. Time

Texc [ms]
Avg. Standard

Deviation σexc [±ms]

SS6
185 1.139 0.422
365 8.707 3.133

SS5
140 0.607 0.199
280 3.971 0.746

SS4
100 0.260 0.074
200 1.607 0.089

time step due to the absence of the PTO system efficiency in
the OCP, which causes significant differences in the predic-
tions of the generated energy resulting in an ill-posed optimisa-
tion (Rossiter, 2018). This ultimately leads to suboptimal control
law, or even a net negative absorbed energy, depending on the
sea state and tuning parameters used in the simulation.

Another interesting finding of this study, related to the pre-
vious point, is that in some cases, linear MPC cannot harvest
more energy than a simple resistive controller, which makes it a
very interesting feat that many previous studies have otherwise
ignored. This may also be seen in the reactive power that MPC
‘consumes’ at specific points during the simulation, as opposed
to the resistive controller, which consumes no power from the
grid at all.

Finally, this study also derived a computationally efficient
algorithm O(N2) for ‘only-output’ cost functions, which offers
significant time savings for computing the hessian for large pre-
diction horizons. The computational time savings achieved by
implementing the O(N2) condensing procedure could allow
for the use of larger prediction horizons and/or faster sample
rates, as long as more precise prediction algorithms are avail-
able. Here, a sample rate of 10ms was shown to be feasible with
realistic horizons and without excessive computing power.

Future work on the proposed strategy will be concerning the
robustness of the controller design in the face of unmodelled
system dynamics and the performance of the control law with
imperfect wave force/torque prediction.

To summarise, the controller presented in this paper: non-
linear model predictive control based on the real-time iteration
scheme can significantly improve wave energy converter per-
formance, reducing at the same time the amount of energy
temporally borrowed from the grid.

Ultimately, enhancing peer collaboration and transparency,
the findings provided in this paper and the code used in the sim-
ulation are accessible through a Code Ocean capsule available
at Guerrero-Fernández and González-Villarreal (2021).
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ABSTRACT
One of several challenges that wave energy tech-

nologies face is their inability to generate electricity
cost-competitively with other grid-scale energy generation
sources. Several studies have identified two approaches
to lower the levelised cost of electricity: reduce the cost
over the device’s lifetime or increase its overall electri-
cal energy production. Several advanced control strate-
gies have been developed to address the latter. However,
only a few take into account the overall efficiency of the
power take-off (PTO) system, and none of them solve the
optimisation problem that arises at each sampling time on
real-time. In this paper, a detailed Nonlinear model pre-
dictive control (NMPC) approach based on the real-time
iteration (RTI) scheme is presented, and the controller per-
formance is evaluated using a time-domain hydrodynamics
model (WEC-Sim). The proposed control law incorporates
the PTO system’s efficiency in a control law to maximise the
energy extracted. The study also revealed that RTI-NMPC
clearly outperforms a simple resistive controller.

∗Address all correspondence to this author.

1 INTRODUCTION

A wave energy converter (WEC) is a device that con-
verts the energy carried by the ocean waves into electrical
energy through a power take-off (PTO). WECs can be clas-
sified into oscillating bodies or oscillating water columns
based on their primary operating principle [1]. Today, a
broad spectrum of concepts for wave energy conversion
have been proposed and investigated.

One of several challenges that wave energy tech-
nologies face is their inability to generate electricity
cost-competitively with other grid-scale energy generation
sources, such as natural gas and wind [2]. The levelised
cost of electricity (LCOE) is defined as the ratio of the to-
tal cost to total electrical energy produced over the lifetime
of a wave energy converter, which is commonly reported
in U.S. dollars per kilowatt-hour units [3]. Several studies
have identified two ways to reduce the LCOE for ocean
wave energy: reduce the cost over the device’s lifetime
or increase the device’s overall electrical energy produc-
tion [4–7].

Several control strategies for wave energy converters
can be found in literature [8–10] and can be divided into
two groups: passive control and active control. A passive
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controller implements a force that opposes the movement
of the point absorber, and the energy flow is unidirectional,
from the ocean to the grid. Resistive control [8, 11–13]
is an example of this type. On the other side, active con-
trollers involve a bidirectional energy flow from the sea to
the grid and vice versa. Model predictive control (MPC)
and spectral and pseudospectral methods [9, 12, 13] belong
to this category. This paper offers a solution for the lat-
ter: an advanced control strategy to significantly improve
energy capture efficiency.

In [14], the performance of a reactively controlled sin-
gle point absorber of a Wavestar WEC with a nonideally
efficient PTO was studied for regular waves, and the perfor-
mance of regular and irregular waves was studied in [11].
For regular and irregular waves, partial reactive control was
suggested in [15] as a causal suboptimal control approach
for a heaving single-body wave energy converter, along
with studies of the impact of the actuators’ efficiency in
the annual mean absorbed power.

In [16], an MPC approach was described that explicitly
considers the efficiency of the PTO system. However, this
controller, similarly to the one presented by the same au-
thors in [17, 18], cannot be used for real-time implementa-
tion with small sampling times (Tp ≤ 50ms) since they are
based on an offline solution [18]. Similar, the MPC algo-
rithm presented in [17, 18] uses a discrete objective func-
tion that weights the instantaneous power value over the
prediction horizon. The weightings are determined offline
using an iterative optimisation approach based on repeated
simulations of the WEC model over a set of sea states (a
Nelder-Mead optimisation algorithm is used).

The major contribution of this paper is the implemen-
tation of a nonlinear model predictive control (NMPC) ap-
proach based on the real-time iteration (RTI) scheme [19]
to incorporate the PTO system’s efficiency when solving
the optimal control problem (OCP) at each time step in a
control policy that aims to maximise the amount of energy
extracted from the ocean waves.

This research builds on previous work in [20]. A key
extension is that the assumptions about the incident wave
moment at the current time step and for a prediction hori-
zon window are removed in this paper. Here, wave exci-
tation moment is estimated using a Kalman filter, and the
vector of future wave excitation moment is predicted using
an autoregressive (AR) model. A further important novelty
is that the simulation is performed on WEC-Sim to provide

a more realistic/accurate simulation.
The structure of this paper is outlined as follows. Sec-

tion 3 presents the time-domain modelling of the wave en-
ergy converter used in this work. Section 2 formulates the
general objective of any energy-maximising control strat-
egy. A detailed description of the modelling, prediction,
optimisation and real-time iteration to implement the pro-
posed RTI-NMPC scheme are presented in Section 4. The
results of the simulations are presented in Section 5. Fi-
nally, Section 6 contains conclusions, summarises the pa-
per’s contribution and describes future work.

2 PROBLEM FORMULATION

The main objective of a wave energy converter con-
troller is to transfer as much energy as possible from the
ocean waves to the grid for a broad range of sea states. The
electrical energy Ee absorbed by the grid over a time hori-
zon T , is defined as:

Ee =−
∫ t+T

t
Pe(τ)dτ =−

∫ t+T

t
Γ(τ)Pm(τ)dτ (1)

where Pe denotes the electrical power delivered to the
grid, Pm the raw hydromechanical power absorbed by the
PTO system, Γ the overall efficiency of the PTO system
and τ is the variable of integration.

The negative sign in Eq. (1) is because the energy is
drawn from the WEC and thus the maximisation of the en-
ergy absorbed corresponds to a minimisation of the control
objective [21].

The instantaneous hydromechanical absorbed power is
given by:

Pm(t) = Mpto(t) θ̇(t) (2)

where Mpto is the PTO moment and θ̇ represents the
angular velocity of the arm.

Finally, to use standard nomenclature, Mpto(tk) is re-
placed by uk, and the discrete-time optimisation problem is
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given by:

minimise J =
Np

∑
i=1

γk+i uk+i−1 θ̇k+i (3a)

s.t. xk+1 = f (xk, uk, wk ) (3b)

Umin ≤ uk ≤Umax (3c)

where Np is the prediction horizon, Eq. (3b) represents
the WEC dynamics with the states x = [θ θ̇ r ]T , the vari-
ables in x are defined in Section 3, uk the control input, wk
the discrete-time value for the excitation moment Mexc(tk),
and γk the specific value for the PTO efficiency at time in-
stant tk; that is, Γ( tk ) = γk.

Remark 1: equation (3a) considers the velocity θ̇ and
the control input u at different time steps (k+ i and k+ i−
1). This is chosen to ensure causality of the solution as
discussed in [22].

3 WAVE ENERGY CONVERTER MODELLING
The WEC chosen for testing the nonlinear controller

strategy is a scaled model of a single device based on the
Wavestar concept [23] used in the WEC Control Competi-
tion (WECCCOMP) [24]. In this point-absorber WEC, a
hemisphere acts as a floater, and it is coupled to a rotating
arm hinged at a fixed reference point A. (See Fig. 1.)

State space model
The dynamics of the WEC in the pitch degree of free-

dom, assuming that the system’s oscillations are modest,
can be written in the time domain as follows [25]:

(J+ J∞) θ̈(t) =−Khs θ(t)−bv θ̇(t)−Mrad(t)

−Mexc(t)+Mpto(t) (4a)

ṙ(t) = Ar r(t)+Br θ̇(t) (4b)

Mrad(t) =Cr r(t)+Dr θ̇(t) (4c)

where:

• θ represents the angular displacement of the arm with
respect to the equilibrium position, θ̇ and θ̈ represent
the angular velocity and angular acceleration of the
arm.

X

Z

A

B

SWL

C

x′

z′

+ θ

Float

Arm

Fixed frame

Actuator

FIGURE 1. DIAGRAM OF THE WAVESTAR WEC SYS-
TEM

• J is the total mass moment of inertia of the float and
pivot arm.

• J∞ is the added mass moment of the inertia.
• Khs is the hydrostatic coefficient.
• bv is a linear damping coefficient.
• Mrad is the radiation moment.
• Mexc is the excitation moment due to the incident wave.
• Mpto is the PTO moment (Input to the system).
• Ar, Br,Cr, Dr, are the state space matrices used to ap-

proximate the radiation moment Mrad avoiding the di-
rect computation of the convolution integral in time-
domain simulations. The state vector r(t) have no
physical meaning, but still contain information on the
condition of the surrounding fluid [26].

For more details of the model development, the interested
reader is referred to [3, 18].
Remark: Parameters and variables in Eq. (4) are specified
with respect to the rotating point A.

Power take-off efficiency
PTO systems are not perfect in real-world applications,

which means that the electrical power Pe is never equal to
the absorbed mechanical power Pm, i.e., 0 ≤ Pe ≤ Pm. If
a reactive control strategy is adopted, at certain times, the
PTO system must return some electric power from the grid
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back into the ocean (Pm ≤ 0). In those instants, and because
of the losses in the conversion stages, the electrical power
provided by the grid to the PTO system must be larger than
|Pm|, i.e., Pe ≤ Pm ≤ 0.

Given that the efficiency of the PTO system varies de-
pending on the direction of the energy flow (float-to-grid
or grid-to-float direction), the energy-maximising control
strategy must consider the efficiency when solving for the
optimal control input [27]. Other studies have discussed
the impact of nonideal PTO efficiency on WEC control
[11,15–17,28–32]. The main drawback of the cited studies
is that none of them solves the optimal control problem re-
lated to the nonlinear output equation of the model in real
time ( see Eq. (9) ), which is the main contribution of this
paper.

The overall efficiency of a PTO system can be mod-
elled using a modified-step function with two different val-
ues for the efficiency depending on whether the PTO sys-
tem is working as a motor (grid-to-float) or as a genera-
tor (float-to-grid). Therefore, the instantaneous extracted
power can be expressed as:

Pe(t) = Γ(t)Pm(t),
{

Γ(t) = µgen i f Pm(t)≥ 0
Γ(t) = µmot i f Pm(t)< 0

(5)

where µgen is the global efficiency of the PTO system when
it delivers energy to the grid and µmot is the global effi-
ciency when the PTO system consumes power from the
grid.

WEC-Sim numerical model
The work presented in this paper is based on a numer-

ical simulation of the WEC device using the WEC-Sim
code. WEC-Sim is a time-domain open-source code that
solves the system dynamics of WECs consisting of rigid
bodies, PTO systems, mooring systems, and control sys-
tems [3]. WEC-Sim calculates the dynamic response of
the WEC device by solving the WEC’s equation of motion
for each rigid body about its centre of gravity Cg in the
6 degrees of freedom based on Cummins’ equation [25].
The reader is referred to [3] for a detailed description of
the code implementation and validation of the numerical
model for the scaled Wavestar model against wave tank ex-
periments.

Wave excitation moment estimation
Many of the optimal control strategies for wave energy

converters studied in the literature rely on the availability
of measurements of the wave elevation and/or the excit-
ing forces caused by the incoming waves [33–36]. This re-
quirement is often difficult, if not impossible, to meet due
to the limited number of sensors available and time. To that
end, wave excitation force/moment has to be estimated via
measuring other quantities, such as the position or velocity
of the float.

The approach followed here, which was first proposed
in [34] and implemented in [17], is based on a Kalman fil-
ter coupled with a random-walk model for the wave exci-
tation moment. The main features of this solution are [17]:
(1) only standard WEC measurements (position, velocity),
(2) there is no significant lag compared to “true” values,
and (3) no (implicit) unrealistic assumption about the time-
invariant nature of the sea state is made; therefore it can be
implemented in any sea state. The algorithm is fully de-
scribed in [34].

Wave excitation moment prediction
This study used a linear AR model to predict the wave

excitation moment. The AR model, which was first in-
troduced in [37], implies that the wave excitation moment
Mexc, k at any given time tk is linearly dependent on its past
values via the parameters ai (in [37] a concept was pro-
posed for sea surface elevation, but the analogy to excita-
tion moment is immediate):

Mexc, k =
N

∑
i=1

ai ·Mexc, k−i +ζ k (6)

where N is the AR model order and ζ is a disturbance term
considered in the prediction.

If an estimate of the parameters â i, k at time instant tk
is computed and the noise is assumed to be Gaussian and
white, the best prediction for the wave excitation moment
Mexc, k+p | k at instant tk can be derived from Eq. (6) as:

M̂exc, k+p | k =
N

∑
i=1

â i, k · M̂exc, k+p−i | k (7)
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where, M̂exc, k+p−i | k ≡ M̂exc, k if k+ p− i ≤ k ( i.e., infor-
mation already acquired, no need of prediction).

For brevity, the reader is invited to extract in-depth de-
scriptions of AR models from [37–39].

4 NONLINEAR MODEL PREDICTIVE CONTROL
NMPC is becoming increasingly popular for real-time

optimal control solutions due to its ability to explicitly han-
dle constraints and nonlinear dynamics that define the sys-
tem of interest [40]. The following subsections are meant
to provide a quick overview of each of the steps involved in
RTI-NMPC.

Let us first define some notations used in the follow-
ing sections. The upper-bar ( x̄ ) represents a nominally
guessed point that is considered a “desirable-optimal” tra-
jectory that the NMPC framework will use to optimise and
improve the solution iteratively. Similarly, the hat ( x̂ )
represents the predicted trajectory value, whereas the vari-
able with no additional notation will be reserved for the
real/simulated value. In addition, for readability and to sim-
plify the notation of the following equations, the underbar
notation for vectors ( x ) will be dropped.

Modelling
In this paper, a discrete-time nonlinear dynamic model

describing the dynamics of a generic wave energy converter
of the following form is considered:

xk+1 = f (xk, uk, wk ) (8a)

yk = g(xk, uk, wk ) (8b)

where xk+1, uk and yk are vectors containing the nx states,
nu inputs and ny the outputs of the system, respectively.

The output function g(xk, uk, wk ) is selected as fol-
lows:

yk = gk =

[
θ̇k

γk uk−1

]
(9)

Equation (5), on the other hand, which models PTO ef-
ficiency, has a discontinuity between the two cases: Pm(t)≥
0 and Pm(t) < 0. Such a discontinuous function is un-
desirable in gradient-based optimisation approaches. A

smoothed approximation to Eq. (5), at Pm(t) = 0, must be
implemented to avoid problems with the efficient imple-
mentation of the optimisation algorithm.

In [32] and [16], a modified-hyperbolic tangent func-
tion is used to approximate Eq. (5). The approximation
using tanh is preserved in this study and is given by:

Γapprox (t) = α +β tanh(ϕ Pm(t)) (10)

where α is an offset, β is a scaling factor, and ϕ is a real
positive parameter that determines the accuracy of the ap-
proximation.

Prediction
The prediction model discussed in this section is de-

rived similarly to that presented in [41] and is presented
here to allow the contents of this paper to be self-contained.
Using a first order multivariable Taylor series expansion,
the linearised model for Eq. (8a) at a given time step tk is
given by:

x̂k+1 = x̄k+1 + Ak δ x̂k +Bk δ ûk +Bw,k δ ŵk (11)

where δ x̂k= x̂k − x̄k, δ ûk= ûk − ūk, and δ ŵk= ŵk − w̄k are
the deviations of the state, control input and wave excitation
moment from their nominal points (x̄k, ūk, w̄k) at time step
tk respectively, and Ak, Bk, and Bw,k are the partial deriva-
tives with respect to the states, control input, and wave ex-
citation input moment, which will be defined shortly.

The wave excitation moment deviation δ ŵk requires
special consideration at this stage. Because the approach
described in this study is based on the prediction of future
wave excitation moment, the nominal and predicted trajec-
tory for the wave excitation moment is considered to be the
same at each time step, i.e., δ ŵk =0 for all k, and thus the
following derivation ignores this term.

Ak =
∂ f (x,u,w)

∂x

∣∣∣∣ x̄k
ūk
w̄k

Bk =
∂ f (x,u,w)

∂u

∣∣∣∣ x̄k
ūk
w̄k

x̄k+1 = f (x̄k, ūk, w̄k)

The deviation δ x̂k+1 = x̂k+1 − x̄k+1 at time step tk+1 
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can be approximated by:

δ x̂k+1 = Ak δ x̂k +Bk δ ûk (12)

Given that the nominal point x̄k+1 and the linearisation ma-
trices Ak,Bk are parametrically dependent on x̄k, ūk, w̄k,
and that the value for xk is already known at a given sam-
pling time tk (either by measurements or by state estima-
tion), the value for x̄k+1 can only be derived by guessing (or
estimating) an optimal-nominal value for ūk around which
the trajectory will be linearised.

If values for the future optimal-nominal input trajec-
tory Ū = [ūT

k , ū
T
k+1, · · · , ūT

k+Np−1]
T are guessed, the pro-

jected nominal state trajectory X̄ =[x̄T
k+1, x̄

T
k+2, · · · , x̄T

k+Np
]T

and the linearisation matrices Ak,Bk can be computed for
future time steps t = k + 1,k + 2, ...,k +Np, where Np is
known as the prediction horizon. This technique is often
referred as single-shooting. Other techniques such as mul-
tiple shooting and collocation points can also be used with
the proposed approach [40].

After obtaining X̄ with Ū , Eq. (12) can be shifted for-
ward:

δ x̂k+2 = Ak+1 δ x̂k+1 +Bk+1 δ ûk+1 (13)

Substituting Eq. (12) into Eq. (13) yields:

δ x̂k+2 = Ak+1 (Ak δ x̂k +Bk δ ûk)+Bk+1 δ ûk+1 (14)

By recursively repeating the preceding procedure for
Np steps and considering just the system output (Eq. (9)),
the predicted deviations from the nominal output trajectory
may be expressed in a matrix form by:

δŶ = Gy δxk + Hy δÛ (15)

where δŶ = Ŷ − Ȳ = [δyT
k+1, δyT

k+2, · · · , δyT
k+Np

]T

are the output deviations, δÛ = Û − Ū =
[δ ûT

k , δ ûT
k+1, · · · , δ ûT

k+Np−1]
T are the control input

deviations. The matrices Gy and Hy are given by:

Gy =




C1 A0
C2 A1 A0

...
CNp ANp−1 · · ·A1 A0


 (16)

Hy=




C1B0 0 . . . 0

C2A1B0 C2B1 . . .
...

C3A2A1B0 C3A2B1
. . . 0

...
...

. . .
...

CNpANp−1 · · ·A1B0 CNpANp−1 · · ·A2B1 · · · CNpBNp−1




(17)
The dimensions for these matrices are Gy = [Np ny ×

nx], Hy = [Np ny × Np nu], and Ck is the partial derivative
of Eq. (9) with respect to nominal state, evaluated at the
specific time step t=k, and is given by:

Ck =
∂g(x,u,w)

∂x

∣∣∣∣ x̄k
ūk
w̄k

In addition, the matrix 0 represents a matrix of zeros with
the same dimensions as the matrix Ck Bk.

Optimisation
Following the definition of the prediction models, the

cost function described in Eq. (3a) can be recast as follows:

J =
1
2

Ŷ T QŶ +
1
2

δÛT RδÛ (18)

where the matrix R is a positive definite matrix with dimen-
sions [Np nu × Np nu] and constant elements over its diago-
nal. Q is selected as a block diagonal matrix with dimen-
sions [Np nu × Np nu] and inner matrices qi used to compute
the product θ̇k × γk uk−1 as defined in [42].

Q =




q1 0 · · · 0

0 q2
. . .

...
...

. . . . . . 0
0 · · · 0 qNp




qi =

[
0 1
1 0

]

∀ i = [1,Np]

(19)

Equation (18) includes an additional term that pe-
nalises the input deviation. This term is included for two
reasons: first, it smooths out the control signal, making the
requirement for the actuator’s response limit less stringent;
and second, according to [10, 22, 32, 43], a reactive control
strategy with a cost function solely based on maximising
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the extracted energy can result in overall negative energy
absorbed, implying that the system is losing energy rather
than absorbing energy from the waves.

Finally, by inserting the linearised output prediction
Eq. (15) in Eq. (18), grouping comparable terms with re-
spect to the decision variable δÛ , and excluding any con-
stant terms in the cost function, the standard quadratic pro-
gramming (QP) formulation is obtained:

J =
1
2

δÛT E δÛ +δÛT f s.t. M δÛ ≤ ρ (20a)

E = HT
y QHy + R (20b)

f = HT
y Q [Ȳ +Gy δxk] (20c)

where E ∈ RNp nu×Np nu is a symmetric matrix known as the
Hessian and f ∈ RNp nu is a column vector usually referred
as the linear term; M ∈ R2Np nu×Np nu is the constraints ma-
trix and ρ ∈ R2Np nu is the constraints vector, defined as:

M =

[
I
−I

]
ρ =

[
Umax −Ū

−(Umin −Ū)

]
(21)

In the present work, only constraints in the control input
are considered. If any states’ constraints are required, M
and ρ must be slightly reformulated. It is worth noting that
Gy and Hy, and hence E and f , are time-dependent, which
is one of the main reasons why NMPC is computationally
expensive.

Having defined E, f , M, and ρ , the OCP can be solved
using any QP solver, such as Matlab’s quadprog func-
tion and qpOASES [44], to mention two. In this paper,
quadprog was used. The new control input sequence is
computed once the QP problem is solved, recalling that
Û = Ū +δU . From the new control input sequences, only
the first input is applied to the system, and the procedure is
repeated at the next time step, which is known as the reced-
ing horizon scheme [45].

Real-time iterations scheme
The RTI scheme was first introduced in [19] for non-

linear optimisation in optimal feedback control. A fully
converged NMPC should ideally re-linearise the predic-
tions and thus cost function Eq. (20) until no deviations are
necessary, i.e., δÛ = 0 [45]. This is not computationally

tractable in real-time applications since one must provide a
solution at each time step under strict time constraints and
avoid solving a problem that is just “getting older” [46].

The RTI scheme is briefly commented on in the follow-
ing subsections.

Initial value embedding. Choosing an appropriate
initial estimate for Û optimal, denoted as Û∗, is critical for
fast and reliable convergence of the SQP iteration. To fa-
cilitate the estimation, the previous optimal input trajectory
is employed in a shifted version to hot-start the solution at
the following sampling time, generally by duplicating the
last value [46].

Single SQP Iteration. The computing burden can be
further decreased by executing only a single SQP iteration
at each time step, i.e., only linearising the OCP once instead
of re-linearising it until convergence.

Computation separation. The separation of the
computation is perhaps the essential aspect of the RTI
scheme. It divides the calculations into preparation and
feedback phases. A timing diagram that illustrates this can
be seen in [46].

5 RESULTS
The numerical results of the proposed control strategy

applied on the Wavestar benchmark scale model simulated
on WEC-Sim are reported in this section.

Model parameters
Table 1 summarises the parameters used in the equation

of motion for the dynamics of the WEC, Eq. (4).

Wave conditions
The performance of the proposed controller is evalu-

ated in a series of three unidirectional sea states generated
by the JONSWAP spectrum. In general, wave climate is
characterised by the significant wave height Hm0, the peak
wave period Tp, and wave direction. The spectrum param-
eters are shown in Table 2, based on the sea states utilised
in the WECCCOMP [24].
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TABLE 1. MODEL PARAMETERS FOR THE SCALE
MODEL OF THE WAVESTAR DEVICE [17, 47].

Hydrodynamic parameters

Inertia of arm and float J 1.04kg m2

Added inertia J∞ 0.4805kg m2

Hydrostatic stiffness coefficient Khs 92.33N m rad−1

Rotational linear damping bv 1.80N m rad−1 s−1

Radiation moment impulse response realisation

Ar =


−13.59 −13.35

8.00 0.00


 Br


8.0

0.0




Cr =
[

4.739 0.5
]

Dr =−0.1586

TABLE 2. PARAMETERS FOR WAVE GENERATION US-
ING JONSWAP SPECTRUM. SIGNIFICANT WAVE HEIGHT
Hm0, PEAK PERIOD Tp AND PEAK ENHANCEMENT FAC-
TOR γ .

Name‡
Hm0

[m]

Tp

[s]

γ

[-]

Duration

[s]

SS4 0.0208 0.988

3.3

98.8

SS5 0.0625 1.412 141.2

SS6 0.1042 1.836 183.6

‡ Names are given to have consistency with the names given
in the WECCCOMP [24].

Simulation and control parameters
Regarding the prediction horizon, research on wave ex-

citation force prediction suggests that prediction strategies
can predict wave excitation force for swell waves extremely
accurately up to two peak wave periods in the future [37].
However, the prediction horizon chosen in this study for
each sea state is more conservative, i.e., one peak wave pe-
riod (Np = 1×Tp/dt).

After studying the literature on wave prediction for
WEC, specifically AR models, we found that there are

TABLE 3. SIMULATION AND CONTROL TUNING PA-
RAMETERS.

Parameter Value

Simulation time [ s ] 100×Tp

Control sampling time [ms] 50

AR Order [lags] 18

AR training set [-] 10×AR order

Prediction horizon [samples] Ceil(1×T p/dt,5)

µgen 0.7

µmot 0.7−1

ϕ⊛ 1000

Control limit [N m] ±12

⊛ Used in PTO efficiency function approximation.

widely disparate claims regarding the model order required
to predict wave excitation, ranging from 12lags to 32lags
in [37] to 10lags to 200lags in [38].

Therefore, the following procedure was followed to de-
termine the model order: first, the WEC system was sim-
ulated without a control law extracting the wave excitation
moment from the simulation. Second, using this informa-
tion, partial autocorrelation on the wave excitation moment
signal was performed, and it was found that a model with
18 lags would be sufficient to predict the wave excitation
moment. The AR model is updated every second during
simulations independently of the sea state selected.

Other relevant control tuning parameters are sum-
marised in Table 3.

The simulation for each sea state lasts at least 100 times
the peak period, with the first 25s used as a wave ramp and
hence omitted in the power and energy computation. Also,
the prediction algorithm started working after 10s of simu-
lation, whereas the controller started working after 15s.

Let us now turn our attention to the extracted energy
and power. Figure 2 shows the control input and ab-
sorbed power over the simulation time for sea state SS6
running under the RTI-NMPC controller. For this simula-
tion, the absorbed energy was 127.43J with a mean power
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FIGURE 2. CONTROL INPUT AND ABSORBED POWER
BY THE WAVESTAR SCALED MODEL FOR SEA STATE
SS6 WITH REAL-TIME ITERATION NONLINEAR MODEL
PREDICTIVE CONTROL. THE RED DASHED LINE REPRE-
SENTS THE MEAN ABSORBED POWER.

of 0.6204W. Results obtained for sea states SS4 and SS5
are summarised in Table 4.

From the data depicted in Fig. 2 we can make the fol-
lowing remarks. First, it is clear that the proposed control
strategy successfully absorbs a net positive power from the
ocean waves; second, RTI-NMPC strives to avoid consum-
ing energy from the grid.

To compare the control strategy proposed around RTI-
NMPC, one additional set of simulations was performed
using a proportional controller, proportional to the arm an-
gular velocity of the WEC, also known as resistive control
in the ocean wave energy community [8, 11–13].

For comparative purposes, Fig. 3 shows the control in-
put and absorbed power by the Wavestar model for sea state
SS6 running a resistive controller. For this case, the ab-
sorbed energy was 73.09J with a mean power of 0.3538W.
Results obtained for sea states SS4 and SS5 are summarised
in Table 4.

Finally, Fig. 4 shows the energy absorbed by the WEC
for each control strategy. From there, we can observe that
RTI-NMPC can absorb roughly 1.75 times more than the
resistive controller.
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FIGURE 3. CONTROL INPUT AND ABSORBED POWER
BY THE WAVESTAR SCALED MODEL FOR SEA STATE
SS6 WITH RESISTIVE CONTROL. THE RED DASHED LINE
REPRESENTS THE MEAN ABSORBED POWER.

TABLE 4. ENERGY ABSORBED AND MEAN POWER
FOR RESISTIVE CONTROL AND RTI-NMPC FOR EACH
SEA STATE.

Sea State
Resistive RTI - NMPC

Absorbed

Energy [J]

Mean

Power [W]

Absorbed

Energy [J]

Mean

Power [W]

SS4 2.121 0.01968 3.103 0.02867

SS5 23.055 0.14807 42.855 0.27624

SS6 73.092 0.35385 127.434 0.62041

6 CONCLUSIONS
This work describes an NMPC approach based on the

RTI scheme for including the PTO efficiency system when
solving the OCP at each time step in a control policy that
maximises the energy harvested from ocean waves.

WEC-Sim simulations of the Wavestar-scaled model
wave energy converter demonstrate that RTI-NMPC is able
to solve in real time a nonlinear optimal control problem
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that includes the nonideal efficiency of the PTO system. At
the same time, the proposed RTI-NMPC approach can sig-
nificantly improve wave energy converter performance.

Figures from Section 5 show the performance of the
proposed RTI-NMPC approach for sea state SS6. Re-
sults show that RTI-NMPC clearly outperforms the resis-
tive controller, harvesting roughly 1.75 times the amount
of energy extracted by a resistive controller while keeping
the amount of power “borrowed” from the grid to a bare
minimum.

Future work on the proposed strategy will focus on the
controller’s robustness in the face of unmodeled system
dynamics, the incorporation of nonlinear hydrodynamics,
and the controller’s performance with alternative lengths
for the prediction horizon in the wave excitation moment
algorithm.

To summarise, it appears that nonlinear model predic-
tive control based on the real-time iteration method could
be utilised to considerably enhance the absorbed energy
from ocean waves, hence reducing the levelised cost of
electricity.

Finally [48], to improve peer cooperation and open-
ness, the findings presented in this paper and the code used
in the simulations are available through a GitHub reposi-
tory available at [49].
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[32] Mérigaud, A., and Tona, P., 2020. “Spectral control of
wave energy converters with non-ideal power take-off
systems”. Journal of Marine Science and Engineer-
ing.

[33] Ling, B. A., and Batten, B. A., 2015. “Real Time Esti-
mation and Prediction of Wave Excitation Forces on a
Heaving Body”. In 34th International Conference on
Ocean, Offshore and Arctic Engineering OMAE2015.

[34] Nguyen, H. N., and Tona, P., 2017. “Wave Excitation
Force Estimation for Wave Energy Converters of the
Point-Absorber Type”. IEEE Transactions on Control
Systems Technology, 26(6), nov, pp. 2173–2181.

[35] Abdelkhalik, O., Zou, S., Bacelli, G., Robinett, R. D.,
Wilson, D. G., and Coe, R. G., 2016. “Estimation
of excitation force on wave energy converters us-
ing pressure measurements for feedback control”. In
OCEANS 2016 MTS/IEEE Monterey, IEEE.

[36] Davis, A. F., and Fabien, B. C., 2020. “Wave excita-
tion force estimation of wave energy floats using ex-
tended Kalman filters”. Ocean Engineering.

[37] Fusco, F., and Ringwood, J. V., 2010. “Short-Term
Wave Forecasting for Real-Time Control of Wave En-
ergy Converters”. IEEE Transactions on Sustainable
Energy, 1(2), pp. 99–106.

[38] Pena-Sanchez, Y., Merigaud, A., and Ringwood, J. V.,
2020. “Short-Term Forecasting of Sea Surface Eleva-
tion for Wave Energy Applications: The Autoregres-
sive Model Revisited”. IEEE Journal of Oceanic En-
gineering, 45(2), apr, pp. 462–471.

[39] Nguyen, H. N., and Tona, P., 2018. “Short-term wave
force prediction for wave energy converter control”.
Control Engineering Practice, 75, jun, pp. 26–37.

[40] Quirynen, R., Vukov, M., and Diehl, M., 2015.
“Multiple Shooting in a Microsecond”. In Multiple
Shooting and Time Domain Decomposition Methods.
Springer, Cham, pp. 183–201.

[41] Gonzalez Villarreal, O. J., and Rossiter, A., 2020.

“Shifting strategy for efficient block-based non-linear
model predictive control using real-time iterations”.
IET Control Theory and Applications.

[42] Guerrero-Fernández, J., González-Villarreal, O. J.,
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