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Abstract

Warming in the Arctic region is significantly faster than the global average rate, and

drives further climate changes. Clouds play a major role in the energy budget of the

Arctic and are a key uncertainty in projections of Arctic climate change. The behaviour

of aerosol particles and their interactions with clouds is particularly uncertain. Mea-

surements of Arctic clouds have revealed a high sensitivity to perturbations in aerosol

concentrations, but climate models show large differences in projections of the Arc-

tic aerosol budget depending on parameterisations used for key processes, such as sea

spray aerosol emissions, new particle formation, and wet removal. In this thesis, we

use novel measurements of aerosol size distributions from the Arctic Ocean to evaluate

Arctic aerosol and cloud processes in regional and global models. We examine primary

marine organic carbon, biomass burning, wet removal and new particle formation. Our

results show that there is a seasonal transition at the end of summer in the high Arctic

from a free-tropospheric source of particles to a boundary layer source of particles. The

transition is driven by declining photochemical rates at the end of summer, and coin-

cides with the onset of iodic acid emissions which drive new particle formation in the

high Arctic boundary layer during the sea ice freeze period. We show that simulating

this transition improves model-observation agreement in the concentration of particles

smaller than 100 nm diameter, something that could not be achieved by modifying the

primary carbon emissions or wet removal in the model. However, we also reveal biases

in the simulation of Arctic clouds in the regional model. Our results show that aerosol

processes cannot be considered in isolation, but rather that to model the impact of the

changing Arctic aerosol budget on the regional climate system, accurate simulations of

cloud behaviour are required.
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Chapter 1

Introduction

1.1 Arctic clouds in observations and models

In the present day, clouds have a net cooling effect on the Earth’s surface. Their global

cooling effect from reflecting incoming solar radiation is only partially offset by their

absorption and re-emission of longwave radiation back to the surface. However, in the

Arctic, clouds have a net warming effect on the surface for most of the year (Curry et al.,

1992; Curry et al., 1993; Wang et al., 2005; Kay et al., 2016). This regional difference

results from the high albedo of the Arctic surface (from ice and snow) and the lack

of incoming solar radiation during polar night, making the shortwave (SW) cooling

from the clouds relatively less important than the longwave (LW) warming. Clouds are

common in the Arctic, with average cloud fractions almost always over 50%, higher over

the Arctic Ocean and in summer (Intrieri et al., 2002; Wang et al., 2005; Shupe et al.,

2011). Mixed-phase clouds are common in the Arctic and can persist for timescales

on the order of days, despite the typically unstable relationship in clouds between ice

formation and liquid water (Shupe, 2011). Low-level clouds have a greater effect on the

surface energy budget than clouds at higher altitudes and are also the most frequently

occurring. Frequent cloud occurrence and the net warming effects of the clouds result

in a strong coupling between Arctic clouds and sea ice. Thermodynamic model results

and observations both suggest that cloudiness can be a controlling factor in the onset

of the annual sea ice melt season (Curry et al., 1993; Sedlar et al., 2011).

Because of the key role that clouds play in controlling the Arctic energy budget,

there is a high sensitivity to changes in cloud cover or cloud microphysical properties

(Garrett and Zhao, 2006). Moreover, model uncertainties in Arctic clouds create uncer-

tainties in predictions of Arctic climate change. Using satellite observations of albedo

for the Arctic region, Pistone et al. (2019) found that the global heating resulting from

total ice loss from the Arctic Ocean varies by a factor of 6 between completely over-

cast or completely cloud-free conditions. Although climate models are robust in their

1
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predictions of increased surface temperatures and continued sea ice loss, the speed and

magnitude of these changes is the subject of considerable inter-model spread (Pithan

and Mauritsen, 2014; Notz and SIMIP Community, 2020; Cai et al., 2021) and does

not always agree with the observational record, e.g. for the speed and magnitude of sea

ice loss since the beginning of this century (Shu et al., 2020) or for the rate of warming

in the Arctic relative to the global mean, known as Arctic amplification (Rosenblum

and Eisenman, 2017; Rantanen et al., 2022). Hodson et al. (2013) attribute a large

proportion of the uncertainty in projections of Arctic climate change to differences in

the ways that different models parameterise the same processes. Clouds constitute a

major source of model uncertainty, due to the complexity of processes that govern their

behaviour, the wide spread of length and time scales involved, and the large sub-grid

scale variability in thermodynamical fields necessitating empirical parameterisations.

This difficulty in simulating clouds and the uncertainty that results is widely acknowl-

edged as a challenge for global models, but is particularly acute for the Arctic region

(Vihma et al., 2014). Biases were seen in the cloud radiative effects of CMIP5 mod-

els for the Arctic region (Boeke and Taylor, 2016). The model biases were linked to

errors in the annual cycle of Arctic cloud fraction and in the surface albedo (i.e. the

interactions between clouds and sea ice).

In the rest of this chapter we will explain how aerosols can influence clouds in the

Arctic, introduce the processes that control the seasonal cycle of aerosol in the Arctic,

and how such processes will be affected by climate change. We will review results from

previous modelling studies that have examined how the changing Arctic aerosol budget

affects the energy budget of the region. We will then lay out the research questions

that motivate this thesis.

1.2 Arctic aerosol processes

Aerosol particles in the atmosphere interact with clouds by acting as cloud condensation

nuclei (CCN) or ice-nucleating particles (INP) on which liquid drops and ice crystals

form. Cloud model behaviour therefore depends on the parameterisations of aerosols in

the model, from microphysical and chemical processes on molecular scales to transport

of particles over synoptic distances. Aerosols affect the global energy balance directly

via aerosol-radiation interactions and indirectly via aerosol-cloud interactions. Two of

the most commonly studied aerosol-cloud interactions are the albedo effect and the life-

time effect. The Twomey effect (also referred to as the albedo or first indirect effect) is

when an increase in the number of CCN in a cloud of given liquid water content raises

the albedo of the cloud, because the higher CCN leads to a higher number of smaller

cloud droplets (Twomey, 1977). The lifetime effect (also referred to as the second indi-

rect effect) happens as a consequence of the lower efficiency of rain drop formation from

the smaller cloud droplets at high CCN concentrations, leading to a suppression of pre-
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cipitation and therefore the possibility of a longer cloud lifetime relative to a low CCN

case (Albrecht, 1989). There are many other aerosol-cloud interaction mechanisms, for

example related to entrainment, sedimentation, or glaciation. In this section we will

discuss the sources and sinks of aerosol in the Arctic, and processes which govern their

impacts on Arctic clouds.

1.2.1 Aerosol-cloud interactions

Aerosol and CCN concentrations in the Arctic are often much lower than other regions

in the globe which makes Arctic clouds particularly sensitive to aerosol perturbations.

Garrett et al. (2002) used in-cloud measurements from the SHEBA campaign and a

simple radiative transfer model to demonstrate an increase in downwelling LW radiation

from a cloud following an increase in background aerosol concentration, cloud droplet

number, and liquid water path. They therefore proposed a mechanism where an increase

in aerosols can increase the emissivity of a liquid cloud, creating a warming effect at the

surface. This mechanism is opposite to the albedo effect, where more aerosols create

smaller cloud drops and therefore cool the surface by increasing reflectivity. Garrett

et al. (2002) proposed that the LW emissivity effect is particularly relevant to the

Arctic since cloud drop numbers can be very low (∼ 5 cm−3) and the LW effects of

Arctic clouds dominate over the SW effects. Later studies measured the LW warming

effect from increased aerosol concentrations using larger datasets of cloud properties

from a ground station in Alaska (Garrett and Zhao, 2006; Lubin and Vogelmann,

2006). Mauritsen et al. (2011) also investigated the possibility of a warming effect of

Arctic clouds caused by increased aerosol concentrations. Using measurements from

the ASCOS campaign in the central Arctic Ocean and a radiative transfer model, they

investigate a case study of a “tenuous” cloud regime, where low aerosol concentrations

are found to limit cloud liquid water. Adding aerosols to the cloud therefore results in

higher emissivity and an associated warming effect. The results from Mauritsen et al.

(2011) also identify a threshold (10 cm−3) for the initial CCN concentration below

which more aerosols lead to warming due to LW effects and above which the cooling

from SW dominates. They analysed measurements from other Arctic campaigns to

conclude that the tenuous cloud regime (CCN <10 cm−3) is not limited to the single

case study they present. Birch et al. (2012) report that the tenous regime occurs 10–

30% of the time. Several modelling studies have focussed on the tenuous case study

from ASCOS (Birch et al., 2012; Loewe et al., 2017; Stevens et al., 2018). The studies

concluded that the use of fixed aerosol concentrations inhibits the ability of models

to capture the tenuous cloud regime and the dissipation of clouds due to low aerosol

concentrations. For example, Birch et al. (2012) found that the modelled cloud did

not dissipate as observed using a prescribed CCN concentration of 100 cm−3, but that

a concentration of 1 cm−3 led to improved model performance. The studies carry an

implication that fixed aerosol, CCN, or cloud drop number concentrations in models
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are not sufficient to capture the unique behaviour and radiative effects of Arctic clouds.

The frequent occurrence of mixed-phase Arctic clouds makes simulations of cloud

radiative effects in the Arctic particularly sensitive to the treatment of ice formation.

Concentrations of INPs measured in the Arctic are generally lower than those measured

in mid-latitudes (Bigg et al., 1996; Wex et al., 2019). Wex et al. (2019) report that

concentrations appear to be higher in the spring and summer and lower in the winter,

possibly linked to the exposure of terrestrial sources during the snow melt season. They

show that data from Arctic ground stations combined with back trajectory analyses

indicate sources close to land are stronger than those from pack ice regions. Marine

sources from open water could include polymer gels and other biogenic material from

the sea surface microlayer, as well as wind-driven sea spray (Bigg et al., 1996; Wex et al.,

2019). Recent measurements from a ship campaign close to the North Pole indicated

very variable INP concentrations at the highest latitudes (Porter et al., 2022). Sporadic

periods of high ice nucleating activity were linked to biological sources from open water

near the coast of Russia. Dust is also a key source of INPs, with a growing focus on high-

latitude sources from glacial and river outflows (Tobo et al., 2019; Sanchez-Marroquin

et al., 2020; Meinander et al., 2022).

INP concentrations affect cloud phase partitioning. Model studies have shown an

increase in ice water content and decrease in liquid water content with increasing INPs,

tending towards cloud glaciation at some critical threshold of prescribed INP or ice

crystal concentration (Morrison et al., 2011; Ovchinnikov et al., 2014; Loewe et al.,

2017; Young et al., 2017; Stevens et al., 2018). However, models rarely agree on the

threshold at which cloud glaciation occurs, likely as result of different approaches to

the parameterisation of ice formation. Prenni et al. (2007) conducted a multi-model

assessment of cloud behaviour using measurements from the M-PACE experiment. The

results showed that the model parameterisations simulated INP concentrations that

were too high, and/or were not depleted strongly enough by ice formation. The model

bias in INP concentration caused underestimations in cloud liquid water path, and

associated errors in the cloud radiative effects. In addition to the link between INP

concentrations and glaciation, perturbations to INPs or ice crystals can also affect liquid

precipitation formation (Young et al., 2017) or sedimentation and growth rates of ice

crystals (Ovchinnikov et al., 2014).

Observations have shown that CCN perturbations can also impact cloud phase.

Changes to the liquid drop size distribution brought on by changing CCN concentra-

tions can suppress ice mass growth in clouds (Lance et al., 2011; Norgren et al., 2018).

However, polluted conditions have also been linked to more efficient freezing in observa-

tions of Arctic clouds (Coopman et al., 2018), and increased CCN concentrations have

been shown to promote ice formation in a model via an increase in cloud-top radiative

cooling (Possner et al., 2017).
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1.2.2 Seasonal cycle

In the Arctic, aerosol properties are controlled by a seasonal cycle in emissions, trans-

port and removal, resulting in a distinct seasonal cycle in Arctic aerosol mass and

number concentration. In a phenomenon known as Arctic haze, aerosol mass is lowest

in summer and autumn, higher in the winter months and peaks in springtime (Shaw,

1995; Ström et al., 2003; Engvall et al., 2008a; Tunved et al., 2013; Schmale et al.,

2022). This peak in mass is linked to a stronger anthropogenic influence on Arctic

aerosol during winter months, as shown by trajectory analysis (Eneroth et al., 2003;

Stohl, 2006) and aerosol composition measurements (Ström et al., 2003; Sharma et

al., 2019). Transport from lower latitudes to the Arctic is more efficient in winter be-

cause the polar dome extends further south, making it thermodynamically easier for air

masses to enter the Arctic region (Shaw, 1995). Additionally, wet removal of aerosols

during transport is less efficient in winter because of the cold and relatively dry air

(Garrett et al., 2010; Garrett et al., 2011). This combination of efficient transport

and inefficient removal is what drives the anthropogenic influence on the Arctic aerosol

during winter.

Following the Arctic haze peak in spring, there is a transitional period of decreasing

aerosol mass and increasing aerosol number, after which the summer season (June–

August) is dominated by a high number of smaller (Aitken mode) particles (Ström

et al., 2003; Engvall et al., 2008a; Tunved et al., 2013; Schmale et al., 2022). This has

primarily been observed at the surface, but measurements above the surface indicate

that the transition occurs aloft as well (Engvall et al., 2008b). The lower concentra-

tion of large particles and the onset of photochemistry at polar sunrise promote new

particle formation and growth during Arctic spring and summer. In the Arctic marine

boundary layer, photoplankton blooms are a source of sulphuric acid (H2SO4, from

dimethylsulphide, DMS) and methanesulfonic acid (MSA), two main drivers of new

particle formation events (Chang et al., 2011; Willis et al., 2017; Beck et al., 2020).

Marine organic vapours can also contribute to particle formation and subsequent growth

(Willis et al., 2016; Beck et al., 2020). Other precursor vapours are ammonia, for ex-

ample from seabird colonies (Croft et al., 2016a), and iodic acid, from both coastal

kelp sources (Allan et al., 2015; Sipilä et al., 2016) and from snow, ice or water sources

in the central Arctic Ocean, where it has been observed to be the main driver of new

particle formation events (Baccarini et al., 2020).

The distinct Arctic seasonal regimes have been the subject of multiple modelling

studies. Browse et al. (2012) and Korhonen et al. (2008b) used the global aerosol

transport model GLOMAP to study Arctic aerosol processes at different times of year.

Browse et al. (2012) used monthly mean aerosol mass concentration measurements

from Arctic ground stations to study the seasonal aerosol cycle, while Korhonen et al.

(2008b) focussed on the spring–summer transition and instead used size-resolved mea-
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surements of aerosol number concentration. Another study, Croft et al. (2016b) also

used size-resolved measurements to evaluate GEOS-Chem-TOMAS, a different aerosol

transport model. These three studies found model-observation biases that required

adjustments to model processes to capture the features of the Arctic aerosol cycle.

Wet scavenging was examined in all three studies. Global parameterisations of wet

scavenging proved to be insufficient for the specific conditions of the Arctic. For ex-

ample, Korhonen et al. (2008b) found that doubling the fixed activation diameter of

aerosols being removed by precipitation led to more accurate springtime aerosol size

distributions, but worse distributions in summer. The authors concluded that a fixed

diameter for all seasons and locations was probably inadequate. Croft et al. (2016b)

found that fixed cloud water contents, that were unrepresentative of Arctic clouds, led

to too-weak scavenging in GEOS-Chem-TOMAS. Browse et al. (2012) added a drizzle

rate from low-level clouds and a temperature dependence of scavenging efficiency to

represent less efficient scavenging from ice and mixed-phase clouds. They found that

both adjustments to the model were needed to improve the aerosol seasonal cycle in

GLOMAP. Korhonen et al. (2008b) and Croft et al. (2016b), the two studies using

size-resolved aerosol measurements, both concluded that increases in the concentration

of the accumulation mode size range (roughly 100 nm diameter particles and above)

will result in decreases in the concentration of smaller particles. The sink for condens-

able and nucleating vapours is dominated by the largest particles due to their larger

surface area. The accumulation mode concentration is therefore a controlling factor of

new particle formation and growth rates. This coupling between the larger and smaller

aerosol particles makes modelling the Arctic aerosol size distribution complex, since

the aerosol processes governing the seasonal cycle are finely balanced.

1.2.3 Sensitivity to climate change

The seasonal cycle of Arctic aerosol presents challenges, not just for simulating the

present-day, but also the future, when aerosol processes will be subject to dramatic

change along with other components of the Arctic climate. Sources from lower lati-

tudes will change, and there may be changes to the large-scale dynamics that transport

aerosol into the Arctic. Warmer temperatures will affect precipitation both in the Arc-

tic region and along the transport routes that bring moisture and aerosols to the Arctic.

Climate models predict both increased total precipitation and an increased fraction of

precipitation falling as liquid relative to snow in the Arctic throughout the course of

this century (Pan et al., 2020; McCrystall et al., 2021).  Lupikasza and Cielecka-Nowak

(2020) have reported trends of increasing probability of days with rainfall and decreas-

ing probability of days with snowfall in Svalbard and the surrounding areas. The im-

plications of such trends are complicated by the variations in season, location, and the

spatial pattern of warming relative to current patterns in snowfall and freezing thresh-

olds (Bintanja, 2018). Increased precipitation, or increased rainfall at the expense of
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snowfall, could lead to a cleaner Arctic by increasing rates of wet removal. However,

increases in the proportion of liquid precipitation relative to other phases is more pro-

nounced in summer and autumn, when wet removal rates are already higher than in

the winter, so changes could be minimal. The transport of aerosols into the Arctic will

also be affected by changes in emissions at source, particularly from East Asia where

anthropogenic sources of aerosols are expected to decrease over the next few decades

(Samset et al., 2019; Ramachandran et al., 2022). Wildfires are a source of smoke and

organic carbon to the Arctic and the frequency and severity of fires may increase with

further warming. Biomass burning has already been seen to increase in North America

(Turetsky et al., 2011; Veraverbeke et al., 2017; Walker et al., 2019). However, it is

difficult to predict how more frequent, longer, or more intense fires translate to aerosol

emissions, since assumptions must be made about the relationships between e.g. area

burned and aerosol emissions (Carslaw et al., 2010). Finally, the large-scale circulation

patterns in the northern hemisphere can change as temperature gradients between the

high and mid-latitudes change (Overland and Wang, 2010). Such changes could alter

the pathways for aerosol, heat and moisture transport into the Arctic (Heslin-Rees et

al., 2020; Pernov et al., 2022), though there is little consensus on how the links between

Arctic temperature changes and mid-latitude atmospheric systems manifest themselves

(Cohen et al., 2020).

Aerosol sources within the Arctic will change under global warming as well as the

transport of aerosol from lower latitudes. The observational record shows a clear link

between rising global temperatures and loss of Arctic sea ice (Notz and Stroeve, 2018)

and models consistently predict that this trend will continue, likely to the point of an

ice-free Arctic Ocean during summer for the first time in the coming decades (Notz and

SIMIP Community, 2020). The marginal ice zone (MIZ) will also continue to change,

having been measured to increase in width during summer and decrease in width dur-

ing winter over the period 1979–2011 (Strong and Rigor, 2013). The increased area of

open water in summer will perturb gas, heat, moisture and particle fluxes between the

atmosphere and the Arctic Ocean. Sea salt particle fluxes are predicted to increase with

ice loss (Jones et al., 2007; Struthers et al., 2011) and this could create a surface cooling

effect via cloud brightening - such a mechanism has even been studied as a possible

global geoengineering technique (Korhonen et al., 2010). However, the overall radiative

effect of increased sea salt particle fluxes is difficult to predict because of uncertainties

in the present-day baseline sea salt source, both globally and from the Arctic Ocean.

Global models typically use parameterisations of sea salt flux as a function of wind

speed, sometimes including temperature or salinity dependencies as well (e.g. Mona-

han et al., 1986; Gong, 2003; Mårtensson et al., 2003; Zinke et al., 2022). Different

parameterisations produce large differences in sea salt emissions, and even the same

parameterisation can produce different results when used in different models because
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of the high sensitivity to wind speeds (Tsigaridis et al., 2013). Interactions with clouds

and other aerosol sources also lead to non-linear behaviour. These parameterisations

are derived empirically from either idealised laboratory experiments or limited observa-

tional datasets without input of measurements from the Arctic region, thus they may

not be able to produce accurate predictions of how perturbations to the Arctic Ocean

will influence the particle size distributions that are generated from sea salt emissions.

In particular, Nilsson et al. (2001a) measured particle fluxes from open leads in the

Arctic pack ice that were lower than the fluxes from open water for a given wind speed,

because of the smaller fetch associated with the limited areas of open water in the ice

regions. Global models simply scale the particle flux with open water fraction, failing

to take account of this effect.

Strongly linked to the emissions of sea salt particles are sources of primary marine

organic matter. The sea surface microlayer contains organic material that can coat sea

salt particles, or otherwise be emitted into the atmosphere by wave or bubble processes.

This has been observed to occur in the Arctic (Leck and Bigg, 2010; Orellana et al.,

2011; Karl et al., 2013). Like sea salt, this source of organic aerosol to the atmosphere

may increase with retreating sea ice but is subject to uncertainty in global models.

Parameterisations of the primary marine organic source typically define a fraction of

the sea salt mass to be emitted as organic carbon to represent their co-emissions. This

means that the uncertainties in the sea salt emissions (discussed above) also affect the

organic sea spray component (Albert et al., 2012; Tsigaridis et al., 2013). The organic

fraction of the sea spray is also not well constrained. Particularly for the Arctic,

the physical mechanisms by which the marine organic material becomes atmospheric

particles of CCN-relevant sizes are not well understood. Theories include the break-

up of larger biological gel structures into nanogel particles, which can be triggered by

exposure to UV radiation or cloud processing (Leck and Keith Bigg, 1999; Lawler et al.,

2021). Such complex molecular interactions are not included in models. The sensitivity

of emissions to the underlying biological activity is also difficult to model because of

the complex relationships between changing ocean circulation, sea ice loss, and nutrient

cycles, all of which are unlikely to be captured by models using a simple dependence

on chlorophyll concentration (De Leeuw et al., 2011; Albert et al., 2012).

Finally, sea ice loss affects Arctic aerosol sources by increasing the emissions of

marine precursor vapours that drive new particle formation and growth (Dall’Osto et

al., 2017; Dall’Osto et al., 2018). However, like the primary marine emissions, the effect

of increased marine gases from the Arctic Ocean is not straightforward to predict. New

particle formation is a parameterised process in climate models since it is not feasible to

simulate explicitly the molecular processes that govern the formation rates. The large

number of potential species involved, and the seasonal and regional variations in the

drivers of Arctic new particle formation, make such parameterisations uncertain, with
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formation rates often tuned to limited sets of field or laboratory observations (Kulmala

et al., 2006; Metzger et al., 2010; Dunne et al., 2016). There are also knowledge gaps, for

example the role of iodic acid as discussed above. The specific formation mechanisms

of iodic acid in the Arctic are relatively poorly understand and could be related to

snow, ice, or water, obscuring the picture of how new particle formation precursors will

respond to sea ice loss (Baccarini et al., 2020).

1.3 Model predictions of the future Arctic aerosol budget

Section 1.2.3 described the ways in which rising temperatures will affect the regional

aerosol budget and the impacts and feedbacks resulting from such change. Several

modelling studies have made predictions of future aerosol emissions, taking account of

climate feedbacks and adjustments. Different model results reveal key uncertainties

that stem from different parameterisations of the processes described in section 1.2.

The response of DMS emissions to sea ice loss is uncertain because of a strong

dependence on future seawater DMS concentrations. Mahmood et al. (2019) used a

global climate model to investigate the aerosol effects of ice loss under 4 different fu-

ture scenarios of DMS concentration, based on different methods of parameterising

DMS concentration in atmospheric models. The increase in Arctic mean DMS emis-

sions between 2000–2050 varied by up to 20% depending on the method of prescribing

future DMS seawater concentrations, though an increase in emissions is a robust fea-

ture across all parameterisations. The response of the aerosol budget to increased DMS

emissions in also uncertain, because it is determined by a balance of condensation and

new particle formation. Browse et al. (2014) used a global aerosol transport model to

investigate the response of aerosols to Arctic sea ice loss. Emissions of sea salt, DMS,

and primary organic carbon under present-day sea ice conditions and ice-free summer

conditions were simulated. The effect on particle number concentration was examined

for different particle sizes. When sea salt alone is allowed to increase, the concentration

of small particles decreases (as inferred from the change in concentration of particles

with diameter greater than 3 nm, N3, relative to the concentration of particles with

diameter greater than 100 nm, N100) because the larger sink of condensable vapours

from the sea salt emissions suppressed new particle formation, a key source of small

particles. However, when DMS emissions are allowed to increase, either on their own

or concurrently with sea salt, the concentration of small particles increases because of

stronger new particle formation. The change in concentration of larger particles (N100)

and CCN is spatially heterogeneous, however. Over the central Arctic Ocean where

sea salt emissions increase, the increased DMS burden leads to more condensational

growth of particles. As such, the aerosol size distribution shifts to larger sizes, where

more particles are more easily removed by precipitation. The overall effect of this pro-

cess is a decrease in N100 and CCN concentrations. In the continental Arctic, away
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from sea salt emissions, the condensation sink is lower so the new particle formation

response is stronger than the condensation response. N100 and CCN therefore increase

in these regions. Perturbations to oxidant concentrations can also play a role in the

overall aerosol response to increased DMS emissions. For example, an increase in cloud

fraction or liquid water path in the future Arctic could increase the occurrence of in-

cloud aqueous oxidation, resulting in a reduction in the amount of oxidants available

to convert DMS to SO2 in the process of forming H2SO4. Browse et al. (2014) ran a

sensitivity simulation using coupled chemistry (as opposed to fixed oxidant concentra-

tions) and found no such limit from oxidants on the aerosol response to increased DMS.

However, the clouds in their model were fixed so did not respond to the reduction in

sea ice.

The net effect of concurrent increases in emissions of sea salt and DMS depend on

the relative balance between new particle formation, condensational growth, and wet

removal. Modelling studies do not agree on the balance of these processes, because of a

large number of differences in parameterisations in different model set-ups. New particle

formation parameterisations are diverse across models and the response to increased

DMS emissions appears to depend strongly on what kind of parameterisation is used.

Browse et al. (2014) used a binary H2SO4-H2O nucleation scheme (Vehkamäki et al.,

2002) as well as an H2SO4 nucleation scheme using cluster activation. The temperature

dependence in the binary scheme effectively limits new particle formation to the upper

free troposphere, where temperatures are colder, whereas the cluster activation scheme

leads to new particle formation in the Arctic boundary layer. Gilgen et al. (2018)

used a global climate model to simulate Arctic aerosol under the ice conditions of the

present day and of 2050. Their model also included a binary H2SO4-H2O scheme and

a cluster activation scheme, but the cluster activation scheme was only applied in the

forested boundary layer, due to the high concentrations of organic vapours there which

can promote new particle formation. As such, new particle formation in the Arctic

boundary layer in their model was likely to be much weaker than in Browse et al.

(2014). Thus, their modelled response to increased DMS concentrations was much

weaker than that seen in Browse et al. (2014). The influence of condensational growth

is also uncertain due to differences in sea spray parameterisation, for both sea salt

and primary marine organics, as discussed in section 1.2.3. For example, Struthers

et al. (2011), using a global climate model to simulate the aerosol budget over an ice-

free Arctic Ocean, used a sea spray parameterisation with a sea surface temperature

dependence. Their results showed a sensitivity in the change in sea salt emissions to

the sea surface temperature.

There is also uncertainty in the parameterisation of wet scavenging. Aerosol wet

removal is typically parameterised as a function of precipitation rate and aerosol size,

and the removal rates can be very sensitive to the parameters used, as shown for example
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by Korhonen et al. (2008b) and discussed in section 1.2.2. Since total precipitation and

the fraction of liquid precipitation are projected to increase in the Arctic, simulations of

future aerosol budgets should take this into account. The aerosol transport model used

by Browse et al. (2014) uses ECMWF reanalysis products to prescribe meteorology,

so the cloud fields and precipitation rates do not change between the present-day and

ice-free simulations. Thus, their prediction of the overall response of Arctic aerosol to

sea ice loss was missing the coupling between increased precipitation rates and aerosol

wet removal.

1.4 Research questions

This thesis aims to assess the simulation of Arctic aerosol and cloud processes in state-

of-the-art atmospheric models. To evaluate model output, we make use of novel mea-

surements made during summer 2018 in the central Arctic Ocean. We use measure-

ments of size-resolved aerosol concentrations, vapour concentrations, cloud properties

and surface fluxes. Size-resolved measurements of aerosol concentrations from the cen-

tral Arctic Ocean have previously been sparse. The new dataset we use provides an

uninterrupted time series of nearly two months in duration and is therefore a valuable

tool to evaluate model behaviour.

We use two distinct modelling set-ups in this thesis. Firstly, we use the UK Earth

System Model (UKESM) in atmosphere-only configuration. UKESM is a global model

developed for the CMIP6 assessment and uses a two-moment aerosol microphysics

scheme, capable of simulating aerosol size and mass, coupled to the model radiation

scheme and the precipitation rates calculated by the cloud scheme. The model is

therefore well-equipped to simulate the aerosol processes described in section 1.2, the

interactions between aerosols of different sizes, and the influence of clouds on aerosol

behaviour. Secondly, we use a high-resolution regional model configuration, using the

same dynamical core and aerosol microphysics scheme as that in UKESM, and with the

addition of two-moment cloud microphysics. The cloud microphysics has recently been

coupled to the aerosol scheme in the model, allowing prognostic simulation of the cloud

drop number concentration. As such, this high-resolution model does not rely on fixed

aerosol, CCN, or cloud drop number concentration, so we can use it to examine the

behaviour of Arctic cloud regimes which are very sensitive to aerosol concentrations,

as discussed above.

Chapter 2 compares aerosol number and mass concentrations from atmosphere-only

UKESM to novel Arctic Ocean measurements and to measurements from continental

Arctic ground stations. The ground stations provide a multi-year dataset with which

to evaluate the seasonal cycle of Arctic aerosol in the model. Our research questions

for chapter 2 are as follows:
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• Can the global climate model capture the Arctic aerosol seasonal cycle?

• How is the modelled seasonal cycle affected by the parameterisations of wet scav-

enging?

• What role do primary marine organic carbon emissions play in the summertime

high Arctic aerosol budget?

In chapter 3, we use the same global model to investigate new particle formation

in the high Arctic summer. In particular, following observations that iodic acid drives

new particle events that have been observed towards the end of high Arctic summer,

we implement an empirical scheme for iodic acid concentration in the model and use it

to drive new particle formation in the Arctic boundary layer. We explore the following

questions:

• What is the effect of iodic acid new particle formation on the modelled aerosol

size distribution?

• How important for the aerosol budget and CCN concentrations is such a source

compared to other new particle formation mechanisms?

Finally in chapter 4, having implemented sensitivity tests in chapter 3 that re-

veal ways to reduce the model bias in small particle concentrations, we use the high-

resolution model configuration to examine the activation of Aitken mode particles into

cloud droplets. We ask the following questions:

• Under what conditions do Aitken particles activate into cloud droplets in the high

Arctic?

• Is the model capable of simulating such conditions?

• What are the implications of Aitken activation for modelling the Arctic aerosol

budget?

Chapter 5 presents the overall conclusions from these three studies, and suggests

pathways for future work.



Chapter 2

The role of scavenging and

primary emissions in the Arctic

aerosol seasonal cycle in UKESM

Abstract

The Arctic aerosol budget poses a challenge for global aerosol models because of a com-

plex balance of source and sink processes affecting different sizes of aerosol. Previous

modelling studies have highlighted wet removal of aerosols by precipitation as a key

controlling factor in the aerosol seasonal cycle, while the aerosol budget in a warming

Arctic will depend on the net effect of changes in primary marine emissions, conden-

sation, new particle formation, and aerosol removal. Here, we use novel measurements

from the high Arctic during summer to assess Arctic aerosol processes in a global cli-

mate model. We find that there is an underestimation in the number concentration of

particles less than 100 nm in diameter. We examine primary marine organic carbon

emissions and aerosol wet removal processes in the model as potential sources of the

model bias. We also use aerosol mass concentration measurements from Arctic ground

stations to evaluate the model. We find that the primary marine particle flux required

to explain the aerosol size distribution in the high Arctic is a factor of 200 greater than

the flux that has been observed from open leads in the Arctic pack ice, though our ap-

proach does not account for any particle break-up after emissions as has been proposed

in the literature. The results also show that changes to the wet scavenging scheme

create some improvements in the seasonal cycle of sulphate mass in the Arctic, but

they cannot account for the model underestimation of sub-100 nm diameter particles

in the high Arctic summer.

13
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2.1 Introduction

As explained in section 1.2 of the previous chapter, the seasonal cycle of aerosol in

the Arctic has proved challenging to simulate in global aerosol models (Korhonen et

al., 2008b; Browse et al., 2012; Croft et al., 2016b). Wet scavenging is a particularly

important process in the Arctic seasonal cycle, to some extent accounting for the dif-

ference in aerosol number and mass between the relatively polluted winter months and

relatively cleaner summer and autumn. Wet scavenging rates in global models rely on

parameterisations of precipitation and removal rates. Often, such parameterisations

are designed using data from mid-latitudes and are unsuited to the different conditions

of the Arctic. For example, drizzle from low clouds acts a sink of aerosol in the Arctic

summer (Browse et al., 2012), but is relatively less important further south, where wet

scavenging is dominated by precipitation from large convective or frontal systems.

The uncertainty resulting from parameterisations of aerosol removal rates is com-

pounded by the fine balance of different processes in the Arctic seasonal cycle. In the

summer when wet removal is relatively more efficient, the sink of aerosol is balanced

by sources such as primary marine emissions, transport of wildfire emissions, and sec-

ondary processes triggered by the onset of photochemistry and emissions of marine

precursor vapours. All of these sources are also subject to uncertainty, so biases in

source terms and removal rates can offset each other or combine.

Recent observations of aerosol size distributions from the central Arctic Ocean pro-

vide a new opportunity for model evaluation (Baccarini et al., 2020). Furthermore, new

modelling tools allow the coupling of aerosol transport and microphysics to clouds, al-

lowing processes such as autoconversion to respond to simulated aerosol properties

and for aerosols to be controlled by activation and removal by clouds and precipitation.

The UK Earth System Model (UKESM) uses the GLOMAP aerosol transport model to

simulate aerosol microphysics in fully-coupled Earth system simulations. Here, we use

UKESM in its atmosphere-only configuration to simulate summertime Arctic aerosol

size distributions. Model output is compared to the measurements presented in Bac-

carini et al. (2020) from the central Arctic Ocean during late summer and early autumn.

In evaluating the ability of the model to simulate the Arctic aerosol budget, we use

measurements from continental Arctic ground stations to evaluate the effect of model

processes on the seasonal cycle, such as scavenging, carbon emissions and primary

marine organics.

Section 2.2 introduces UKESM and the observations we use. Section 2.3 compares

output from the baseline version of the model to the summertime size distribution

measured by Baccarini et al. (2020). Section 2.4 looks at emissions of carbon in the

model from biomass burning and primary marine organics. Section 2.5 shows the

effect of changes to the scavenging routine on the simulated summer size distribution.
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Conclusions are presented in section 2.6.

2.2 Methods

2.2.1 Model

We used the UK Earth System Model version 1 (UKESM1, Mulcahy et al., 2020;

Sellar et al., 2019) in its atmosphere-only configuration, which uses output from a

fully-coupled run of UKESM1 to prescribe sea surface temperatures (SSTs) and some

biogenic emissions, such as DMS from the ocean. The dynamical core of the model is

the UK Met Office Unified Model (UM) in global atmosphere configuration version 7.1

(GA7.1, Walters et al., 2019) with a horizontal resolution of 1.875◦ longitude by 1.25◦

latitude and 85 vertical levels. The vertical resolution is approximately 50 m at the

surface, 150 m at 1 km altitude and on the order of kilometres at the highest model

level. We ran the model in its nudged configuration, which means horizontal winds

and potential temperature are relaxed to ERA-Interim values on a 6-hourly time scale

above approximately 1 km altitude.

The model simulates gas and aerosol chemistry using the UK chemistry and aerosols

model (UKCA, Morgenstern et al., 2009; O’Connor et al., 2014). Aerosol microphysics

is simulated by the Global Model of Aerosol Processes (GLOMAP-Mode, Mann et

al., 2010) using 5 log-normal aerosol modes (4 soluble and 1 insoluble). The model

uses 2-moment aerosol microphysics, meaning that the number and mass in each mode

are prognostic variables. There are four aerosol species: sulphate, organic carbon,

black carbon and sea salt. Processes handled by GLOMAP include primary emissions,

coagulation within and between modes, condensational growth and ageing, new particle

formation (NPF), dry deposition, wet deposition within and below clouds, and aqueous

sulphate production in cloud droplets.

Emissions of SO2, black carbon (BC) and organic carbon (OC) are for the year

2014 for all emissions sectors. 2014 was the latest year for which the emissions were

available. The emissions datasets used for aerosols and precursor vapours are Hoesly

et al. (2018) (SO2, anthropogenic OC and BC), Van Marle et al. (2017) (biomass

burning OC and BC) and Sindelarova et al. (2014) (monoterpenes). Boreal forest fires

are a major source of aerosols to the Arctic region. The number of particles from

biomass burning emissions (including forest fires) is calculated by fitting the aerosol

mass from Van Marle et al. (2017) to a log-normal mode of mean diameter 150 nm and

width 1.59, following Stier et al. (2005). The particles are then added to the insoluble

mode. Ageing from condensation of soluble mass onto insoluble particles can move

insoluble mass into soluble modes; this is discussed in the following chapter in section

3.3.1. Boreal forest fires experience considerable interannual variability, therefore using

emissions from a different year (2014 emissions for a 2018 simulation) could be a source
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of bias in our simulations. To test this, we ran a simulation with biomass burning

emissions prescribed from a climatology of the years 1995–2004 instead of the year

2014.

Sea salt emissions are calculated using the Gong (2003) parameterisation. The mass

flux of primary marine organic carbon is then calculated using the sea spray flux, 10 m

wind speed and chlorophyll-a concentration, using the Gantt et al. (2015) parameter-

isation. Note that because we use an atmosphere-only configuration in this study, the

chlorophyll-a concentration is taken from an ancillary file, produced using model out-

put from the fully-coupled model. Marine emissions are scaled by gridbox open water

fraction for sea ice regions. The size distribution of primary marine organic particles is

assumed to be lognormal, with a mean size of 160 nm and standard deviation of 2. This

size does not account for a primary marine source of sub-100 nm particles, which has

been suggested to exist in the Arctic following several studies using observations from

field campaigns (Leck and Bigg, 2010; Orellana et al., 2011; Karl et al., 2013). It has

been proposed that nanogel particles of biological origin can be emitted from the sea

surface microlayer, activated into cloud and fog droplets, and broken up during droplet

evaporation. The process leaves behind organic particles with sizes on the order of

tens of nanometres. We adjusted the primary marine organic carbon parameterisation

in UKESM to test whether a primary, marine source of sub-100 nm particles could

account for aerosol size distributions measured in the high Arctic. We changed the

mean size of the primary marine organic particles from 160 nm to 20 nm in simulation

PMOC. A diameter of 20 nm represents a lower limit on the range of possible diameters

for these primary organic particles (Karl et al., 2013). We do not perturb the mass

flux of the primary marine organic carbon, because this is calculated online by the

Gantt et al. (2015) parameterisation. The smaller particle size will therefore lead to

an increased particle flux in our sensitivity simulation, so the 20 nm diameter is both

a lower limit on the particle size and an upper limit on the particle flux, allowing us

to test the sensitivity of the high Arctic aerosol size distribution to a strong source of

small primary marine particles. Note that changing the size of the emitted particles is

a simplification of the hypothesised process, which includes emissions of larger particles

followed by break-up into smaller particles due to atmospheric processing. However,

our approach allows us to test this source of particles in the model in the absence of

more observation data on emission and break-up rates.

Wet removal of aerosols in UKESM occurs via two processes: in-cloud scavenging

(also called nucleation scavenging) and below-cloud scavenging (impaction scavenging).

In-cloud scavenging is the removal of aerosol particles by precipitation after they have

been activated into cloud droplets. The number of particles removed this way for each

mode, ∆Ni, is defined by
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∆Ni = Fliq ×Ni ×RSCAV ×
(

1 − exp (−A

L
× dt)

)
(2.1)

where Fliq is the grid-box liquid cloud fraction, Ni is the number of aerosols in

mode i, dt is the model timestep, A is the parameterised rate describing how cloud

droplets collide and coalesce to form rain drops (autoconversion rate), L is cloud liquid

water content and RSCAV is a scavenging coefficient defined for each mode. The value

of RSCAV is zero for the nucleation mode and insoluble Aitken mode, and one for the

coarse mode. For the soluble Aitken and accumulation modes, RSCAV = 1 − frac,

where frac is the fraction of particles in the mode larger than a prescribed activation

diameter, set to a dry diameter of 206 nm. To test the sensitivity of Arctic aerosol to

the strength of in-cloud scavenging, we ran a simulation where the value of RSCAV was

halved for all modes and a simulation where RSCAV was doubled for all modes. To test

the sensitivity of Arctic aerosol to below-cloud scavenging, we ran a simulation where

below-cloud scavenging was turned off.

Liquid clouds are more efficient at removing aerosol than ice clouds, and this is

a controlling factor in the Arctic aerosol seasonal cycle. More efficient scavenging of

aerosol in late spring and summer acts to reduce the aerosol mass entering the Arctic

by transport from lower latitudes. Browse et al. (2012) found that the inclusion of a

lower temperature threshold for in-cloud aerosol scavenging in GLOMAP led to better

agreement of modelled and measured BC and sulphate mass at Arctic ground stations.

We took a different approach to investigate the effect of cloud phase on scavenging,

which makes use of the explicit simulation of cloud phase by UKESM. We defined a

threshold for the cloud ice fraction, fICE , above which a cloud is assumed to be mixed

phase and therefore less efficient at scavenging aerosol. Hence in-cloud scavenging is

switched off where fICE exceeds the threshold. We calculated fICE as

fICE =
I

I + L
(2.2)

where I and L are the ice and liquid water contents of the cloud respectively. We used

a threshold of 10%.

2.2.2 Observations

Ground stations

Multi-year records of aerosol mass concentration are available from several surface-

level ground stations in the continental Arctic. Here we have used mass concentrations

of BC from Alert in the Canadian Arctic archipelago (82.5◦N, 62.3◦W); Utqiaġvik in

northern Alaska (formerly Barrow, 71.3◦N 156.6◦W); Tiksi in Russia (71.6◦N, 128.9◦E)

and Ny-Ålesund in Svalbard (78.9◦N, 11.9◦E). We have used mass concentrations of
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Table 2.1: List of simulations.

Simulation Description

BASELINE The default set-up of UKESM in its
atmosphere-only configuration.

BIOMASS Emissions of black and organic carbon
from biomass burning are taken from a
1995–2004 climatology instead of emis-
sions values for the year 2014.

PMOC As BIOMASS and the mean emission size
of primary marine organic carbon parti-
cles is reduced form 160 nm to 20 nm.

ICE THRESH As BIOMASS and in-cloud scavenging is
switched off in gridboxes with an ice wa-
ter content of more than 10% of the total
water content.

RSCAV 0.5 As BIOMASS and the in-cloud scaveng-
ing efficiency is reduced by a factor of 2.

RSCAV 2 As BIOMASS and the in-cloud scaveng-
ing efficiency is increased by a factor of
2.

IMP SCAV OFF As BIOMASS and below-cloud aerosol
scavenging is switched off.

sulphate from Ny-Ålesund and Villum Research Station in north-eastern Greenland

(81.6◦N, 16.4◦W). The locations of these stations are displayed in figure 2.1.

BC absorption coefficients for each station were downloaded from the World Mete-

orological Organisation (WMO) Global Atmosphere Watch (GAW) World Data Centre

for Aerosols (WDCA) and converted to mass concentrations using a specific attenu-

ation coefficient of 19 m2 g−1 as given in Sharma et al. (2002). Concentrations were

averaged to give monthly means. For most sites, the observational data covers 2017

and 2018; data from 2018 was not available from Alert so data from 2009–2017 was

used instead.

Sulphate mass concentrations were downloaded directly from the WDCA database.

More data was available for sulphate than for BC, so longer time series of sulphate mass

were used than for BC. Monthly means were taken from 2009–2018 for Ny Ålesund and

2013–2017 for Villum.

Arctic Ocean 2018

The Arctic Ocean 2018 (AO2018) expedition took place in August and September

2018 aboard the Swedish icebreaker Oden. The ship travelled from Svalbard to the

North pole and then drifted with an ice floe for four weeks before travelling back to

Svalbard. Further details and meteorological conditions of the campaign are presented
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Figure 2.1: Map showing locations of ground stations from which we use measurements of
aerosol mass.

in Vüllers et al. (2020). Here, we compare model output to aerosol and gas-phase

measurements, which were measured during AO2018 as part of the Microbiology-Ocean-

Cloud Coupling in the High Arctic (MOCCHA) campaign.

We use two aerosol datasets from the AO2018 campaign, involving three different

instruments (Baccarini et al., 2020). A differential mobility particle sizer (DMPS) mea-

sured particles in the size range 10–959 nm (Karlsson and Zieger, 2020). We integrate

this size distribution over the ranges 15–100 nm and 100–500 nm, sizes representative of

the Aitken and accumulation modes. Total particle concentration for diameters greater

than 2.5 nm was measured by an ultrafine condensation particle counter (UCPC). The

UCPC and integrated DMPS data were used to calculate the concentration of all par-

ticles in the size range 2.5–15 nm (Baccarini and Schmale, 2020). This 2.5–15 nm

time series was also supplemented by a Particle Size Magnifier during periods when the

UCPC was not in operation. All data has been selected for “clean” periods, i.e. when

pollution from the ship’s exhaust was not influencing the measurements.
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Arctic Summer Cloud Ocean Study

The Arctic Summer Cloud Ocean Study (ASCOS) campaign also took place on the

icebreaker Oden, at roughly the same time of year as AO2018 but a decade earlier

(2008). The ASCOS drift period was from 12th August until 2nd September 2008 and

took place close to 87◦N. A full description of the campaign is given in Tjernström

et al. (2014).

A helicopter was used during ASCOS to make measurements above the surface. Two

condensation particle counters (CPCs) and one optical particle counter (OPC) were

used on the helicopter to measure aerosol concentrations. The CPCs and OPC detected

particles larger than 3 nm, 14 nm, and 300 nm respectively, giving an overall aerosol

size distribution in the ranges 3–14, 14–300 and >300 nm. The aerosol measurements

are presented in Kupiszewski et al. (2013).

During the ASCOS drift period, Oden was situated next to an open lead in the sea

ice. Turbulent aerosol number fluxes were measured from the open lead using an eddy

covariance system (a sonic anemometer, a gas analyzer and a condensation particle

counter, CPC). A full description of the measurements and calculations of the aerosol

flux is given in Held et al. (2011).

2.3 High Arctic summer size distribution

Figure 2.2 shows observations of aerosol concentrations in three particle size ranges

measured at the surface during the AO2018 campaign. The nucleation mode (2.5–15

nm) behaves differently in the sea ice melt period (before 27th August 2018, day 239)

and the sea ice freeze period (after day 239). In the melt period, the concentration

is usually between 1–100 cm−3, occasionally reaching concentrations greater than 100

cm−3. After the freeze period, the concentration is typically higher, rarely dipping

below 10 cm−3 and with peaks of order 1000 cm−3 that last on the order of a few

hours. These peaks are associated with NPF events which were observed to be driven

by iodic acid. The times of the events are marked in red. The Aitken mode (15–

100 nm) concentration varies from about 1–1000 cm−3 with a mean of 60 cm−3. The

accumulation mode (100-500 nm) concentration is generally lower than the smaller

modes. The concentration is rarely greater than 50 cm−3, mostly at the beginning of

the campaign period when the ship was in transit, and is occasionally less than 1 cm−3.

Such periods of very low accumulation mode concentration are typical of the pristine

Arctic summer environment (Mauritsen et al., 2011).

Simulation BASELINE underestimates the aerosol concentration in both the nu-

cleation and Aitken modes (figure 2.2(a) and (d)). The simulated nucleation mode

concentration has a maximum of 0.01 cm−3, such that observations are underestimated
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Figure 2.2: Times series and PDFs of aerosol concentration at the surface during AO2018 from
observations and model output. Model output is from simulation BASELINE. Observations
are shown as 3-hourly mean (black lines) and standard deviation (grey shading). Aerosol
concentrations are shown for particles with diameter (a-c) 2.5-15 nm, (d-f) 15-100 nm and (g-i)
100-500 nm. Red dashed lines in (a, d, g) show observed NPF events. PDFs are separated by
observed sea ice freeze-up date, 27th August 2018 (day 239).
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Figure 2.3: Aerosol vertical profiles from model output and ASCOS campaign observations
from 2008. Model output is from colocated 2018 monthly mean concentrations from simulation
BASELINE. Observed concentrations are given as the mean profile from each ASCOS flight
(grey lines), overall mean (solid black) and overall median (dashed black). Profiles are for
particles with size (a) 3-14 nm, measured during ASCOS using a UCPC and (b) 14-300 nm,
measured using a CPC (particles greater than 14 nm) and a CLASP instrument (particles
greater than 300 nm).

by at least 2 orders of magnitude in both periods and the PDFs of particle concen-

tration do not overlap with the measured PDFs (figure 2.2(b) and (c)). The Aitken

mode concentration in the model is most often between about 0.1–10 cm−3, with one

day where the concentration reaches about 0.01 cm−3 (day 223). The lowest measured

Aitken concentrations are sometimes captured by the model, for example between days

234–239, but the model does not simulate the highest concentrations that were mea-

sured. As such, the model is usually underestimating the Aitken concentration by 1 or

2 orders of magnitude.

In the accumulation mode, the simulated concentration is between about 5–100

cm−3 and performs better than the smaller modes (figure 2.2(g)). The observed con-

centration is often produced by the model, however there are also periods of overes-

timation, such as days 238–240. The troughs of 1 cm−3 and below observed in the

accumulation mode concentration are never produced by the model.

Figure 2.3 shows aerosol concentrations measured by helicopter during the ASCOS

campaign. The nucleation mode (here measured as 3–14 nm diameter particles) varies

across nearly 3 orders of magnitude at the surface and in the lowest 1 km of the atmo-

sphere, and by about 1 order of magnitude in the free troposphere. Both the median

and mean profile from all the flights are on the order of 100 cm−3. The accumulation

mode (14–300 nm particles) has an equally large range but smaller concentrations, with

the mean and median profiles both on the order of 10 cm−3. The lowest concentrations
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at the surface for the accumulation mode are approximately 20 cm−3, 1–2 orders of

magnitude higher than the lowest concentrations recorded during AO2018. This could

be due to the different size ranges used for the particle concentrations. Since these pro-

files were measured during ASCOS with CPC instruments, it is not possible to resolve

the particle concentration further between 14–300 nm.

Figure 2.3 also shows colocated August 2018 monthly mean output from BASE-

LINE. As for the aerosol concentrations at the surface during AO2018, the model un-

derestimates the concentration of the smallest particles (here measured between 3–14

nm) and performs better for the accumulation mode (measured as 14–300 nm during

ASCOS). The height profile for 3–14 nm diameter particles shows that the model un-

derestimates the nucleation mode concentration aloft as well as at the surface. The

concentration at 3 km is underestimated by about 3 orders of magnitude while at the

surface the underestimation is 5 orders of magnitude. In the accumulation mode, the

simulated concentration at the surface is approximately equal to the ASCOS median

value (about a factor of 5 lower than the mean value), and the mean profile is captured

well above 1 km.

In the following sections, we will investigate whether primary marine organic carbon

is a missing source of Aitken particles in UKESM. We will also investigate whether the

overestimations in the accumulation mode can be corrected by changes to biomass emis-

sions or wet removal, and whether such changes could improve the simulated nucleation

and Aitken mode concentrations by promoting more NPF, as was seen in Korhonen

et al. (2008b) and Croft et al. (2016b).

2.4 Emissions

In section 2.3, we showed that UKESM underestimates the concentration of aerosol

in the nucleation and Aitken modes in the high Arctic during summer, and does not

simulate the lowest accumulation mode concentrations. In this section, we investigate

primary aerosol emissions in the model and their effect on the high Arctic summer size

distribution. Primary aerosol sources affect the high Arctic summer aerosol budget via

local, marine emissions and long-range transport of emissions from further south. Since

primary particles have a relatively large surface area in the model, they act as a sink

for condensable vapours. As such, the behaviour of primary particles affects NPF and

growth, affecting the smaller size modes as well as the modes into which the particles are

directly emitted. Here we will assess two emissions sectors of particular relevance for the

Arctic: primary marine organic carbon and biomass burning. Since biomass burning

emissions in the continental Arctic occur further south from the AO2018 campaign

region, we use observations of aerosol mass from Arctic ground stations between 71–

82◦N to assess the changes we make to the biomass burning emissions. For primary
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Figure 2.4: BC aerosol mass concentration at Alert, Utqiaġvik, Tiksi and Ny-Ålesund from
measurements and model output. Model output is shown for simulations BASELINE (purple
lines) and BIOMASS (green lines) for the years 2017–2018. Monthly means are shown as solid
lines, standard deviation in shading.

marine organic carbon, we use particle flux measurements and particle concentrations

from the AO2018 and ASCOS campaigns.

2.4.1 Biomass burning

Figure 2.4 shows BC mass concentrations measured at Alert, Utqiaġvik, Tiksi and Ny-

Ålesund. The Arctic haze cycle is evident in the observations, with all sites except Ny-

Ålesund showing a maximum in BC mass in the winter or early spring. At Ny-Ålesund,

BC mass peaks from August–October with a secondary peak in March. All sites also

display a minimum in BC mass that is 5–10 times lower than the annual maximum.

The timing of the annual minimum is not consistent across these sites. At Ny-Ålesund,

the BC concentration is lowest in June before increasing again in August. Tiksi also

has lower concentrations in June, with its minimum occurring in July before a slight

increase in concentrations again in August. Concentrations at Alert are consistently

low from June–September, while at Utqiaġvik the annual minimum in BC mass does

not occur until September.

Monthly mean BC mass concentrations from simulation BASELINE are shown in
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figure 2.4 for the years 2017–2018. Output is shown for gridboxes containing the loca-

tions of Alert, Utqiaġvik, Tiksi and Ny-Ålesund. Simulation BASELINE mostly fails

to capture the seasonal cycle at these sites. At Alert, BASELINE simulates a peak in

the winter months but instead of a summer minimum there is a maximum in concentra-

tion in July and August which is approximately 3 times greater than the winter peak.

Similarly, BASELINE simulates an August maximum in concentrations at Tiksi that is

roughly 2.5 times greater than the observed winter maximum concentration, and more

than an order of magnitude greater than the observed concentration for August. The

concentrations from December–March are underestimated by the model by approxi-

mately a factor of 2. At Ny Ålesund, the model is correct to within a factor of 2 during

the build up of Arctic haze (Nov–April) but has a maximum concentration at the end

of summer that occurs a month too soon and exceeds the measured concentration in

August. At Utqiaġvik, the BC concentrations are consistently too high in the model.

BC mass concentration is 2–3 times too high during Arctic haze (December–April) and

5–10 too high when the measurements are lowest (June–October). The model has a

minimum in June, rather than the observed minimum in September.

We tested the sensitivity of the BC seasonal cycle to fire emissions by changing the

emissions for biomass burning from 2014 monthly means to a climatology for 1995–

2004. The output from BIOMASS is shown on figure 2.4. The climatology improves

the model performance at Alert, Tiksi and Ny-Ålesund, though biases remain. At

Alert, the modelled concentrations for July and August reduce by up to an order of

magnitude, shifting the maximum from August to September. Summer mass concen-

trations also reduce at Tiksi, though the peak concentration in August is still an order

of magnitude too high and concentrations remain too high in June, July, September

and October. At Ny-Ålesund, the anomalous peak in July and August is removed by

using different emissions, leaving a peak in September that is within the standard devi-

ation of the observations. Utqiaġvik behaves differently from the other locations, with

concentrations increasing even more in September and October, further overestimating

the minimum in the observations.

Overall, the model performs slightly better when a 10 year climatology is used

for the biomass emissions (simulation BIOMASS) than when a single year is used

(BASELINE). As such, for the rest of this chapter, model perturbations will be relative

to simulation BIOMASS rather than to the default settings in BASELINE and will be

compared to BIOMASS.

2.4.2 Primary marine organic carbon

Figure 2.5 shows the August 2018 mean modelled particle flux for OC from simula-

tions BIOMASS and PMOC. The red lines mark the region with 90% gridbox sea ice

fractions, as calculated from the monthly mean ice fraction output. Area averages for
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Figure 2.5: Map of modelled primary OC particle flux for ocean gridboxes. Output is taken
from (left) BIOMASS and (right) PMOC August 2018 mean. The red line marks the monthly
mean extent of 90% gridbox sea ice fraction. Area averages for the regions in the white boxes
are quoted in the text.

the central Arctic Ocean (white circle in figure 2.5) and an area of open water between

72–76◦N (see white box in figure 2.5) are given in table 2.2 for both simulations. When

the mean size of marine organic particles is reduced (PMOC relative to BIOMASS),

particle flux values increase by approximately a factor of 500. In simulation PMOC

we reduced the mean emission size from 160 to 20 nm, a factor of 8 difference, while

leaving the mass flux unchanged. This leads to a factor of 83 = 512 increase in the

particle flux. We emphasise that we have changed the size of the emitted particles in

simulation PMOC, whereas it is hypothesised that such a source includes emissions

of larger particles followed by atmospheric processing which causes particle break-up.

As such there are likely to be differences between the observed particle fluxes and the

fluxes simulated in PMOC.

Simulation PMOC produces primary marine organic particle fluxes that are greater

than particle fluxes previously reported from the Arctic. Using measurements taken

during the ASCOS campaign, Held et al. (2011) reported fluxes from an open lead

of up to 5×104 m−2 s−1 during a period of net emission from the lead. The mean

value from BIOMASS is within the range of their measurements, while the mean value

from PMOC is nearly a factor of 200 greater than their maximum reported value.

During another icebreaker field campaign, the Arctic Ocean Expedition 1996 (AOE96),

particle fluxes were measured both over the open sea and over open leads in the sea ice

(Nilsson et al., 2001a). Fluxes reported for the open sea varied from around 5 × 105

to 1 × 107 m−2 s−1 (depending on wind speed) while fluxes over the open lead were

about an order of magnitude lower. The mean flux values from PMOC are 1–2 orders

of magnitude greater than the open lead fluxes and about a factor of 4 greater than
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Table 2.2: Particle fluxes from open leads and open ocean from model output and field
measurements. All values are given in m−2 s−1.

BIOMASS PMOC ASCOS AOE96

Open ocean 8.09×104 4.16×107 N/A 5 × 105 – 1 × 107

Open leads 1.79×104 9.14×106 −5 × 104 – 5 × 104 1 × 104 – 5 × 105

the maximum open water flux. The flux values from BIOMASS are within the range of

the measurements for open lead fluxes but about a factor of 6 lower than the minimum

reported flux from open water. Hence, simulation PMOC overestimates the particle

flux from both open ocean and sea ice open leads, while the default primary marine

organic emissions in BIOMASS underestimate the open ocean flux.

The measurements from AOE96 show that the particle flux from open leads is about

an order of magnitude less than the flux from open ocean. There are a range of factors

that could explain this difference, for example different biological activity in the pack

ice region compared to the open ocean, or the smaller fetch over an open lead resulting

in calmer waters compared to open ocean. Although the model does produce higher

particle fluxes over the open ocean in both simulations, the difference is about a factor

of 4 rather than a factor of 10 as seen in the measurements.

2.4.3 Effect of biomass burning and primary marine organics on sum-

mer size distribution

So far in this section we have analysed the effects of changing the biomass burning

emissions and the primary marine organic emissions. We will now examine how these

changes affect the summertime size distribution in the high Arctic.

Figure 2.6 shows aerosol concentrations from measurements and model output dur-

ing AO2018. Like BASELINE, simulation BIOMASS underestimates the measured

nucleation mode concentration by at least 2 orders of magnitude in the melt period,

and more than 3 orders of magnitude in the freeze periods. However, there are pe-

riods when the nucleation mode concentration in BIOMASS is higher than that of

BASELINE, for example on days 230–232, when the concentration from BIOMASS is

3 orders of magnitude greater than BASELINE, somewhat reducing the model bias.

PMOC produces nucleation mode concentrations between 1-100 cm−3, an increase of

between 2–7 orders of magnitude compared to BIOMASS. In the sea ice melt period (up

to day 239), the nucleation mode in PMOC is usually on the same order of magnitude

as the observations, but in the freeze period the model does not capture the highest

concentrations (caused by NPF events), leading to underestimations of 1–2 orders of

magnitude.

In the Aitken mode, the PDFs of particle concentration from BIOMASS and BASE-
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Figure 2.6: Times series and PDFs of aerosol concentration at the surface during AO2018
from observations and simulation PMOC. Observations are shown as 3-hourly mean (black
lines) and standard deviation (grey shading). Aerosol concentrations are shown for particles
with diameter (a-c) 2.5-15 nm, (d-f) 15-100 nm and (g-i) 100-500 nm. Red dashed lines in (a,
d, g) show observed NPF events. PDFs are separated by observed sea ice freeze-up date, 27th
August 2018 (day 239).

LINE are largely similar. Again, there are periods when the concentrations from

BIOMASS are larger than those simulated by BASELINE (e.g. days 224–229). Like in

the nucleation mode, the alterations to the primary marine organic carbon in the model

cause a dramatic increase in particles (PMOC relative to BIOMASS). The concentra-

tion in PMOC varies from just below 100 particles cm−3 to more than 1000 cm−3. The

observations rarely reach as high as 1000 cm−3 and are occasionally as low as 1 cm−3,

so the PMOC simulation does not capture the lowest end of the observed distribution

of concentrations in either period and overestimates the observed concentrations by up

to 2 orders of magnitude.

The different biomass emissions (BIOMASS) cause only minor changes to the mod-

elled accumulation mode, while the accumulation mode concentration is overestimated
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Figure 2.7: Aerosol vertical profiles from model output and ASCOS campaign observations
from 2008. Model output is from colocated 2018 monthly mean concentrations from simulations
BIOMASS and PMOC. Observed concentrations are given as the mean profile from each ASCOS
flight (grey lines), overall mean (solid black) and overall median (dashed black). Profiles are
for particles with size (a) 3-14 nm, measured during ASCOS using a UCPC and (b) 14-300
nm, measured using a CPC (particles greater than 14 nm) and a CLASP instrument (particles
greater than 300 nm).

by PMOC. While simulation BIOMASS captures the higher end of the PDF of accumu-

lation mode concentration, concentrations in simulation PMOC are typically between

10–100 cm−3, often overestimating the measurements by 1–2 orders of magnitude. Like

BASELINE, the lowest measured concentrations are not captured at all in BIOMASS

or PMOC. For example on day 253, the overestimation of the measurements by the

model is 2 orders of magnitude in the BIOMASS output and 3 orders of magnitude in

PMOC.

Aerosol profiles from the ASCOS campaign are shown in figure 2.7 with model out-

put from BIOMASS and PMOC. Model output is from 2018 August monthly mean

data that has been colocated with the ASCOS helicopter. The model underestimates

the nucleation mode. In BIOMASS, the mean nucleation mode concentration is under-

estimated by 2 orders of magnitude at 3 km and 4 orders of magnitude at the surface.

In PMOC, the nucleation mode concentrations at the surface are within the range of

concentrations measured during certain individual flights, but underestimate the me-

dian value by about a factor of 4 and the mean value by an order of magnitude. While

the observations show little variation in nucleation mode concentration with height,

concentrations in BIOMASS increase with height, and concentrations in PMOC de-

crease with height, such that the measurements are underestimated by PMOC above

1 km by about 2 orders of magnitude. In the accumulation mode, BIOMASS performs

better than in the nucleation mode, capturing the mean profile above 1 km and sim-

ulating the median concentration at the surface. PMOC overestimates the measured
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accumulation mode concentration, particularly at the surface where the concentration

from the model is about a factor of 2 higher than the mean profile.

2.5 Wet scavenging

In the previous section we examined primary aerosol emissions as a source of model

bias in the high Arctic summer aerosol size distribution. We found that perturbations

to the primary marine organic carbon aerosol source in UKESM could not reconcile

the simulated aerosol size distribution with measurements from ASCOS or AO2018.

Similarly, although changes to the biomass emissions led to model improvements, they

were not enough on their own to explain the model bias in the high Arctic size distri-

bution. Here, we will investigate precipitation as a sink of aerosol in order to establish

whether too-strong removal of small particles, or too-weak removal of larger particles,

can account for the model bias. As we did for biomass burning emissions, we will use

measurements of BC and sulphate mass from Arctic ground stations to investigate the

effect of changes to wet removal in UKESM on the simulated Arctic aerosol seasonal

cycle.

2.5.1 Cloud phase

BC and sulphate aerosol mass from observations and from simulations BIOMASS and

ICE THRESH are shown in figures 2.8 and 2.9 for different Arctic ground stations.

Aerosol mass is higher in ICE THRESH than BIOMASS, which is as expected since

the cloud ice threshold acts to suppress aerosol removal in mixed-phase clouds. At

Alert, Tiksi and Ny-Ålesund, BC mass concentrations increase by up to about a factor

of 5 in all months except for July, August and September. This seasonal behaviour

is consistent with a lower fraction of ice clouds in the summer. BC concentrations at

Utqiaġvik do not see the same increase as the other locations.

Like BC, sulphate mass concentrations show a seasonal cycle at Villum and Ny-

Ålesund with a peak in April and a minimum in July or August. At Villum, the

springtime peak in sulphate mass is 12 times higher than the summer minimum and

at Ny-Ålesund it is 5 times higher. In simulation BIOMASS, the model overestimates

sulphate mass at both sites and for all months of the year. At Villum, the model

performs worse in the summer than in the winter. The modelled sulphate mass is

within about a factor of 2 of the observations in the months October–April, whereas in

May–September the bias is larger, reaching about a factor of 5 in July. In contrast to

Villum, BIOMASS performs the best during spring. The model overestimates sulphate

mass by about a factor of 2 in the months February–May and about a factor of 4

from July–December. January has the highest overestimation of about 5 times the

observations.
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Figure 2.8: BC aerosol mass concentration at Alert, Utqiaġvik, Tiksi and Ny-Ålesund from
measurements and model output. Model output is shown for simulations BIOMASS (green
lines) and ICE THRESH (pink lines) for the years 2017–2018. Monthly means are shown as
solid lines, standard deviation in shading.

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec10 2

10 1

100

101 Villum, 81.6N 343.3E

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
Month

10 2

10 1

100

101 Ny Ålesund, 78.9N 11.9E
BIOMASS
ICE_THRESH
Observations
St. dev.

Su
rfa

ce
 su

lp
ha

te
 c

on
ce

nt
ra

tio
n 

[u
g 

m
-3

]

Figure 2.9: Sulphate aerosol mass concentration at Ny-Ålesund and Villum Research Station
from measurements and model output. Model output is shown for simulations BIOMASS (green
lines) and ICE THRESH (pink lines) for the years 2017–2018. Monthly means are shown as
solid lines, standard deviation in shading.
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Figure 2.10: Maps showing the seasonal mean of fICE for DJF 2018 at the surface and 2 km
altitude from simulation ICE THRESH. Red contours mark regions where fICE > 10%.

In simulation ICE THRESH, sulphate mass concentrations increase in all months

and at both sites relative to BIOMASS, causing even higher overestimations of the

observed values. At Ny-Ålesund, sulphate concentration from ICE THRESH is about

2 times higher than that of BIOMASS except for July–September, where the increase

is by about a factor of 1.5 relative to BIOMASS. Similarly at Villum, concentrations

from ICE THRESH are 2–2.5 times higher than BIOMASS in October–April, 3 times

higher in May and June, but only 1.5 times higher in August and September. Thus,

although the absolute sulphate concentrations are worse in ICE THRESH than they

are in BIOMASS, the smaller increases in summer create a better representation of the

seasonal cycle, with the difference between the minimum and maximum concentrations

going from a factor of 4.5 to a factor of 6.5 at Villum (observed difference factor of 12)

and going from a factor of 3 to 6 at Ny-Ålesund (observed difference factor of 5).

The increase in BC and sulphate aerosol mass in simulation ICE THRESH leads

to worse model performance in terms of the absolute values of the concentrations, but

better performance in terms of the relative concentrations in the Arctic annual cycle of

sulphate. This suggests that while the ICE THRESH configuration leads to too weak

scavenging overall, it captures the variation in scavenging strength at different times of

year better than the default model configuration. Figures 2.10 and 2.11 show maps of

fICE from ICE THRESH for winter and summer 2018. Model output is shown for the

surface and for 2 km and fICE = 10% is marked as red contours. In winter, there are

no areas north of 50◦N where fICE is less than 10%, meaning all in-cloud scavenging

is suppressed for the region 50–90◦N. In summer, there is a clear reduction of the area

where scavenging is suppressed, both at the surface and at 2 km. At the surface, the
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Figure 2.11: Maps showing the seasonal mean of fICE for JJA 2018 at the surface and 2 km
altitude from simulation ICE THRESH. Red contours mark regions where fICE > 10%.

extent of the fICE > 10% region is inhomogeneous with longitude, extending to the

mid-latitudes and further south on the western side of North America and some parts

of the Eurasian continent, but not covering large parts of Russia, the North Atlantic

and parts of Canada. At 2 km, the southern extent of the fICE = 10% region is 10–30◦

north of the extent of the region during winter, again with the exception of the western

side of North America and parts of central Asia. It is clear from the difference in area

covered by the fICE contour that scavenging in the mid-latitudes is suppressed much

more in winter than in summer by the ICE THRESH mechanism.

Figure 2.12 shows the fraction of gridboxes in each model column meeting various

thresholds. The thresholds are TWC>0 (i.e. any cloud is present, default GLOMAP

scavenging criterion), TWC>0 and temperature is above -15◦C (i.e. Browse et al.

(2012) GLOMAP scavenging criterion), LWC>0 (i.e. liquid cloud is present, default

UKESM scavenging criterion) and clouds containing less than 10% ice (the threshold

we apply to fICE here). We have reduced the 3-dimensional water content thresholds

to column fractions for ease of visualisation. The fractions are calculated for 2018 an-

nual mean output from simulation ICE THRESH. The number of gridboxes meeting

these criteria is a proxy for the number of gridboxes where scavenging is occurring

under the different model configurations (GLOMAP default and Browse et al. (2012)

set-ups and UKESM default and ICE THRESH set-ups). Note that we have applied

the GLOMAP criteria to UKESM output only, so the number of gridboxes meeting

the criteria in GLOMAP would be different from what is shown in figure 2.12 because

of the use of prescribed cloud fields in GLOMAP. However, by applying the criteria to

UKESM output, it gives us an impression of the relative distribution of how widespread
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Figure 2.12: Maps showing fraction of each model grid column where (a) clouds are present
(TWC>0), (b) clouds are present at T<-15◦C, (c), liquid clouds are present (LWC>0) and (d)
clouds with fICE < 10% are present (IWC/TWC < 0.1). Fractions are calculated using 2018
annual mean values of LWC, IWC and temperature from simulation ICE THRESH.

scavenging is in each model. The highest fractions are seen in figure 2.12(a) where all

clouds are selected, implying that the default GLOMAP assumption for scavenging

would lead to the most spatially widespread scavenging out of all of these criteria. This

is in line with the results from Browse et al. (2012) which showed the the default con-

figuration of GLOMAP was overestimating the removal of aerosol by wet scavenging.

The temperature dependence that was added by the authors of that study leads to

lower fractions (figure 2.12(b)), indicating that it is successful in reducing the amount

of scavenging that takes place. The fractions in the default UKESM configuration are

closer to the Browse et al. (2012) configuration of GLOMAP than its default, which

suggests that the use of cloud phase in the default UKESM scavenging mechanism is
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Figure 2.13: BC aerosol mass concentration at Alert, Utqiaġvik, Tiksi and Ny-Ålesund from
measurements and model output. Model output is shown for simulations BIOMASS (green
lines), RSCAV 2 (brown lines), RSCAV 0.5 (yellow lines) and IMP SCAV OFF (blue lines) for
the years 2017–2018. Monthly means are shown as solid lines, standard deviation in shading.

performing better than GLOMAP was. Moreover, the ICE THRESH fractions are the

lowest of all, suggesting that the ICE THRESH criteria may be too stringent, there-

fore not producing enough scavenging in UKESM. This is reflected in the aerosol mass

concentrations from ICE THRESH (figures 2.8 and 2.9), which overestimated measure-

ments from Arctic ground stations. Although the use of ice fraction provides better

representation of the seasonal variation in scavenging, the strength of the scavenging

overall remains too low.

2.5.2 Model parameters

As well as controlling which gridboxes are subject to wet removal of aerosols, we can

control the removal rate in gridboxes where scavenging is taking place. Here we examine

the effects of changing the model parameter RSCAV , as described in section 2.2.1. We

also examine the effect of switching off impaction scavenging in the model.

Figure 2.13 shows BC aerosol mass concentrations at Arctic ground stations from

observations and simulations BIOMASS, RSCAV 0.5 and RSCAV 2. As expected,

RSCAV 0.5 increases aerosol mass compared to BIOMASS because of the decreased
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Figure 2.14: Sulphate aerosol mass concentration at Villum Research Station and Ny-Ålesund
from measurements and model output. Model output is shown for simulations BIOMASS (green
lines), RSCAV 2 (brown lines), RSCAV 0.5 (yellow lines) and IMP SCAV OFF (blue lines) for
the years 2017–2018. Monthly means are shown as solid lines, standard deviation in shading.

strength of wet scavenging, while RSCAV 2 decreases aerosol mass. The RSCAV per-

turbations have different effects on model-observation agreement for BC mass at differ-

ent times of year depending on the model bias in the baseline run, except at Utqiaġvik

where the RSCAV changes make only a minimal difference to the BC mass concentra-

tions. At Alert, where the concentrations from BIOMASS are within a factor of 2 of

the observations in the first half of the year, RSCAV 2 underpredicts BC mass in these

months, while doing little to improve the model overprediction of BC mass in late sum-

mer. RSCAV 0.5 performs worse than BIOMASS in all months. At Tiksi, where there

is also a model bias in late summer of more than an order of magnitude, RSCAV 2 im-

proves the model performance in the months of June–July and September–November

(either side of the model’s summer peak) but increases the model underestimation of BC

mass in the months of January–May. RSCAV 0.5 has the opposing effect. Ny-Ålesund

is the only station where the BC concentrations from BIOMASS are within a factor of 2

of the observations for the entire year, hence neither RSCAV simulation performs better

than BIOMASS, which already reproduces the BC seasonal cycle. RSCAV 0.5 overpre-

dicts BC mass while RSCAV 2 overpredicts BC mass, except for December–January

when the BC mass from RSCAV 2 is about 1.5 times lower than that of BIOMASS,

improving agreement with the observations.

Sulphate mass concentrations at Villum and Ny-Ålesund are shown in figure 2.14.

Unlike for BC aerosol mass, sulphate mass was consistently overpredicted by the model

in simulation BIOMASS at both stations and in all months. RSCAV 0.5 therefore

performs worse than BIOMASS, increasing the overprediction from a factor of 4–5 to

a factor of 10 in the summer months at Villum. The sulphate concentrations from

RSCAV 2 are approximately a factor of 2 lower than those from BIOMASS at both

sites, improving model-observation agreement. At Villum, RSCAV 2 performs best in
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the winter months, with overestimations of about a factor of about 2 remaining in the

summer months. At Ny-Ålesund, RSCAV 2 performs best in April and is within a

factor of 2 of the observations for the rest of the year.

Output from IMP SCAV OFF is also shown in figures 2.13 and 2.14. At all sites,

the difference in BC mass between IMP SCAV OFF and BIOMASS is less than 50%.

The sulphate concentrations from IMP SCAV OFF are within about 25% of those from

BIOMASS at both Villum and Ny-Ålesund.

2.5.3 Effect of wet scavenging on summer size distribution

In this section we have shown that an ice fraction threshold for wet scavenging of

aerosol (simulation ICE THRESH) leads to some improvements to the Arctic aerosol

seasonal cycle, but overall it results in overestimations in sulphate mass. Halving nu-

cleation scavenging efficiency (RSCAV 0.5) similarly creates overestimations of aerosol

mass. Doubling the efficiency (RSCAV 2) improves the model agreement with mea-

sured sulphate concentrations but causes underestimations of BC at some Arctic sites

for certain months of the year. Turning off impaction scavenging (IMP SCAV OFF)

has little effect compared to the other perturbations, producing sulphate and BC mass

within 50% of the simulation with impaction scavenging switched on. Here, we will

investigate the effects of these model perturbations on the aerosol size distribution in

high Arctic summer, where the model is underestimating the nucleation and Aitken

mode concentrations.

Figure 2.15 shows time series of aerosol concentration in the nucleation, Aitken and

accumulation modes during AO2018 from measurements and model output. Simula-

tions with weaker wet removal (RSCAV 0.5, IMP SCAV OFF, ICE THRESH) gener-

ally have larger accumulation and Aitken mode concentrations than BIOMASS and

smaller nucleation mode concentrations, and vice versa for RSCAV 2. The smaller

concentrations in the nucleation mode when scavenging is weaker is likely a result of

the larger accumulation mode concentrations in those simulations, since the sink of

condensable vapours is larger so NPF is suppressed.

Although there are differences in the aerosol concentrations when the scavenging

is perturbed, these changes in concentrations during AO2018 are not as large as the

changes seen in aerosol mass in the continental Arctic. In the accumulation mode,

a stronger scavenging efficiency (RSCAV 2) produces concentrations that are within

about a factor of 2 of the unperturbed scavenging rate, with the exception of day 223

when the concentration is about an order of magnitude lower than BIOMASS. Likewise,

the weaker scavenging efficiency (RSCAV 0.5) produces accumulation mode concentra-

tions that are up to about a factor of 2 higher than BIOMASS. The concentration from

simulation IMP SCAV OFF is usually within 50% of that from BIOMASS, indicat-
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Figure 2.15: Times series and PDFs of aerosol concentration at the surface during
AO2018 from observations and model output. Model output is from simulations BIOMASS,
ICE THRESH, RSCAV 2, RSCAV 0.5 and IMP SCAV OFF. Observations are shown as 3-
hourly mean (black lines) and standard deviation (grey shading). Aerosol concentrations are
shown for particles with diameter (a-c) 2.5-15 nm, (d-f) 15-100 nm and (g-i) 100-500 nm. Red
dashed lines in (a, d, g) show observed NPF events. PDFs are separated by observed sea ice
freeze-up date, 27th August 2018 (day 239).

ing the limited role of below-cloud scavenging in the high Arctic, where precipitation

rates are lower than those at lower latitudes. The cloud ice threshold for scavenging

(ICE THRESH) makes little difference to the accumulation mode in the first 10 days

of the campaign, but for the rest of the period gives concentrations about a factor of 2

higher than BIOMASS.

In the Aitken mode, the concentrations produced by these perturbations to the

scavenging scheme are usually within a factor of 2 of the unperturbed simulation

(BIOMASS), though like in the accumulation mode day 223 is an exception. The

Aitken concentration in RSCAV 2 is lower than that of BIOMASS on days 221–223

by a factor of 5–10, while the Aitken concentration in RSCAV 0.5 is is higher than
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Figure 2.16: Aerosol vertical profiles from model output and ASCOS campaign observations
from 2008. Model output is from colocated 2018 monthly mean concentratons from simula-
tions ICE THRESH, RSCAV 2, RSCAV 0.5 and IMP SCAV OFF. Observed concentrations
are given as the mean profile from each ASCOS flight (grey lines), overall mean (solid black)
and overall median (dashed black). Profiles are for particles with size (a) 3-14 nm, measured
during ASCOS using a UCPC and (b) 14-300 nm, measured using a CPC (particles greater
than 14 nm) and a CLASP instrument (particles greater than 300 nm).

BIOMASS by about a factor of 5. Since these days are from the transit period of

the campaign, they correspond to concentrations from lower latitudes than the drift

period, which took place close to the North Pole. The stronger effect of RSCAV 2 and

RSCAV 0.5 on these days could therefore suggest that the scavenging efficiency has

more of an effect at lower latitudes than it does in the high Arctic.

In the nucleation mode, the concentrations from RSCAV 2, RSCAV 0.5,

ICE THRESH and IMP SCAV OFF are all within a factor of 2–5 of BIOMASS, again

with the exception of day 223 and also the last few days of the campaign (from ap-

proximately day 257 onwards). The nucleation concentration in RSCAV 2 is 2 orders

of magnitude greater than BIOMASS on day 223 and reaches up to an order of mag-

nitude greater at the end of the campaign. The opposite is true for ICE THRESH

and RSCAV 0.5. ICE THRESH produces nucleation concentrations up to 2 orders of

magnitude smaller than BIOMASS on days 223 and 257 onwards, while RSCAV 0.5

has concentrations 2 orders of magnitude lower than BIOMASS on day 225 and 260.

As for the other modes, turning off impaction scavenging in IMP SCAV OFF has less

of an effect on the nucleation concentration.

Aerosol profiles from ASCOS measurements and August 2018 model output is shown

in figure 2.16. Similarly to the AO2018 aerosol concentrations, the simulations with

weaker scavenging (RSCAV 0.5, ICE THRESH, IMP SCAV OFF) have higher concen-

trations of 14–300 nm particles than BIOMASS and lower concentrations of 3–14 nm

particles, and vice versa for stronger scavenging (RSCAV 2). Nucleation mode concen-
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trations from simulation RSCAV 2 are about 50% higher than BIOMASS throughout

the profile while simulations IMP SCAV OFF and RSCAV 0.5 are both about 50%

lower. The profile from ICE THRESH follows that of BIOMASS in the lowest 1 km and

is slightly lower aloft, though still exceeding the concentrations from IMP SCAV OFF

and RSCAV 2. In the accumulation mode, the difference caused by the different scav-

enging rates is greatest at the surface, with concentrations converging to the BIOMASS

profile as altitude increases. The difference between halved and doubled scavenging ef-

ficiency (RSCAV 2 relative to RSCAV 0.5) is approximately a factor of 2–3 in the

accumulation mode concentration at the surface.

2.6 Discussion and conclusion

The model underestimates the concentration of sub-100-nm diameter particles in the

high Arctic summer. The nucleation mode particle concentration at the surface is

at least an order of magnitude too low compared to AO2018 observations, sometimes

underestimating observed concentrations by as much as 5 orders of magnitude. The sur-

face Aitken mode concentration is also underestimated by up to 3 orders of magnitude.

The model performs better at simulating the surface accumulation mode concentration.

The accumulation mode concentration in the model is generally within the range of the

observations, but does not capture the lowest concentrations (less than 1 cm−3) seen

in the time series of AO2018 observations.

We have used pan-Arctic observations of aerosol mass to investigate the possible

role of aerosol emissions or aerosol removal in creating the model bias in the summer

size distribution. We have tested the sensitivity to carbonaceous particle emissions from

biomass burning and marine organics as well as the scavenging rates in the model. The

results of these investigations are summarised in the rest of this section.

The model simulates large peaks in black carbon mass at 3 Arctic sites during July

and August that are not present or are smaller in magnitude in the observations. Such

summer peaks in black carbon mass are likely related to boreal forest fires. Adjusting

the biomass emissions in the model so that they are from climatologies rather than a

single year improves the seasonal cycle, though biases remain.

Adjusting the mean emission size of primary marine organic carbon particles in

the model from 160 nm to 20 nm (considered a lower limit on the range of possible

sizes) is effective at creating a source of sub-100 nm particles in the Arctic region. The

concentration of the nucleation and Aitken modes at the surface in the central Arctic

increases by up to 6 orders of magnitude compared to the default primary marine or-

ganic emissions. However, despite these increased particle concentrations, the primary

marine organic source does not capture the behaviour of sub-100 nm particles in obser-

vations from the Arctic Ocean and is not consistent with observed particle fluxes from
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the surface. Firstly, the particle flux in the perturbed simulation is about 500 times

greater than the default scheme, since we reduce the mean particle size by a factor of

8 without changing the mass flux. In the central Arctic Ocean, the resulting particle

flux is at least a factor of 20 greater than observed fluxes from open leads in the pack

ice. These differences between simulated and measured particle fluxes are unsurpris-

ing given that we perturb the size of emitted particles, whereas Leck and Bigg (2010)

and others have proposed a particle break-up process that alters the size (and number

concentration) of the particles after they have been emitted. The 20-nm diameter par-

ticle source also overestimates the Aitken mode concentration measured at the surface

during AO2018. Secondly, during the sea ice freeze period of the AO2018 campaign,

when iodic acid was observed to drive new particle formation events, the perturbed

primary marine simulation underestimates the peaks in the nucleation mode concen-

tration by roughly 3 orders of magnitude, suggesting that a secondary source needs

to be considered in this regime and a primary source alone would not be sufficient to

simulate the observed aerosol concentrations. Finally, the aerosol vertical profiles from

the ASCOS campaign in 2008 show that despite higher concentrations in the boundary

layer, the marine organic source decreases nucleation mode particle concentrations aloft

and underestimates the observations in the free troposphere. This could be because the

extra particles in the boundary layer promote condensational growth at lower latitudes,

increasing the depletion of vapours and therefore leading to less transport of vapours

or secondary particles through the free troposphere to the Arctic, creating a reduction

of small particles in the free troposphere.

Simulated sulphate and black carbon mass is sensitive to in-cloud scavenging rates

with below-cloud scavenging having only a minimal effect on mass concentrations. In-

creasing the efficiency of in-cloud scavenging reduces model overestimations of sulphate

at Villum and Ny-Ålesund, though it causes underestimations of black carbon at some

sites for some months of the year. Conversely, decreasing the scavenging efficiency

causes overestimations in the modelled sulphate concentrations.

The use of cloud phase in the default UKESM wet scavenging scheme appears to

perform better than the previous version of the same scheme in GLOMAP which had no

such cloud phase dependence and had to be adjusted by Browse et al. (2012) to include

a temperature dependence in the scavenging rate, with the aim of suppressing scaveng-

ing from ice or mixed-phase clouds. When we use the cloud ice fraction to suppress

scavenging in the model, the resulting scavenging is too weak and leads to overestima-

tion of aerosol mass at Arctic ground stations. However, because of differences in the

ice fraction at different times of year, there are improvements to the simulation of the

seasonal cycle when using the ice fraction threshold to suppress scavenging. Scavenging

is suppressed more in winter than in summer, increasing the simulated sulphate mass

at Villum and Ny-Ålesund in winter and spring relative to the summer months.
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Despite the effect that scavenging evidently has on aerosol mass in the continental

Arctic, the effect on the high Arctic summer size distribution is minimal. Changes to

the accumulation mode concentration are visible at the surface, but still no simulation

is routinely able to capture the lowest accumulation mode concentrations of 1 cm−3

and below. This is therefore likely a feature of using output from a global, course

resolution model to compare to point measurements. The large scale of the model

gridboxes in the model cannot resolve the variation in meteorological conditions that

lead to such fluctuations in the accumulation mode concentration via aerosol removal.

The model results also show that while there is some evidence of the nucleation and

Aitken mode concentrations responding to changes in the accumulation mode, the

magnitude of the underestimations of these small particles are not consistent with a

bias in aerosol removal alone. The strong model underestimations of the nucleation

and Aitken mode concentrations are relatively unaffected by changes to the model

scavenging rates. Along with the results from the primary marine organic simulation,

this suggests there is a missing source of aerosols, likely related to secondary sources.

Although we have not been able to explain the source of the model bias in sub-100

nm particle concentrations in the high Arctic summer, these simulations point to areas

of the model that warrant further attention. Firstly, the use of a threshold for cloud ice

water fraction in the scavenging code improves the seasonal cycle while producing abso-

lute values of sulphate mass concentration that are too high compared to observations.

A stronger in-cloud scavenging efficiency improves the sulphate concentrations in the

model compared to observations. It is therefore possible that the use of the ice water

fraction combined with a higher efficiency in the scavenging rate could produce more

accurate monthly mean sulphate mass concentrations than either perturbation on their

own. Secondly, the marine carbon particle flux rates from the model suggest that the

relationship between open water emissions and emissions from open leads in sea ice is

not captured. During AOE96, particle fluxes from open water were 20-50 times higher

than fluxes from an open lead. In the model, the open water emissions are only greater

than the pack ice region by a factor of 4. It is unsurprising that the model does not cap-

ture the difference in emissions between the different environments, since the sea spray

parameterisations in the model are global and do not differentiate between emissions

from open water and emissions from sea ice regions. The marine organic carbon flux in

a gridbox is simply scaled linearly by the open water fraction for that gridbox, with no

effect of the smaller fetch in the ice region. The difference in emissions between these

two environments is important for the Arctic aerosol budget since it implies a sensitiv-

ity of marine aerosol emissions to changes in the ice. The pack ice region is retreating,

while the extent of the marginal ice zone is expanding in the summer months. If the

primary marine emissions are dependent on the ice fraction in non-linear ways, there

could be feedback effects from the reduction of sea ice which the model is currently not
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capturing. These potential sources of model biases should be areas of further study in

the future. Since these processes have not improved the simulation of the nucleation

and Aitken modes in the high Arctic summer, further investigation is beyond the scope

of this thesis. Because this chapter has ruled out primary sources or aerosol removal

as sources of the model-observation bias in the concentration of small particles in the

Arctic, the next chapter will focus on secondary sources. In particular, we examine the

effect of new particle formation driven by iodine.
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Abstract

In the Arctic, the aerosol budget plays a particular role in determining the behaviour

of clouds, which are important for the surface energy balance and thus for the region’s

climate. A key question is the extent to which cloud condensation nuclei in the high

Arctic summertime boundary layer are controlled by local emission and formation pro-

cesses as opposed to transport from outside. Each of these sources is likely to respond

differently to future changes in ice cover. Here we use a global model and observations

from ship and aircraft field campaigns to understand the source of high Arctic aerosol in

late summer. We find that particles formed remotely, i.e. at lower latitudes, outside the

Arctic, are the dominant source of boundary layer Aitken mode particles during the sea

ice melt period up to the end of August. Particles from such remote sources, entrained

into the boundary layer from the free troposphere, account for nucleation and Aitken

mode particle concentrations that are otherwise underestimated by the model. This

source from outside the high Arctic declines as photochemical rates decrease towards

the end of summer, and is largely replaced by local new particle formation driven by

iodic acid emitted from the surface and associated with freeze-up. Such a local source

is consistent with strong fluctuations in nucleation mode concentrations that occur in

September. Our results suggest a high Arctic aerosol regime shift in late summer,

and only after this shift do cloud condensation nuclei become sensitive to local aerosol

45
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processes.

3.1 Introduction

Modelling studies have demonstrated the importance of new particle formation for the

budget of Arctic aerosol. Merikanto et al. (2009) and Gordon et al. (2017) used the

global aerosol model GLOMAP to show the importance of new particle formation on a

global scale. Both studies indicate that a high fraction (greater than 80%) of particles

and CCN in the Arctic are derived from new particle formation. While the model con-

figuration in Merikanto et al. (2009) only included paremeterisations based on H2SO4,

the model used by Gordon et al. (2017) included parameterisations for neutral and

ion-induced binary (H2SO4-water) and ternary (H2SO4-ammonia-water) new particle

formation, new particle formation from organic molecules and H2SO4, and pure or-

ganic new particle formation driven by highly oxygenated molecules (HOMs). The

authors found that a significant fraction (greater than 40%) of Arctic CCN originate

from secondary organic aerosol, including HOMs. Karl et al. (2012) used an aerosol

dynamics model to study new particle formation events that were observed during the

summers of 1996, 2001 and 2008. H2SO4 and organic vapours were used in the model

to drive new particle formation events. Simulations of new particle formation driven

by H2SO4 followed by growth from condensation of organic vapours were able to repro-

duce the particle size distributions observed during new particle formation events. The

inclusion of organic vapours as a driver of new particle formation led to an overpredic-

tion in the concentration of particles, though the authors note significant uncertainty

in the sources and concentrations of organic vapours in the high Arctic. Croft et al.

(2019) used a chemical transport and aerosol microphysics model to show that con-

densation of secondary organic vapour played a key role in particle formation events in

the Canadian Arctic during the summer. The vapours were assumed to have a marine,

biogenic source. Browse et al. (2014), using GLOMAP to investigate the response of

Arctic aerosol to sea ice loss, found that boundary layer new particle formation driven

by H2SO4 was required to explain measured CCN concentrations in the high Arctic

during summer.

Boundary layer new particle formation as a source of Arctic aerosol implies a poten-

tially high sensitivity of the local aerosol budget to the changing climate. Any future

increase in the extent of open water and the marginal ice zone in summer will affect

the emission of aerosol and precursor gases to the atmosphere. Dall’Osto et al. (2017)

and Dall’Osto et al. (2018) have found a positive correlation between frequency of new

particle formation events and the extent of open water near Svalbard and Greenland,

respectively. Such an increase in occurrence of new particle formation with sea ice loss

could be expected to increase CCN concentrations in the Arctic under future warmer

conditions, though this is far from certain since changing sea ice extent is not the only
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controlling factor. Gilgen et al. (2018) found that reduction of sea ice by the year 2050

leads to increased emissions of DMS in a global aerosol-climate model. The increased

DMS emissions, along with increased sea spray aerosol and meteorological changes,

cause higher cloud drop number concentrations over the Arctic Ocean. This is in line

with results from another global model study, Struthers et al. (2011), which used an

atmospheric climate model to investigate the response of sea spray aerosol to sea ice

loss. They found a strong increase in sea salt emissions and thus higher cloud drop

concentrations, but the effect on clouds and energy budget was uncertain due to poor

model representations of aerosol-cloud interactions. In contrast to these studies, the

results from Browse et al. (2014) suggest that interactions between aerosol particles of

different sizes could lead to a suppression of new particle formation in an ice-free Arctic

summer. Their results showed an increase in the sink of condensable vapours due to

stronger emission of sea spray aerosol from the open water, resulting in a decrease in

the concentration of smaller particles from new particle formation. In addition, the

growth of sea spray particles from condensation of vapours shifted the size distribution

to larger sizes, leading to enhanced scavenging by precipitation and a decrease in drop

concentrations.

The conflicting results from Browse et al. (2014), Gilgen et al. (2018) and Struthers

et al. (2011) highlight the difficulty in modelling the Arctic aerosol budget and how it

might change in future. Uncertainties in model parameterisations stem from the knowl-

edge gaps in processes controlling the aerosol budget, and cause differences in climate

projections from different model set-ups. For example, the sea spray parameterisations

used in the Gilgen et al. (2018) and Struthers et al. (2011) studies include empirical

representations of the effect of temperature on the sea spray aerosol size distribution,

while the parameterisation used in the Browse et al. (2014) study does not. This could

be a cause of the discrepancy in their predictions of sea spray aerosol response to sea

ice loss, though this has not been studied. The studies also differ in their treatment

of primary marine organic emissions, with only the Browse et al. (2012) study includ-

ing such a source. Some field studies from the Arctic have indicated the importance

of primary marine organics in the region (Leck and Bigg, 2010; Karl et al., 2013), as

well as raising questions about possible recycling mechanisms of particles after they are

emitted (i.e. through ageing or the particle break-up theory, Lawler et al., 2021). The

open questions surrounding primary marine emissions complicate modelling of Arctic

new particle formation due to the the sink of condensable vapours from larger particles.

Models with size-resolved aerosol microphysics and chemistry are better equipped to

study these questions than bulk, single-moment models considering total mass only.

Aitken mode particles can act as CCN in the Arctic, which increases the influence of

new particle formation over the Arctic aerosol budget. Karlsson et al. (2022) used mea-

surements of cloud residual particles (i.e. particles obtained by drying cloud droplets
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or ice crystals) from the high Arctic to show that Aitken mode particles were acting as

CCN during a period of frequent boundary layer new particle formation. Observations

of aerosol size distributions in and out of cloud in sub-Arctic Finland showed that on

average 30% of Aitken particles (defined as 25-95 nm) were activated to form droplets

(Komppula et al., 2005). In Svalbard, measurements of cloud residuals (Karlsson et al.,

2021) and cloud drop number concentrations (Koike et al., 2019) have been used to

show the activation of particles smaller than 50 nm diameter during periods of high

supersaturation, such as when updraft speeds are high or when accumulation mode

concentrations are low. Results from parcel models and large-eddy simulation (LES)

models are in agreement with the observations that Aitken particles can act as CCN

(Bulatovic et al., 2020; Pöhlker et al., 2021). Activation of Aitken particles means that

particles formed by new particle formation and subsequent growth may only need to

grow up 20-50 nm diameter to act as CCN in Arctic clouds, making it more plausible

that such particles could survive long enough in the atmosphere to be important for

cloud formation.

Recent observations from the high Arctic provide a new opportunity to explore

the questions surrounding the source of summertime aerosol. The Arctic Ocean 2018

(AO2018) expedition took place in August and September 2018 between Svalbard and

the North Pole (Vüllers et al., 2020). The observed properties and behaviour of the

aerosol challenge our current understanding of aerosol sources and sinks. Firstly, mass

spectrometry measurements clearly show that iodic acid is the main driver of new par-

ticle formation events, which occur primarily during sea ice freeze-up (Baccarini et al.,

2020). This process was not included in previous large-scale modelling studies. Sec-

ondly, the long time series of particle concentrations and size distributions provide an

opportunity to understand how sources and sinks are related to the melting/freezing

cycle and changes in photochemistry. In particular, the observations show a distinct

transition in aerosol behaviour in late summer, when the iodic acid new particle for-

mation events begin to take place. Here we aim to interpret this change in behaviour

in terms of changes in the dominant aerosol sources.

In this study we used measurements from AO2018 to evaluate the Arctic aerosol

budget in the global climate model UKESM1. We compared the accuracy of simulations

with new particle formation in the boundary layer to that of simulations with new

particle formation in the free troposphere. We also introduced an iodic acid new particle

formation scheme to the model to investigate iodic acid as an Arctic aerosol source

compared to other components of the Arctic aerosol budget. The observational datasets

are introduced in Sect. 3.2. The model is described in Sect. 3.3, including the different

new particle formation schemes and our approach to the inclusion of iodic acid. Results

are presented in Sect. 3.4 and discussed in Sect. 3.5.



§3.2 Observations 49

3.2 Observations

In addition to measurements from the Arctic Ocean 2018 (AO2018) and Arctic Summer

Cloud Ocean Study (ASCOS) campaigns introduced in chapter 2, we will use measure-

ments from the Atmospheric Tomography Mission (ATom). ATom was a multi-year

flight campaign that used the NASA DC-8 aircraft to study the effects of air pollution

on the chemistry of the atmosphere. There were four legs of ATom, each carried out in

a different season in different years. Here, we use measurements taken during the first

leg, which took place in summer 2016. Measurements were taken over a wide range of

latitudes and altitudes. We only use measurements taken north of 60◦N.

Aerosol size distributions were measured during ATom using a nucleation-mode

aerosol size spectrometer (NMASS), an ultra-high-sensitivity aerosol size spectrometer

(UHSAS) and a laser aerosol spectrometer (LAS). The full set of ATom aerosol mea-

surements are presented in Brock et al. (2019). Aerosol size distributions are available

for particles between approximately 3 nm and 3.5 µm diameters.

Note that the AO2018, ASCOS and ATom campaigns use instruments with dif-

ferent ways of sizing particles. The DMPS measures the electrical mobility diameter

of particles. The CPCs and NMASS measure particles based on the critical diameter

for droplet nucleation at the instrument’s operating supersaturation. The OPC, UH-

SAS and LAS all rely on optical methods to measure particles, meaning they measure

the optical equivalent diameter of particles. No attempt has been made to convert

from optical equivalent diameter to mobility diameter. Such a conversion would re-

quire information about the refractive indices of the particles measured by the optical

instruments, which is not available.

3.3 Model description

For this chapter, we use UKESM in the set-up introduced in chapter 2. We showed that

changing the source of biomass burning emissions from 2014 data to 1995–2004 data

produced more accurate black carbon mass concentrations at Arctic ground stations, so

we continue using the 1995–2004 emissions here. This section describes further model

perturbations that we make in this chapter.

3.3.1 Ageing of insoluble particles

The default assumptions in UKESM about particle ageing have a very substantial effect

on Arctic aerosol, particularly where NPF is a major source of Aitken mode particles.

Particle ageing in a model is the transfer of insoluble particles into the soluble particle

modes after condensation of water-soluble material. In UKESM, sources of insoluble

carbonaceous particles are biofuel and biomass burning emissions (mean diameter 150
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nm), fossil fuel burning emissions (mean diameter 60 nm) and primary marine organic

carbon emissions (mean diameter 160 nm). By default, the aged mass from the insoluble

mode is moved into the soluble Aitken mode (Mulcahy et al., 2020). However, the

mean diameter of the insoluble mode does not usually correspond to the size limits

of the soluble Aitken mode, and this can lead to undesirable behaviour in the model.

Thus, when mass from the insoluble mode is moved into the soluble Aitken mode, it

will typically increase the mean diameter of the soluble mode beyond its upper limit

(100 nm). When small particles enter the Aitken mode following growth of nucleation

mode particles, they are artificially strongly depleted because “mode merging” (Mann

et al., 2010) requires that their mass is averaged with the larger particles already

existing in the Aitken mode. This combination of assumptions (the size of aged particles

and mode merging) is adequate for reproducing size distributions in the mid-latitudes,

where anthropogenic and fire emissions are a more dominant source. However, our

early simulations showed that this method has a very substantial effect in the Arctic

where NPF is occurring in air that has aged during long-range transport from low

latitudes to the Arctic (see appendix A.1). In particular, we found that the particle

size distribution was insensitive to the NPF rate. We therefore altered the model such

that aged carbonaceous particles are moved directly into the soluble accumulation mode

(100 – 500 nm), as is appropriate for their diameter. All simulations in this chapter

use the altered ageing scheme, we therefore refer to a CONTROL simulation in our

comparisons. CONTROL is otherwise the same as simulation BIOMASS from chapter

2.

3.3.2 New particle formation schemes

UKESM includes binary homogeneous nucleation of water and sulphuric acid (H2SO4)

using the parameterisation of Vehkamäki et al. (2002). In this study, we included

two additional NPF formation schemes in the model. We simulated nucleation of

H2SO4 in the boundary layer (BL) by cluster activation as described by Kulmala et al.

(2006) (hereafter K06). We simulated organically mediated H2SO4 nucleation using

the parameterisation of Metzger et al. (2010) (hereafter M10). Simulations are labelled

by their NPF scheme and the region of the atmosphere the scheme is applied to (e.g.

BL for a scheme switched on in the boundary layer only or FT for a scheme switched

on in the free troposphere only).

The formation rates of 1.5 nm clusters, J∗, used by M10 and K06 are given in cm−3

s−1 by



§3.3 Model description 51

J∗,K06 = kK06CSA (3.1)

J∗,M10 = kM10CSACsecorg (3.2)

where kK06 is 10−6 s−1, kM10 is 10−13 cm3 s−1, and Cx are the concentrations of

the precursor vapours in cm−3. The 3 nm particle formation rate is calculated from the

1.5 nm cluster formation rates using the method from Kerminen and Kulmala (2002),

which accounts for growth of clusters and loss to existing particles.

It should be noted that these two BL NPF schemes use empirical parameterisations

that have not been developed with or tested against data from the Arctic. Moreover, the

parameterisations only consider the influence of H2SO4 and secondary organic vapours.

MSA and ammonia are not included in UKESM and thus are not modelled as NPF pre-

cursors in this study. These omissions are potential sources of bias given the importance

of MSA and ammonia in the Arctic (Willis et al., 2018; Beck et al., 2020).

As we show below, entrainment of nucleation mode aerosol from the FT is an

important process. To investigate the role of FT entrainment as a source of surface

particles in the high Arctic, we ran an additional sensitivity test with an imposed NPF

rate in the low FT (simulation M10 Prsc). A rate of 10−2 particles cm−3 s−1 was used

for altitudes above the top of the BL and below 7.5 km, and for latitudes north of 80◦N.

Since this rate is higher than what the M10 scheme typically produces, it allows us to

investigate the sensitivity of the surface concentrations to a strong free troposphere

source.

3.3.3 Iodic acid

An empirical model for the steady-state concentration of iodic acid has been produced

from observations taken in the high Arctic (Baccarini et al., 2020). The concentration

in cm−3, CIA, is given by

CIA =
E

vdep + h · CS
(3.3)

where E is the emission rate of iodine atoms in cm−2 s−1, vdep is the dry deposition

velocity of iodic acid in cm s−1, h is the surface mixed layer height in cm and CS is

the condensation sink due to existing aerosols, given in s−1. It was observed during

AO2018 that fog and cloud droplets acted as a strong sink of the iodic acid, however

we do not account for that here since the parameterisation of clouds in the coarse

resolution model gridboxes is unlikely to be representative of conditions at the ship.
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We used Eq. (3.3) to diagnose the steady-state concentration of iodic acid in model

gridboxes at each timestep. The iodic acid was then used as a precursor to drive

NPF. The dry deposition velocity of iodic acid was calculated by the model assuming

a diffusion constant equal to that of H2SO4. The condensation sink due to existing

aerosols was calculated during model runs using the aerosol size distribution produced

by the model. We use the modelled dry aerosol diameter in the condensation sink

calculation, meaning that the effects of water uptake by aerosol are not included. For

the surface mixed layer height, we take the BL height calculated by the UM. Finally, we

use a value of 5.21 × 106 cm−2 s−1 for E, which is approximately equal to the median

of the distribution of E measured by Baccarini et al. (2020).

The concentration of iodic acid was observed to increase towards the end of summer,

during the sea ice freeze-up (Baccarini et al., 2020). It is thought that the freezing of sea

water can trigger the emission of iodine from the surface. To incorporate this behaviour

into UKESM, we calculate the concentration of iodic acid in gridboxes where sea ice

fraction is non-zero and where the surface temperature is less than -5 ◦C. Although

the observed freeze-up date is defined as the day when the 14-day running mean of

surface temperature reaches -2 ◦C (the temperature at which sea water freezes), we

found that -5 ◦C acted as a better threshold for ice freeze-up in the model. This is

because there is a cold bias in the model such that when the observed 14-day running

mean temperature reaches -2 ◦C, the modelled surface temperature is closer to -5 ◦C.

The calculated concentration of iodic acid is then equally distributed from the surface

to the BL top. This is equivalent to assuming that the lifetime of iodic acid is long

enough for the gas to be mixed throughout the BL.

A direct mechanism linking the freeze-up to iodine emissions has not yet been

identified. However, our results would remain valid even if the two processes were not

directly related. In fact, the surface temperature threshold used in the model is a good

tracer for the summer to autumn transition, which has been associated with higher

iodine concentration in the Arctic (Sharma et al., 2019; Baccarini et al., 2020)

The iodic acid particle formation rate at 3 nm is calculated using the Kerminen and

Kulmala (2002) method as for the H2SO4 activation and organically mediated schemes,

using a kinetic rate of iodic acid cluster formation. This is in line with recent results

from cloud chamber experiments (He et al., 2021). The cluster formation rate in cm−3

s−1 is given by

J∗,IA = kIAC
2
IA (3.4)

where kIA = 10−13 cm3 s−1. The mass created from HIO3-driven new particle

formation is added to the sulphate model component.
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3.3.4 Secondary organic vapours

Assumptions about the production of secondary organic aerosol (SOA) material have a

large effect on modelled Arctic aerosol. SOA is created in the model by the oxidation of

monoterpenes by ozone, the hydroxyl radical and the nitrate radical (Spracklen et al.,

2006). These reactions produce SOA on the timescale of hours. This is a simplification

of the process, since in reality there are many chemical species and reaction pathways

involved in the production of SOA, which operate on a range of timescales and produce

a range of volatilities. In particular, some SOA precursor species have a longer lifetime

than monoterpene and can therefore be transported further in the atmosphere before

forming SOA and condensing on existing aerosol. In the model, most monoterpene

is oxidized close to the source region (e.g. boreal forests) and quickly condenses onto

existing particles, therefore the concentration of SOA precursor gases is very low in the

central Arctic; as a consequence, NPF involving organic vapours is extremely weak. To

investigate the effect of these assumptions on Arctic NPF, we ran sensitivity simulations

where the oxidation rate of monoterpene was reduced by a factor of 100. The labels of

these simulations use the suffix SecOrg.

A description of all model simulations presented in this chapter is given in table

3.1. When comparing model output to observations of surface aerosol concentration, we

use the overlap index defined in Pastore and Calcagǹı (2019) to quantify the similarity

between the distribution in aerosol concentration from observations and different model

simulations. For two probability density functions A(x) and B(x), the overlap index

η(A,B) is defined as

η(A,B) =

∫
min[A(x), B(x)] dx (3.5)

which can be thought of as integrating the area where the distributions overlap. If

the two distributions overlap completely, the entire area under the distribution will be

integrated so the index will be 1, whereas if they do not overlap at all, no area will

be integrated and the index will be 0. Overlap indices closer to 1 therefore indicate

simulations with good model-observation agreement in terms of the magnitude and

variability of the two time series even if individual peaks and troughs do not match

temporally. In our case, we apply the overlap index to discrete distributions of binned

aerosol concentration, so the integral is calculated as the probability density function

in each bin multiplied by the bin width, summed over all bins.
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Table 3.1: Description of simulations.

Simulation Description

CONTROL
Model set-up based on BIOMASS simulation from 2, with addi-
tional changes to the aerosol ageing scheme. Binary H2SO4-water
vapour NPF parameterised as per Vehkamäki et al. (2002).

K06 BL
Additional BL H2SO4 NPF parameterised by Kulmala et al.
(2006)

M10 ALL
Organically-mediated NPF in all model levels, using Metzger et
al. (2010)

M10 BL Organically-mediated NPF in the BL, using Metzger et al. (2010)

M10 Prsc
As M10 ALL, but with a prescribed NPF rate of 10−2 cm−3 s−1

between the BL top and 7.5 km and north of 80◦N

IA BL Additional BL NPF driven by IA

IA BL M10 ALL As M10 All but with additional BL NPF driven by IA

M10 BL 75N,
M10 BL 80N,
M10 BL 85N

Additional NPF in the BL using Metzger et al. (2010) for grid-
boxes north of 75◦N, 80 ◦N or 85 ◦N respectively

M10 Prsc 60N
As M10 Prsc, but the rate is prescribed for gridboxes north of
60◦N

XXX SecOrg
Additional change to oxidation of monoterpenes as described in
section 3.3.4

3.4 Results

3.4.1 Iodic acid concentration

Figure 3.1 shows a time series and PDF of surface HIO3 concentration from observations

and model output. To colocate the model output with the ship, we take the model

gridbox nearest the ship’s position. In the observations, the surface HIO3 concentration

is lower in the melt period (before day 239) than in the freeze period (after day 239).

The surface concentration in the freeze period has a baseline of approximately 106 cm−3

and peak values 5–6 times higher lasting on the order of hours, whereas in the melt

period the concentration reaches 106 cm−3 only for brief periods, such as on day 228.

The periods of peak surface concentration in the freeze period correspond to observed

NPF events.

In the model, HIO3 is only emitted when the surface temperature is -5 ◦C or less.

The modelled temperature reaches this threshold on approximately day 236 at the ship’s

position, such that the model starts to emit HIO3 at a similar time to the observed

freeze-up onset (day 239), when HIO3 concentrations were observed to increase at

the ship. After HIO3 starts to be emitted in the model, the empirical scheme we

use for HIO3 production consistently calculates surface HIO3 concentration to be the

same order of magnitude as the observations. The PDF in Fig. 3.1(b) is for the

freeze season only, i.e. day 239 onward. The observed distribution of surface HIO3
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Figure 3.1: Times series and PDF of surface iodic acid concentration during AO2018 from
observations and model output. Model output is from simulation IA BL (orange lines). Ob-
servations are shown as 3-hourly mean (black lines). Red dashed lines in (a) show periods of
observed NPF events. PDF of concentration is for freeze season only, i.e. after 27th August
2018 (day 239).

concentration is broadly captured, though the model does not reproduce the highest or

lowest observed concentrations. This is likely to be because the model does not resolve

the spatially heterogeneous sea ice state (which controls the emissions of iodic acid)

nor the variability in clouds and fog, which control iodic acid scavenging as well as

influencing the condensation sink due to existing aerosols.

3.4.2 Effect of NPF in the boundary layer

Time series of particle concentrations

Figure 3.2 shows time series and PDFs of surface aerosol concentration in three parti-

cle size ranges from the AO2018 observations and for simulations CONTROL, K06 BL,

M10 BL, IA BL and IA BL SecOrg. Observations are from the ship (approximately 15

m above the surface) and model output is for the first model level, between approxi-

mately 0 and 37 m.

A time series of the measured nucleation mode (2.5–15 nm diameter) particle con-

centration during AO2018 is shown in Fig. 3.2 (a). Periods where iodic acid NPF

events were observed are marked with red dashed lines. There is a marked difference

in the behaviour of the nucleation mode concentration before and after the onset of

sea ice freeze-up (27th August 2018, day 239). In the melt period (up to day 239),

the nucleation particle concentration rarely exceeds 100 cm−3 and is usually between

1–10 cm−3. The NPF events, which occurred after the freeze-up began in the vicinity

of the ship on day 239, are associated with peaks in the nucleation mode particle con-

centration lasting a few hours, causing fluctuations in particle concentration between

approximately 10 and 104 cm−3, consistent with a strong local source.

The modelled nucleation mode particle concentration is underestimated in simula-

tions CONTROL, IA BL and IA BL SecOrg in the melt period, while the inclusion of



56
Chapter 3: Late summer transition from a free-tropospheric to boundary layer source

of Aitken mode aerosol in the high Arctic

214 217 220 223 226 229 232 235 238 241 244 247 250 253 256 259 262
10−6

10−4

10−2

100

102

104

2.5–15 −m(a)

Ob0
CONTROL

K06_BL
M10_BL

IA_BL
IA_BL_SecOr(

214 217 220 223 226 229 232 235 238 241 244 247 250 253 256 259 262

10−1

100

101

102

103

104

Pa
r1i

cle
 c

.−
ce

−1
ra

1i.
− 

[c
m

−3
 15–100 −m(d)

214 217 220 223 226 229 232 235 238 241 244 247 250 253 256 259 262
Day .f year

10−2

10−1

100

101

102

100–500 −m(()

10−1 101 103

10−6

10−5

10−4

10−3

10−2

10−1

100

Mel1
(b)

10−1 101 103

Free3e
(c)

10−1 101 103

10−6

10−5

10−4

10−3

10−2

10−1

100

Mel1
(e)

10−1 101 103

Free3e
(f)

10−1 101 103

N [cm−3 

10−6

10−5

10−4

10−3

10−2

10−1

100

Mel1
())

10−1 101 103

N [cm−3 

Free3e
(i)

Figure 3.2: Times series and PDFs of surface aerosol concentration during AO2018 from
observations and model simulations with various boundary layer NPF mechanisms. Model
output is from simulations CONTROL (pink lines), K06 BL (grey lines), M10 BL (blue lines),
IA BL (thick orange lines) and IA BL SecOrg (thin orange lines). Observations are shown as
3-hourly mean (black lines) and standard deviation (grey shading). Aerosol concentrations are
shown for particles with diameter (a-c) 2.5-15 nm, (d-f) 15-100 nm and (g-i) 100-500 nm. Red
dashed lines in (a, d, g) show observed NPF events. PDFs are separated by observed sea ice
freeze-up date, 27th August 2018 (day 239).

HIO3 NPF means that IA BL and IA BL SecOrg perform better in the freeze period

than during the melt. The nucleation mode concentration in CONTROL varies from

roughly 10−6 to 10−1 cm−3 and is usually at least an order of magnitude lower than

observed throughout the whole period. In contrast, simulations with HIO3 (IA BL and

IA BL SecOrg) produce nucleation mode concentrations of roughly the correct order of

magnitude during the freeze period (day 239 onwards), with a distinct change in con-

centration and behaviour around day 235. However, the lack of HIO3 emissions during

the melt period means that the model continues to underestimate the concentration by

several orders of magnitude. The model underprediction of nucleation mode particle

concentration in the melt period is an indication that HIO3 NPF is not the only part of
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Table 3.2: Overlap indices calculated for the PDFs of nucleation, Aitken and accumulation
aerosol concentrations from observations and each simulation, measured at the surface. PDFs
are separated into the melt and freeze periods before overlap indices are calculated. Bold text
indicates the greatest overlap index in each mode for the melt and freeze periods.

Simulation
Nucleation Aitken Accumulation
Melt Freeze Melt Freeze Melt Freeze

CONTROL 0.01 0.00 0.31 0.12 0.57 0.64
K06 BL 0.75 0.12 0.72 0.31 0.53 0.63
M10 ALL 0.72 0.06 0.71 0.40 0.52 0.55
M10 BL 0.73 0.05 0.73 0.34 0.50 0.55
M10 Prsc 0.35 0.52 0.75 0.37 0.51 0.55
M10 Prsc SecOrg 0.20 0.61 0.64 0.66 0.57 0.55
IA BL 0.25 0.47 0.35 0.70 0.58 0.58
IA BL SecOrg 0.13 0.40 0.30 0.59 0.65 0.69
IA BL M10 ALL 0.63 0.51 0.69 0.77 0.55 0.56

the regional aerosol budget that needs consideration to produce an accurate simulation.

Simulations K06 BL and M10 BL both use BL NPF schemes and have higher nucle-

ation mode concentrations than CONTROL as a result. In the melt period, K06 BL

and M10 BL both consistently simulate nucleation mode concentrations of the same

order of magnitude as the observations. Interestingly, the two simulations have very

similar nucleation mode concentrations despite the differences in the NPF schemes.

K06 BL occasionally simulates higher nucleation mode concentrations than M10 BL,

most notably on days 239–243. In the freeze period, K06 BL and M10 BL still under-

estimate the nucleation mode concentration despite simulating higher concentrations

than CONTROL.

Overlap indices for the PDFs of observed surface aerosol concentration and modelled

concentration from all simulations are given in Table 3.2. The underestimation of

nucleation mode concentration by simulation CONTROL is highlighted by the fact that

its overlap indices are close to 0 in both the melt and the freeze periods. The K06 BL

and M10 BL PDFs of nucleation mode concentration for the melt period match the

observations well, producing overlap indices of 0.73 for M10 BL and 0.75 for K06 BL,

which is the highest value achieved for the nucleation mode in the melt period. In the

freeze period, the overlap indices are also low (0.05 for M10 BL and 0.12 for K06 BL).

Observed Aitken mode concentrations (diameter 15–100 nm) lie between about

1 and 1000 cm−3, with a a mean of 60 cm−3 over the whole period. In contrast,

concentrations in the CONTROL simulation are around 1 cm−3, frequently fall below

0.1 cm−3, and never exceed 10 cm−3. The simulations with HIO3 again show a sharp

increase in particle concentration around day 235 when HIO3 starts being emitted

during the freeze period. Model Aitken mode concentrations then vary between being

comparable to the observations and being 1–2 orders of magnitude too low. The Aitken
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mode concentration in simulation IA BL SecOrg behaves similarly to that of IA BL,

although there are some periods where the concentration in IA BL SecOrg exceeds

those in the IA BL simulation by a factor of more than 10 and is in better agreement

with observed concentrations (notably days 244–247). This is likely because of the extra

condensable vapour in IA BL SecOrg, which promotes more particle growth from the

nucleation mode. As in the nucleation mode, the Aitken mode concentrations from

K06 BL and M10 BL are higher than CONTROL, on the same order of magnitude

as the observations in the melt period but underestimating observations in the freeze

period.

The observed accumulation mode concentrations (diameter 100–500 nm) are typi-

cally around 10–100 cm−3, with brief periods of less than a day where they fall to 1

cm−3 or lower, which is characteristic of the central Arctic (Bigg et al., 1996; Bigg and

Leck, 2001; Mauritsen et al., 2011; Leck and Svensson, 2015). All simulations capture

the observations well, except for the periods of extremely low concentration. The good

agreement shows that NPF is not an important source of accumulation mode aerosol.

As shown in e.g. Stevens et al. (2018) and Loewe et al. (2017), the periods of very

low concentration are associated with efficient scavenging in drizzle on smaller spatial

scales than represented in a global model. Nevertheless, the generally good model-

observation agreement means that the aerosol surface area, and hence condensation

sink for nucleating vapours, is reasonable in the model, and therefore not a cause of

the biases in nucleation and Aitken mode particle concentrations.

Aerosol vertical profiles

In Sect. 3.4.2, we showed that the use of BL NPF schemes (instead of only the default

upper tropospheric scheme) increased nucleation and Aitken particle concentrations at

the surface during the melt period of AO2018. In this section, we examine the effect of

these schemes on particle concentrations aloft.

Figure 3.3 shows simulated nucleation mode aerosol vertical profiles for the AO2018

campaign period. As discussed in Sect. 3.4.2, the nucleation mode concentrations at

the surface in CONTROL are typically less than 0.1 cm−3 and never above 1 cm−3.

We showed that this is an underestimation of the measurements taken at the ship.

Figure 3.3 shows that despite the low concentrations at the surface, the model produces

nucleation mode concentrations of up to 1000 cm−3 in the low FT, for example on day

244 above approximately 4 km. These higher concentrations aloft suggest that NPF is

being simulated in the FT, but that those particles do not reach the surface.

The vertical profile for simulation M10 BL shows that the nucleation mode con-

centration is higher than CONTROL above the BL as well as at the surface, even

though this simulation is using the same NPF mechanism as CONTROL in the FT.
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Figure 3.3: Nucleation mode aerosol profiles simulated for AO2018 campaign period. Model
output is from simulations (a) CONTROL, (b) M10 BL and (c) M10 BL 85N. Model output
was colocated with the position of the Oden. White lines show BL height.

We previously showed that M10 BL had nucleation mode concentrations at the sur-

face that were 1–3 orders of magnitude higher than that of CONTROL. In the FT,

the increase is up to an order of magnitude. The white lines in Fig. 3.3 show the

modelled BL height, which is used by the NPF schemes to separate the BL from the

FT. The increased nucleation mode concentrations in M10 BL above this BL height

suggest that particles are being created in the BL at lower latitudes and then trans-

ported north in the FT. To examine this effect further, we ran a simulation where the

M10 scheme was used in the BL only for latitudes north of 85◦. The nucleation mode

vertical profile for this simulation, M10 BL 85N, is also shown in Fig. 3.3 and shows

lower concentrations than M10 BL in both the BL and the FT. In fact, the nucleation

mode concentration in M10 BL 85N is mostly the same as that of CONTROL. The

output from M10 BL 85N therefore shows that the higher FT and BL concentrations

in M10 BL are from latitudes south of 85◦. The concentration of organic vapours north

of 85◦N is much lower than at lower latitudes (see the steep latitudinal gradient in Fig.

A.5), which potentially accounts for the low particle concentrations in M10 BL 85N.
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Note that the smaller spatial extent of the NPF scheme could lead to less depletion of

precursors than when the scheme is used globally, thereby increasing the NPF rate in

M10 BL 85N relative to M10 BL. However, this non-linear behaviour would have the

opposite effect to what we describe here so we can disregard it.

3.4.3 Effect of free-tropospheric NPF

In Sect. 3.4.2 we showed that the model default NPF scheme is insufficient to produce

an accurate simulation of the aerosol concentrations measured at the surface during

AO2018. The inclusion of iodic acid NPF improves the concentration in the nucle-

ation and Aitken modes in the freeze period. Nevertheless, substantial model under-

estimations in particle concentration remain during the melt period, indicating some

other missing source. Simulations with BL NPF driven by H2SO4 or a combination of

H2SO4 and secondary organic vapours produce more accurate surface concentrations in

the melt period of AO2018 compared to observations. However, as we showed in Sect.

3.4.2, these simulations do not produce more NPF in the BL in the high Arctic. Rather,

small particles produced at lower latitudes are transported north, increasing nucleation

and Aitken concentrations aloft as well as at the surface. This behaviour in the model

suggests that the FT could be a source of particles to the surface, either from particles

created by NPF aloft, or in the BL at lower latitudes before being transported into the

high Arctic FT. Such a source has been considered before, for example by Korhonen

et al. (2008a), who showed that entrainment of secondary particles from the FT is an

important source of CCN over the Southern Ocean in GLOMAP, and Igel et al. (2017)

who used a high-resolution LES model to show that particles can be transported from

the free troposphere to the surface under conditions typical of the high Arctic. Also of

relevance to entrainment processes in Arctic clouds, Solomon et al. (2011) used an LES

model to show that a humidity inversion and entrainment of water vapour at cloud top

helps to maintain the cloud by supplying moisture.

In this section we explore the role of the FT as a source of particles at the surface

in both periods. We ran a simulation with M10 switched on at all model levels. We

also ran a simulation with a fixed NPF rate for model levels between the top of the BL

and 7.5 km.

Aerosol vertical profiles

Figure 3.4 compares simulated aerosol vertical profiles against observations from AS-

COS (see Sect. 2.2.2). Model particle concentrations in these size ranges were calcu-

lated using August 2018 monthly mean data, colocated with the ASCOS flights which

took place in August 2008. Concentrations of 3–14 nm diameter particles were consis-

tently in the range 102–103 cm−3 in the FT, with lower values recorded below 1 km.

The CONTROL simulation fails to capture these concentrations, underestimating the
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Figure 3.4: Aerosol vertical profiles from model output and ASCOS campaign observa-
tions from 2008. Model output is from colocated 2018 monthly mean values from simulations
CONTROL (pink), M10 ALL (thick orange lines), M10 ALL SecOrg (thin orange lines) and
M10 Prsc (dark green). Observed values are given as the mean profile from each ASCOS flight
(grey lines), overall mean (solid black) and overall median (dashed black). Profiles are for
particles with size (a) 3-14 nm, measured during ASCOS using a UCPC and (b) 14-300 nm,
measured using a CPC (particles greater than 14 nm) and a CLASP instrument (particles
greater than 300 nm).
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Figure 3.5: Aerosol vertical profiles from model output and ATom campaign observations from
2016. Model output is from colocated 2018 monthly mean values from simulations CONTROL
(pink), M10 ALL (thick orange lines), M10 ALL SecOrg (thin orange lines) and M10 Prsc (dark
green). ATom observations are taken from leg 1 of the campaign and restricted to measurements
that were taken north of 60◦N. Observations correspond to mean profiles from different days
(grey lines), the overall mean (black solid lines) and overall median (black dashed lines). Profiles
are for particles with size (a) 5–10 nm, (b) 10–100 nm and (c) 100–500 nm. Observations were
recorded at standard temperature and pressure, model output has been adjusted to account for
this.



62
Chapter 3: Late summer transition from a free-tropospheric to boundary layer source

of Aitken mode aerosol in the high Arctic

ASCOS mean concentration throughout the profile by 2 orders of magnitude in the

FT and 3 orders of magnitude at the surface. Inclusion of organic NPF (M10 ALL)

substantially increases particle concentrations, but they remain at least 1 order of mag-

nitude lower than observed. Even when we allow much higher concentrations of organic

vapours to be transported into the Arctic (M10 ALL SecOrg), 3–14 nm diameter par-

ticle concentration is still underestimated by up to 1 order of magnitude throughout

the profile. The model captures the 14–300 nm concentration better than the smaller

particles. This is consistent with the results from the AO2018 comparisons, where the

accumulation mode was captured much better than the nucleation or Aitken modes.

All simulations shown here have 14–300 nm diameter particle concentrations of the

same order as those measured in the ASCOS flights.

Aerosol vertical profiles measured in 2016 during the ATom campaign are shown in

Fig. 3.5 with model output for the year 2018. Consistent with the ASCOS and AO2018

datasets, the CONTROL simulation predicts 5–10 nm diameter particle concentrations

up to 3 orders of magnitude lower than the ATom measurements in the lowest 5 km

of the atmosphere, with the largest model-observations discrepancies at the surface.

In contrast to ASCOS, the M10 ALL simulations captures the nucleation mode profile

better, producing concentrations that are within the range of the ATom measurements.

The Aitken mode is underestimated by all simulations, though simulation M10 ALL is

closer to the observations than CONTROL in the lowest part of the FT. All simulations

capture the accumulation mode well at the surface but underestimate particle number

aloft by roughly 50%.

M10 ALL underpredicts the profile of nucleation mode aerosol measured during

the ASCOS campaign, even after perturbing the model monoterpenes to increase the

availability of precursors in the Arctic (M10 ALL SecOrg). We therefore artificially

tested what NPF rate would be required to explain these observed profiles. We tested

various prescribed nucleation rates applied above the boundary layer. A rate of 10−2

cm−3 s−1 produced a nucleation mode profile in best agreement with ASCOS and ATom

(M10 Prsc). In the ASCOS region (the central Arctic), M10 Prsc is the only simulation

to produce 3–14 nm particle concentrations close to the observed profiles (Fig. 3.4).

In the ATom region over continental North America, M10 ALL and M10 Prsc both

behave the same. We prescribed the nucleation rate in the model for latitudes north

of 80 ◦N, which means it has little effect over the ATom area. We also tested the

prescribed rate in gridboxes north of 60 ◦N and still found good agreement with the

ATom and ASCOS profiles (Figs. A.2 and A.3).

The model output shown in Figs. 3.4 and 3.5 is for the year 2018, while the oberva-

tional data is from 2008 (ASCOS) and 2016 (ATom). However, the large underestima-

tions of the nucleation mode by simulation CONTROL (up to 3 orders of magnitude

at the surface) for both campaigns is unlikely to be because of interannual variability
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alone. The CONTROL simulation also underestimates the particle concentrations from

the AO2018 campaign, which was in the same year as our model output.

Time series of particle concentrations
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Figure 3.6: Time series and PDFs of aerosol concentration at the surface during AO2018
from observations and model output. Model output is from simulations M10 ALL (orange
lines), M10 Prsc (thick green lines), M10 Prsc SecOrg (thin green lines) and IA BL M10 ALL
(red lines) Other than IA BL M10 ALL and the observations, lines have been made slightly
transparent on this figure so that it is easier to view the results from IA BL M10 ALL. Ob-
servations are shown as 3-hourly mean (black lines) and standard deviation (grey shading).
Aerosol concentrations are shown for particles with diameter (a–c) 2.5–15 nm, (d–f) 15–100 nm
and (g–i) 100–500 nm. Red dashed lines in (a, d, g) show observed NPF events. PDFs are
separated by observed sea ice freeze-up date, 27th August 2018 (day 239).

Time series and PDFs of particle number concentration at the surface from AO2018

observations and simulations M10 ALL and M10 Prsc are shown in Fig. 3.6 for nucle-

ation, Aitken and accumulation mode particles.

In the nucleation mode, simulations M10 ALL and M10 Prsc both increase the

simulated particle concentration by 2–3 orders of magnitude in the melt period relative
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to CONTROL (Fig. 3.1). Like M10 BL, M10 ALL captures the observed nucleation

mode concentration well in the melt period. The higher FT NPF rate in M10 Prsc

produces a nucleation mode concentration that is 1–2 orders of magnitude higher than

M10 ALL. This higher concentration in M10 Prsc further demonstrates the way the

FT is acting as a source of particles to the surface in the model, although the fixed

NPF rate in M10 Prsc overestimates the nucleation mode concentration in the melt

period. The nucleation mode concentration declines from the melt to the freeze period

in M10 ALL. The particle concentration decreases from above 1 cm−3 in the melt

period to approximately 1 cm−3, occasionally reaching 0.1 cm−3. M10 Prsc produces

concentrations close to 100 cm−3in the both periods. As such, M10 Prsc captures the

lower end of the observed distribution of nucleation concentration in the freeze periods,

but does not capture the highest concentrations seen during the NPF events.

In the Aitken mode, particle concentrations are also higher in M10 ALL and

M10 Prsc than in CONTROL. Despite differences between M10 ALL and M10 Prsc in

the nucleation mode, they produce the same concentration of Aitken particles. Melt-

period Aitken particle concentrations in M10 ALL and M10 Prsc are 1–3 orders of

magnitude higher than in CONTROL, taking them to within 1 order of magnitude of

the observed particle concentration for most of the melt period. As in the nucleation

mode, Aitken concentrations decrease in M10 ALL and M10 Prsc in the freeze period

such that the observations are underestimated by 1–2 orders of magnitude in the freeze

period. The declining Aitken concentrations in both of these simulations suggests a

decrease in the particle growth rates towards late summer, possibly driven by declining

photochemical production of precursor vapours (see appendix A.3). The Aitken mode

concentration decreases even in M10 Prsc, which has a fixed NPF rate above the BL,

highlighting that particle growth by condensation is an important process as well as

the particle formation rate itself.

The accumulation mode is well captured by both M10 ALL and M10 Prsc. As for

IA BL, the changes to the model NPF scheme in the M10 simulations have little effect

on the accumulation mode concentration relative to CONTROL.

Local formation processes in M10 Prsc are dominated by the fixed nucleation rate

above the BL. However, local particle formation is also affected by the availability of

condensable vapours (if new particles grow faster, they are more likely to survive in

the atmosphere for longer rather than being lost to coagulation with other particles).

Therefore, since growth is important, we tested the sensitivity of NPF in the M10 Prsc

simulation to the availability of secondary organic vapour by allowing more vapour to

be transported to the Arctic in simulation M10 Prsc SecOrg. Time series and PDFs

of surface particle concentration during AO2018 is shown on Fig. 3.6. In the nucle-

ation mode, M10 Prsc SecOrg produces a concentration of approximately 100 cm−3,

behaving similarly to M10 Prsc.
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In the Aitken mode, there are periods where M10 Prsc SecOrg behaves the same as

M10 Prsc and brief periods where it produces higher concentrations. For example, on

days 223–229, the concentration in M10 Prsc SecOrg is nearly an order of magnitude

greater than that from M10 Prsc, resulting in an overestimation of the observed Aitken

concentration.

3.4.4 Combining local and non-local NPF

Overall, M10 ALL performs well in the melt period of AO2018 but still underestimates

particle concentration in the freeze period. This suggests that a combination of sec-

ondary particles from aloft and local BL NPF involving iodic acid is required to capture

the full aerosol time series. The combined simulation of M10 ALL and IA BL is shown

as simulation IA BL M10 ALL in Fig. 3.6. IA BL M10 ALL captures both the base-

line of the nucleation mode in the melt period and the peaks in the freeze period. In

the Aitken mode, IA BL M10 ALL is within 1 order of magnitude of the observations

except for a few brief periods, such as days 253–255 when the observed concentration

is overestimated in the model.

The behaviour of the simulations can be summarised by comparing the overlap of

PDFs of simulated particle concentration with those from observations (Table 3.2).

Simulations with H2SO4 or organically-mediated NPF in the BL (K06 BL, M10 BL,

M10 ALL, IA BL M10 ALL) have higher overlap indices for the nucleation and Aitken

modes than CONTROL in the melt period, when the source of secondary particles

from the FT has the greatest influence, but lower indices in the freeze period. During

freeze-up, IA BL M10 ALL slightly overestimates the nucleation mode concentration,

meaning that its nucleation mode overlap index in this period (0.51) is lower than that

of M10 Prsc (0.52) and M10 Prsc SecOrg (0.61), which do not overestimate the con-

centration in the same way. However, it is clear from the time series that the simulation

with iodic acid NPF (IA BL, IA BL SecOrg, IA BL M10 ALL) capture the nucleation

concentration peaks from NPF events in a way that the M10 Prsc simulations do not.

Simulation IA BL M10 ALL has the highest overlap index of all simulations for the

Aitken mode in the freeze period (0.77), as it is the only simulation to capture the

highest values of Aitken concentration during that time.

3.5 Discussion and conclusion

We have used field observations and a global aerosol-climate model with an empiri-

cal iodic acid nucleation scheme to investigate sources of aerosol in the high Arctic

summer. Our results point to a regime transition occurring in late summer from a

free-tropospheric source of secondary particles to local boundary layer new particle

formation driven by iodic acid. The onset of iodic acid new particle formation (trig-
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Vapour species Change in concentration from Aug to Sep 2018 [%]

DMS -28.8
SO2 135.2
H2SO4 -85.2
OH -87.7
Monoterpenes 31.2
Secondary organics -5.9

Table 3.3: Table of change in simulated concentrations of different vapours from August to
September 2018 in simulation CONTROL. Concentration changes are given as the change in
the mean value over gridboxes at the surface with latitude 80–90 N.

gered by sea ice freeze-up) coincides with a decline in the free-tropospheric source rate

brought on by declining rates of photochemical production of precursor vapours in the

free troposphere. The net effect of the transition from free troposphere to boundary

layer nucleation is a fairly constant nucleation and Aitken mode at the surface.

There are several key conclusions we can draw from the simulations we have pre-

sented here. They are listed below.

• The default settings of the UKESM1 model cannot capture Arctic aerosol con-

centrations. The nucleation mode particle concentration at the surface is at least

an order of magnitude too low in CONTROL compared to AO2018, ASCOS

and ATom observations, sometimes underestimating observed concentrations by

as much as 5 orders of magnitude. The surface Aitken mode concentration is

also underestimated by up to 3 orders of magnitude. The model performs better

at simulating the surface accumulation mode concentration. The accumulation

mode concentration in CONTROL is generally within the range of the observa-

tions, but does not capture the lowest concentrations (less than 1 cm−3) seen in

the time series of AO2018 observations. These periods of low accumulation mode

concentration are important in controlling the behaviour and radiative effects of

low-level Arctic clouds (Mauritsen et al., 2011; Birch et al., 2012; Loewe et al.,

2017; Stevens et al., 2018).

• Simulations with H2SO4 or organically-mediated boundary layer new particle

formation produce more accurate nucleation and Aitken mode concentrations

at the surface during the AO2018 melt period than the CONTROL simulation.

However, modelled aerosol concentrations aloft as well as output from a simulation

where boundary layer new particle formation is switched on only north of 85◦N

show that little to no boundary layer new particle formation takes place in situ

during the AO2018 before the iodic acid new particle formation events occur.

This is in contrast to results from Browse et al. (2012), who found that new

particle formation from H2SO4 in the Arctic boundary layer was an important

source of high Arctic CCN in GLOMAP. Instead, the UKESM simulations with
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Figure 3.7: Schematic of processes controlling the concentration of nucleation mode particles
at the surface in the high Arctic. The summer sea ice melt period is on the left and the freeze-up
period in late summer/early autumn is on the right. A cartoon of the nucleation mode particle
concentration is shown at the bottom.

boundary layer new particle formation schemes cause more particles to be created

at lower latitudes. These small particles are then transported north through the

free troposphere, and provide a source of Aitken mode particles to the surface in

the high Arctic. Higher concentrations at the surface from a simulation with a

prescribed new particle formation rate in the low free troposphere supports the

hypothesis of a free-tropospheric source to the surface (Fig. 3.7, left-hand side).

• Our simulations suggest that a seasonal regime shift triggered by changes in pho-

tochemistry coincides with the beginning of the iodic acid season triggered by

the sea ice freeze-up. This is portrayed in Fig. 3.7. The net effect of these two

changes is a consistent source of particles controlled by new particle formation.

Photochemistry declines towards the end of the AO2018 campaign period as a

result of the reduction in incoming solar radiation at the end of summer. In the

model output from simulation CONTROL, surface concentrations of the OH rad-
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ical decline by 87.7% over 80–90◦N from August 2018, causing H2SO4 to decline

by 85.2% while SO2 increases in concentration in the region by 135.2% over the

same period (Table 3.3). The reduction in H2SO4 inhibits new particle forma-

tion and particle growth (Fig. A.6). In simulation M10 Prsc, the Aitken mode

particle concentration declines from August to September 2018 even though the

main source of these particles (new particle formation in the free troposphere) is

prescribed to be constant. This behaviour highlights the importance of particle

growth rates, which can vary alongside the new particle formation rate itself.

Our results have implications for the future Arctic aerosol budget and highlight

existing uncertainties that require further attention. The Aitken mode particles pro-

duced by new particle formation in the free troposphere and the boundary layer have

the potential to affect clouds, since Aitken particles have been observed to act as CCN

in the Arctic. However, this is not a process that global models can easily capture.

Aitken activation depends on high supersaturations driven by low concentrations of

larger particles and/or high updraft velocities. We have shown that UKESM does not

capture the lowest measurements of accumulation mode particles in the high Arctic

summer. Updraft velocities vary on small spatial scales that are unresolved over the

coarse spatial resolution of global model gridboxes. Modelling high updraft velocities

and the resulting supersaturations therefore relies on model parameterisations of the

sub-grid scale processes. It is not clear whether such parameterisations can capture the

conditions that lead to Aitken activation in the Arctic.

A greater understanding of aerosol conditions in the Arctic free troposphere is

needed. It is not possible to distinguish from the model output presented here whether

particles coming from the free troposphere have been created there by new particle

formation or have first been transported from lower latitudes, where they were created

in the boundary layer. Our results indicate the importance of obtaining measurements

of aerosol size distributions and precursor vapours from above the boundary layer in the

high Arctic, which have previously been sparse. Moreover, the Kulmala et al. (2006)

H2SO4 and Metzger et al. (2010) organically-mediated new particle formation schemes

we use produce very similar surface particle concentrations in the region of study, such

that we cannot use these datasets to evaluate the accuracy of one over the other. This

highlights an open question in modelling of Arctic aerosol. It is crucial to understand

which precursor species are important for Arctic aerosol in order to understand how

changes to different parts of the climate system will affect the formation and behaviour

of Arctic clouds. The production of secondary organic vapour in UKESM1 is crude,

accounting only for the oxidation of monoterpenes, and we have not included any

effects of ammonia, which has been shown in laboratory and Arctic field studies to

contribute to new particle formation. The inclusion of ammonia in the model could

lead to more new particle formation in the boundary layer since ammonia can stabilise
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H2SO4 clusters. However, before these potential sources of model bias can be improved,

more observational data is needed about what drives new particle formation throughout

the Arctic, both in the free troposphere and at the surface.

Different aerosol sources imply differing sensitivity to regional change in the Arc-

tic aerosol budget. Iodic acid new particle formation in the Arctic boundary layer

is strongly coupled to the surface and therefore sensitive to changes in the sea ice.

However, our simulations show that entrainment of secondary particles from the free

troposphere is also an important source of surface aerosol at Aitken mode sizes. Free-

tropospheric new particle formation is unlikely to have such a strong sensitivity to

local sea ice changes, since the precursor vapours and background aerosol in the free

troposphere are likely to have been transported from other regions. Further work will

be required to understand how the balance of boundary layer versus free-tropospheric

nucleation will evolve in the changing Arctic, since predictions of cloud behaviour and

surface energy balance in the future Arctic depend on knowledge of the Arctic aerosol

budget. It is also important to assess the influence of boundary layer versus free-

tropospheric sources compared to other uncertain Arctic aerosol processes and their

different representations in models, for example sea spray parameterisations and pri-

mary marine sources.





Chapter 4

Activation of Aitken mode

aerosols into cloud droplets

during the high Arctic summer

in a high-resolution nested model

Abstract

Arctic aerosol-cloud interactions can modulate the energy budget in the high Arctic,

but models have struggled to capture relationships between aerosols, clouds, and the

surface. Observations and modelling studies have shown that Aitken mode particles

(roughly 10–100 nm diameter) can act as cloud condensation nuclei (CCN) when super-

saturations are high. Activation of Aitken mode particles implies a greater sensitivity of

Arctic clouds to particles formed by secondary processes, since the low growth rates ob-

served in the Arctic would otherwise prevent such particles from reaching CCN-relevant

sizes. In this chapter we use a regional climate model with coupled two-moment cloud

and aerosol microphysics. We evaluate the modelled clouds, surface radiative fluxes and

aerosol size distribution using measurements from the Arctic Ocean 2018 campaign. We

then use an offline version of the model aerosol activation scheme to investigate the ef-

fect of aerosol concentration and vertical wind velocity on Aitken activation. We find

that the model overestimations of the accumulation mode (100–500 nm) particle con-

centration inhibits Aitken activation in the model, as well as the unresolved portion

of sub-grid scale variability in the vertical wind velocities. Our results point to model

processes that require improvement to increase the accuracy of aerosol activation, but

also show that biases in the clouds partly stem from the cloud scheme in the model,

separately from aerosol processes.

71



72
Chapter 4: Activation of Aitken mode aerosols into cloud droplets during the high

Arctic summer in a high-resolution nested model

4.1 Introduction

In the Köhler theory of aerosol activation, larger particles activate before smaller par-

ticles of the same hygroscopicity. As such, particles in the accumulation mode (larger

than about 100 nm dry diameter) are usually considered the most important particles

for cloud condensation nuclei (CCN) concentrations and therefore for influencing cloud

behaviour. However, the unique environment of the Arctic creates conditions where

high supersaturation can occasionally occur, which can allow Aitken mode particles

to act as CCN. CCN concentrations can be much lower in the Arctic than in pol-

luted environments at lower latitudes (Bigg and Leck, 2001; Mauritsen et al., 2011).

Accumulation mode concentrations can be on the order of 1 cm−3 or less, leading to

conditions where activation of smaller particles is possible because low droplet concen-

trations allow supersaturations to reach high levels. Activation of Aitken particles has

been observed at Ny Ålesund (Koike et al., 2019; Karlsson et al., 2021), in northern

Finland (Komppula et al., 2005) and over the Arctic Ocean (Karlsson et al., 2022). LES

modelling studies have also simulated the mechanisms by which Aitken particles can

activate in Arctic clouds (Bulatovic et al., 2020; Pöhlker et al., 2021). The occurrence

of Aitken activation means that small, newly formed, secondary particles do not need

to grow all the way up to accumulation mode sizes to act as CCN in Arctic clouds,

making it plausible that such particles could survive long enough in the atmosphere

to be important for cloud formation. Because growth rates are usually slow in the

high Arctic, particle growth would otherwise act as a considerable limitation for newly

formed particles to act as CCN (Schmale and Baccarini, 2021).

The coarse model resolution of our UKESM simulations makes it challenging to

simulate the conditions under which Aitken activation takes place in the Arctic. This

is because gridbox-mean cloud fractions are used to define the cloud volume for entire

grid cells, on the order of 100 km in the horizontal. Variability in cloudiness on sub-

grid scales is not explicitly resolved. This invariability in the cloud fields impacts other

model processes, such as radiation and precipitation. Behaviour brought on by the

extremes in cloud cover is not captured by simulating only the mean state. As such, a

higher resolution model is better equipped to capture several processes, for example:

• Higher than average surface radiation fluxes during cloud-free periods has been

linked to the onset of melting/freezing of sea ice (Nilsson et al., 2001b; Sedlar

et al., 2011), and therefore has a large impact on the Arctic energy budget, but

this link will not be captured by UKESM.

• The differences in radiation between a uniformly cloudy gridbox in a global model

and cloud-free gridboxes in a high-resolution model could affect the photochemical

rates which are strongly linked to the production of Arctic aerosol.

• More variability in precipitation rates creates periods of stronger aerosol removal,
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so the variability in the accumulation mode concentration may be better captured

in a model with higher resolution. The PDFs of accumulation mode concentration

at the surface during AO2018 from our UKESM simulations are systematically

narrower than the PDFs of the observed particle concentrations, with the lowest

concentrations of 1 cm−3 and below not being reproduced in the UKESM output.

• More-variable accumulation mode concentrations will impact the condensation

sink of nucleation vapours, affecting new particle formation rates.

• Very low accumulation mode concentrations have been observed to cause the

thinning of Arctic clouds, for example during the ASCOS campaign in what was

described as a “tenuous” cloud regime (Mauritsen et al., 2011). This reduced

cloud cover will not be captured in our UKESM configuration because the low

accumulation mode concentrations that drive it are not present.

• Finally, as discussed above and of importance for this chapter, periods of low

accumulation mode concentrations can promote the activation of Aitken mode

particles into cloud droplets.

Even simulations with higher resolution will struggle to capture the behaviour of

clouds if either fixed cloud drop number concentrations (CDNC) or prognostic CDNC

from fixed aerosol concentrations are used. Birch et al. (2012) used the UM in a

numerical weather prediction (NWP) configuration to study the cloud behaviour during

the ASCOS campaign with a resolution on the order of 10 km. The results suggest

that overestimations of cloud occurrence during the tenuous regime were improved

by changing the fixed CCN concentrations from the default value of 100 cm−3 to 1

cm−3, a value more in line with the measured CCN concentrations. The authors thus

concluded that a fixed CCN concentration was a key driver of modelled overprediction of

cloudiness in that period of the campaign. The same period of the ASCOS campaign

was the subject of a multi-model study which included the use of the UM (Stevens

et al., 2018). Once again, all models in that study simulated a link between low

CCN concentrations and a dissipation of the cloud. In the UM, cloud dissipation was

successfully triggered by low CDNC, whether that was achieved by prescribing low

CDNC, prescribing low CCN, or by allowing CCN concentrations to vary via aerosol

processing. The AO2018 campaign has also been simulated in the UM (Young et al.,

2021). The model often failed to simulate cloud-free conditions, like in Birch et al.

(2012) for the ASCOS campaign, despite the inclusion of prognostic CDNC in Young

et al. (2021), which allows cloud drop number to respond to changes in meteorological

conditions. However, the CDNC calculations in Young et al. (2021) used a fixed aerosol

concentration of 100 cm−3, so the effect of low aerosol concentrations on the clouds was

still not simulated. Young et al. (2021) also ran a sensitivity test with a prescribed

aerosol profile with lower concentrations, more in line with typical Arctic conditions.
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The lower aerosol concentrations led to lower CDNC and reduced cloud cover. Other

than the UM, different models have also been used to confirm the importance of aerosol-

cloud interactions in governing the behaviour of Arctic clouds (Sotiropoulou et al.,

2016; Loewe et al., 2017; Sterzinger et al., 2022), though these model studies have

also lacked the use of coupled aerosol and cloud microphysics. Thus it is clear that

three important elements are required for accurate simulations of Arctic clouds: a high

enough resolution to resolve variability in the clouds, varying aerosol concentrations,

and coupling between the clouds and aerosols that allows non-linear feedbacks between

cloud and aerosol behaviour to be simulated.

Here, we use a higher resolution configuration of the model over a limited area that

covers the AO2018 drift coordinates. We investigate whether the higher resolution than

used in previous chapters is capable of capturing the variability in Arctic clouds and

precipitation that leads to low accumulation mode concentrations, thus creating the

conditions for activation of Aitken particles in the model. We use UKCA to simulate

aerosol microphysics and a two-moment cloud microphysics model to simulate cloud

drop formation. Importantly, the aerosol and cloud microphysics are coupled to allow

the model to simulate aerosol-cloud interactions and their effects on radiation and

precipitation. We introduce the model set-up in section 4.2, the observations of clouds

and radiations in section 4.3. The model output of surface radiation and clouds is

compared to observations in section 4.4. The behaviour of aerosols in the model is

presented in section 4.6. Conclusions are drawn in section 4.7.

4.2 Model description

4.2.1 Regional model configuration

In the previous two chapters we presented results from UKESM in atmosphere-only

configuration. UKESM is a global model with coarse horizontal resolution on the order

of degrees of latitude and longitude. The UM, used in UKESM to simulate the dynamics

of the atmosphere, can be configured as a global model (as in UKESM) or as a regional

nested model at high-resolution with explicitly resolved convection. In this chapter, we

use the UM in its regional configuration coupled to two modules for aerosol and cloud

two-moment microphysics: UKCA and the Cloud AeroSol Interacting Microphysics

model (CASIM).

CASIM was designed to provide an accurate representation of the processes im-

portant for aerosol-cloud interactions and has been evaluated previously against ob-

servations (Grosvenor et al., 2017). It is a two-moment microphysics scheme in that

it simulates the total mass and number concentrations of hydrometeors. Aerosol ac-

tivation is calculated using the method described in Abdul-Razzak and Ghan (2000)

(hereafter ARG2000). The method uses vertical wind velocity, humidity and aerosol
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information to carry out calculations of activated particle number in line with Köhler

theory. This is a different approach from the regional UM without CASIM, which uses a

fixed droplet number in clouds, like in Birch et al. (2012). It is also a different approach

from UKESM, which runs without CASIM and therefore does not advect cloud drop

number concentration as a prognostic variable. Instead, the ARG2000 scheme is used

in UKESM to diagnose the cloud drop number each timestep. The CDNC is not carried

over to the next timestep and is prescribed as the cloud base concentration throughout

the vertical profile of a cloud. By explicitly simulating drop activation depending on

updrafts, humidity and aerosols, CASIM provides capability for simulating the effect

of aerosols on clouds.

In our configuration, CASIM is additionally coupled to UKCA. The methods used

to couple the aerosols from UKCA to the CASIM microphysics are explained in Gordon

et al. (2020). In the coupled set-up, the ARG2000 scheme references the size distri-

bution and aerosol composition information simulated by UKCA when calculating the

cloud droplet number (which is used to calculate the reflectivity of the cloud). Addi-

tionally, the autoconversion and rain rates are passed back to UKCA and used in the

calculations of in-cloud and below-cloud scavenging rates. In this way, the simulated

aerosol distribution affects the cloud drop number concentration in real time during

the simulations, and the clouds in turn affect the aerosol removal. This represents the

state of the art in aerosol-cloud interaction modelling. Although these aerosol-radiation

and aerosol-precipitation couplings are present in UKESM, they have been absent in

previous studies of Arctic clouds using the nested configuration of the UM (Birch et al.,

2012; Young et al., 2021).

To simulate the AO2018 campaign period in the regional UM, we use a nest of 150

× 150 grid points centred on 89◦N, 45◦E. The horizontal grid resolution is about 4

km, giving a region that is about 600 km × 600 km in total. The higher resolution

in the regional nested model (∼4 km) relative to UKESM (∼150 km at the equator)

will be beneficial for accurate modelling of Arctic clouds and aerosols. Although the

regional nested model will still not resolve all of the fine-scale variability in temperature

and moisture that lead to inhomogeneities in the cloud field, the km-order resolution

makes the presence of model gridboxes where the cloud fraction is at or near 0 more

likely. The model uses a “rotated pole” approach to maintain approximately equal

grid box areas where the meridians converge at the pole. The boundary conditions for

the nest are produced by a global configuration of the UM with horizontal resolution

of approximately 0.83◦ longitude by 0.55◦ latitude. UKCA is used in both the global

model and the nest, while CASIM is used in the nest only. Emissions of anthropogenic

carbonaceous aerosol, land-based DMS, monoterpenes, and SO2 are taken from CMIP5

datasets for the year 2000 (Lamarque et al., 2010). Carbon emissions from biomass

burning are from a climatology for the years 2002-2011 from the same CMIP5 dataset.
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This configuration also prescribes emissions for oxidants (O3, OH, NO3, HO2, H2O2),

using output for the years 1988-2010 from model runs used in the Chemistry Climte

Model Initiative (CCMI) (Morgenstern et al., 2009; Hardiman et al., 2017). Note that

this is different from our UKESM simulations, which used interactive chemistry for

these species such that clouds and aerosols could affect photolysis rates via oxidant

concentrations. The boundary conditions of the nest are updated from the global

driving model every hour. Both the nest and the driving model are initialised from

model output.

We ran two simulations using UKCA-CASIM of the AO2018 drift period. The first

uses the same set-up as simulation CONTROL in chapter 3 of this document, i.e. with

adjustments made to the aerosol ageing scheme as detailed in chapter 3. The second

simulation is the same as IA BL M10 ALL, also presented in chapter 3. Simulation

IA BL M10 ALL uses the Metzger et al. (2010) scheme for organic new particle for-

mation in all model layers and a scheme for boundary layer iodic acid NPF that was

described and tested in chapter 3. Simulations CONTROL and IA BL M10 ALL were

selected for use in UKCA-CASIM because they represent the how the model performs

with and without our improvements to the Arctic aerosol budget.

4.2.2 Cloud scheme

The cloud scheme calculates the fraction of a model gridbox covered by cloud, ac-

counting for both the gridbox mean values and sub-grid variability in fields such as

temperature and humidity. Our simulations use the Van Weverberg et al. (2021) bi-

modal cloud fraction scheme to diagnose liquid cloud fraction and water content in

each gridbox. The Van Weverberg et al. (2021) scheme identifies so-called “entrain-

ment zones” near humidity and temperature inversions and allows for the mixing of

moister and drier air (from entrainment) by using a bimodal PDF for the sub-grid scale

distribution. Ice and snow water content are calculated by the microphysics scheme

and then used to diagnose the frozen cloud fraction.

The cloud fractions are coupled to the radiation and precipitation schemes in the

model, such that the radiation can alter the cloud fraction (e.g. via changes in temper-

ature) and the cloud fraction itself can affect the surface energy budget, while precipi-

tation rates can alter the cloud fraction.

4.2.3 Aerosol activation scheme

CASIM uses the ARG2000 scheme to simulate the activation of aerosols into cloud

drops. In our configuration, the scheme uses aerosol size distribution and composition

from UKCA to calculate a critical supersaturation for each soluble aerosol mode. Fol-

lowing the results of Köhler theory, larger aerosols or more hygroscopic aerosols are
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more easily activated and thus have a smaller critical supersaturation that must be

reached for them to activate. Once the critical supersaturations have been calculated

for each mode, the maximum environmental supersaturation in a gridbox is calculated.

The maximum supersaturation is determined according to thermodynamic information

(vertical wind velocity, temperature and pressure) and by taking into account the total

concentration and critical supersaturation of each soluble mode. Once the critical and

maximum environmental supersaturations have been calculated, the activation diame-

ter of each mode is calculated as a function of mean modal diameter and the ratio of

the critical and maximum supersaturations. The activation diameter is the minimum

diameter above which particles of a given mode will activate for those set of conditions.

The activation diameter can be used to calculate the number of particles in each mode

that will activate, and the cloud drop number is the sum of activated particles across

all modes.

Since there is considerable unresolved, sub-grid variability in the vertical wind ve-

locity, it is not sufficient to use only the gridbox mean of the vertical wind velocity,

w̄, in the ARG2000 calculations. Instead, the model uses a characteristic vertical wind

velocity in each gridbox, which is the sum of the gridbox mean and a prescribed value

to represent the unresolved, sub-grid scale distribution in vertical velocity. This un-

resolved component, σw,sgs, is diagnosed from the simulated boundary layer turbulent

kinetic energy (TKE) as

σw,sgs = A
√
TKE (4.1)

where A is an empirical constant, often given as 2
3 derived from an assumption of

isotropic turbulence, though set to 1 in our simulations, implying an assumption that

the vertical component of turbulence is greater than the horizontal components (Stull,

1988; Morrison and Pinto, 2005). A minimum value of 0.01 m s−1 is imposed on σw,sgs.

So the updraft velocity used by ARG2000 is

wact = w̄ + σw,sgs (4.2)

Note that because the CDNC is a prognostic variable in CASIM, a cloud simulated

over several timesteps will “remember” the highest updraft velocity it has seen. The

CDNC will only reduce if the cloud partially or totally evaporates from one timestep

to the next, i.e. if the cloud fraction goes down. Otherwise, the CDNC will increase

if the new CDNC in a timestep is greater than the existing CDNC from the previous

timestep.

As well as using ARG2000 to calculate drop number in the model, in this study we
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have used a bespoke offline version of the code to make further calculations. We refer

to this as ARG2000-offline. There are two advantages of supplementing the model sim-

ulations with this offline code. First, we can more easily obtain more outputs that the

scheme provides by default in the model, such as the number of activated particles in

each mode as opposed to simply the total CDNC. Secondly, by using an offline version

of the code we can quickly and easily change the values of certain parameters to run

sensitivity tests, without the considerable computational expense of running full UM

simulations. Using output from our simulations, we can use ARG2000-offline to pre-

scribe the values of w̄, σw,sgs, temperature, pressure and the mass and number of each

soluble aerosol mode. The code returns the critical and maximum supersaturations,

and the critical diameters and number of activated particles in aerosol each mode.

4.3 Observations

4.3.1 Cloudnet

Cloudnet is an algorithm that uses measurements taken with radar, lidar, ceilometers,

microwave radiometers, and radiosondes to produce cloud fractions and liquid water

contents on common timesteps and vertical levels (Illingworth et al., 2007). It has

previously been applied to measurements of Arctic clouds, by Vüllers et al. (2020) and

Young et al. (2021) for measurements from AO2018 and by Achtert et al. (2020) for the

Arctic Cloud in Summer Experiment 2014 . The derived variables and common time

and altitude coordinates are desirable when performing comparisons between cloud

measurements and model output.

Here, we use cloud water contents retrieved using Cloudnet from measurements

made during AO2018 (Vüllers et al., 2021). Ice water content is calculated by Cloud-

net from measurements of radar reflectivity and temperature. Liquid water path is

measured by a radiometer and then partitioned vertically by Cloudnet using lidar mea-

surements of liquid water layers to produce liquid water content. More details of the

instruments used to take the measurements that were fed into Cloudnet can be found

in Vüllers et al. (2020).

4.3.2 Surface radiation

Surface radiative fluxes were measured during the AO2018 drift period using radiome-

ters located ∼1.5 m above the ice floe (Vüllers and Brooks, 2021). The radiometers

measured up- and downwelling radiation in the solar and infrared bands to produce up,

down and net SW and LW radiation fluxes from the snow surface. For more details see

Vüllers et al. (2020).
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4.3.3 Vertical wind velocity

Vertical wind velocity was measured during AO2018 by the cloud lidar that is used in

the water content retrieval. Since the instrument requires the presence of drops, ice

crystals or aerosols to reflect the signal, measurements of vertical wind velocity used

here are from a case where clouds were present. The measurements from the lidar are

limited to cloud base due to the attenuation of the lidar signal in cloud.

The vertical wind velocity measurements we use are from 03:00 to 07:00 and 08:00

to 11:00 UTC on 13th September 2018. A single layer of cloud was present from

03:00 to 07:00, while during 08:00 to 11:00 higher clouds are also present which modify

the longwave cooling from the low level cloud. As such, the vertical wind velocity

distributions are different between the two cases and we treat them separately here. We

will use these measurements to evaluate both model gridbox mean vertical wind velocity,

w̄, and the vertical wind velocity used in ARG2000 to calculate aerosol activation, wact.

4.4 Clouds

Since we are investigating aerosol-cloud interactions and the impacts on the surface,

we are interested in the modelled cloud microphysics. The surface radiation budget is

strongly linked to cloud behaviour, because the presence of clouds reduces incoming SW

radiation and increases incoming LW, compared to clear-sky conditions. In this section

we evaluate the surface radiation budget, cloud fraction and cloud water contents from

UKCA-CASIM compared to observations from the AO2018 campaign.

Figure 4.1 shows SW, LW and total radiation at the surface during the AO2018 drift

period from measurements and model output. The measured SW radiation generally

shows a downwards trend through the drift period (figure 4.1(a)) which is consistent

with the declining solar angle in the end of summer and onset of autumn. At the

beginning of the period, the SW measurements are typically between 10–30 W m−2,

with occasional peaks of up to 50 W m−2. The peaks suggest increases in incoming

solar radiation associated with cloud-free periods. In the second half of the drift period,

the SW is frequently less than 10 W m−2 and is occasionally close to 0 W m−2 (e.g.

7th September). The peaks in the SW time series are evident in the PDF of SW

measurements (figure 4.1(b)), which has a peak at 10 W m−2 and is skewed in shape

with a long tail to the larger values.

The observed LW at the surface is often close to 0 W m−2, with troughs in the time

series that can be up to -60 W m−2. The troughs correspond to periods of net LW

emission from the surface, which is associated with cloud-free periods. As is expected

for cloud-free periods, such troughs in the LW often align with positive peaks in the

SW, for example on 24th or 31st August. The distribution of LW measurements peaks
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Figure 4.1: Time series and PDFs of measured and simulated (a, b) surface SW radiation, (b,
c) surface LW radiation and (d, e) total surface radiation (sum of SW and LW). All values are
defined as positive in the downwards direction. Measured values (black lines) are given once a
minute. Model output is for simulations CONTROL (pink lines) and IA BL M10 ALL (blue
lines). Model output is output once an hour and has been colocated with the ship. Dashed
lines on the PDFs mark the median of each distribution.

at approximately -5 W m−2 with a long negative tail.

The distribution of the total radiation (figure 4.1(e)) peaks at about 5 W m−2 and is

slightly asymmetrical, with a longer negative than positive tail. The downwards trend

seen in the SW is also present in the time series of the net radiation (figure 4.1(d)). The

net radiation at the surface is positive at the beginning of the drift period, negative

at the end, and fluctuates around 0 W m−2 for much of the drift period. Positive net

surface radiation, corresponding to net absorption at the surface, is associated with

melting sea ice in this region, while negative net surface radiation is associated with

freezing. The net radiation time series therefore illustrates the onset of sea ice freezing

that was captured by the AO2018 campaign (Vüllers et al., 2020).

Both simulations frequently overestimate the surface SW measurements, though

the peaks in the measurements are not captured. Although the model captures the

decreasing trend in the SW time series, the absolute values are mostly too high. The

positive bias in the model can be seen in the PDF. The observations have a median of

about 11 W m−2 while the median from the simulations are both nearly double that

at 21 W m−2. The PDF of the modelled values are also more symmetrical than the

observations, highlighting that the simulations do not have strong peaks in the SW

time series like the measurements do.

In the LW, there is a negative model bias. Although some of the troughs in the LW

time series are captured by the model, for example on 20th and 31st August, the model
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otherwise exhibits troughs in the LW too frequently, creating low biases of up to 50

W m−2. The LW PDF is not captured by either simulation. While the measurements

have a peak around -5 W m−2 and a median of -9 W m−2, both simulations produce

roughly bimodal distributions, reflecting that they simulate too many instances of large

negative LW values (associated with cloud-free conditions) and not enough instances

of smaller negative or 0 values (associated with cloud cover). The medians are about

-25 W m−2 for both simulations, nearly 3 times the magnitude of the median in the

observations.

The positive model bias in the SW and the negative bias in the LW largely cancel

each other out in the time series of total surface radiation, though the shape of the

PDF is not captured by either model due to the incorrect behaviour of the SW and

the LW. The measured PDF peaks at about 5 W m−2 and has a median at 1.5 W

m−2. The simulated medians are closer than in the LW or the SW at -4 W m−2 for

CONTROL and -3 W m−2 for IA BL M10 ALL. However, the simulated PDFs do

not have the peak near 0, instead having peaks close to 30, 10 and -30 W m−2. The

transition from sea ice melt to freeze is not as clear in the model as it is in the observed

total radiation. The measurements fluctuate around 0 W m−2 for much of the drift

period whereas the model simulates sustained periods of strongly negative values, e.g.

1st and 2nd September, when the model is 40 W m−2 lower than the measurements.

The incorrect behaviour in the total surface radiation means the model is not correctly

simulating the amount of energy absorbed by the surface. Although our configuration

does not simulate a response between surface energy and sea ice melt, this model bias

is concerning for coupled configurations such as that of UKESM.

Figure 4.2 shows the mean profile of cloud fraction from observations and model

output. Following the method used by Young et al. (2021), a TWC threshold is used to

define the cloud fraction in both the model output and the Cloudnet data, facilitating

a like-for-like comparison. The threshold is 10−3 g m−3 below 1 km and 10−4 g m−3

above 4 km with interpolated values in between. The cloud fraction peaks just above

the surface in both simulations at just over 80%, then declines with altitude above

this. The measurements also peak in the lowest 500 m but the peak cloud fraction

only reaches about 35%, so is less than half of that in the simulations. The model

overestimates the mean cloud fraction below 4 km and slightly underestimates mean

cloud fraction above this. The overestimation of cloud fraction is counterintuitive to

the surface radiation biases (figure 4.1) which showed positive SW and negative LW

biases, both consistent with too little cloud cover in the model. It is therefore likely

that the biases in surface radiation are driven by the microphysical properties of the

clouds, rather than the frequency of cloud occurrence.

Average profiles of LWC and IWC are shown in figure 4.3. The mean is taken over

in-cloud values only, i.e. where LWC and IWC are greater than 0. The mean and
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Figure 4.2: Mean cloud fraction from model output and observations over the period 17th
August - 13th September 2018. Observations are shown in black. Model output is from CON-
TROL (pink) and IA BL M10 ALL (blue) and was colocated with the ship before taking the
average. Cloud fraction is calculated using a mask based on TWC as described in the text.

median of the observations are shown as black solid and dashed lines respectively. The

LWC measurements show liquid water throughout the lowest 6 km of the atmosphere.

The lowest values occur at about 3.5–5 km, at other altitudes the LWC varies between

approximately 0.075–0.175 g m−3 in the median profile, or up to about 0.33 m−3 in the

mean. The measured IWC is up to an order of magnitude lower than the LWC, with

the mean profile never exceeding 0.01 g m−3 and the median values more than 50%

lower than the means.

The model produces too much ice and not enough liquid. Both simulations produce

no liquid water above 3 km and underestimate the LWC below 3 km. Below 2 km, both

the mean and median profiles are underestimated by at least an order of magnitude.

Neither simulation produces average LWC values of more than 0.05 g m−3 at any

altitude. The mean IWC profiles from both simulations peak below 500 m at about 0.04

g m−3, approximately an order of magnitude greater than the measured mean profile.

The mean profile is overestimated below 3 km and the median profile is overestimated
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Figure 4.3: Average profiles of (a) LWC and (b) IWC from observations (black) and model
output. Mean profiles are shown as solid lines, median profiles are shown as dashed lines. Model
output is from simulation CONTROL (pink) and IA BL M10 ALL (blue). Averages are taken
over non-zero values of LWC and IWC (i.e. values where cloud is present).

below 2 km. The IWC is underestimated aloft.

The mean profiles of cloud fraction, LWC and IWC suggest that the model overes-

timates cloud occurrence, and simulates clouds that have too much ice and not enough

liquid at the surface. This behaviour suggests that the clouds in the model are too

optically thin to capture the surface radiation fluxes, which had positive biases in the

SW and negative biases in the LW. Since the aerosol and cloud microphysics are cou-

pled in our simulation, the rest of this chapter will explore whether the aerosols are a

controlling factor in creating these biases in the clouds and their radiative effects.

4.5 Vertical wind velocity

Since the vertical velocity of air is a controlling factor in the activation of aerosols as

calculated by ARG2000, we will now compare the vertical wind speeds from the model

and from AO2018 measurements. We will compare measurements to both gridbox

mean values, w̄, and to the prescribed sub-grid scale component of vertical wind speed

used in ARG2000.

Figure 4.4 shows time series and PDFs of vertical wind velocity measured at cloud

base during AO2018. The measurements are from 13th September 2018 and represent

a single layer of low-level cloud and the same low-level cloud after another cloud layer

formed aloft. The single layer of cloud shows more variability in cloud base updraft
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Figure 4.4: Time series and PDFs of vertical wind velocity measured at cloud base by the
cloud lidar during AO2018. Measurements are for 03:00–06:00 and 08:00–11:00 UTC on 13th
September 2018 and represent a single layer of low level cloud (black lines) and a low level cloud
with another cloud layer aloft (grey lines).

velocity than the multi-layered cloud. This is likely related to the reduction in radiative

cooling that occurs when the cloud forms aloft, and the resulting reduction in turbulence

in the low-level cloud. The standard deviation of the PDF for the single layered cloud

is 0.48 m s−1, whereas it is only 0.28 m s−1 for the multi-layered cloud.

It is difficult to compare the time series in figure 4.4, which uses data with a time

resolution of approximately 5 seconds, with an equivalent time series from the model

output, which has a time resolution of 1 hour. However, since we are interested in

whether the model captures the highest values in updraft velocity, it is the distribution

of values that we are concerned with, so it is sufficient to compare PDFs. We have

taken vertical wind velocities from in-cloud gridboxes colocated with AO2018, where

we define in-cloud to be gridboxes where TWC is non-zero. We have also taken cloud

base gridboxes, defined as boxes that are in-cloud above boxes that are not in-cloud.

Figure 4.5 shows PDFs of gridbox mean updraft velocity (i.e. the resolved com-

ponent) for cloud and cloud base gridboxes along the AO2018 route. The PDFs of

the measurements are also shown. The modelled PDFs are significantly narrower than

the observations. This is because the 4 km horizontal resolution of the simulations

is not sufficient to capture the variability seen in the point measurements from the

ship. Selecting specifically for cloud base rather than all cloud values does not improve

the comparison. The PDFs from CONTROL have standard deviations of 0.0141 for

cloud values and 0.0114 for cloud base values. The PDFs from IA BL M10 ALL have

standard deviations of 0.0134 for cloud values and 0.0115 for cloud base values. These

are 30–40 times lower than the standard deviations of the measured cloud updraft

velocities.

In each in-cloud gridbox, the model prescribes a sub-grid scale component of the

vertical wind velocity, σw,sgs, diagnosed from the modelled boundary layer TKE (see

section 4.2.3). A time series of σw,sgs is shown in figure 4.6. Note that in the model

simulations, only in-cloud gridboxes would be prescribed a value for σw,sgs, whereas in
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Figure 4.5: PDFs of vertical wind velocity from simulations CONTROL (pink line) and
IA BL M10 ALL (blue line) and observations (grey and black lines). Model PDFs are shown
for in-cloud gridboxes (solid lines) and cloud base gridboxes (dashed lines). Inset shows detail
of model PDFs.

Figure 4.6: Time series of σw,sgs, the sub-grid scale component of vertical wind velocity in
each gridbox along the AO2018 route, diagnosed from output from simulation IA BL M10 ALL.
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Figure 4.7: Relative frequency distributions of wact for (a) the default values using σw,sgs

derived from BL TKE and (b) double the default values. Distributions are shown for in-
cloud output from CONTROL (pink bars) and IA BL M10 ALL (blue bars). The frequency
distributions of vertical wind velocity are also shown for the measurements for the single cloud
layer (black bars) and the multi-layer cloud (grey bars).

figure 4.6 we make no such distinction. There are times when σw,sgs is up to 0.3 m s−1,

mostly in the lowest 500 m and occasionally between 1.5–3 km. These σw,sgs values

represent a sub-grid scale distribution of vertical wind speed that is comparable to that

of the multi-layer cloud case in the observations (standard deviation 0.28 m s−1). How-

ever, these σw,sgs values are limited in occurrence, and the majority of the colocated

gridboxes have the minimum imposed σw,sgs value of 0.01 m s−1. As such, even the

sub-grid scale component of vertical wind velocity, which is designed to account for the

unresolved velocities, does not typically capture the distributions seen in the observa-

tions. The effect of this unresolved variability can be seen in the distribution of wact

from in-cloud gridboxes during AO2018, shown in figure 4.7(a).For both simulations,

the distributions in 4.7(a) are dominated by occurrences of the minimum σw,sgs value,

0.01 m s−1 and the distributions are narrower than the positive half of the observed

distributions. Note that because σw,sgs is only designed to capture unresolved updrafts

for in-cloud gridboxes, it is only defined for positive values. The simulated distributions

in figure 4.7 are therefore skewed to positive values. In the observations, larger vertical

wind velocities are more likely to occur. At a relative frequency of 1%, the maximum

wact value from the simulations is about 0.4 m s−1, whereas the multi-layer cloud case

sees values of about 0.5 m s−1 and the single-layer cloud case sees values of nearly 1 m

s−1.

In the next section, we will use ARG2000-offline to examine the effect of the updraft
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velocity on aerosol activation in our model.

4.6 Aerosols

In the last two sections, we showed that there are model biases in surface radiation,

cloud fraction, cloud microphysics and vertical wind velocity. It is likely that the

biases in cloud microphysics (i.e. too much ice and too little water) are related to the

surface radiation biases. Here, we will investigate the aerosol concentration from both

simulations and use ARG2000-offline to examine aerosol activation. We will seek to

understand whether the behaviour of aerosols in the model is the cause of biases in the

clouds.

4.6.1 Aerosol time series and activated fractions

Figure 4.8 shows time series and PDFs of aerosol at the surface during AO2018. Colo-

cated UKESM output that was shown in the previous chapter is displayed here with

UKCA-CASIM output for comparison of the two models. As in UKESM, simula-

tion CONTROL in UKCA-CASIM underestimates the concentration of the nucleation

and Aitken modes. The particle concentrations in UKCA-CASIM are up to 5 orders

of magnitude too low in the nucleation mode and up to 3 orders of magnitude too

low in the Aitken mode. The extra NPF in the boundary layer and free troposphere

(IA BL M10 ALL relative to CONTROL) increases the nucleation mode concentra-

tion by up to 6 orders of magnitude, like in UKESM, vastly improving the agree-

ment of the model with the observations. In the Aitken mode, the concentration in

IA BL M10 ALL is up to 4 orders of magnitude higher than CONTROL, again im-

proving the model performance and producing PDFs of surface concentration that are

much closer to those from the measurements.

The nucleation mode concentrations are occasionally higher in UKCA-CASIM than

in UKESM, for example on days 248 and 249 when the output from UKCA-CASIM

is about 2 orders of magnitude higher than the UKESM output for both simulations.

Conversely, concentrations are occasionally lower in the Aitken mode, sometimes by 2

orders of magnitude (e.g. day 231 for CONTROL relative to UKESM CONTROL or

day 239 for IA BL M10 ALL relative to UKESM IA BL M10 ALL).

In the accumulation mode, the concentration does not differ very much between

CONTROL and IA BL M10 ALL, though both simulations produce lower concentra-

tions than UKESM. The difference between UKCA-CASIM and UKESM in the accu-

mulation mode can be up to an order of magnitude, for example on day 238. The lower

concentrations in UKCA-CASIM create some improvement in model performance, since

UKESM could not produce the lowest concentrations recorded and had PDFs that were

too narrow compared to the observations, centred towards the higher values. The ac-



88
Chapter 4: Activation of Aitken mode aerosols into cloud droplets during the high

Arctic summer in a high-resolution nested model

Figure 4.8: Times series and PDFs of aerosol concentration at the surface during AO2018
from observations and model output. Model output is from simulations CONTROL (solid pink
lines) and IA BL M10 ALL (solid blue lines). UKESM output is also shown, lines have been
made slightly transparent for ease of viewing UKCA-CASIM output. Observations are shown
as 3-hourly mean (black lines) and standard deviation (grey shading). Aerosol concentrations
are shown for particles with diameter (a-c) 2.5-15 nm, (d-f) 15-100 nm and (g-i) 100-500 nm.
Red dashed lines in (a, d, g) show observed NPF events. PDFs are separated by observed sea
ice freeze-up date, 27th August 2018 (day 239).

cumulation mode concentrations in UKCA-CASIM have a larger range and thus wider

PDFs, except for simulation CONTROL in the freeze period which is narrower than

that from UKESM but is shifted to smaller values. Despite the lower accumulation

mode concentrations from UKCA-CASIM, the model still fails to capture the mini-

mum values recorded. The lowest concentration from UKCA-CASIM is about 10 cm−3

whereas concentrations of less than 0.01 cm−3 were recorded during the campaign.

Figure 4.9 shows colocated aerosol profiles of the accumulation mode up to 6 km

from simulation IA BL M10 ALL. The concentration is generally higher aloft and at

the beginning of the drift period. Concentrations in the boundary layer typically vary
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Figure 4.9: Profiles of (a) accumulation mode total concentration, (b) accumulation mode ac-
tivated concentration and (c) fraction of activated accumulation mode particles from ARG2000-
offline output, run using model output from IA BL M10 ALL.

between 0–10 cm−3, with higher values occurring occasionally, for example at the sur-

face on 28th August or below 1 km on 31st August and 1st September. The highest

concentrations are simulated between about 2–4 km, where values are over 100 cm−3,

e.g. between 19th and 21st August.

Figure 4.9 also shows the number of activated particles in the accumulation mode

as calculated in each timestep by ARG2000-offline, and the fraction of particles in the

accumulation mode that are activated. Missing data corresponds to gridboxes with

negative values of wact, which occur since we have not selected for in-cloud gridboxes

in figure 4.9. Below 1 km, where the accumulation mode concentrations are typically

lowest, most accumulation particles are activated and the activated fraction at this

altitude is usually 90%. Above 1 km, where the total accumulation mode concentration

is higher, the activated fraction is more variable and reaches lower values than nearer

the surface.

Total and activated concentrations for the Aitken mode are given in figure 4.10,

along with the activated fraction of particles. The concentration of Aitken mode parti-

cles is generally lowest near the surface, though there are periods of high concentration

at the surface, on the order of 1000 cm−3, resulting from the iodic acid NPF, e.g. 28th

August or 10th and 11th September. Outside of these events, Aitken concentrations in

the boundary layer are on the order of 1 cm−3. In the first few days of the simulation

(up to 21st August), these low concentrations extend up to about 3 km. After the 21st

August, concentrations above the boundary layer are higher, increasing with altitude
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Figure 4.10: Profiles of (a) Aitken mode total concentration, (b) Aitken mode activated
concentration and (c) fraction of activated Aitken mode particles from ARG2000-offline output,
run using model output from IA BL M10 ALL.

from the surface. Above 1 km, concentrations are on the order of between 10–100

cm−3, reaching 1000 cm−3 above 5 km on 30th August. The gradient of Aitken mode

concentrations with altitude reflects the free-tropospheric source of secondary particles.

Very few particles are activated in the Aitken mode. Most Aitken activation occurs

above 4 km, where the concentration of activated particles occasionally reaches 50 cm−3.

The activated fraction remains below 10% through the drift period at all altitudes,

except for a brief period at the surface on 17–19th August, where there are a few

timesteps with high activated fractions. Since these timesteps occur when both total

and activated concentrations are low (< 1 cm−3), these high fractions can be considered

noise.

The activation of accumulation and Aitken mode particles at the surface is sum-

marised in figure 4.11. The total number of activated particles from ARG2000-offline is

shown for the surface. Note that in the model, the total number of activated particles

could be larger since CDNC is prognostic and will only reduce during cloud evaporation.

The activated concentration from ARG2000-offline varies over 3 orders of magnitude,

from 10−2–10 cm−3. The fractional contribution of activated particles from the accu-

mulation and Aitken modes reflects that very few Aitken particles are activated at the

surface (figure 4.10) and so most activated particles are from the accumulation mode.

Note that the contribution from the coarse mode is not shown, but the total concen-

tration of the coarse mode is low, so the contribution from the coarse mode is also

small. There are only brief periods on the order of a few hours where the contribution
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from the Aitken mode is non-zero and only 2 occasions where the contribution from

the Aitken mode is larger than that from the accumulation mode. These are on 27th

August and 6th September. The fraction of activated particles from the Aitken mode

is below 80% on 27th August and below 60% on 6th September. The total number of

activated particles drops by about an order of magnitude in both of these periods of

Aitken activation. Figure 4.11 also shows the number of activated particles predicted

by ARG2000-offline without any contribution from the Aitken mode (blue dashed line).

The number of activated particles with and without Aitken activation are similar, re-

flecting the fact that the Aitken mode is not contributing much to the surface CDNC

on these occasions.

Figure 4.11: Time series of the total number concentration of activated particles at the surface
(blue line) as predicted by ARG2000-offline, using model output form IA BL M10 ALL, with
the fraction of activated particles coming from the accumulation mode (black line) and Aitken
mode (grey line). The predicted number concentration of activated particles excluding those
from the Aitken mode is also shown (blue dashed line).

4.6.2 Sensitivity of aerosol activation to accumulation mode concen-

tration and updraft velocity

Figures 4.9, 4.10 and 4.11 show that the majority of the activated particles as cal-

culated by ARG2000-offline are from the accumulation mode. However, it was clear

from the results presented in Baccarini et al. (2020) that particles as small as 40 nm

were activated during AO2018. The low activated concentration in the Aitken mode

from ARG2000-offline therefore suggests that the model is not capturing the condi-

tions required for activation of small particles. Activation of small particles requires a

high supersaturation. Field measurements and LES studies have shown that the high

supersaturations required can typically occur in two ways: in high-updraft regimes,

or when the concentration of large aerosols is low (1 cm −3 or less). In this section,

we will run sensitivity tests with the ARG2000-offline code to investigate how the ac-

tivated fractions respond to higher updraft velocities and lower accumulation mode

concentrations.

As shown in figure 4.8, the measured accumulation mode at the surface reached

1 cm−3 on multiple occasions during AO2018, but the model does not capture such

low concentrations in the accumulation mode. The lowest concentration in the model

output is 10 cm−3, and the troughs in the observed concentration are overestimated



92
Chapter 4: Activation of Aitken mode aerosols into cloud droplets during the high

Arctic summer in a high-resolution nested model

by 1–2 orders of magnitude (e.g. days 249, 253). Rather than re-run the model with

numerous sensitivity tests, we can use ARG2000-offline to examine what happens to

the activated particle concentration from each mode when the accumulation mode

concentration is lower. We do this by prescribing the accumulation mode concentration

in ARG2000-offline to be a factor of 100 lower than that of the model output. We use a

factor of 100 since this brings the modelled concentration in line with the accumulation

mode concentration on day 253, when the accumulation mode concentration was at its

lowest in the drift period.

We showed in section 4.5 that neither the gridbox mean vertical wind velocity nor

the prescribed sub-grid scale component is capable of capturing the observed distribu-

tion in cloud updraft velocities. As such, the strongest updrafts will not be simulated

and the calculations in ARG2000 will use updraft velocities that are too low. This lim-

its the maximum supersaturation of the model and therefore impacts on the activation

of Aitken mode particles as calculated by ARG2000. To test the sensitivity of Aitken

activation to the variability in the updraft velocities, we ran the offline code with a

prescribed sub-grid component double that of the default value calculated from TKE.

The distribution of wact during AO2018 using the doubled σw,sgs values is shown in

figure 4.7(b). Note that we apply the minimum value after doubling, so the minimum

standard deviation is still 0.01 m s−1. The distribution in wact after doubling roughly

captures the width of the vertical wind velocity distribution during the multi-layer

cloud case, so higher updraft velocities will be more likely to occur. The distribution

for the single-layer cloud is still wider than the the simulated distribution, and the sim-

ulated distribution is still dominated by the minimum value of σw,sgs. However, since

the perturbed updraft velocity distribution is wider, it provides a sensitivity test of how

activation responds in ARG2000-offline when higher updraft velocities are more likely

to occur. Note that in the model, the CDNC calculated by ARG2000 “remembers”

the highest updraft velocity seen by a cloud, as discussed in section 4.2.3. As such,

the effect of increasing wact as we do here would potentially have less of an effect in

the model than it does in ARG2000-offline, where we do not use the prognostic CDNC

information.

Figure 4.12 shows the results of activated particle concentration at the surface from

ARG2000-offline using the more realistic updraft distribution and lower accumulation

mode concentration. In general, the activated concentration is 1–2 orders of magnitude

lower than the results from ARG2000-offline using unadjusted model output (figure

4.11). This is because the lower accumulation mode concentration leads to fewer acti-

vated particles overall. A larger fraction of the activated particles are from the Aitken

mode than when unadjusted model output is used. With the more realistic updraft

distribution and accumulation mode concentration, the fraction of activated particles

coming from the accumulation mode is rarely greater than 60%. The fraction from the
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Figure 4.12: Time series of the total number concentration of activated particles at the surface
(blue line) as predicted by ARG2000-offline, using model output from IA BL M10 ALL with
the number concentration of the accumulation mode reduced by a factor of 100 and the width
of the updraft PDF increased by a factor of 2. The fraction of activated particles are shown for
particles from the accumulation mode (black line) and Aitken mode (grey line). The predicted
number concentration of activated particles excluding those from the Aitken mode is also shown
(blue dashed line).

Aitken mode does not always increase sufficiently to account for the deficit, indicating

a greater fraction from the coarse mode which is not shown, but the fractions from the

Aitken mode increase as well. On three occasions, e.g. between 9th and 12th Septem-

ber, the Aitken mode is larger than the accumulation mode fraction. This behaviour

suggests that the Aitken mode could sustain cloud drop number concentrations when

the accumulation concentration is low. Moreover, it shows that the activation scheme

of ARG2000 is able to capture such behaviour, but only when the model captures the

corresponding dynamic conditions.

4.7 Discussion and conclusions

We have used the regional configuration of the UM with UKCA and CASIM to investi-

gate aerosol activation in the Arctic. We have shown that incorrect behaviour of clouds

is linked to biases in the surface radiation budget. Our simulations have identified three

areas of the model that require improvements to enable UKCA-CASIM to capture the

activation of Aitken mode particles in the Arctic summer boundary layer:

• Like in UKESM, the model baseline simulation underestimates the concentration

of nucleation and Aitken mode particles at the surface by several orders of magni-

tude. Secondary particles, both entrained from the free troposphere and created

in the boundary layer from iodic acid, are required as a source of particles for the

model to reproduce the concentrations measured during AO2018.

• The model does not simulate periods during which accumulation mode concen-

trations are very low, as were observed during AO2018. The lowest measured

concentrations of 1 cm−3 and below are overestimated by the model by about

2 orders of magnitude. Since lower concentrations of larger particles leads to

higher supersaturations, lower accumulation mode concentrations can promote

the activation of Aitken particles. This is seen in the results from the ARG2000
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code. When we remove the model bias in accumulation mode, ARG2000 simulates

periods when the Aitken mode is the main source of CCN.

• The model does not resolve the updraft velocities. Although ARG2000 uses a

sub-grid component in the vertical winds, we have shown that this method is still

not able to capture the observed distribution of updrafts. The lower variability

in the model means that higher values of vertical wind velocity are sampled

less frequently, and since high updrafts cause higher supersaturation, the lower

variability results in lower supersaturations in the model. More Aitken particles

are therefore activated when we tune the vertical wind velocity distribution to

measurements by increasing the width of the distribution.

We have shown that when all three of these factors (Aitken mode particle con-

centration, accumulation mode particle concentration and sub-grid scale vertical wind

velocity) are improved in the activation scheme, Aitken particles can occasionally be

the dominant source of CCN, as was observed Karlsson et al. (2022). The results re-

flect other studies where it has been shown that Aitken mode particles can sustain

Arctic clouds during periods of low accumulation mode concentration. However, our

results have also highlighted biases in the model that cannot be fixed by focusing on

aerosol activation alone. Since the cloud formation in the model is controlled by the

large-scale cloud scheme, problems of too-high cloud fraction are not caused by the

aerosols. Our simulations produce similar values for surface radiation fluxes, cloud

fraction, LWC, and IWC. Higher Aitken and nucleation mode particle concentrations

from new particle formation (simulation IA BL M10 ALL) are therefore not influencing

cloud behaviour in the simulations.

The results from these high-resolution simulations have implications for global mod-

els and Arctic climate projections. Clouds in the Arctic are both a controlling factor

and a source of uncertainty in the future energy budget of the region. Aerosols consti-

tute a large part of this uncertainty, since the future aerosol budget is very difficult to

model, as are the impacts and feedbacks relating to such change. Since the coarse reso-

lution of global Earth system models cannot resolve important cloud processes, we use

high-resolution configurations such as the one used here to gain a process-level under-

standing with the aim of creating parameterisations that can more accurately capture

cloud and aerosol behaviour in global models that are used to predict long-term climate

change. In this study we aimed to investigate the activation of small particles, such as

those created by new particle formation, in Arctic clouds. We have shown that we will

not be able to quantify the frequency or importance of Aitken activation on a large

scale until the parameterisations used to simulate cloud formation are improved.
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Conclusions

The interactions of aerosols and clouds in the Arctic climate system contribute to the

significant uncertainty in projections of Arctic warming and sea ice loss. In this thesis,

we have used global and regional models to investigate the Arctic aerosol budget and

Arctic aerosol-cloud interactions. In this chapter we will summarise the results of the

thesis and their implications. We will then give suggestions for future work that follows

from areas where open questions remain.

This thesis has showed that we can improve the simulation of the high Arctic sum-

mertime aerosol size distribution in regional and global modelling set-ups by including

new particle formation in the free troposphere as a source of particles to the surface.

However, our ability to investigate the interactions of this particle source with Arctic

clouds has been hindered by biases in the simulation of Arctic clouds by the regional

model. The clouds in our regional simulations are too frequently occurring and contain

too much ice, resulting in too much incoming solar radiation and too much outgoing

longwave radiation compared to observations. Also, the simulated accumulation mode

concentrations do not reach the lowest observed values. Too high accumulation mode

concentrations affect the new particle formation rates via the condensation sink of pre-

cursor vapours, and inhibit the activation of Aitken particles that can otherwise occur

during high supersaturation regimes when accumulation mode concentrations are low

(about 1 cm−3 and below).

5.1 Summary of findings

The concentration of nucleation and Aitken mode particles in the high Arctic summer-

time is underestimated in the default configurations of both the global and regional

models. In the global model, the Aitken mode concentration at the surface is up to 3

orders of magnitude too low; the nucleation mode concentration is up to 5 orders of

magnitude too low. Such poor model-observation agreement implies that the balance

95
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of sources and sinks of Arctic aerosol is not captured by the model. This is likely

as a result of the uncertainty in model parameterisations of aerosol processes such as

new particle formation, primary emissions, and wet removal. If the aerosol budget is

incorrect in the model, the sensitivity of the Arctic region to climate change will also

be subject to biases. The higher resolution of the regional model does not correct the

underestimations in nucleation and Aitken mode particle concentrations.

The concentration of the accumulation mode is in closer agreement with observa-

tions than the smaller modes, but the lowest observed concentrations are not captured

by the model. In the observations, the accumulation mode concentration at the surface

is occasionally on the order of 1 cm−3 or below for hours at a time. During such events,

both models typically overestimate the accumulation mode concentration by 1–2 or-

ders of magnitude. Such periods of low accumulation mode concentrations have been

associated with cloud dissipation or tenuous cloud regimes, and therefore could have

significant effects on the surface radiation budget that the models will fail to capture.

Moreover, the accumulation mode particles act as a sink of condensable vapours, so the

formation and growth of smaller particles in the model could also be affected by biases

in the accumulation mode.

In chapter 2, we showed that neither the wet removal of aerosols nor the emissions

of primary marine organic particles could be modified to account for the underesti-

mation of nucleation and Aitken mode particle concentrations in our configuration of

UKESM. We tested a source of primary marine organic carbon emitted at a size of

20 nm diameter. We found that for this source of 20 nm particles to explain the ob-

servations from the high Arctic summer, the flux of particles from the Arctic Ocean

would need to be a factor of 200 higher than observed fluxes from the same region

during summer. It is possible that an increase in particle number after emission due to

particle break-up, as has been proposed in literature, could account for the difference

in modelled and observed fluxes, though measurements of such a process are currently

lacking. Moreover, both the Aitken and accumulation mode particle concentrations

were overestimated when this 20 nm primary marine source was included, but peaks

in the nucleation mode concentration that were observed to occur during new particle

events were not captured. Because we could not reconcile the modelled aerosol size

distribution with observations using either a primary marine source or by adjusting

wet removal, we investigated secondary sources in chapter 3.

The results presented in chapter 3 show a transition at the end of summer from a

free-tropospheric source of particles to a boundary layer source. We implemented an

empirical iodic acid scheme based on in-situ measurements, and particle formation and

growth rates from a recent laboratory study. The results showed that iodic acid can be a

source of small particles in the boundary layer, as was observed. Prior to the onset of sea

ice freezing, the principal source of particles to the surface was entrainment of particles
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from the free troposphere. It is unclear whether such particles were created in the high

Arctic free troposphere or were transported there after being created at lower latitudes.

This seasonal transition in Arctic new particle formation was surprising given results

from previous studies that have highlighted the importance of new particle formation

in the boundary layer as a source of Arctic aerosol (Browse et al., 2014). A free-

tropospheric source of particles would have implications for the future Arctic aerosol

budget, because it would be less sensitive to changes taking place at the surface (i.e.

sea ice retreat) than particle formation in the boundary layer.

In chapter 4, we used the regional model to investigate the activation of Aitken

mode particles into cloud droplets. We found that modifications are required to get

the model activation scheme to simulate the observed behaviour of Aitken activation.

The model could only simulate Aitken activation when we reduced the accumulation

mode concentration by a factor of 100 to capture the lowest observed concentrations,

and increased the sub-grid scale component of the updraft velocities by a factor of 2

to improve the model-observation agreement in the distribution of updraft velocities.

The results therefore show that biases in the accumulation mode concentration are

preventing the model from capturing the correct behaviour in the Aitken mode, both via

the effect on new particle formation from the condensation sink and also by influencing

aerosol activation. In addition, the parameterisation used to simulate sub-grid scale

variations in the updraft velocity is still not capturing the distribution of updrafts as

measured in the field.

Chapter 4 also revealed model biases in cloud fraction, cloud water contents, and

the surface radiative fluxes. Modifications to the aerosol sources did not mitigate

these biases. The overestimated shortwave flux and underestimated longwave flux are

likely related to the biases in clouds. The simulated clouds contain too much ice

and not enough liquid water, which would make them too optically thin, therefore

increasing incoming shortwave and outgoing longwave relative to the observations. Our

improvements to the nucleation and Aitken mode concentrations do not correct these

biases in the model, although as we have already discussed, the activation of Aitken

particles into cloud drops is not captured in the model, so the influence of the improved

Aitken mode concentration on clouds is limited. However, Aitken activation alone is

unlikely to be the source of the problems in the simulated clouds. Previous studies have

reported issues in the regional model when it comes to simulating clouds in the Arctic

(Birch et al., 2012; Young et al., 2021). For example, the model struggles to simulate

the decoupled conditions that are typical in the high Arctic summer, instead producing

boundary layers that are too well mixed. Mixing in the boundary layer affects the

transport of heat and moisture from the surface to the cloud layer, and so can influence

the behaviour of clouds, including the phase partitioning. In our simulations, the

formation of cloud ice is temperature dependent.
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5.2 Future work

This thesis has provided information on the behaviour of Arctic aerosol in the UKCA

model, both in a global climate configuration and in a regional model, coupled to two-

moment cloud microphysics. It has also highlighted several questions which remain

open. The rest of this chapter describes such questions and recommends topics for

future work.

A primary marine source of carbonaceous aerosol was ruled out in chapter 2 as the

source of model-observation bias in the high Arctic summer size distribution. However,

the results did suggest that the relationship between wind speed and primary marine

aerosol emissions is not captured in the model for gridboxes containing sea ice. Obser-

vations from the Arctic have shown a weaker wind speed dependence for particle flux

from open leads than the flux from open ocean. This is likely because of the smaller

fetch over a lead compared to open ocean, something the model does not take account

of by using only a linear scaling of particle flux to gridbox open water fraction. The

incorrect relationship of particle emissions to sea ice fraction is likely to create biases

in projections of the Arctic aerosol budget, since the expansion of the MIZ and loss of

ice in the pack ice region will perturb emission fluxes from the Arctic Ocean. If the

model does not capture the present day baseline in Arctic Ocean particle emissions,

any potential cloud adjustments or climate feedbacks from this change in behaviour will

not be simulated. We suggest that the wind speed dependence of primary emissions

from open leads should be parameterised separately from that of the open ocean.

Further to the incorrect wind speed dependence of primary emissions from open

leads, the size distribution of primary marine organic carbon warrants further attention.

UKESM uses a single log-normal mode. We tested the effects of changing the mean

size of the mode for the Arctic, but did not examine other functional forms of the size

distribution. Complex microphysical processes, such as the particle break-up theory

proposed by Leck and Bigg (2010) and Lawler et al. (2021) are unlikely to produce a

particle size distribution as straightforward as a single mode. Given the knowledge gaps

surrounding primary marine organics in the Arctic, a synthesis of field measurements,

laboratory work and modelling studies is required to improve the representation of this

process in global climate and Earth system models.

In chapter 2, we used a threshold for the ratio of ice to liquid in clouds above which

to suppress aerosol scavenging. This mechanism was designed to represent the lower

efficiency of scavenging from ice and mixed-phase clouds than liquid clouds. Although

the use of the threshold led to model overestimations in sulphate mass concentrations

at Arctic ground stations, the output also showed slight improvements in the seasonal

cycle of the measurements. It is therefore possible that a combination of the ice water

content fraction and a higher scavenging efficiency could improve model skill overall
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when evaluated against Arctic aerosol mass concentrations. This possibility should be

investigated.

Chapter 3 revealed the importance of the free troposphere as a source of secondary

particles to the surface during Arctic summer. Particle formation in the Arctic free tro-

posphere is less well understood than at the surface. More observations of size-resolved

aerosol concentrations and vapour concentrations from above the boundary layer are

critical to shed more light on this free-tropospheric secondary source. Moreover, we

used an empirical iodic acid new particle formation scheme to show that it is a source of

particles in the boundary layer during the sea ice freeze period. The exact mechanisms

controlling the formation of iodic acid during sea ice freezing are not understood, and

should be investigated to understand how widespread this particle source is, and how

it is sensitive to changes in the region. Also, we did not include cloud or fog droplets

as a sink of iodic acid in our simulations, since the representation of the clouds in

the coarse global gridboxes was not accurate. Future investigations of iodic acid new

particle formation should include the effect of cloud drops as a sink of iodic acid.
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Pöhlker, M. L., Zhang, M., Campos Braga, R., Krüger, O. O., Pöschl, U., and Ervens,
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Appendix

A.1 Particle ageing

In Sect. 3.4.2 we show that K06 BL and M10 BL simulate more accurate concentrations

of the nucleation and Aitken modes during AO2018 than simulation CONTROL (figure

3.2). Figure A.1 shows the surface aerosol concentrations for simulations BIOMASS

and CONTROL, K06 BL default and K06 BL, and M10 BL default and M10 BL. The

simulations with the ageing change produce higher concentrations in the nucleation

and Aitken modes than the DEFAULT simulations, and this difference is greater in

the simulations with BL NPF than it is between UKESM DEFAULT and CONTROL.

This is because the mode merging described in Sect. 3.3.1 affects the Aitken mode

concentration more when there is a stronger source of smaller particles. In the Aitken

mode, the concentrations from simulations K06 BL and M10 BL are typically higher

than K06 BL DEFAULT and M10 BL DEFAULT by a factor of 2–10. The model-

observation agreement is therefore improved in simulations with the ageing change.

A.2 Latitude limit for prescribed FT NPF rate

In simulation M10 Prsc, we impose an NPF rate of 10−2 cm−3 s−1 in model levels

between the top of the boundary layer and 7.5 km altitude. The rate is imposed in

gridboxes north of 80◦N. In Sect. 3.4.3 we compare the M10 Prsc output to aerosol

profiles from the ASCOS and ATom campaigns to test how realistic such a NPF rate

may be. However, the data we use from ATom was taken further south, between

approximately 60–80◦N. To test our prescribed FT NPF rate using ATom observations

we therefore ran another simulation, M10 Prsc 60N, where the rate is imposed north

of 60 ◦N.

Figures A.2 and A.3 show output from M10 Prsc and M10 Prsc 60N with obser-

vations from ASCOS and ATom. Aerosol concentrations from the two simulations are
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Figure A.1: Time series and PDFs of surface aerosol concentration during AO2018 from
observations and model output. Model output is from simulations BIOMASS (green lines),
CONTROL (pink lines), K06 BL DEFAULT (think grey lines), K06 BL (thick grey lines),
M10 BL DEFAULT (thin blue lines) and M10 BL (thick blue lines). Observations are shown
as 3-hourly mean (black lines) and standard deviation (grey shading). Aerosol concentrations
are shown for particles with diameter (a–c) 2.5–15 nm, (d–f) 15–100 nm and (g–i) 100–500 nm.
Red dashed lines in (a, d, g) show observed NPF events. PDFs are separated by observed sea
ice freeze-up date, 27th August 2018 (day 239).

within an order of magnitude of each other. While the prescribed rate increases aerosol

concentrations relative to CONTROL in the ASCOS region (Sect. 3.4.3), it makes

little difference in the ATom region even when we extend the region in which the rate is

applied. This is likely because NPF rates are already higher in the ATom region than

the ASCOS region due to the relative proximity of ATom to open water and boreal

forests, both of which supply precursor vapours to the atmosphere.

A.3 Aerosol precursor vapours and growth rate

Figures A.4 and A.5 show maps and zonal means of H2SO4 and secondary organic

vapour concentration from simulation CONTROL. In August, Arctic H2SO4 concen-

tration peaks just above the surface and at approximately 8 km (Fig. A.4(a)). The

concentration decreases throughout most of the troposphere from August to September

by at least an order of magnitude. In August, the secondary organics have a maximum
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Figure A.2: Aerosol vertical profiles from model output and ASCOS campaign observations.
Model output is from colocated monthly mean values from simulations M10 Prsc (thick dark
green) and M10 Prsc 60N (thin dark green). Observed values are given as the mean profile from
each ASCOS flight (grey lines), overall mean (solid black) and overall median (dashed black).
Profiles are for particles with size (a) 3–14 nm, measured during ASCOS using a UCPC and (b)
14–300 nm, measured using a CPC (particles greater than 14 nm) and a CLASP instrument
(particles greater than 300 nm).
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Figure A.3: Aerosol vertical profiles from model output and ATom campaign observations.
Model output is from colocated monthly mean values from simulations M10 Prsc (thick dark
green) and M10 Prsc 60N (thin dark green). ATom observations are taken from leg 1 of the
campaign and restricted to measurements that were taken north of 60◦N. Observations corre-
spond to mean profiles from different days (grey lines), the overall mean (black solid lines) and
overall median (black dashed lines). Profiles are for particles with size (a) 5–10 nm, (b) 10–100
nm and (c) 100–500 nm. Observations were recorded at standard temperature and pressure,
model output has been adjusted to account for this.

at the surface from 60–70◦N and some of this plume spreads north to the high Arctic.

Unlike H2SO4, concentrations do not significantly reduce from August to September.

The mean surface concentration of H2SO4 for 80–90◦N reduces by 85.2% from August
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to September, while for secondary organics the reduction is only 5.9%. Percentage

changes for other vapours are given in Table 3.3.

The decline in vapour concentration from August to September drives a reduction

in the growth rate of aerosols from condensation of vapour. Figure A.6 shows aerosol

growth rates calculated from model output from simulation CONTROL. Arctic growth

rates are lower than in the mid-latitudes and tropics, where H2SO4 and secondary

organics have higher concentrations. In the central Arctic, the decreasing growth rate

is driven by the decrease in H2SO4. Secondary organic vapours contribute little to

the growth rate in the central Arctic region, but dominate in the continental Arctic in

North America and northern Eurasia, where concentrations are high near the boreal

forest source regions.

In Sect. 3.4.3 we showed that the source of aerosols from FT NPF weakens towards

the end of summer. This occurs even when the FT NPF rate is held constant in time

as in simulation M10 Prsc. The slower aerosol growth rate shown in Fig. A.6 curbs

FT NPF in September. This highlights that it is important to understand the growth

of new particles as well as their formation.
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Figure A.4: Zonal means and maps of simulated monthly mean H2SO4 concentration from
simulation CONTROL. Maps are taken from model level (c–d) at surface and (e–f) with altitude
2 km.
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Figure A.5: Zonal means and maps of simulated monthly mean secondary organic vapour
concentration from simulation CONTROL. Maps are taken from model level (c–d) sat surface
and (e–f) with altitude 2 km.
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Figure A.6: Zonal means and maps of aerosol growth rates from simulation CONTROL.
Growth rates are calculated offline using model output of temperature and concentrations of
H2SO4 and secondary organic vapour. Maps are taken from model level (c–d) at surface and
(e–f) with altitude 2 km.
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