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## Abstract

A physical machine for storage and manipulation of information, being physical, will always be subject to noise and failure. For this reason, the design of fault-tolerant architectures is of prime importance for building a working quantum computer. Quantum error correction codes offer a possible elegant framework for fault-tolerance when provided with methods to operate qubits without corrupting the information stored therein. This work specialises in hypergraph product (HGP) codes and seeks to lay the groundwork for a quantum computer architecture based on them.

The leading approach to fault-tolerant quantum computation is, today, based on the planar code. A planar-code-based quantum computer, however, would require dramatic qubit overhead and we believe that good low-density parity-check (LDPC) codes are necessary to attain the full potential of quantum computing. The HGP codes, of which the planar code is an instance, are not, strictly speaking, good LDPC codes. Still, they are an efficient alternative. On the one hand, the best HGP codes improve upon the planar code as they can store multiple logical qubits. On the other, they are not considered good because their noise robustness is sub-optimal. Nonetheless, we see the design of a HGP-based quantum computer as a bridge between the currently-favoured planar code design and the gold standard of good LDPC codes. A HGP-based architecture would inform our knowledge on how to design fault-tolerant protocols when a code stores multiple logical qubits, which is, to a large extent, still an open question.

Our first original contribution is a decoding algorithm for all families of two-fold HGP codes. Second, we exhibit a constructive method to implement some logical encoded operations, given HGP codes with particular symmetries. Last, we propose the concept of confinement as an essential characteristic for a code family to be robust against syndrome measurement errors. Importantly, we show that both expander and three-dimensional HGP codes have the desired confinement property.
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## Chapter 1

## Context and notation - Introduction

Reliable exchange of information needs redundancy. Natural language is redundant and in fact, we could write a sentence, remove all the vowels -'th dg s n th grdn' - or make a few typos - 'teh dog is in the graden' - but still have a good chance that our message goes through. These are just two sides of the same coin: we can encode information to compress it (source coding) or we can encode information to protect it from errors (channel coding). Here we deal with the latter when the information is processed by a quantum computer. Before turning to the quantum side, we briefly go over the key features of channel coding for classical information processing in Section 1.1. We introduce the corresponding concepts for quantum information processing in the remaining Sections 1.2 to 1.6.

### 1.1 Bits

The basic unit of information is the bit, a two-state system, $\mathbb{F}_{2}$, whose possible values are $\{0,1\}[1,2]$. If a bit $b$ has an equal probability of being in each state, the amount of information content in $b$ is 1 shannon. Given a bit $b$ in an unknown state, we can flip its value:

$$
\begin{aligned}
\operatorname{flip}(b) & =\left\{\begin{array}{ll}
0 & \text { if } b=1 \\
1 & \text { if } b=0
\end{array},\right. \\
& =b+1 \text { in } \mathbb{F}_{2} .
\end{aligned}
$$

The flip operation maps valid states of $b$ into valid ones: it is a logical operation on the bit state. In contrast, the operation $\operatorname{vespa}(b)=\boldsymbol{d}$ is not a logical operation since the symbol doeng to $\mathbb{F}_{2}$ and it is therefore not a valid state for the bit $b$.

Because a bit only has two possible valid states, the flip is the only reversible error a bit is subject to. Nonetheless, if $b$ undergoes a flip error with some probability $p \in(0,1)$, there is no way to infer whether $b$ has been erroneously flipped or not. Being a logical operation, the flip preserves valid states and thus cannot be detected. With only one bit at our disposal, the knowledge that an error has occurred with probability $p$ is not enough: we need to add redundancy.

One way of adding redundancy is to use the classical repetition code. It encodes the logical bit $b$ into a register of $n>1$ physical bits. For $n=3$, the bit $b$ is mapped into $c=\left(c_{1} c_{2} c_{3}\right) \in \mathbb{F}_{2}^{3}$ via the
linear map:

$$
\begin{align*}
G: \mathbb{F}_{2} & \Longrightarrow \mathbb{F}_{2}^{3} \\
b & \longmapsto\left(\begin{array}{l}
1 \\
1 \\
1
\end{array}\right) \cdot b . \tag{1.1}
\end{align*}
$$

The valid states for the register $c$ are the ones in the image ${ }^{1}$ of $G$. The image of $G$ is

$$
\operatorname{im}(G)=\left\{\left(\begin{array}{lll}
0 & 0
\end{array}\right),\left(\begin{array}{lll}
1 & 1 & 1
\end{array}\right)\right\}
$$

We call the vector space $\operatorname{im}(G)$ the codespace. The elements of the codespace are the codewords. The logical flip operation on the codespace requires three single bit-flips:

$$
\operatorname{flip}(c)=\left(\begin{array}{l}
\operatorname{flip}\left(c_{1}\right) \\
\operatorname{flip}\left(c_{2}\right) \\
\operatorname{flip}\left(c_{3}\right)
\end{array}\right)=c+\left(\begin{array}{l}
1 \\
1 \\
1
\end{array}\right) \in \mathbb{F}_{2}^{3}
$$

One flip was previously enough to corrupt the information stored in $b$, but as many as three physical flips are now necessary to corrupt an encoded state in $\operatorname{im}(G)$ and for the event to go undetected. If the register $c$ is found in a state with $c_{i} \neq c_{j}$ for some $i \neq j$ then at least an error has occurred: we have detected that $c$ belongs to the complement ${ }^{2} \mathbb{F}_{2}^{3} \backslash \operatorname{im}(G)$ of the codespace. Crucially, the codespace $\operatorname{im}(G)$ is isomorphic to $\mathbb{F}_{2}$, the vector space describing the state space of a single bit. Despite that, the logical flip in the codespace 'costs' three times the cost of a single bit-flip. We have added redundancy and lowered the probability of undetectable errors - from $p$ to $p^{3}$ in this example.

The repetition code offers a working, albeit simple, example of classical code. However, its construction does not carry over to qubits as we illustrate in the following Sections. In Section 1.2, we review some basic features of qubit systems. Our presentation, far from exhaustive, aims to highlight the primary issues at the core of robust quantum information processing. The quantum repetition code is presented in Section 1.2.1, and its shortcomings are pointed out. In Section 1.3 we briefly run through classical linear codes as it is needed to understand their quantum counterpart, the stabiliser codes. We outline the construction of the planar code - the quantum working equivalent of the repetition code in Section 1.4. We conclude this Chapter with Sections 1.5 and 1.6, where we discuss two concurrent issues to quantum code construction for the design of a fault-tolerant computer architecture: logical operations and noisy measurements.

### 1.2 Qubits

A qubit is a two-dimensional Hilbert space, $\mathbb{C}^{2}$, whose state is described by a unit vector $[3,4]$. We write $|0\rangle$ and $|1\rangle$ to indicate the standard basis of $\mathbb{C}^{2}$, so that the state of a qubit $q$ is written as $|\varphi\rangle=\alpha|0\rangle+\beta|1\rangle$, where the vector of coefficients $(\alpha, \beta)^{T} \in \mathbb{C}^{2}$ has unit norm, $|\alpha|^{2}+|\beta|^{2}=1$.

[^0]The possible reversible operations on a qubit are unitary maps: $U \in \mathbb{C}^{2 \times 2}$ such that $U U^{\dagger}=\mathbb{1}$. An extensively used basis for the linear operators in $\mathbb{C}^{2 \times 2}$ is the Pauli basis:

$$
\mathbb{1}=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right), \quad X=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right), \quad Y=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right), \quad Z=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

The Pauli operators $X, Y, Z$, together with $\pm i \mathbb{1}$, generate a multiplicative group which obeys the product and commutativity relations:

$$
X^{2}=Y^{2}=Z^{2}=\mathbb{1}, \quad X Y=i Z, \quad Y Z=i X, \quad Z X=i Y
$$

and

$$
X Y=-Y X, \quad Y Z=-Y Z, \quad Z X=-X Z
$$

An $n$-qubit register has states that are vectors in $\left(\mathbb{C}^{2}\right)^{\otimes n}$ with standard basis $\left\{|v\rangle\right.$ s.t $\left.v \in \mathbb{F}_{2}^{n}\right\}$. The Pauli group on $n$ qubits, $\mathcal{P}_{n}$, is the group generated by $n$-fold tensor products of Pauli operators. Given a Pauli operator $P \in \mathcal{P}_{1} \subseteq \mathbb{C}^{2 \times 2}$, we write $P_{i}$ for the operator in $\mathcal{P}_{n} \subseteq \mathbb{C}^{2^{n} \times 2^{n}}$ which is the tensor product of $P$ at position $i$ and the identity elsewhere. We define the support of a Pauli operator $\mathcal{P}_{n}$ as the set:

$$
\operatorname{supp}(P)=\left\{i \text { such that } P=P_{1} \otimes \ldots \otimes P_{n} \text { and } P_{i} \neq \mathbb{1}\right\}
$$

and its weight $|P|$ as $|P|=|\operatorname{supp}(P)|$. On $\left(\mathbb{C}^{2}\right)^{\otimes n}$, the Pauli basis is the set:

$$
\left\{\mathbb{1}_{n}, X_{i}, Z_{i}, Y_{i} \quad \text { s.t. } 1 \leq i \leq n\right\}
$$

where $\mathbb{1}_{n} \in(\mathbb{C})^{2^{n} \times 2^{n}}$ is the identity matrix of size $2^{n} \times 2^{n}$. Similarly to the one-qubit Pauli basis operators in $\mathcal{P}_{1}$, Pauli basis operators in $\mathcal{P}_{n}$ square to the identity and any two of them either commute or anti-commute.

Information on the qubits' state is acquired via the measurement of observables, which are Hermitian operators $A=A^{\dagger} \in \mathbb{C}^{2^{n} \times 2^{n}}$. Measuring an observable collapses the state of the qubits onto one of the eigenspaces of the measured observable. The possible outcomes are the eigenvalues of the observable, observed with probability equal to the squared norm of the inner product ${ }^{3}$ between the pre-measurement state of the qubits and the corresponding eigenvector. Note that outcomes and postmeasurement states for an observable are well defined. By the Spectral Theorem, every Hermitian operator has an orthonormal basis of eigenvectors [5]. Furthermore, if $A$ and $B$ are both Hermitian and commute, they have a common basis of eigenvectors and hence the measurement of one does not alter the probability distribution of the outcome of the other. Commuting observables are compatible.

Importantly, if we knew that a qubit register is in one of two orthogonal states, we could measure the corresponding observable - any Hermitian operator whose eigenvectors are the two orthogonal states - and distinguish between the two orthogonal options with certainty. However, if we do not have such a priori knowledge, measuring a qubit register would collapse its wave function and corrupt the information stored therein. A possible solution to gather information on the state of a register whilst preserving it is to 'write' that information on an auxiliary register of qubits, as we will now

[^1]explain. We refer to the qubit register we want to gather information about as the data register, and to the auxiliary register as auxilia register ${ }^{4}$. Information on the data qubits can be transferred to the auxilia register via the application of some entangling unitary operators on the composite data-auxilia system. Via the appropriate choice of the entangling operation, we can assume that the desired information can be acquired from the destructive measurement results of the auxilia qubits. In the following presentation, we will shortly refer to measurement outcomes of data qubits. By this, we always imply, if not otherwise specified, that suitable auxilia qubits are freshly prepared for the task, appropriate entangling operations between data and auxilia qubits are performed, the auxilia qubits are measured and then reinitialized in a standard state, ready to be used again.

To model the manipulation of information stored in qubit registers, we use the quantum circuit model of computation [3]. The quantum circuit model is based on the assumption that computation on a qubit register can be reduced to:
(i) Register preparation in a initial state, conventionally $|0\rangle^{\otimes n}$.
(ii) Active computation via the application of unitary operators on the register for a finite amount of time.
(iii) Results acquisition via the measurement of qubits in the Pauli $Z$ basis.

Some observations are immediate. First, any realization of a quantum computer, a physical machine that runs quantum circuits, will be able to perform only a finite set of operations in a finite number of time steps. Second, if any unitary is a possible operation, then it is also a possible error on the qubit register. Third, every component - state preparation, gates, measurements - is subject to noise.

The Solovay-Kitaev theorem $[7,3]$ resolves the first obstacle: even if unitaries on $\left(\mathbb{C}^{2}\right)^{\otimes n}$ are a continuous set, a finite number of gates is sufficient to efficiently implement any unitary to arbitrary precision. More precisely Solovay-Kitaev states the following.

Consider a norm $\|\cdot\|$ over the unitaries on $\mathbb{C}^{2}$. Let $\mathcal{G}$ be a finite set of unitaries, closed under multiplicative inverse. Further assume that the multiplicative group $\langle\mathcal{G}\rangle$ generated by $\mathcal{G}$ is dense in the unitaries, so that for every unitary $U$ and $\varepsilon>0$ in $\mathbb{R}$, there exists $G \in\langle\mathcal{G}\rangle$ such that $\|U-G\|<\varepsilon$. Fix a precision $\varepsilon>0$. Then every unitary can be approximated within distance $\varepsilon$ via a sequence of at most $n_{\epsilon}$ gates in $\mathcal{G}$, where $n_{\varepsilon} \propto \log ^{c}\left(\frac{1}{\varepsilon}\right)$ and $1<c<4$.

We remark the importance of the poly-logarithmic scaling in the inverse-precision $\frac{1}{\varepsilon}$ in Solovay-Kitaev's result. In fact, assume we want to implement $m$ arbitrary unitaries, in $m$ separate timesteps, on a qubit and we only have access to the gates in $\mathcal{G}$. We aim at precision $\varepsilon>0$. Roughly, we will have

[^2]to implement each of the $m$ unitaries to precision $m / \varepsilon$. By the Solovay-Kitaev's theorem, the total time cost scales as $m \cdot \log ^{c}\left(\frac{m}{\varepsilon}\right)$, with a total scale factor only poly-logarithmic. Keeping time overhead under control is paramount for the realizations of faithful quantum computations and Solovay-Kitav's theorem ensures that this is possible for single-qubit unitary operations. Conveniently, it can be shown that single-qubit unitaries and controlled-NOT, CNOT, gates
\[

\mathrm{CNOT}=\left($$
\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{array}
$$\right)
\]

between arbitrary pairs of qubits are universal - meaning that an arbitrary unitary on $\left(\mathbb{C}^{2}\right)^{\otimes n}$ can be written as a product of CNOTs and single-qubit unitaries [3]. From Solovay-Kitaev it follows that there exists finite sets that can efficiently approximate any unitary operation up to arbitrary precision. We call any such finite set universal. Infinitely many universal gate sets exist, our preferred one is the Clifford+T set. The Clifford group $\mathcal{C}_{n}$ on $\left(\mathbb{C}^{2}\right)^{\otimes n}$ is generated by the tensor products of Hadamard, $H$, phase gate, $S$, and CNOT:

$$
H=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right), \quad S=\left(\begin{array}{cc}
1 & 0 \\
0 & i
\end{array}\right), \quad \text { CNOT. }
$$

The $T$ gate is the square root of the phase gate, $T=\sqrt{S} \notin \mathcal{C}_{n}$, explicitly:

$$
T=\left(\begin{array}{cc}
1 & 0 \\
0 & e^{i \frac{\pi}{4}}
\end{array}\right)
$$

The $T$ gate grants universality to the set Clifford+T and therefore we have solved the first issue: a quantum computer that implements Clifford +T gates is computationally universal.

Before turning to the second issue, namely that possible errors are a continuum, we remark some key feature of the Clifford group. The Clifford group is not universal because the set generated by $\{S, H\}$ is not dense in the set of single-qubit unitaries - whilst $\{T, H\}$ generates a dense set. Furthermore, as per the Gottesman-Knill theorem, a circuit made of state preparation, Clifford operations only and measurements, can be simulated in polynomial time on a probabilistic classical computer [8]. Conjugation via Clifford permutes the Pauli and, in fact, the Clifford group can be alternatively defined as:

$$
\mathcal{C}_{n}=\left\{U \text { unitary s.t. } U P U^{\dagger} \in \mathcal{P}_{n} \text { for all } P \in \mathcal{P}_{n}\right\}
$$

Every unitary operator can be written as a linear combination of the Pauli and therefore any operator can be characterized, up to global phase, by tracking its action on the Pauli. Hoping that the quantum circuit model strictly contains the classical circuit model, Clifford and Pauli are not sufficient to fully express the quantum circuit model of computation - still, we can use them to define a self-contained theory of error correction, as the discussion below and Section 1.3 explain.

Since any unitary is a possible operation, it also constitutes a possible error. Conveniently though we can write a generic unitary $U$ on $\mathbb{C}^{2}$ as:

$$
U=a_{\mathbb{1}} \mathbb{1}+a_{x} X+a_{z} Z+a_{y} Y
$$

for some complex coefficients $a_{\mathbb{1}}, a_{x}, a_{y}, a_{z}$. Consider a $n$ qubit register, $|\varphi, \alpha\rangle$ where $|\varphi\rangle \in \mathbb{C}^{2}$ represent the state of the data qubit and $|\alpha\rangle \in\left(\mathbb{C}^{2}\right)^{\otimes n-1}$ represent the state of a $n-1$ auxilia register. Let $P=\mathbb{1}, X_{1}, Z_{1}, Y_{1}$ be a Pauli operator with support on the data qubit and suppose there exists a unitary operator $O$ on $\left(\mathbb{C}^{2}\right)^{\otimes n}$ such that, for some initial state $\left|\alpha_{0}\right\rangle$ of the auxilia register,

$$
\begin{equation*}
O\left(P\left|\varphi, \alpha_{0}\right\rangle\right)=\left|P \varphi, \alpha_{P}\right\rangle \tag{1.2}
\end{equation*}
$$

where $\left|\alpha_{P}\right\rangle=\left|\alpha_{\mathbb{1}}\right\rangle,\left|\alpha_{X_{1}}\right\rangle,\left|\alpha_{Z_{1}}\right\rangle,\left|\alpha_{Y_{1}}\right\rangle$ are orthogonal in $\left(\mathbb{C}^{2}\right)^{\otimes n-1}$. Since orthogonal states can be distinguished via appropriate measurements, we can identify in which of the product states on the right-hand side of Eq. (1.2) the data-auxilia qubit register is in. By linearity, if $U$ acts on the data qubit, Eq. (1.2) yields:

$$
O\left(U\left|\varphi, \alpha_{0}\right\rangle\right)=a_{\mathbb{1}}\left|\varphi, \alpha_{\mathbb{1}}\right\rangle+a_{x}\left|X_{1} \varphi, \alpha_{X_{1}}\right\rangle+a_{z}\left|Z_{1} \varphi, \alpha_{Z_{1}}\right\rangle+a_{y}\left|Y_{1} \varphi, \alpha_{Y_{1}}\right\rangle .
$$

Provided that such a unitary operator $O$ does exist, and upon appropriate measurement of the auxilia qubits, the post-measurement state of the $n$-qubit register is $\left|P \varphi, \alpha_{P}\right\rangle$ with probability $\left|a_{p}\right|^{2}$. The original state of the data qubit $|\varphi\rangle$ can thus be restored by applying the correction operator $P$ to the register. Ergo, if we were able to detect and correct for $Z$ and $X$ errors we could correct for all errors - $Y$ errors corresponding to the concurrent event of an $X$ and a $Z$ error. We refer to this phenomenon as error discretization [3].

To showcase error discretization, we have made a very special assumption: namely that, given a $n$ qubit register, errors could occur only on the first qubit of the register. Nonetheless, our analysis serves well to demonstrate:
(i) Even if measurements destroy superposition, not every superposition stores quantum information: the state of the data qubit $|\varphi\rangle$ is preserved when measuring the auxilia register $\left|\alpha_{P}\right\rangle$.
(ii) Even if the amount of information gained in a measurement is finite, measurements can be used to correct a continuous set of possible errors.

Error discretization is a key idea in quantum error correction and it remains a faithful assumption when errors are local and occur independently on each qubit of a register i.e. local stochastic noise model, see Eq. (1.8) in Section 1.3. Under such a premise, we can model errors occurring at any stage of the circuit model of computation and therefore also solve the third of our issues. Specifically, each gate of a circuit could fail and propagate errors (circuit level noise) and measurements result could be faulty too (measurement errors). We refer the reader to Sections 1.5 to 1.6 and [3] for a more detailed discussion on these matters and conclude this Section by exhibiting a toy example of quantum code.

### 1.2.1 The quantum repetition code

Mirroring the classical repetition code, we encode the logical qubit $q$ in a 3 -qubit register $q_{r}$ via the unitary maps that on the standard basis act as:

$$
\begin{align*}
G_{r}: \mathbb{C}^{2} & \longrightarrow\left(\mathbb{C}^{2}\right)^{\otimes 3} \\
|0\rangle & \longmapsto|000\rangle,  \tag{1.3}\\
|1\rangle & \longmapsto|111\rangle .
\end{align*}
$$

With such encoding, the generic state in the quantum repetition codespace $\operatorname{im}\left(G_{r}\right) \simeq \mathbb{C}^{2}$ spanned by $\{|000\rangle,|111\rangle\}$ is:

$$
\begin{equation*}
|\psi\rangle_{r}=\alpha|000\rangle+\beta|111\rangle . \tag{1.4}
\end{equation*}
$$

A valid choice ${ }^{5}$ for the Pauli operators on the codespace is described by the group homomorphism $\gamma$ induced by:

$$
\begin{equation*}
 \tag{1.5}
\end{equation*}
$$

where $\mathcal{N}_{r}$ is the group generated by:

$$
\left\{i \mathbb{1}, Z_{1} Z_{2}, Z_{2} Z_{3}, X_{1} X_{2} X_{3}, Z_{1}\right\} .
$$

The homomorphism $\gamma$ is well-defined: its kernel ${ }^{6}$,

$$
\mathcal{S}_{r}:=\operatorname{ker}(\gamma)=\left\langle Z_{1} Z_{2}, Z_{2} Z_{3}\right\rangle
$$

is a normal subgroup of $\mathcal{N}_{r}$ and the pre-images ${ }^{7}$ of $X$ and $Z$ anti-commute.
We have added degeneracy: all the elements in $\mathcal{S}_{r}$ act as the identity on the generic encoded state $|\psi\rangle_{r} \in\left(\mathbb{C}^{2}\right)^{\otimes 3}$ e.g. $Z_{1} Z_{2}|\psi\rangle_{r}=|\psi\rangle_{r}$. Accordingly, every Pauli in the pre-image $\gamma^{-1}(X)$ of $X$ has the same action on the encoded state $|\psi\rangle_{r}$ as the Pauli $X$ has on the generic one-qubit state $|\varphi\rangle=\alpha|0\rangle+\beta|1\rangle$. Similarly for $\gamma^{-1}(Z)$. For example, the logical Pauli $Z$ on $|\psi\rangle_{r}$ can equivalently be implemented as $Z_{1}|\psi\rangle_{r}$ or $Z_{3}|\psi\rangle_{r}$. So, if for some reason we do not have access to the first qubit of the register $q_{r}$, we could still perform a $Z$ operation on the logical qubit of the quantum repetition code applying $Z_{3}$. Yet, degeneracy is not the same as redundancy. On the one hand, the Pauli $X$ on $q$ is mapped to a weight three Pauli operator on $q_{r}$. On the other, the minimum weight of an encoded $Z$ is not increased. Because of this imbalance, the quantum repetition code is resilient to $X$ errors but sensitive to $Z$ errors, as we now explain.

The operators in $\mathcal{S}_{r}$ have trivial action on the codespace and any error-free state $|\psi\rangle_{r}$ is their common +1 eigenstate. If the data register $q_{3}$ yields the result -1 upon measurement of $Z_{1} Z_{2}$ or $Z_{2} Z_{3}$, then at least one error has occurred and the register $q_{3}$ is in a state in $\mathbb{C}^{2} \backslash \operatorname{im}\left(G_{r}\right)$. However, measuring $Z_{1} Z_{2}$ and $Z_{2} Z_{3}$ detects Pauli $X$ errors of weight at most two, but cannot discern any difference between $Z$ errors and valid states in the codespace. Because of degeneracy, all Pauli $Z$ operators in $\mathcal{P}_{3}$ of weight one or three act as the logical $Z$ operator on the encoded state $|\psi\rangle_{r}$ and all the weight two have trivial action. In other words, the action of $Z$ operators is either a valid logical operation or trivial and therefore undetectable. If errors on each qubit are independent and one error occurs with

[^3]probability $p$, encoding via the quantum repetition code decreases the probability of undetectable $X$ errors from $p$ to $p^{3}$, but increases the probability of undetectable $Z$ error from $p$ to $3 p(1-p)^{2}+p^{3}-$ so we have worsened it by a leading factor of three in $p$.

Universal computation and discretization of errors are expressions of the dual nature of the Pauli operators since, being both unitary and Hermitian, they serve as operations as well as observables to be measured. In addition to this, Pauli operators can define a self-contained theory of error correction. The need to protect from both $X$ - and $Z$-type errors, and to aggregate equivalent (i.e. degenerate) ones, shows that a simple translation of what has been done for bits is not enough to protect a logical qubit from noise. Yet, degeneracy and redundancy are fundamental attributes of robust qubit encoding - as Section 1.3 and Section 1.4 specify.

### 1.3 Classical linear codes and their quantum counterpart: stabiliser and CSS codes

A classical linear code is a vector subspace of $\mathbb{F}_{2}^{n}$ defined as the kernel of a linear map $\sigma: \mathbb{F}_{2}^{n} \longrightarrow \mathbb{F}_{2}^{m}$. We call the subspace codespace and its elements codewords. With this terminology, the defining features of the syndrome map is that it yields the all-zeroes vector only when it acts on a codeword. Given a matrix representation $H \in \mathbb{F}_{2}^{m \times n}$ of $\sigma$, we say that the associated code has length $n$, dimension $k$ and distance $d$ if:

$$
k=\operatorname{dim}(\operatorname{ker} H)=n-\operatorname{rank}(H) \quad \text { and } \quad \min _{\substack{v \in \operatorname{ker} H, v \neq 0}}|v|=d,
$$

where $|v|$ is the Hamming weight of the binary vector $v$ :

$$
|v|=\mid\left\{v_{i} \neq 0, \text { where } v=\left(v_{1}, \ldots, v_{n}\right) \in \mathbb{F}_{2}^{n}\right\} \mid .
$$

We say that $H$ is a parity-check matrix for the code and call its rows checks. A code is a $(r, c)$ low-density parity-check (LDPC) code if the rows and columns of $H$ have weight at most $r$ and $c$ respectively. We will shortly say that the code is $(r, c)$-LDPC and has parameters $[n, k, d]$.

For instance, a parity check matrix for the classical repetition code in Section 1.1 is:

$$
H_{3}=\left(\begin{array}{lll}
1 & 1 & 0 \\
0 & 1 & 1
\end{array}\right)
$$

The parity-check matrix $H_{3}$ defines a (2,2)-LDPC code of parameters [3, 1, 3]. See Fig. 1.


Figure 1: The classical repetition code of parameters $[7,1,7]$. Bits are placed on edges and checks are on circles. Each circle/check evaluates that the two edges incident to it have the same parity. Wiggly lines represent flip errors and red circles highlight the checks whose incident edges have different parity i.e. red circles represent the support of the syndrome. We note how flip errors on consecutive edges yield a weight two syndrome, with checks located at the boundaries of the error.

Given a parity check matrix $H \in \mathbb{F}_{2}^{m \times n}$ of a $[n, k, d]$ code, any error $e \in \mathbb{F}_{2}^{n}$ of weight strictly less than $d$ can be detected. Namely, by construction, $H(c+e) \neq 0 \in \mathbb{F}_{2}^{m}$ for any codeword $c \in \operatorname{ker} H$. In particular, the value of the syndrome map is determined by the error vector $e$ and it is independent of the codeword $c$. The optimal decoder for a code of distance $d$ corrects all errors of weight at most $t=\left\lfloor\frac{d-1}{2}\right\rfloor$ because for every $c \in \operatorname{ker} H$ the ball of radius $t$ centred in it does not contain any other vectors in ker $H$.

In the following, we consider a local stochastic noise model of parameter $p \in(0,1)$, where the probability of an error $e$ to occur is:

$$
\begin{equation*}
\mathbb{P}(e)=p^{|e|}(1-p)^{n-|e|} . \tag{1.6}
\end{equation*}
$$

Eq. (1.6) signifies that single bit-flips are independent and the probability of an error occurring depends only on its weight. Since $\mathbb{P}(e)$ is monotonically decreasing for noise rates $p<\frac{1}{2}$, minimum weight errors are the most likely in this regime. The maximum-likelihood decoder (ML decoder ) for $p<1 / 2$ and $\mathbb{P}(e)$ as in Eq. (1.6) is $\mathcal{D}$ :

$$
\begin{align*}
\mathcal{D}: \operatorname{im}(\sigma) & \longrightarrow \mathbb{F}_{2}^{n}, \\
s & \longmapsto \arg \max _{e} \mathbb{P}(e \mid \sigma(e)=s) . \tag{1.7}
\end{align*}
$$

The decoder $\mathcal{D}$ outputs the most likely error so that, for a bit register in the state $m \in \mathbb{F}_{2}^{n}$, the recovered state is $m+\mathcal{D}(\sigma(m))$. For example, the maximum likelihood error recovering scheme for the repetition code under local stochastic noise is based on a majority vote strategy: if for some $m \in \mathbb{F}_{2}^{3}$ (or $\mathbb{F}_{2}^{n}$ in the general case) a non-zero syndrome is detected, flipping the minority bit (or bits) restores the parity of the register. In general, assuming local stochastic noise, the ML decoder is optimal.

The quantum counterpart of linear codes are stabiliser codes, first introduced in [9]. A stabiliser code is a subspace of $\left(\mathbb{C}^{2}\right)^{\otimes n}$ defined as the +1 common eigenspace of the stabiliser group, an Abelian subgroup $\mathcal{S}$ of the Pauli operators in $\mathcal{P}_{n}$ such that $-\mathbb{1} \notin \mathcal{S}$. As for classical codes, we call this subspace codespace and its elements the codewords. We denote by $\mathcal{C}(\mathcal{S})$ the codespace defined by the stabiliser group $\mathcal{S}$,

$$
\mathcal{C}(\mathcal{S})=\{|\psi\rangle \text { s.t. } S|\psi\rangle=|\psi\rangle \quad \forall S \in \mathcal{S}\} .
$$

Concretely, the group $\mathcal{S}_{r}$ introduced in Section 1.2.1 is a stabiliser group and $\mathcal{C}\left(\mathcal{S}_{r}\right)$ is the subspace generated by $|000\rangle$ and $|111\rangle$ in $\left(\mathbb{C}^{2}\right)^{\otimes 3}$. Because $\operatorname{Tr}(X)=\operatorname{Tr}(Y)=\operatorname{Tr}(Z)=0$, for $P=P_{1} \otimes \ldots P_{n} \in$ $\mathcal{P}_{n}$, it holds:

$$
\operatorname{Tr}(P)=\prod_{i} \operatorname{Tr}\left(P_{i}\right)=0
$$

Combining $P^{2}=\mathbb{1}, \operatorname{Tr}(P)=0$ and the Spectral Theorem, we find that each Pauli $P \in \mathcal{P}_{n}$ has exactly $2^{n-1}$ independent +1 eigenvectors, $2^{n-1}$ independent -1 eigenvectors, and that the dimension of the common +1 eigenspace of $m$ independent Pauli operators in $\mathcal{P}_{n}$ is $k=n-m$. For the quantum repetition code, $\left\{Z_{1} Z_{2}, Z_{2} Z_{3}\right\}$ is a minimal set of generators for the stabiliser group and $k=1$.

Given a set $S_{1}, \ldots, S_{m} \in \mathcal{S}$ of generators for the stabiliser group, they uniquely define a syndrome map:

$$
\begin{aligned}
\sigma: \mathcal{P}_{n} & \longrightarrow \mathbb{F}_{2}^{m} \\
E & \longmapsto\left(s_{1}, \ldots, s_{m}\right),
\end{aligned}
$$

where $s_{i}=0$ if and only if $E S_{i}=S_{i} E$. The kernel of the syndrome map is the normaliser of $\mathcal{S}$ in $\mathcal{P}_{n}$, denoted $\mathcal{N}(\mathcal{S})$. The normaliser is the set of Pauli operators that commutes with all the stabilisers. Because $\mathcal{S}$ is normal in $\mathcal{N}(\mathcal{S})$, the quotient ${ }^{8}$ :

$$
\mathcal{L}:=\mathcal{N}(\mathcal{S}) / \mathcal{S},
$$

is well-defined. The Pauli subgroup $\mathcal{L}$ is referred to as the logical Pauli group. If the stabiliser group has $m$ generators, $\mathcal{L}$ is isomorphic to $\mathcal{P}_{k}$, where $k=n-m$ and the codespace $\mathcal{C}(\mathcal{S})$ is isomorphic to $\left(\mathbb{C}^{2}\right)^{\otimes k}$. The normaliser for the quantum repetition code is the group $\mathcal{N}_{r}$ introduced in Eq. (1.5) and generated by $\left\{\mathbb{1}, Z_{1} Z_{2}, Z_{2} Z_{3}, X_{1} X_{2} X_{3}, Z_{1}\right\}$. With a little abuse of notation, we write $L \in \mathcal{L}$ to indicate any representative $L$ in its equivalence class [ $L$ ]. Explicitly:

$$
L \in[L]=\{L S \text { such that } S \in \mathcal{S}\}
$$

For each $[L] \neq[\mathbb{1}]$ in $\mathcal{L}$, there exists by construction at least one state $|\psi\rangle \in \mathcal{C}(\mathcal{S})$ such that $L|\psi\rangle \neq|\psi\rangle$. Most importantly, elements in the same equivalence class in the logical Pauli group yield the same action on the codespace:

$$
L|\psi\rangle=L^{\prime}|\psi\rangle, \text { for each } L, L^{\prime} \in[L] \text { and }|\psi\rangle \in \mathcal{C}(\mathcal{S})
$$

The logical Pauli group of the classical repetition code is generated by $\left\{Z_{1}, X_{1} X_{2} X_{3}\right\}$.
The distance $d$ of $\mathcal{C}(S)$ is the minimum weight of any non-trivial logical operator in $\mathcal{L}$. Briefly we say that the code $\mathcal{C}(\mathcal{S})$ is $\llbracket n, k, d \rrbracket$. If the stabiliser generators have all weight at most $r$ and every qubit in $\left(\mathbb{C}^{2}\right)^{\otimes n}$ is involved in at most $c$ stabiliser measurements we say that the code is a $(r, c)$ quantum LDPC code (qLDPC). The quantum repetition code is $(2,2)$-qLDPC code of parameters $\llbracket 3,1,1 \rrbracket$.

The measurement of the stabiliser operators detects all errors in $\mathcal{P}_{n} \backslash \mathcal{N}(\mathcal{S})$. In particular all errors of weight less than $d$ but the one that have trivial action on the codespace, namely Pauli operators in the stabiliser group. The optimal decoder for a distance $d$ code can correct non-trivial Pauli errors up to weight $t=\left\lfloor\frac{d-1}{2}\right\rfloor$.

The definition of a quantum analogue of a maximum-likelihood decoder is subtle, because of the degeneracy of the syndrome map. Let $|\psi\rangle_{\mathcal{S}} \in \mathcal{C}(\mathcal{S})$ be an encoded state for some non-trivial stabiliser code with stabiliser group $\mathcal{S}$ and let $E \in \mathcal{P}_{n} \backslash \mathcal{N}(\mathcal{S})$ be a correctable error. Suppose that the encoded state $|\psi\rangle_{\mathcal{S}}$ undergoes the error $E$. Consider a decoder that, on input $\sigma(E)$, outputs $F$ with $\sigma(F)=$ $\sigma(E)$. Upon recovery, the state $F E|\psi\rangle_{\mathcal{S}} \in \mathcal{C}(\mathcal{S})$ is restored. The following holds:

$$
\operatorname{ker}(\sigma)=\mathcal{N}(\mathcal{S}) \quad \Longrightarrow \quad F=E L, \text { for some } L \in \mathcal{N}(\mathcal{S})
$$

If $L \in \mathcal{S}$, then $L$ is the identity on the codespace and the restored state is equivalent to the original one. If instead $L \in \mathcal{N}(\mathcal{S}) \backslash \mathcal{S}$, then $L$ is a non-trivial Pauli operator on the encoded state $|\psi\rangle_{\mathcal{S}}$ and in particular $|\psi\rangle_{\mathcal{S}} \neq L|\psi\rangle_{\mathcal{S}}$ in $\mathcal{C}(\mathcal{S})$. Ultimately, the original state is restored if the decoder outputs any of the Pauli operators equivalent to the original error $E$, namely operators in the set $\Sigma_{E}$ :

$$
\Sigma_{E}=\{S E \text { such that } S \in \mathcal{S}\}
$$

[^4]Shortly:

$$
\sigma(F)=\sigma(E L)=\sigma(E)
$$

but

$$
[L] \neq[\mathbb{1}] \quad \text { in } \quad \mathcal{N}(\mathcal{S}) / \mathcal{S}
$$

and the decoder fails. Under local stochastic noise, when the Pauli error $E$ is sampled with probability:

$$
\begin{equation*}
\mathbb{P}(E)=p^{|E|}(1-p)^{n-|E|} \tag{1.8}
\end{equation*}
$$

the quantum maximum-likelihood decoder ( $q$ ML decoder) is:

$$
\begin{aligned}
\mathcal{D}_{q}: \operatorname{im}(\sigma) & \longrightarrow \mathcal{P}_{n} \\
s & \longmapsto \arg \max _{E} \mathbb{P}\left(\Sigma_{E} \mid \sigma(E)=s\right),
\end{aligned}
$$

where:

$$
\begin{equation*}
\mathbb{P}\left(\Sigma_{E}\right)=\sum_{E^{\prime} \in \Sigma_{E}} \mathbb{P}\left(E^{\prime}\right) \tag{1.9}
\end{equation*}
$$

In other words, when Pauli errors on each qubit are independent and identically distributed so that low-weight errors are more likely, the code's degeneracy gives rise to a tension between the most probable error - namely the minimum weight one that agrees with the syndrome - and the number of different error configurations equivalent to it. An equivalence class that happens to contain multiple low-weight errors could end up having a greater overall probability than the equivalence class of the minimum weight error.

The qML decoder is optimal but the summation in Eq. (1.9) contains exponentially many terms: $2^{n-k}$ for a $\llbracket n, k, d \rrbracket$ code. A computationally easier algorithm is the quantum minimum-weight decoder (qMW decoder):

$$
\begin{aligned}
\mathcal{D}_{\mathrm{MW}}: \operatorname{im}(\sigma) & \longrightarrow \mathcal{P}_{n} \\
s & \longmapsto \arg \max _{E} \mathbb{P}(E \mid \sigma(E)=s) .
\end{aligned}
$$

In general, qML and qMW decoders could yield different answers but for sufficiently low physical error probability $p$, it can be shown that they are equivalent [10]. The classical ML decoder instead is a minimum-weight decoder: degeneracy is exquisitely quantum.

Stabiliser codes can be readily understood in terms of binary arithmetic. Since $Z X=i Y$, up to a phase, any Pauli $P \in \mathcal{P}_{n}$, can be written as

$$
P \propto X(v) \cdot Z(w)
$$

where

$$
\begin{equation*}
X(v) \cdot Z(w):=X^{v_{1}} \otimes \ldots X^{v_{n}} \cdot Z^{w_{1}} \otimes \ldots Z^{w_{n}}, \quad v, w \in \mathbb{F}_{2}^{n} . \tag{1.10}
\end{equation*}
$$

More formally, up to phases, the $n$-qubit Pauli group with multiplication is isomorphic to the additive group of the vector space $\mathbb{F}_{2}^{2 n}$ :

$$
\begin{align*}
\mathcal{P}_{n} /\langle i \mathbb{1}\rangle & \longrightarrow \mathbb{F}_{2}^{2 n}  \tag{1.11}\\
X(v) Z(w) \cdot X\left(v^{\prime}\right) Z\left(w^{\prime}\right) & \longmapsto\left(v+v^{\prime}, w+w^{\prime}\right) . \tag{1.12}
\end{align*}
$$

Two operators $X(v) Z(w)$ and $X\left(v^{\prime}\right) Z\left(w^{\prime}\right)$ commute if and only if

$$
\left\langle v, w^{\prime}\right\rangle+\left\langle v^{\prime}, w\right\rangle=0 \in \mathbb{F}_{2},
$$

where

$$
\begin{aligned}
\langle\cdot, \cdot\rangle: \mathbb{F}_{2}^{n} \times \mathbb{F}_{2}^{n} & \longrightarrow \mathbb{F}_{2} \\
v, w & \longmapsto v^{T} w .
\end{aligned}
$$

Any Pauli operator $P$ in $\mathcal{P}_{n}$ can be faithfully and completely described, up to a phase, by its symplectic representation $(v, w) \in \mathbb{F}_{2}^{2 n}$ as in Eq. (1.10). Via the symplectic representation a stabiliser code can be described via its syndrome map represented by a parity check matrix $H=(A \mid B)$ such that for any $P \in \mathcal{P}_{n}$,

$$
\sigma(P)=\left(\begin{array}{l|l}
A & B
\end{array}\right)\left(\begin{array}{c|c}
0_{n} & \mathbb{1}_{n} \\
\hline \mathbb{1}_{n} & 0_{n}
\end{array}\right)\binom{v}{\hline w}=A w+B v \in \mathbb{F}_{2}^{m},
$$

where $A, B \in \mathbb{F}_{2}^{m \times n}$, and $0_{n}$ and $\mathbb{1}_{n}$ are the zero and identity matrix on $\mathbb{F}_{2}^{n \times n}$.

A stabiliser code is a Calderbank-Shor-Steane code (CSS code) whenever the stabiliser group has a set of generators that can be partitioned in a set $\mathcal{S}_{x}$ of $X$ operators and a set $\mathcal{S}_{z}$ of $Z$ operators [11, 12]. In the following we describe CSS codes borrowing from the language of algebraic topology and using chain complexes, see [13]. We believe that the chain complex perspective can not only enlighten our understanding of CSS codes, but also inspires new code constructions, as it has been demonstrated several times already [14].

We can associate a length- 2 chain complex over $\mathbb{F}_{2}$ to any CSS code and, vice-versa, to any chain complex of length at least two we can associate a CSS code. A length- $\ell$ chain complex is an object described by a sequence of $\ell+1$ vector spaces $\left\{C_{i}\right\}_{i}$ over $\mathbb{F}_{2}$ and $\ell$ linear operators $\delta_{i}: C_{i} \rightarrow C_{i+1}$ such that, for each $i, \delta_{i+1} \delta_{i}=0$. Given a chain complex:

$$
C_{0} \xrightarrow{\delta_{0}} C_{1} \xrightarrow{\delta_{1}} C_{2}
$$

where $C_{i}$ has dimension $n_{i}$, we can define a CSS code as explained below.
With slight abuse of notation, let $\delta_{0}, \delta_{1}$ indicate the matrix representations of the corresponding binary maps for some preferred bases of the spaces $C_{0}, C_{1}$ and $C_{2}$. The $X$ stabiliser group $\mathcal{S}_{x}$ is generated by the set of the $X(v)$, as $v$ varies among the rows of $\delta_{0}^{T}$. The $Z$ stabiliser group $\mathcal{S}_{z}$ is generated by $Z(w)$, as $w$ varies among the rows of $\delta_{1}$. Because $\delta_{1} \delta_{0}=0$, the group $\mathcal{S}_{x \cup z}=\left\langle\mathcal{S}_{x} \cup \mathcal{S}_{z}\right\rangle$ generated by $\mathcal{S}_{x} \cup \mathcal{S}_{z}$ is Abelian and therefore defines a stabiliser code. The dimension of the code so defined is:

$$
k=\operatorname{dim}\left(\operatorname{ker} \delta_{1}\right)-\operatorname{dim}\left(\operatorname{im} \delta_{0}\right)=\operatorname{dim}\left(\operatorname{ker} \delta_{0}^{T}\right)-\operatorname{dim}\left(\operatorname{im} \delta_{1}^{T}\right),
$$

and equates the dimension of the first homology group, $\left(\operatorname{ker} \delta_{1} / \mathrm{im} \delta_{0},+\right)$, of the chain complex, or equivalently the dimension of the zeroth cohomology group, $\left(\operatorname{ker} \delta_{0}^{T} / \mathrm{im} \delta_{1}^{T},+\right)$. We call elements in the first homology group and the zeroth cohomology group cycles and co-cycles respectively. The homology and cohomology groups are additive quotient groups and therefore their elements are equivalence classes.

Explicitly, $[v] \in \operatorname{ker} \delta_{1} / \operatorname{im} \delta_{0}$ and $[w] \in \operatorname{ker} \delta_{0}^{T} / \operatorname{im} \delta_{1}^{T}$ are defined as:

$$
\begin{aligned}
{[v]=\left\{v+a_{0} \text { such that } a_{0} \in \operatorname{im} \delta_{0}\right\}, } & \text { for } v \in \operatorname{ker} \delta_{1} \\
{[w]=\left\{w+a_{1}^{\prime} \text { such that } a_{1}^{\prime} \in \operatorname{im} \delta_{0}\right\}, } & \text { for } \mathrm{w} \in \operatorname{ker} \delta_{0}^{T}
\end{aligned}
$$

For a CSS code, we define the logical Pauli $X$ group, $\mathcal{L}_{x}$, and the logical Pauli $Z$ group, $\mathcal{L}_{z}$ :

$$
\begin{aligned}
\mathcal{L}_{x} & =\left\{X(v) \text { s.t } v \in[v] \in \operatorname{ker} \delta_{1} / \operatorname{im} \delta_{0}\right\} \\
\mathcal{L}_{z} & =\left\{Z(w) \text { s.t } w \in[w] \in \operatorname{ker} \delta_{0}^{T} / \operatorname{im} \delta_{1}^{T}\right\} .
\end{aligned}
$$

The Pauli operators in $\mathcal{L}_{x}$ and $\mathcal{L}_{z}$ are the operators whose symplectic representation are cycles and co-cycles. The logical Pauli group of the code $\mathcal{L}_{x \cup z}=\left\langle\mathcal{L}_{x} \cup \mathcal{L}_{z}\right\rangle$ is the group generated by $\mathcal{L}_{x} \cup \mathcal{L}_{z}$. Since CSS codes are stabiliser codes, what has been said for the logical Pauli group of stabiliser codes still holds:

$$
\mathcal{L}_{x \cup z}=\mathcal{N}\left(\mathcal{S}_{x \cup z}\right) / \mathcal{S}_{x \cup z} .
$$

In particular, the equivalence classes of cycles and co-cycles respect the equivalence classes of logical operators on the codespace and two logical Pauli operators have the same actions on the codespace if and only if their symplectic representations define the same homology and cohomology class:

$$
X(v) Z(w)=X\left(v^{\prime}\right) Z\left(w^{\prime}\right) \quad \text { in } \quad \mathcal{L}_{x \cup z},
$$

if and only if

$$
[v]=\left[v^{\prime}\right] \quad \text { in } \quad \operatorname{ker} \delta_{1} / \operatorname{im} \delta_{0} \quad \text { and } \quad[w]=\left[w^{\prime}\right] \quad \text { in } \quad \operatorname{ker} \delta_{0}^{T} / \operatorname{im} \delta_{1}^{T} .
$$

For CSS codes, we define the $X$ and $Z$ distances, $d_{x}$ and $d_{z}$, as the minimum weight of a representative of a non-trivial cycle and co-cycle. The distance of the code is the minimum between the two. For instance, the quantum repetition code is a CSS codes with $d_{x}=3$ and $d_{z}=1$ and hence it has distance 1. We show in Section 1.4 how to build a CSS code with both $d_{x}>1$ and $d_{z}>1$.

### 1.4 The planar code

In Section 1.3 we introduced the quantum repetition code and pointed out how it fails to protect the encoded logical qubit from arbitrary errors. In this Section, we briefly review the planar code, a quantum code which represents the proper quantum version of the classical repetition code. The planar code was first introduced in $[15,16]$ as an adaption to the two-dimensional planar geometry of Kitaev's seminal work on the toric code [7,17]. Not only is the planar code the currently leading candidate in quantum error correction [18] but it is also an hypergraph product code - the main object of our studies in Chapters 3 to 5 .

We imagine qubits placed on the edges of a $\ell \times(\ell-1)$ square lattice $\mathfrak{L}$ and refer to this $n$-qubit register, where $n=\ell^{2}+(\ell-1)^{2}=2 \ell^{2}-2 \ell+1$, as $q_{\ell}$. On $q_{\ell}$, we define the operator $Z_{\text {vert }}$ as any of the $Z$ Pauli operators whose support spans an entire column of vertical edges. Similarly, the operator $X_{\text {hor }}$ is defined as any $X$ Pauli operator whose support spans an entire row of vertical edges. See Fig. 2a. The operators $Z_{\text {vert }}$ and $X_{\text {hor }}$ have both weight $\ell$ and they always anti-commute since their supports

(a)
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Figure 2: Planar code of distance $d=10$. Qubits are placed on the edges. Pauli $Z$ operators have support on orange edges, while Pauli $X$ operators have support on blue edges. In (2a), we can see one face operator, the orange square, and one vertex operator, the blue cross. The horizontal blue line represents the support of $X_{\text {hor }}$ and the vertical orange one represents the support of $Z_{\text {vert }}$. As expected, $X_{\text {hor }}$ and $Z_{\text {vert }}$ have odd overlap - namely the overlap on the one qubit located on the bottom-right-corner edge. In (2b) colored edges represent the support of Pauli errors: blue for $X$ errors and orange for $Z$ errors. Orange squares and blue circles correspond to the locations of the stabilisers which yield non-trivial syndrome. Orange squares at the boundary of blue errors are face stabilisers that anti-commute with the blue errors while blue circles are vertex stabilisers that anticommute with the orange errors. The error locations and shapes have been chosen to highlight the similarity between the classical repetition code and the planar code, see also Fig. 1.
overlap on exactly one physical qubit. Since they respect the commutation relations of Pauli $X$ and Pauli $Z$ in $\mathcal{P}_{1}$, they suitably define logical Pauli $X$ and $Z$ operators on a one-dimensional subspace of $\left(\mathbb{C}^{2}\right)^{\otimes n}$. For every square face $\square_{f}$ and every vertex $+_{v}$ of the lattice $\mathfrak{L}$, we define the operators:

$$
\begin{aligned}
\square_{f} & =\prod_{i \sim f} Z_{i} \\
+_{v} & =\prod_{i \sim v} X_{i}
\end{aligned}
$$

where $i$ represents a qubit location. We write $i \sim f$ if the edge $i$ belongs to the face $f$, and $i \sim v$ if the edge $i$ is incident to the vertex $v$. We define the groups $\mathcal{S}_{\square}$ and $\mathcal{S}_{+}$as the subgroups of $\mathcal{P}_{n}$ generated by the faces and vertices operators respectively:

$$
\begin{aligned}
& \mathcal{S}_{\square}=\left\langle\square_{f} \text { s.t. } f \text { is a face of } \mathfrak{L}\right\rangle, \\
& \mathcal{S}_{+}=\left\langle+_{v} \text { s.t. } v \text { is a vertex of } \mathfrak{L}\right\rangle .
\end{aligned}
$$

The group $\mathcal{S}=\left\langle\mathcal{S}_{\square}, \mathcal{S}_{+}\right\rangle$is Abelian: on a square lattice, neighbouring faces and vertices shares two edges, so the $Z$ operator $\square_{f}$ and the $X$ operator $+_{v}$, either have disjoint support or they overlap on
exactly two edges. Hence,

$$
\begin{aligned}
\mathcal{N}_{\ell} & \xrightarrow{\gamma_{\ell}} \mathcal{P}_{1} \\
\mathcal{S} & \rightarrow \mathbb{1}, \\
Z_{\text {vert }} & \longmapsto Z, \\
X_{\text {hor }} & \longmapsto X,
\end{aligned}
$$

where

$$
\mathcal{N}_{\ell}=\left\langle i \mathbb{1}, \mathcal{S}, Z_{\text {vert }}, X_{\text {hor }}\right\rangle
$$

is a well-defined group homomorphism that fully characterizes the codespace $\mathcal{C}_{\ell} \simeq \mathbb{C}^{2}$ of the planar code:

$$
\mathcal{C}_{\ell}=\left\{|\psi\rangle_{\ell} \in\left(\mathbb{C}^{2}\right)^{\otimes n} \text { s.t. } S|\psi\rangle_{\ell}=|\psi\rangle_{\ell} \text { for all } S \in \mathcal{S}\right\} .
$$

The chain complex associated with the planar code is:

$$
\mathbb{F}_{2}^{n-1} \xrightarrow{\sigma_{+}^{T}} \mathbb{F}_{2}^{n} \xrightarrow{\sigma_{\square}} \mathbb{F}_{2}^{n-1}
$$

where $\sigma_{+}$and $\sigma_{\square}$ are the two syndrome maps that measure every vertex and face operator respectively. Namely, for $|\psi\rangle \in\left(\mathbb{C}^{2}\right)^{\otimes n}$, the $v$ th coordinate of $\sigma_{+}(|\psi\rangle) \in \mathbb{F}_{2}^{n-1}$ is 1 if and only if the measurement of the observable $+_{v}$ on the state $|\psi\rangle \in\left(\mathbb{C}^{2}\right)^{\otimes n}$ yields outcome -1 , and likewise for $\sigma_{\square}(\cdot)$. By construction, $\sigma_{+}(P)=\sigma_{\square}(P)=0$, for every $P \in \mathcal{N}_{\ell}$. Shortly, the planar code has parameters $n=\ell^{2}+(\ell-1)^{2}, k=1, d_{x}=d_{z}=\ell$.

The planar code is the quantum twin of the classical repetition code, as we now outline. Suppose that a $Z$ error $Z_{i}$ occurs on a qubit placed on the vertical edge $i$. Upon measurement of face operators, the state $Z_{i}|\psi\rangle_{\ell}$ yield outcomes +1 because $\square_{f}$ and $Z_{i}$ commute for every face $f \in \mathfrak{L}$. The situation is different when we measure vertex $X$-operators. Operators $+{ }_{v}$ defined by vertices $v$ that are not on the same column as the edge $i$, commute with $Z_{i}$. However, if we restrict to vertices on the same column as $i$, we find an instance of the repetition code of length $\ell$ : only the vertices at the north and the south of the edge $i$ anti-commute with $Z_{i}$. Furthermore, if we expand the error pattern $Z_{i}$ and consider a $Z$ error $Z_{(w)}$ with support on $w<\ell$ consecutive vertical edges, then, again as for the repetition code, the only vertex operators that possibly anti-commute with it are the ones that reside at its north and south boundary. A similar argument works for horizontal edges, east and west boundaries and $X$ errors, Fig. 2b. The observation that the encoding induced on columns by vertex operators is a repetition code is key in understanding that operators of the type $Z_{\text {vert }}$ are the minimum weight $Z$-operators that can not be detected - and similarly for $X_{\text {hor }}$ type operators. As in the classical repetition code, where the parallel flip operation on all the bits of the register was a valid logical operation on the encoded bit, here $Z_{\text {vert }}$ and $X_{\text {hor }}$ are non-trivial logical operations on the codespace, therefore undetectable. Hence, for $\ell \geq 2$, all single-qubit errors can be detected and, using $n=2 \ell^{2}-2 \ell+1$ physical qubits to protect one logical qubit, we can decrease the probability of undetectable Pauli errors from $p$ to $p^{\ell}$.

The planar code is a 'working' quantum error correcting code, not only it is resilient to both $X$ and $Z$ errors (and therefore all errors) but, at the cost of considering codes of increasing size, it can
grant protection against an arbitrary number of errors. Most importantly for our scope, it is a hypergraph product code, see Chapter 3.

In Sections 1.5 and 1.6, we formulate two central problems in the theory of quantum information processing, namely logical operations and syndrome errors. Our brief overview aims to familiarise the reader to our works in Chapters 4 and 5.

### 1.5 On logical operations

A code, per se, is a static object. Nonetheless, we want to process and manipulate the information stored and protected in its codespace. To this end it is necessary to develop a theory of fault-tolerant computation and seek ways to implement logical operations on the protected logical qubits. Suppose that $\mathcal{C}(\mathcal{S})$ is a $\llbracket n, k, d \rrbracket$ code, with encoding map $\hat{G}:\left(\mathbb{C}^{2}\right)^{\otimes k} \longrightarrow\left(\mathbb{C}^{2}\right)^{\otimes n}$. The obvious strategy is:
(i) Un-encode the logical qubit state $|\psi\rangle_{\log } \in \mathcal{C}(\mathcal{S}) \subseteq\left(\mathbb{C}^{2}\right)^{\otimes n}$. Namely apply a left-inverse of $\tilde{G}$ to the $n$-qubit register $|\psi\rangle_{\text {log }}$, and obtain $|\tilde{\psi}\rangle_{\text {phy }} \in\left(\mathbb{C}^{2}\right)^{\otimes k}$.
(ii) Perform the desired quantum gate on the physical qubit register $\left(\mathbb{C}^{2}\right)^{\otimes k}$ in the state $|\tilde{\psi}\rangle_{\text {phy }}$, and obtain $\left|\tilde{\psi}^{\prime}\right\rangle_{\text {phy }} \in\left(\mathbb{C}^{2}\right)^{\otimes k}$.
(iii) Encode the state $\left|\tilde{\psi}^{\prime}\right\rangle_{\text {phy }}$ via the application of the encoding map $\hat{G}$, and obtain the state $\left|\psi^{\prime}\right\rangle_{\log } \in$ $\left(\mathbb{C}^{2}\right)^{\otimes n}$.

Clearly though, during step (ii) the physical qubits are not protected from noise.
A possible solution is to avoid the un-encode step and perform the operation directly on the codespace via transversal operators. A unitary operator $U$ on a $n$-qubit register is said to be transversal if it can be written as the tensor product of single-qubit unitaries:

$$
U=\bigotimes_{i=1}^{n} U_{i}
$$

where $U_{i}$ is unitary operator on $\mathbb{C}^{2}$. A transversal operator is naturally fault-tolerant. A Pauli error on one of the qubits on the register is only propagated to one single qubit, and failure of one of its product components similarly only affects one qubit. Unfortunately, by the Eastin-Knill theorem, no code allows a universal set of transversal gates [19, 20]. The Eastin-Knill theorem, however, does not rule out the existence of other fault-tolerant protocols for universal quantum computation and in fact, there exist several proposals for universal fault-tolerant computation such as the addition of measurements and classical feed-forward [21], magic state distillation [22], code concatenation [23] and pieceable fault tolerance [24].

### 1.6 On syndrome measurement errors

We have so far illustrated a framework where information is protected by a code, errors are detected via perfect syndrome measurements and the appropriate correction is found by a decoder. However, the syndrome can be noisy too and conventionally syndrome errors are dealt with by repeating multiple rounds of measurements to increase the confidence in the result. In this Section instead we discuss the single-shot scenario, where only one round of syndrome measurements is performed.

Our presentation starts with the construction of a two-dimensional classical repetition code. Not only does the two-dimensional repetition code protect one single bit from flip errors in single-shot mode but, more importantly, it constitutes a simple but sound illustration of the confinement property and related single-shot error correction features $[25,26]$ that are the main object of Chapter 5 . Single-shot error correction has historically been understood as a by-product of self-correction phenomena [27, 28], and in this same spirit we then introduce the two-dimensional Ising model as a self-correcting classical memory. Macroscopic confinement for the two-dimensional repetition code corresponds to the existence of a macroscopic energy barrier in the two-dimensional Ising model, which ensures its self-correcting properties as a classical memory. We review these concepts and their relations in Section 1.6.1.

Given a syndrome map $\sigma: \mathbb{F}_{2}^{n} \longrightarrow \mathbb{F}_{2}^{m}$, we assume that the observed syndrome $\tilde{s}$ is noisy:

$$
\tilde{s}=\sigma(e)+\eta \in \mathbb{F}_{2}^{m}
$$

where $e \in \mathbb{F}_{2}^{n}$ is the bit error vector and $\eta \in \mathbb{F}_{2}^{m}$ is the syndrome measurement error. Loosely, given a $[n, k, d]$ code with syndrome map $\sigma$, we say that a pair syndrome map-decoder $\left(\sigma, \mathcal{D}_{\mathrm{ss}}\right)$ is single-shot if

The decoder $\mathcal{D}_{\text {ss }}$, on input a noisy syndrome $\sigma(e)+\eta$, for $|e|<t$ and $|\eta|<d_{\mathrm{ss}}$ for some integer $d_{s s}>1$ outputs a recovery operator $e_{r}$ such that, the residual error on the system after correction is correctable:

$$
\left|e+e_{r}\right|<t
$$

where $t=\lfloor d-1 / 2\rfloor$ and $d$ is the distance of the code defined by the syndrome map $\sigma$.
In what follows, we refer to the classical repetition code as defined in Section 1.3 as the one-dimensional repetition code. We claim that the one-dimensional repetition code and a ML decoder are not singleshot. We illustrate our claim with an example. Consider the $[7,1,7]$ repetition code with syndrome map $H \in \mathbb{F}_{2}^{6 \times 7}$ such that $H_{i, i}=1, H_{i, i+1}=1$, for $i=1, \ldots, 6$ and $H_{i, j}=0$ elsewhere, see Fig. 1. Let $e$ be the bit error and $\eta$ the syndrome error defined as:

$$
e=\left(\begin{array}{lllllll}
0 & 0 & 1 & 1 & 0 & 0 & 0
\end{array}\right)^{T}, \quad \eta=\left(\begin{array}{llllll}
0 & 1 & 0 & 0 & 0 & 0
\end{array}\right)^{T} .
$$

The observed syndrome $\tilde{s}$ is:

$$
\tilde{s}=\left(\begin{array}{llllll}
0 & 0 & 0 & 1 & 0 & 0
\end{array}\right)^{T} .
$$

On input $\tilde{s}$, the ML decoder $\mathcal{D}$ defined in Eq. (1.7), outputs the recovery operator $e_{r}$ :

$$
e_{r}=\left(\begin{array}{lllllll}
0 & 0 & 0 & 0 & 1 & 1 & 1
\end{array}\right)^{T}
$$

yielding the non-correctable weight-5 residual error $e+e_{r}$ :

$$
e+e_{r}=\left(\begin{array}{lllllll}
0 & 0 & 1 & 1 & 1 & 1 & 1
\end{array}\right)^{T}
$$

Although an example does not constitute a proof, it is enough to reveal why the one-dimensional repetition code does not have single-shot properties. The reason is that the one-dimensional repetition code does not have confinement. We can think of the syndrome weight as a cost function. In the
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Figure 3: Two-dimensional [90, 1, 90] repetition code. Bits are placed on faces and checks on edges. Grey faces represent the support of flip errors on bits. The red edges represent the support of the corresponding syndrome. In (3a) the support of the error $e$ is highlighted in grey. The syndrome $\sigma(e)$ has support on the red edges which form the perimeter of the error area. In (3b) the error $e$ and the observed syndrome $\sigma(e)+\eta$. The support of the syndrome error $\eta$ is represented by the shaded red edges. The observed syndrome $\sigma(e)+\eta$ has support on the red edges. In (3c) the support of the residual error $e+e_{r}$ is highlighted in grey. Its syndrome $\sigma\left(e+e_{r}\right)$ has support on the red edges at its boundary. The residual error is produced after the recovery $e_{r}$ is found by a ML decoder that minimises the weight of the residual syndrome $\sigma\left(e+e_{r}\right)$.
one-dimensional repetition code, errors on adjacent edges always trigger at most two checks, the ones at the boundaries of the error chain. Hence, starting from an error configuration where only one edge is flipped, we could lengthen the error chain at one of the boundaries without increasing the weight of its syndrome. Crucially, we could do so till we have flipped more than half of the edges, and the error chain is not correctable anymore. The key point is that the syndrome weight is not always proportional to the error weight and therefore small syndrome errors could produce high-weight residual errors: the syndrome map is not confined.

Alternatively, we can build a two-dimensional repetition code and ensure that the syndrome's weight grows with the weight of the error. In the two-dimensional repetition code we consider a square lattice where bits are placed on faces and checks on edges. Each edge assesses the parity of the faces it belongs to: the faces at its north and south for horizontal edges, the faces at its east and west for vertical edges. In particular the syndrome is local with respect to the error support. Moreover, the syndrome weight cost function grows as the perimeter of the error area: the syndrome is confined. Because the syndrome weight is proportional to the error weight, small syndrome errors will produce small residual error, see Fig. 3. This intuition is justified when the syndrome weight is mapped into an energy cost of a suitably defined statistical mechanical model. As we explain in Section 1.6.1, for our purposes the repetition code corresponds to the Ising model.

### 1.6.1 Statistical mechanics models for error correction

The bit (and qubit) encoding proposed rely on a common strategy that we can summarise as follows.
(i) Find an abstraction of the elementary system considered, the vector space $\mathbb{F}_{2}$.
(ii) Identify its basic dynamics, the flip operator.
(iii) Find a description for composite systems, the direct sum of vector spaces over $\mathbb{F}_{2}$.
(iv) Find an embedding of the elementary system into a composite one such that the elementary system is there described by global features, the syndrome map.
(v) Determine a suitable description of the dynamics of the embedded elementary system, logical flip.
(vi) Verify that the chosen embedding mitigates the impact of errors, lower probability of undetected errors.

Essential to successful error protection in this paradigm is the embedding of the dynamics of the elementary system, the bit, into macroscopic properties of a large system of interacting elementary units, a multi-bit register. The prototypical example of such embedding in statistical mechanics is the Ising model of ferromagnetism and its physical realization is the basis of magnetic classical data storage [29]. The fact that the two-dimensional (2D) Ising model has a phase transition ensures the existence of a self-correcting bit memory - a macroscopic physical system that enables robust storage and manipulation of classical information without the need for active error correction [27, 30].

In this Section, we think of a bit as a spin- $\frac{1}{2}$ particle whose possible states are the $\uparrow$ and the $\downarrow$ state, corresponding to 0 and 1 respectively. In the D-dimensional Ising model, a spin- $\frac{1}{2}$ is placed at each site of a D-dimensional lattice and each spin is coupled to its neighbouring spins [29]. We here consider only square lattices and indicate by $\Omega$ the configuration space for $n$ spins on a D-dimensional square lattice, $|\Omega|=2^{n}$. For $\omega \in \Omega$ with the assignment $\uparrow$ to +1 and $\downarrow$ to -1 , the total energy of the system reads:

$$
\begin{equation*}
H(\omega)=-J \sum_{i \sim j} \omega_{i} \omega_{j} \tag{1.13}
\end{equation*}
$$

where $i \sim j$ if the lattice site $i$ and $j$ are neighbours. On a square lattice in D-dimension each spin has $2 D$ neighbours e.g. in 1 dimension each spin in the bulk is coupled to its left and right neighbours and in 2 dimensions it is coupled to its north, east, west and south ones. We consider the ferromagnetic Ising model, obtained for $J>0$ in Eq. (1.13). A ferromagnetic system has two degenerate ground states: the one with all spins aligned in the $\uparrow$ state, $\omega^{\uparrow}$, and the one with all spins aligned in the $\downarrow$ state, $\omega^{\downarrow}$. We define the magnetization of a configuration $\omega \in \Omega$ as:

$$
m(\omega)=\frac{1}{n} \sum_{\omega_{i} \in \omega} \omega_{i} .
$$

The magnetization $m(\omega)$ is a real value in $[-1,1]$. If we consider the interaction of the spin system with the environment, its statistical behaviour is described by the Boltzmann distribution. The probability of the system of being in the configuration $\omega$ is

$$
\mathbb{P}(\omega)=\frac{e^{-\beta H(\omega)}}{Z_{\beta}}, \quad \omega \in \Omega,
$$

where $\beta=1 / T$ is the inverse temperature (with appropriate choice of scale i.e. $T$ is the inverse thermal energy $T=k T^{\prime}$ where $T^{\prime}$ is the temperature in absolute degrees and $k$ is the Boltzmann's constant)
and $Z_{\beta}$ is the partition function:

$$
Z_{\beta}=\sum_{\omega \in \Omega} e^{-\beta H(\omega)}
$$

The average magnetization of the system is defined as:

$$
\begin{equation*}
\langle m\rangle=\sum_{\omega \in \Omega} m(\omega) \mathbb{P}(\omega) \tag{1.14}
\end{equation*}
$$

For all finite positive temperatures, the average magnetization of the system is 0 . In fact, if $-\omega$ denotes the configuration where all spins are flipped with respect to $\omega$, we have $H(\omega)=H(-\omega)$ and hence $\mathbb{P}(\omega)=\mathbb{P}(-\omega)$. Because $m(\omega)=-m(-\omega)$, the non-zero terms in Eq. (1.14) cancel pairwise and $\langle m\rangle=0$. The system however has a temperature dependency. In the limit $\beta \rightarrow 0$ the Boltzmann distribution on $\Omega$ converges to the uniform distribution: for each $\omega \in \Omega$,

$$
\lim _{\beta \rightarrow 0} \mathbb{P}(\omega)=\frac{1}{|\Omega|}
$$

For $\beta \rightarrow \infty$ instead the Boltzmann distribution concentrates on the configuration $\omega^{\uparrow}$ and $\omega^{\downarrow}$ that minimise the energy in Eq. (1.13), the ground states. Therefore, for $T \rightarrow 0$ and $\beta \rightarrow \infty$ :

$$
\lim _{\beta \rightarrow \infty} \mathbb{P}(\omega)= \begin{cases}\frac{1}{2}, & \text { for } \omega=\omega^{\uparrow}, \omega^{\downarrow}  \tag{1.15}\\ 0, & \text { otherwise }\end{cases}
$$

Equation (1.15) says that, in the limit of small temperatures, a system initialised in one of the two ground states is stable under sufficiently small thermal fluctuations. The two limit cases of infinite and zero temperature reveal the existence of very different possible scenarios. At high temperatures, we expect the typical configuration to have an equal proportion of spins in the $\uparrow$ and $\downarrow$ states. At zero temperature, we expect most of the spins to be in the same state. Nonetheless, these two limit cases do not inform us on the typical behaviour of the system for intermediate values of the inverse temperature $0<\beta<\infty$. For our purposes, we want to determine if it is possible to preserve the system in one of the two ground states at finite values of $\beta<\infty$, at the price of considering systems of growing size. In other words, if above we have fixed the size $n$ of the configuration space and studied the behaviour as $\beta \rightarrow \infty$, now we want to study the behaviour of the system when $\beta$ is fixed and $n \rightarrow \infty$.

The problem is to assess whether or not there exist arbitrarily low but positive values of the temperature for which the magnetization of the system is observed as a global order parameter. More precisely, we want to understand whether D-dimensional lattice spin systems of increasingly large size $n$ exhibits global magnetization, for some arbitrary $\beta<\infty$. A counting argument shows that the probability for the system to be in one of the two ground states decreases, even at low temperatures, as the number of spins increases. In fact, the number of excited states that differs from one of the two ground states on $w$ sites is proportional to $\binom{n}{w} \sim \frac{n^{w}}{w!}$. Hence, even if the ground states have larger individual probability at low temperatures, the number of different possible configurations of excited states grows with the size of the system $n$. The tension between these two phenomena, the energy and the entropy cost of excitations, determines the existence of a phase transition, a discontinuous change in the global magnetization of the system.

In the Ising model, the existence of a phase transition is dimensionally-dependent: the 1D Ising
model has no phase transition whilst the 2D Ising model, or actually the Ising model in any dimension $\mathrm{D} \geq 2$, does have a phase transition. To understand how this is the case we consider the energy cost, or energy barrier, of a spin flip. Let us consider a 1D and a 2D lattice where most of the spins are aligned in the $\uparrow$ state but there are some 'droplets' of flipped neighbouring spins in the $\downarrow$ state. Eq. (1.13) imposes an energy cost of $2 J$ for each pair of anti-aligned neighbouring spins, so that the energy cost for flipping a droplet of spins is proportional to its boundary. Because in 1D boundaries of consecutive segments of spins are zero-dimensional, flipping one spin has an energy penalty of $4 J$, but flipping any of its neighbours has no additional energy cost. Thus, starting from the ground state configuration $\omega^{\uparrow}$, we could reverse the magnetization of the system at constant energy cost $-4 J$. In 2 D instead, the boundary of a droplet grows proportionally to its area and therefore the energy cost for reversing the magnetization of the system is proportional to the system size. As such, we expect systems of increasing size to be increasingly more robust to thermal fluctuations. Peierls argument [31] that the 2D Ising model has a phase transition at some critical temperature $T_{c}>0$ is based on this same intuition and in particular entails that the macroscopic behaviour of the 2D Ising model depends on the temperature. At high temperature the typical configuration has magnetization close to 0 , whilst below $T_{c}$ the absolute value of the magnetization gets closer to 1 as the temperature decreases, see Fig. 4.


Figure 4: Figure from [29]. Monte Carlo simulations of the 2D Ising model for $n=100$ as $p=$ $1-e^{-2 \beta} \in[0,1)$ varies. White dots represent $\uparrow$ spins and black dots represent $\downarrow$ spins, $p_{c}=1-e^{-2 \frac{1}{T_{c}}}$ corresponds to the value at the critical temperature $T_{c}$. For high temperatures, $p$ is close to 0 and the $\uparrow$ and $\downarrow$ states roughly appear in the same proportions. At low temperatures and above $p_{c}$, a typical configuration is a ground state with a small number of excitations and hence would give magnetization close to either +1 or -1 .

The correspondence of the Ising model to a self-correcting memory is understood via the identification of thermal fluctuations with random flip errors. The states $\omega^{\uparrow}$ and $\omega^{\downarrow}$ can be naturally thought of as the length $n$ repetition code encoding of a bit or a qubit, as in Eq. (1.1) and Eq. (1.3). The magnetization is a global property of the system and it is also a measure of the information there stored: $m\left(\omega^{\uparrow}\right)=1, m\left(\omega^{\downarrow}\right)=-1$ and $m(\omega) \neq \pm 1$ otherwise. If we find $m>0$, a majority of the spins is in the $\uparrow$ state and a ML decoder would interpret the encoded bit as being in the 0 state; vice-versa, $m<0$ indicates the 1 state. The existence of a phase transition therefore determines the ability of the
spin system to robustly encode a bit: if the magnetization of the system is preserved at some non-zero temperature, the logical bit can undergo thermal excitations but still preserve its information content. In conclusion, a bit encoded in the magnetization of the 2D Ising model where flip errors correspond to thermal fluctuations exhibits self-correction below a critical temperature $T_{c}$. Below $T_{c}$, the thermal fluctuations will correct errors at a higher pace than they are introduced, by favouring lower energy configurations in which the error droplets narrow.

Self-correction and single-shot error correction are complementary problems [25]. In both settings, the goal is not to remove all entropy - all errors - in the system but only to keep it under control. By ensuring that the residual error left on the system is small enough, we can be confident that the information there stored is not irreversibly damaged. Self-correction is intrinsically syndrome-agnostic and therefore could explain single-shot error correction, where syndrome information has to be treated as maybe inaccurate. We refer to Chapter 5 for an in-depth analysis of single-shot error correction.
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## Chapter 2

## The need for good codes - Overview

The two main challenges to overcome in order to build a usable and useful quantum computer are noise and scalability. Careful quantum code design could provide the solution to both. The planar code is today the leading approach for fault-tolerant quantum computing. Crucially, it is an LDPC code for which the syndrome extraction circuit is not only low-depth but also local ${ }^{1}$. Locality is what makes planar code experimental realizations practical $[1,2,3,4]$. However, the planar code family parameters are not good.

The term good is borrowed from classical coding theory: a $[n, k, d]$ code is said good if both $k$ and $d$ scale linearly with $n$ - the same definition applies to a $\llbracket n, k, d \rrbracket$ quantum code. A code family has rate $r \in \mathbb{R}$ if the ratio $k / n$ tend to $r$, as we consider codes of increasing size $n$. In particular, codes with dimension linear in their length will have positive rate $r>0$. A family of codes has a threshold $p_{\mathrm{th}}>0$ if, for error rates below $p_{\text {th }}$ in the examined noise model, there exists a decoder whose probability of failure decays exponentially in the system size [5]. Loosely, having a threshold means that the code is robust to typical errors and hence, by considering codes of increasing size and distance, we can increase the system's resilience to faults.

The planar code has distance scaling as $\sqrt{n}$ and zero rate. Even if the distance scaling is sublinear, the planar code family has a threshold [6, 7]. Having a threshold, the planar code solves the problem of noise but fails in addressing scalability. Thirteen physical qubits ${ }^{2}$ are needed to protect one logical qubit from one error, and a reasonably protected logical qubit would need between $10^{3}$ and $10^{4}$ physical qubits, depending on the application and the noise in the device $[9,10,11,12]$. This contrasts with the best achievable parameters for classical LDPC codes: as first shown by Gallager in 1963 [13], good classical LDPC codes do exist. Furthermore, these codes can be efficiently decoded [14, 15]. In classical coding theory the LDPC property is necessary for the existence of efficient decoders, but, for quantum codes, it is even more relevant. At a high level, a scalable fault-tolerant quantum computation needs, of course, codes with a good rate, good distance and an efficient decoding algorithm. At a lower level, it needs to be resilient to errors occurring at any step in the circuit model. We need fault-tolerant state preparation, fault-tolerant measurements for syndrome extraction and fault-tolerant gate constructions. The LDPC assumption is here essential in the design of quantum

[^5]codes because the number of gates, and hence potentially faulty locations, required to perform error correction scales with the stabilizer weight [16, 17, 18].

Gallager's construction is random: with high probability, a random low-density parity check matrix will define a classical code with constant rate and linear distance. However, to build a quantum LDPC code, some structure is needed. On the one hand, a $\llbracket n, k, d \rrbracket$ stabilizer code can be mapped onto a $\llbracket 4 n, 2 k, 2 d \rrbracket \mathrm{CSS}$ code, so that parameters are the same up to constant factors [19]. On the other, we cannot employ random binary code constructions to define CSS codes via their symplectic representation. A random matrix for the $X$ stabilizers would define a high-distance classical code, as such the resulting $Z$ stabilizer matrix will not be sparse. In the literature, structure to ensure the commutativity constraints whilst preserving the sparsity of the check matrices has either been given by geometry or via randomness aided by product constructions. The earliest examples of the former, obtained via hyperbolic surfaces, can be found in [20, 21, 22] or the review [23]. Our work focuses on the first product construction, the hypergraph product, originally proposed by Tillich and Zémor in [24]. The planar code is a special instance of hypergraph product codes which, in general, use classical random matrices as seeds [24, 25, 26, 27]. When good LDPC code families are used as seeds, the corresponding hypergraph product codes have constant rate and distance scaling as $\sqrt{n}$. Even if hypergraph product codes do not have great distance scaling, as happens for the planar code, they tolerate typical errors [5]. Furthermore, they can be efficiently decoded [28, 29, 30, 31, 32, 33, 34, 35] and some work has also been done in terms of fault-tolerant computation [36, 37, 38], and syndrome extraction circuits [39, 40].

When we started working on hypergraph product codes they were the best LDPC code family known, with $k \sim n$ and $d \sim \sqrt{n}$. This is no longer the case and good qLDPC codes are now known to exist. We here report a brief history of the good qLDPC discovery and refer the reader to [23] for a -already outdated- review. In 1997 Kitaev introduces the toric code - a hypergraph product code with parameters $\llbracket 2 n^{2}, 2, n \rrbracket$. In 2002 , Freedman, Meyer and Luo used hyperbolic geometry to build a family of codes with distance scaling as $\sqrt{n} \sqrt[4]{\log n}$ but again with zero rate [20]. No progress was made until 2020, when the first code constructions with $d \sim \sqrt{n}$ polylog $n$ were proposed [41, 42] and then finally $d>\sqrt{n}$ polylog $n[43,44,45]$. Some of these constructions yield a constant rate in the asymptotic limit but still do not obey the definition of good codes. Panteleev and Kalachev eventually exhibited the first construction of asymptotically good quantum LDPC codes in 2021 [46], closely followed by Leverrier and Zémor [47], Dinur et al. [48], Lin and Hsieh [49]. The existence of (asymptotically) good quantum LDPC codes is definitely a breakthrough for our field but it is far from being the end of the story.

Good LDPC codes could solve scalability in theory, but much more goes into the architecture of a fault-tolerant quantum computer - at a minimum: experimentally feasible circuit design, practical efficient decoders and fault-tolerant encoded operations are needed. These issues have been studied at depth for the surface code (see, for instance, the review [9]) and less so for codes with $k>1$ [23]. Gottesman's foundational Threshold Theorem [50] ensures that fault-tolerant quantum computation is possible with constant overhead if positive rate codes are available. The overhead is there defined as the ratio of physical qubits over logical qubits used in a fault-tolerant algorithm, and Gottesman shows that it scales as the inverse rate of the code family, in the limit of very large computations. Nonetheless, the Threshold Theorem establishes that fault-tolerant quantum computing architectures are viable as long as we use positive rate codes.

Hypergraph product codes satisfy all necessary conditions of Gottesman's result - roughly, they are LDPC, have constant rate, efficient decoding algorithms and a threshold [5, 29, 30]. Hypergraph product codes could thus serve as a bridge between a surface-code architecture and a constant-overhead one. Their study could inform the exploration and design of new techniques for syndrome extraction, decoding and fault-tolerant gates implementation that could be later generalised to other code constructions. As per the Threshold Theorem, they could also serve as the cardinal building block of a scalable quantum computer.

The three pieces of original work we present in Chapter 3, Chapter 4 and Chapter 5 aim to aid and foster the design of a full fault-tolerant architecture with hypergraph product codes. In the effort of giving practical answers to the Threshold Theorem requirements, we address the issues of decoding, fault-tolerant gates and measurement errors during syndrome extraction. In Chapter 3 we detail the code construction and present a novel qMW decoder for hypergraph product codes. We propose a fault-tolerant method to implement logical gates in Chapter 4. In Chapter 5 we exhibit a foundational result on code design for faulty syndromes. We conclude in Chapter 6, discussing some open questions.
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## Chapter 3

## Code construction and decoding ReShape

## Context and Results

In [1] we propose the ReShape decoder for hypergraph product codes: we show how to lift a classical maximum-likelihood decoder (ML decoder, see page 9) to a quantum minimum-weight decoder (qMW decoder, see page 11). The adaptation of classical decoders to the quantum setting is, in general, not a trivial task. For instance, belief-propagation [2] can efficiently decode all classical LDPC codes but, because of the degeneracy of quantum codes, it cannot be used out-of-the-box on stabilizer codes. Similarly, the bit-flip decoding algorithm for classical expander codes fails in the quantum setting [3, 4]. Both these algorithms however can be modified to work on quantum codes [5, 6, 7, 8, 9, 10, 11]. Differently, our ReShape decoder uses the classical decoding algorithm as a black box. In a nutshell, hypergraph product codes are built via the tensor product of two classical linear codes; we 'invert' the product structure to reduce the quantum decoding problem to a classical one. This action, an ad hoc version of the Cleaning Lemma [12], informs us of some invariant properties of hypergraph product codes which further clarify the composition of their logical Pauli group.

## Limitations

The ReShape decoder is not suitable for use in realistic noise settings as it only works for adversarial noise. An adversarial error model is such that an adversary chooses error locations to damage the encoded information. Under this noise model, and by definition of $\llbracket n, k, d \rrbracket$ code, an adversary is always able to find $t=\left\lfloor\frac{d-1}{2}\right\rfloor$ locations for which any decoder would fail. On the contrary, under local stochastic noise of parameter $p$, we expect to have about $p n$ errors on $n$ physical qubits, but we also expect the probability of $t$ malicious locations to undergo errors to be low. Kovalev and Pryadko showed that typical errors can be corrected by any qLDPC code provided that $p$ is below a certain threshold $p_{\text {th }}$ [13]. At low $p$, typical errors form isolated clusters in a low-degree graph associated with the code. As such, a decoder able to correct isolated and not malicious clusters separately would succeed with high probability. ReShape however is intrinsically non-local on the relevant graph and hence it fails to satisfy Kovalev and Pryadko's assumptions.
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# ReShape: A Decoder for Hypergraph Product Codes 
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#### Abstract

The design of decoding algorithms is a significant technological component in the development of fault-tolerant quantum computers. Often design of quantum decoders is inspired by classical decoding algorithms, but there are no general principles for building quantum decoders from classical decoders. Given any pair of classical codes, we can build a quantum code using the hypergraph product, yielding a hypergraph product code. Here we show we can also lift the decoders for these classical codes. That is, given oracle access to a minimum weight decoder for the relevant classical codes, the corresponding $[[n, k, d]$ ] quantum code can be efficiently decoded for any error of weight smaller than $(d-1) / 2$. The quantum decoder requires only $O(k)$ oracle calls to the classical decoder and $O\left(n^{2}\right)$ classical resources. The lift and the correctness proof of the decoder have a purely algebraic nature that draws on the discovery of some novel homological invariants of the hypergraph product codespace. While the decoder works perfectly for adversarial errors, that is errors of weight up to half the code distance, it is not suitable for more realistic stochastic noise models and therefore can not be used to establish an error correcting threshold.


Index Terms-Quantum error correction, product codes, decoding.

## I. Introduction

The construction of quantum codes often takes classical codes as a starting point. The CSS construction is one method for combining a pair of classical codes into a quantum code. However, the CSS recipe only works when the pair of classical codes are dual to each other. Unfortunately, some of the best known classical code families, such as those based on expander graphs, do not come in convenient dual pairs. The hypergraph product is a different recipe that allows a pair of arbitrary classical codes to form the basis of a quantum code [1]. Crucially, when the hypergraph product uses families of classical low-density parity check (LDPC) codes, it leads to families of quantum-LDPC codes. The quantum-LDPC property eases the experimental difficulty of implementation and, combined with suitably growing distance, ensures the existence of an error correction threshold [2].
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Two of the most widely known quantum codes, the toric and planar surface codes, are hypergraph product codes that use the classical repetition code as their seed classical code. The decoding problem for the surface code can be recast as a minimum-weight perfect-matching problem, which is efficiently solved by the blossom algorithm [3], [4] and the union-find algorithm [5]. Another interesting class of hypergraph product codes uses classical expander codes as their seed, with the resulting offspring called quantum expander codes [6], which are quantum-LDPC codes achieving both constant rate and $\Omega(\sqrt{n})$ distance. The classical expander codes can be decoded by a very simple bit-flip algorithm discovered by Spiser and Spielman [7]. This inspired the small-set flip decoder for quantum expander codes, which follows a similar idea but is slightly modified, and has been shown to correct adversarial errors [6], stochastic errors [8] and also to operate as a single-shot decoder [9]. However, any binary linear code can be used as a seed to build hypergraph product codes. Using classical codes other than repetition and expander codes, for instance the semi-topological codes proposed in [10], yield a broad range of hypergraph product codes for which there is no general propose decoder that is proven to work across the whole code family. For classical LDPC codes, using a belief propagation decoder (BP) works well in practice but it cannot be used out of the box on quantum-LDPC codes. In fact whenever a decoding instance has more than one minimum weight solution, it is degenerate, BP does not converge and yields a decoding failure. Degeneracy is the quintessential feature of quantum codes and therefore some workarounds are needed to use BP on quantum-LDPC codes [11], [12]. The literature offers many examples of BP inspired decoders for quantum-LDPC codes which show an error correcting threshold [10], [13]-[17], however none of them come with a correctness proof. Recently, a union-find like decoder has been proposed to decode quantum-LDPC codes [18]. The authors in [18] prove that their union-find decoder corrects for all errors of weight up to a polynomial in the distance for three classes of quantum-LDPC codes: codes with linear confinement (see [19], [20]), $D$-dimensional hyperbolic codes and $D$-dimensional toric codes for $D \geq 3$. The decoder in [18] is therefore provably correct for adversarial noise, nonetheless a comprehensive investigation of its performance under stochastic noise is still missing.

Here we introduce the ReShape decoder for generic hypergraph product codes. Given a $[[n, k, d]]$ hypergraph product code built using classical codes with parity matrices $\delta_{A}$ and $\delta_{B}$, we assume access to a minimum weight decoder for parity matrices $\delta_{A}, \delta_{B}, \delta_{A}^{T}$ and $\delta_{B}^{T}$. The ReShape decoder calls these classical decoders as blackbox oracles without any modification or knowledge of their internal working,
and furthermore only requires $O(k)$ oracle calls, and only a polynomial amount of additional classical computation. Under these conditions we prove that ReShape works in the adversarial setting, correcting errors (up to stabilisers) of weight less than half the code distance. Therefore, ReShape lifts the classical decoders to the status of a quantum decoder, providing the first general purpose hypergraph product codes decoder proven to correct adversarial errors. Formally we prove:

Theorem 1: Any $[[n, k, d]]$ hypergraph product code constructed from the classical parity check matrices $\delta_{A}$ and $\delta_{B}$ can be successfully decoded from error of weight up to $(d-1) / 2$ using $O(k)$ oracle calls to classical decoders for the seed matrices and their transpose plus $O\left(n^{2}\right)$ classical operations.

Theorem 1 though, does not state anything about stochastic noise or error correcting thresholds. Families of $n$-qubit hypergraph product codes have distance of at most $O(\sqrt{n})$ and so they are bad codes in the sense that the distance is sub-linear. However, given a stochastic noise model with each qubit affected independently with probability $p$, the typical error size will be $p n$. Thus, for $n>(d / 2 p)$, the most likely errors will not necessarily be corrected by ReShape and there is no guarantee that a threshold will be observed. Indeed, we implemented ReShape for several code families and found evidence that ReShape fails to provide a threshold (see Figure 4). A clear open problem is whether there exists a similar general lifting procedure, or modification of ReShape, for which one can prove good performance in the stochastic settings. Hence, if on one hand Theorem 1 provides a solution to the adversarial decoding problem for hypergraph product codes, on the other, a stronger, difficult and much longed-for result is desirable. Namely, the solution of the stochastic decoding problem for hypergraph product codes both on a theoretical level (proof of a threshold) and on a practical one (numerical observation of a high correcting threshold). Even so, ReShape still provides some improvement over state-of theart BP and union-find like decoders for stochastic noise. First, ReShape comes with a proof of correctness, that BP lacks; second, the proof works for all errors up to the optimal value of $(d-1) / 2$, whilst the modification of union-find proposed in [18] is provably correct only for errors of weight up to $A d^{\alpha}$, for some $A, \alpha>0$ and $\alpha<1$.

## II. Preliminaries and Notation

A classical $[n, k, d]$ linear code is compactly described by its parity check matrix $H$. The matrix $H$ is a binary matrix of size $m \times n$ such that the codespace $\mathcal{C}(H) \subseteq \mathbb{F}_{2}^{n}$ is described by:

$$
\begin{equation*}
\mathcal{C}(H)=\left\{v \in \mathbb{F}_{2}^{n}: H v=0\right\} \tag{1}
\end{equation*}
$$

The codespace $\mathcal{C}(H)$ has dimension $k=n-\operatorname{rank}(H)$ and distance $d$ defined as:

$$
d=\min \{|v|: v \in \mathcal{C}(H), v \neq 0\}
$$

where $|v|$ is the Hamming weight of the binary vector $v$. Whenever the parity check matrix has columns and rows
of small weight we say that it is a low density parity check (LDPC) matrix; when $H$ has constant column and row weight $w_{c}, w_{r}$ we shortly say that it is a $\left(w_{c}, w_{r}\right)$-matrix.

The classical decoding problem can be stated as: given a syndrome vector $s \in \mathbb{F}_{2}^{m}$, find the minimum weight solution $e \in \mathbb{F}_{2}^{n}$ to the equation

$$
\begin{equation*}
H e=s \tag{2}
\end{equation*}
$$

It is easy to show that the optimal decoder for any classical linear code can correct errors of weight up to half the code distance (see, for instance, [21]).

A quantum $[[n, k, d]]$ stabiliser code [22] is a subspace of dimension $2^{k}$ of the Hilbert space $\left(\mathbb{C}^{2}\right)^{\otimes n}$. It is described as the common +1 eigenspace of its stabiliser group $\mathcal{S}$, an Abelian subgroup of the Pauli group $\mathcal{P}_{n}$ such that $-\mathbb{1} \notin \mathcal{S}$. The Pauli group on $n$ qubits is the group generated by the $n$-fold tensor product of single qubit Pauli operators. The weight $|P|$ of a Pauli operator $P \in \mathcal{P}_{n}$ is the number of its non-identity factors. We indicate by $\mathcal{N}(\mathcal{S})$ the normaliser of $\mathcal{S}$ i.e. the group of Paulis which commute with the stabiliser group $\mathcal{S}$. Because $\mathcal{S} \subseteq \mathcal{N}(\mathcal{S})$, the quotient group

$$
\mathcal{L}=\mathcal{N}(\mathcal{S}) / \mathcal{S}
$$

is well defined and referred to as homology group, see Appendix B. Elements $[P]$ of $\mathcal{L}$ are homology classes: equivalence classes with respect to the congruence modulo multiplication by stabiliser operators. Explicitly:

$$
\begin{equation*}
[P]=\{P S: S \in \mathcal{S}\} \tag{3}
\end{equation*}
$$

and for any Pauli $P$, its homology class $[P]$ is uniquely defined via Eq. (3). Importantly, each Pauli $P$ such that $[P] \neq[\mathbb{1}]$ in $\mathcal{L}$ is an operator that preserves the codespace and has non-trivial action on it. We refer to such code operators modulo $\mathcal{S}$ as logical Pauli operators; with slight abuse of notation we write $P \in \mathcal{L}$, meaning $[P] \in \mathcal{L}$. Two logical operators $P, Q$ are said to be homologically equivalent, or just equivalent, if and only if they belong to the same homology class i.e. by Eq. (3), if and only if $[P]=[Q]$. Importantly, for a code of dimension $k, \mathcal{L} \simeq \mathcal{P}_{k}$. The distance $d$ of the code is the minimum weight of any non-trivial logical operator in $\mathcal{L}$. Any generating set of the stabiliser group $\mathcal{S}$ induces a syndrome map $\sigma$. Namely, if $\mathcal{S}=\left\langle S_{1}, \ldots, S_{m}\right\rangle$, the associated syndrome function $\sigma$ maps any Pauli $P \in \mathcal{P}_{n}$ in a binary vector $s=\left(s_{1}, \ldots, s_{m}\right)^{T} \in \mathbb{F}_{2}^{m}$ such that $s_{i}=0$ if and only if $P$ commutes with $S_{i}$ and 1 otherwise. We refer to the vector $s$ as the syndrome. Conventionally, when considering a stabiliser code, it is always intended that a generating set $\left\{S_{1}, \ldots, S_{m}\right\}$ for the stabiliser group is chosen and with it a syndrome map. We say that a stabiliser code is LDPC if each $S_{i}$ has low weight and each qubit is in the support of only a few generators.
The decoding problem for stabiliser codes can be stated as: given a syndrome vector $s \in \mathbb{F}_{2}^{m}$, find an operator $E_{r} \in \mathcal{P}_{n}$ such that (i) $\sigma\left(E_{r}\right)=s$ and (ii) $\left[E_{r}\right]=\left[E_{\text {min }}\right]$, where $E_{\text {min }}$ is a minimum weight operator with syndrome $s$. We call any operator that satisfies (i) a valid solution of the syndrome equation and operators for which both (i) and (ii) are true, correct solutions.

Pauli operators can be put into a one-to-one correspondence with binary vectors, if we discard the phase factor $\pm i$. In fact, any Pauli $P$ can be written as:

$$
\begin{aligned}
P & \propto X[v] \cdot Z[w] \\
& =X^{v_{1}} \otimes \ldots \otimes X^{v_{n}} \cdot Z^{w_{1}} \otimes \ldots \otimes Z^{w_{n}}, \quad v, w \in \mathbb{F}_{2}^{n}
\end{aligned}
$$

from which it follows:

$$
\begin{equation*}
(X[v] Z[w])\left(X\left[v^{\prime}\right] Z\left[w^{\prime}\right]\right)= \pm X\left[v+v^{\prime}\right] Z\left[w+w^{\prime}\right] \tag{4}
\end{equation*}
$$

and two operators commute if and only if

$$
\begin{equation*}
\left\langle v, w^{\prime}\right\rangle+\left\langle v^{\prime}, w\right\rangle=0 \quad \bmod 2 \tag{5}
\end{equation*}
$$

and anti-commute otherwise. This correspondence between binary vectors and Pauli operators is particularly handy when dealing with CSS codes [23], [24]. CSS codes are stabiliser codes for which the stabiliser group can be generated by two disjoint sets $\mathcal{S}_{x}$ and $\mathcal{S}_{z}$ of $X$ and $Z$ type operators respectively. If $\mathcal{S}_{x}=\left\{X\left[v_{1}\right], \ldots X\left[v_{m_{x}}\right]\right\}, \mathcal{S}_{z}=\left\{Z\left[w_{1}\right], \ldots, Z\left[w_{m_{z}}\right]\right\}$ and we define $H_{X}$ and $H_{Z}$ as the matrices whose rows are the $v_{i}$ s and the $w_{i}$ s respectively, then the commutation relation on the stabilisers generators translate in to the binary constraint $H_{X} H_{Z}^{T}=0$. Using Eq. (5), it is easy to show that the syndrome for a Pauli error $E=X\left[e_{x}\right] Z\left[e_{z}\right]$ is described by the two binary vectors $s_{z}=H_{Z} e_{x}$ and $s_{x}=H_{X} e_{z}$. Since these two linear equations are independent, we can treat the $X$-part and $Z$-part of the error separately. For CSS codes, we define the $X$-distance $d_{x}$ as the minimum weight of an operator $X[v]$ which commutes with all the stabilisers in $\mathcal{S}_{z}$ but does not belong to the group generated by $\mathcal{S}_{x}$. Note that the weight of an operator $X[v]$ equates the Hamming weight $|v|$ of the vector $v$. Therefore, combining Eq. (4), Eq. (5) and the definition of $d_{x}$, we shortly say that $d_{x}$ is the minimum weight of a vector $v$ in ker $H_{Z}$ which does not belong to the row span of $H_{X}$, i.e.

$$
\begin{equation*}
d_{x}:=\min \left\{|v|: H_{Z} v=0, v \notin \operatorname{Im} H_{X}^{T}\right\} \tag{6}
\end{equation*}
$$

Similarly, $d_{z}$ is the minimum weight of a vector in $\operatorname{ker} H_{X}$ not in $\operatorname{Im} H_{Z}^{T}$.

The $Z$-error decoding problem for CSS code can be stated as: given a syndrome vector $s \in \mathbb{F}_{2}^{m_{x}}$, find a valid and correct solution $e \in \mathbb{F}_{2}^{n}$ to the equation:

$$
\begin{equation*}
H_{X} e=s \tag{7}
\end{equation*}
$$

where $e_{r}$ is valid if and only if $H_{X} e_{r}=s$ and it is correct if and only if it belongs to the homology class of the minimum weight operator with syndrome $s$. Because for an operator $Z[e]$ its weight equates the Hamming weight of the vector $e$, the $Z$-decoding problem for CSS codes can be reformulated exactly as done for the classical decoding problem in Eq. (2). Explicitly, given $s$, find the minimum weight solution to the linear equation $H_{X} e=s$. The $X$-decoding problem is derived from Eq. (7) by duality, exchanging the role of $X$ and $Z$.

It goes without saying that, if any CSS code defines two classical parity check matrices, the converse is also true. Namely, starting from any two binary matrices $H_{1}, H_{2}$ such that $H_{1} H_{2}^{T}=0$, this defines a CSS code with $H_{X}=H_{1}$, $H_{Z}=H_{2}$. If the classical linear code with parity check $H_{i}$
has parameters $\left[n, k_{i}, d_{i}\right]$, the associated quantum code has parameters $\left[\left[n, k_{1}+k_{2}-n, d_{x}, d_{z}\right]\right]$ where $d_{x} \geq d_{2}$ and $d_{z} \geq d_{1}$. A review on quantum codes can be found, for instance, in [25], [26].
In this article we focus on a sub-class of CSS codes, the hypergraph product codes [27]-[30]. We give a minimal description of these codes in Section III and we refer the reader to Appendix B for a more detailed presentation. We study some homology invariants for the logical operators of the hypergraph product codes in Section IV-A. These invariants are the algebraic core upon which we design a decoder for these codes, the ReShape decoder. We prove that ReShape is an efficient and correct decoder for adversarial noise in Section IV-B. We conclude with some consideration on the performance of ReShape under stochastic noise in Section IV-C.

## III. Hypergraph Product Codes

We here present a bottom-up overview on hypergraph product codes. The purpose of this Section is dual: we both want to describe the hypergraph product codes with the least possible technical overhead and introduce the notation necessary to motivate and give an intuition for the results presented in Section IV. We refer the reader interested in the homology theory approach to Appendix B.

The most well-known example of hypergraph product code is the toric code and its variations [31], [32]. The toric code is conventionally represented by a square lattice where qubits sit on edges, $X$-stabilisers are identified with vertices and $Z$-stabilisers with faces. Since a square lattice has two kind of edges, vertical and horizontal edges, the first evident feature of this identification is that, accordingly, there are two type of qubits. The second is that each vertex $/ X$-stabiliser uniquely identifies a row of horizontal edges and a column of vertical one, starting from the four ones that are incident to it. The third is that faces $/ Z$-stabilisers, similarly to vertices, uniquely identify a column of horizontal edges and a row of vertical ones, starting from the four which lie on its boundary. Very similar attributes can be found in all the hypergraph product codes, as we now explain.
Consider two classical parity check matrices $\delta_{A}, \delta_{B}$ of size $m_{a} \times n_{a}$ and $m_{b} \times n_{b}$; we indicate with $\mathcal{C}\left(\delta_{A}, \delta_{B}\right)$ their hypergraph product code and refer to the matrices $\delta_{A}$ and $\delta_{B}$ as seed matrices. The qubits of the code $\mathcal{C}\left(\delta_{A}, \delta_{B}\right)$ can be labelled as left and right qubits. Left qubits can be placed in a $n_{a} \times n_{b}$ grid and right qubits in a $m_{a} \times m_{b}$ grid, see Figure 1. Under this labelling, left and right qubits are uniquely identified by pair of indices $\left(j_{a}, j_{b}\right)$ and $\left(i_{a}, i_{b}\right)$ respectively, where $j_{a}, j_{b}$ vary among the column indices of $\delta_{A}, \delta_{B}$ while $i_{a}, i_{b}$ vary among their row indices. Given a pair $(L, R)$ of binary matrices, of size $n_{a} \times n_{b}$ and $m_{a} \times m_{b}$ respectively, we define the $Z$-operator:

$$
\begin{equation*}
Z(L, R)=\left(\bigotimes_{j_{a}, j_{b}} Z^{L_{j_{a}, j_{b}}}\right) \otimes\left(\bigotimes_{i_{a}, i_{b}} Z^{R_{i_{a}, i_{b}}}\right) \tag{8}
\end{equation*}
$$

and similarly for $X$-operators. We refer to $L$ as the left part of the operator and to $R$ as its right part.
$\delta=\left(\begin{array}{lllllll}1 & 1 & 0 & 1 & 1 & 0 & 0 \\ 1 & 0 & 1 & 1 & 0 & 1 & 0 \\ 0 & 1 & 1 & 1 & 0 & 0 & 1 \\ 1 & 0 & 1 & 0 & 1 & 0 & 1\end{array}\right)$.
(a)

$$
S^{x}(1,3)
$$


(b) An $X$ stabiliser.

$$
S^{z}(4,2)
$$


(e) A $Z$ stabiliser.

$$
\left(L_{x}, 0\right) \in \mathcal{L}_{x}^{\text {left }}
$$


(c) A logical left $X$ operator.

$$
\left(L_{z}, 0\right) \in \mathcal{L}_{z}^{\text {left }}
$$


(f) A logical left $Z$ operator.

$$
\left(0, R_{x}\right) \in \mathcal{L}_{x}^{\text {right }}
$$


(d) A logical right $X$ operator.

$$
\left(0, R_{z}\right) \in \mathcal{L}_{z}^{\text {right }}
$$


(g) A logical right $Z$ operator.

Fig. 1. A graphical representation of the qubit space of the homological product code $\mathcal{C}\left(\delta_{A}, \delta_{B}\right)$ where $\delta_{A}=\delta_{B}=\delta$ and $\delta$ is a degenerate parity check matrix for the $[7,4,3]$ Hamming code reported in (1a). In (1b) , .., (1g), the two grids represent the left and right qubits respectively. One circle is drawn for every physical qubits of $\mathcal{C}\left(\delta_{A}, \delta_{B}\right)$. There are $7 \times 7$ left qubits and $4 \times 4$ right qubits. The support of an operator $(L, R)$ on $\mathcal{C}\left(\delta_{A}, \delta_{B}\right)$ is represented by filling the corresponding circle: left qubit at position $\left(j_{a}, j_{b}\right)$ is filled if and only if $L_{j_{a}, j_{b}}=1$; similarly the right qubit at position ( $i_{a}, i_{b}$ ) is filled if and only if $R_{i_{a}, i_{b}}=1$. The code $\mathcal{C}\left(\delta_{A}, \delta_{B}\right)$ pictured has parameters [[65, 17,3,3]]. It has 16 independent logical left operators and 1 logical right operators: $\left|\mathcal{L}_{x}^{\text {left }}\right|=\left|\mathcal{L}_{z}^{\text {left }}\right|=16$ and $\left|\mathcal{L}_{x}^{\text {right }}\right|=\left|\mathcal{L}_{z}^{\text {right }}\right|=1$.

The code $\mathcal{C}\left(\delta_{A}, \delta_{B}\right)$ has $m_{a} \times n_{b} X$-stabiliser generators which can be indexed by $\left(i_{a}, j_{b}\right)$. The $X$-stabiliser $S^{x}\left(i_{a}, j_{b}\right)$ has support contained in the union of the $j_{b}$ th column of left qubits and the $i_{a}$ th row of right qubits. More precisely, ${ }^{1}$ it acts as $X\left[\left(\delta_{A}\right)_{i_{a}}\right]$ on the left qubits located at column $j_{b}$ and as $X\left[\left(\delta_{B}\right)^{j_{b}}\right]$ on the right qubits located on row $i_{a}$, see Figure 1 b . Using the $X$-version of Eq. (8), $S^{x}\left(i_{a}, j_{b}\right)$ is uniquely represented by the pair of matrices, $L=\delta_{A}^{T} E_{i_{a} j_{b}}$ and $R=E_{i_{a} j_{b}} \delta_{B}^{T}$, so that

$$
S^{x}\left(i_{a}, j_{b}\right):=X\left(\delta_{A}^{T} E_{i_{a} j_{b}}, E_{i_{a} j_{b}} \delta_{B}^{T}\right)
$$

where $E_{i_{a}, j_{b}}$ is the all-zero $m_{a} \times n_{b}$ matrix but for the $\left(i_{a}, j_{b}\right)$ th entry which is 1 . From the characteristic 'cross' shape of the stabilisers generators $S^{x}\left(i_{a}, j_{b}\right)$, it follows that if $\left(G_{L}, G_{R}\right)$ is an $X$-stabiliser for $\mathcal{C}\left(\delta_{A}, \delta_{B}\right)$, then (i) each column of $G_{L}$, as a vector in $\mathbb{F}_{2}^{n_{a}}$, belongs to $\operatorname{Im} \delta_{A}^{T}$ and (ii) each row of $G_{R}$, as a vector in $\mathbb{F}_{2}^{m_{b}}$, belongs to $\operatorname{Im} \delta_{B}$.

Similarly, $Z$-stabiliser generators are indexed by $\left(j_{a}, i_{b}\right)$ for $1 \leq j_{a} \leq n_{a}$ and $1 \leq i_{b} \leq m_{b}$ and $S^{z}\left(j_{a}, i_{b}\right)$ is uniquely

[^6]represented by the pair of matrices:
$$
(L, R)=\left(E_{j_{a} i_{b}} \delta_{B}, \delta_{A} E_{j_{a} i_{b}}\right)
$$
for $E_{j_{a} i_{b}}$ of size $n_{a} \times m_{b}$, with all entries 0 but for the $\left(j_{a}, i_{b}\right)$ th entry which is 1 .

The syndrome equation for hypergraph product codes can be derived combining Eq. (7) and the expression for the stabiliser generators. By Eq. (7), the $i$ th bit of the syndrome vector $s \in \mathbb{F}_{2}^{m_{x}}$ equates the inner product between the $i$ th $X$-stabiliser generator, which corresponds to the $i$ th row of the matrix $H_{X}$, and the error vector. In the same way, by reshaping vectors into matrices (see Appendix B-A), the $\left(i_{a}, j_{b}\right)$ th bit of the syndrome matrix $S \in \mathbb{F}_{2}^{m_{a} \times n_{b}}$ equates the inner product of the $\left(i_{a}, j_{b}\right)$ th $X$-stabiliser generator and the error matrices $(L, R)$ :

$$
\left(\delta_{A}\right)_{i_{a}} L+R\left(\delta_{B}\right)^{j_{b}}=S_{i_{a}, j_{b}},
$$

and by linearity:

$$
\begin{equation*}
\sigma(L, R):=\delta_{A} L+R \delta_{B} . \tag{SE}
\end{equation*}
$$

It is easy to show that any $Z$-stabiliser has trivial $X$-syndrome, which is equivalent to $X$-stabilisers and $Z$-stabilisers commuting. As a consequence, $\mathcal{C}\left(\delta_{A}, \delta_{B}\right)$ is a well-defined CSS code.

A minimal generating set of logical $Z$-operators for $\mathcal{C}\left(\delta_{A}, \delta_{B}\right)$ is given by:

$$
\begin{equation*}
\mathcal{L}_{z}:=\mathcal{L}_{z}^{\text {left }} \cup \mathcal{L}_{z}^{\text {right }} \tag{9}
\end{equation*}
$$

where:

$$
\begin{aligned}
\mathcal{L}_{z}^{\text {left }}:=\{(L, 0): & L=k_{a} \cdot e_{j_{b}}^{T}, \\
& k_{a} \text { varies among a basis of } \operatorname{ker} \delta_{A}, \\
& e_{j_{b}} \text { varies among a basis of }\left(\operatorname{Im} \delta_{B}^{T}\right)^{\bullet}, \\
& \left.\left|e_{j_{b}}\right|=1\right\},
\end{aligned}
$$

and

$$
\begin{aligned}
\mathcal{L}_{z}^{\text {right }}:=\{(0, R): & R=e_{i_{a}} \cdot \bar{k}_{b}^{T}, \\
& \bar{k}_{b} \text { varies among a basis of } \operatorname{ker} \delta_{B}^{T}, \\
& e_{i_{a}} \text { varies among a basis of }\left(\operatorname{Im} \delta_{A}\right)^{\bullet}, \\
& \left.\left|e_{i_{a}}\right|=1\right\} .
\end{aligned}
$$

Here, given a vector space $V \subseteq \mathbb{F}_{2}^{n}, V^{\bullet}$ denotes any space such that $V \oplus V^{\bullet} \simeq \mathbb{F}_{2}^{n}$. In particular, the space $V^{\bullet}$ is in general different from the orthogonal complement $V^{\perp}$ of the space $V$, see Appendix A for details. Similarly, a minimal generating set of logical $X$-operators is:

$$
\begin{equation*}
\mathcal{L}_{x}:=\mathcal{L}_{x}^{\text {left }} \cup \mathcal{L}_{x}^{\text {right }} \tag{10}
\end{equation*}
$$

where:

$$
\begin{aligned}
\mathcal{L}_{x}^{\text {left }}:=\{(L, 0): & L=e_{j_{a}} \cdot k_{b}^{T}, \\
& k_{b} \text { varies among a basis of } \operatorname{ker} \delta_{B}, \\
& e_{j_{a}} \text { varies among a basis of }\left(\operatorname{Im} \delta_{A}^{T}\right)^{\bullet}, \\
& \left.\left|e_{j_{a}}\right|=1\right\},
\end{aligned}
$$

and

$$
\begin{aligned}
\mathcal{L}_{x}^{\text {right }}:=\{(0, R): & R=\bar{k}_{a} \cdot e_{i_{b}}^{T}, \\
& \bar{k}_{a} \text { varies among a basis of } \operatorname{ker} \delta_{A}^{T}, \\
& e_{i_{b}} \text { varies among a basis of }\left(\operatorname{Im} \delta_{B}\right)^{\bullet}, \\
& \left.\left|e_{i_{b}}\right|=1\right\} .
\end{aligned}
$$

To sum up, the code $\mathcal{C}\left(\delta_{A}, \delta_{B}\right)$ is a CSS code with parameters $\left[\left[n, k, d_{x}, d_{z}\right]\right]$, where:

$$
\begin{aligned}
n & =n_{a} n_{b}+m_{a} m_{b} \\
k & =\left(n_{a}-\mathrm{rk}_{a}\right)\left(n_{b}-\mathrm{rk}_{\mathrm{b}}\right)+\left(m_{a}-\mathrm{rk}_{a}\right)\left(m_{b}-\mathrm{rk}_{\mathrm{b}}\right) \\
d_{x} & =\min \left\{d_{a}^{T}, d_{b}\right\} \\
d_{z} & =\min \left\{d_{a}, d_{b}^{T}\right\}
\end{aligned}
$$

for $\mathrm{rk}_{\ell}=\operatorname{rank}\left(\delta_{\ell}\right)$ and $d_{\ell}$ (resp. $d_{\ell}^{T}$ ) distance of the classical code with parity check matrix $\delta_{\ell}$ (resp. $\delta_{\ell}^{T}$ ), $\ell=A, B$. By convention, we define the distance of the trivial code $\{0\}$ to be $\infty$. In particular, whenever one or both seed matrices (or transpose) are full rank, one of the summands in the expression for $k$ cancel out e.g. if $\delta_{A}$ or $\delta_{B}$ have full rank, then $k=\left(n_{a}-\mathrm{rk}_{a}\right)\left(n_{b}-\mathrm{rk}_{b}\right), d_{x}=d_{b}$ and $d_{z}=d_{a}$.
The similarities in structure between general hypergraph product codes $\mathcal{C}\left(\delta_{A}, \delta_{B}\right)$ and the toric codes (with and without boundaries) should now be clear: the toric code with boundaries (resp. without) of lattice size $L$ is just the hypergraph
product code $\mathcal{C}\left(\delta_{L}, \delta_{L}\right)$ where $\delta_{L}$ is the full-rank $L-1 \times L$ (resp. non-full-rank $L \times L$ ) parity check matrix of the classical $[L, 1, L]$ repetition code, e.g. for $L=3$ :

$$
\left(\begin{array}{lll}
1 & 1 & 0  \tag{11}\\
0 & 1 & 1
\end{array}\right), \quad \text { resp. } \quad\left(\begin{array}{lll}
1 & 1 & 0 \\
0 & 1 & 1 \\
1 & 0 & 1
\end{array}\right)
$$

Left and right qubits correspond to vertical and horizontal edges; vertices and faces on the square lattice can be indexed in the natural way yielding the same stabiliser indexing of the general hypergraph product codes; string like (resp. loop like) logical operators correspond precisely to the left and right logical operators described above which have single column/single row support.
In what follows, we focus on $Z$-errors and their correction. With slight abuse of notation, we will refer to pair of matrices $(L, R)$ as operators (and vice versa sometimes) where the identification is clear via Eq. (8). The corresponding results for $X$-errors are easily obtained by duality as per any CSS code. More precisely, by swapping the role of $X$ and $Z$ but also the role of rows and columns; alternatively, considering the code $\mathcal{C}\left(\delta_{A}^{T}, \delta_{B}^{T}\right)$, see Appendix B.

## IV. Results

Here we present the ReShape decoder. The intuition behind ReShape is that we can look at hypergaph product codes as codes built combining (product) multiple copies of the same classical codes. As such, with due care, we can 'decouple' these copies and retrieve the original classical seed codes.

On a $[[n, k, d]]$ hypergraph product code $\mathcal{C}\left(\delta_{A}, \delta_{B}\right)$, ReShape works by splitting the decoding problem into $k$ smaller classical decoding problems which can be solved using classical decoding algorithms for the seed matrices. In order to identify the $k$ classical decoding problems, it applies a linear transformation, a change of basis, on the $n$ dimensional codespace of $\mathcal{C}\left(\delta_{A}, \delta_{B}\right)$, yielding a canonical form for error operators. This canonical form exposes two important features of the codespace: the first one is that logical operators of $\mathcal{C}\left(\delta_{A}, \delta_{B}\right)$ are naturally partitioned into two sets, of left and right operators; the second is that the weight of each logical operator directly depends on the weight of the classical codewords of the seed codes. By writing an operator in its canonical form, we can immediately assess to which of the two classes it belongs and, via classical decoding, to which logical operator it is closest. Hence, we successfully detect and correct errors.
In this Section, we first proceed to study the algebraic invariants of the logical operators upon which the canonical form is defined. The correctness of ReShape, and so the proof of Theorem 1, strongly relies on the existence of these invariants. We detail the Reshape algorithm in Section IV-B and discuss its limitations in Section IV-C. All the proof of this Section are deferred to Appendix C.

## A. Invariants

The characteristic shape of operators on the codespace of $\mathcal{C}\left(\delta_{A}, \delta_{B}\right)$ and the structure of its stabilisers and logical operators, induces a canonical form for $Z$-operators in $\mathcal{C}\left(\delta_{A}, \delta_{B}\right)$.

More precisely, by combining the construction outlined in Section III and the definition of complement of a vector subspace (see Appendix A) we have proven the following:

Proposition 1 (Canonical Form): Let $(L, R)$ be a $Z$-operator on the codespace of $\mathcal{C}\left(\delta_{A}, \delta_{B}\right)$. For a vector space $V \subseteq \mathbb{F}_{2}^{n}$, we denote by $V^{\bullet}$ any space such that $V \oplus V^{\bullet} \simeq \mathbb{F}_{2}^{n}$, (see Appendix A). Then, for the operator $(L, R)$, the left part $L$ can be expressed as a sum of a free part $M_{L}$ and a logical part $O_{L}$ such that every row of $M_{L}$ belongs to $\operatorname{Im} \delta_{B}^{T}$ and every row of $O_{L}$ belongs to $\left(\operatorname{Im} \delta_{B}^{T}\right)^{\bullet}$. Similarly, the right part $R$ can be expressed as a sum of a free part $M_{R}$ and a logical part $O_{R}$ such that every column of $M_{R}$ belongs to $\operatorname{Im} \delta_{A}$ and every column of $O_{R}$ belongs to $\left(\operatorname{Im} \delta_{A}\right)^{\bullet}$. Hence, for $(L, R)$ holds:

$$
\begin{equation*}
(L, R)=\left(M_{L}+O_{L}, M_{R}+O_{R}\right) \tag{CF}
\end{equation*}
$$

We refer to the writing given by Eq. (CF) as canonical form of the operator $(L, R)$.

Crucially, as we detail in Appendix C, it is always possible to 'move' the support of the free part of an operator from the left qubits to the right qubits and vice versa, by adding stabilisers. Opposite is the situation for the logical part: the support of the logical part of an operator cannot be moved from the left to the right qubits without changing its homology class. These two observations justify the name free and logical part in the canonical form of a $Z$-operator on $\mathcal{C}\left(\delta_{A}, \delta_{B}\right)$. We refer to Figure 1 and 2 for a visual representation of the canonical form of a $Z$-operator on $\mathcal{C}\left(\delta_{A}, \delta_{B}\right)$. In Figures 1 b and 1e we see stabiliser operators in their canonical form: their free part has support pictured, their logical part is 0 . In Figures 1c, 1d, 1f, 1g we see logical operators in their canonical form: their free part is 0 , whilst their logical part, pictured, has support contained in either a line or a column of one of the two grids of qubits. In Figure 2 we see a $Z$-operator whose free and logical part are both non trivial.

Given a $Z$-operator $(L, R)$ we define its row-column weight as

Definition 1: Let $(L, R)$ be any $Z$-operator on the physical qubits of the code $\mathcal{C}\left(\delta_{A}, \delta_{B}\right)$. Its row-column weight is the integer pair:

$$
\mathrm{wt}_{\mathrm{rc}}(L, R):=(\# \operatorname{row}(L), \# \operatorname{col}(R))
$$

where

$$
\begin{aligned}
\operatorname{row}(L) & :=\left\{L_{i} \text { row of } L: L_{i} \neq 0\right\} \\
\operatorname{col}(R) & :=\left\{R^{j} \text { column of } R: R^{j} \neq 0\right\},
\end{aligned}
$$

and the hash symbol \# denotes the cardinality of a set.
The primary significance of this novel notion of weight is explained by Proposition 2, which also represents a key result towards the construction of the ReShape decoder.

Proposition 2: If $(L, R)$ is a non-trivial logical $Z$-operator of $\mathcal{C}\left(\delta_{A}, \delta_{B}\right)$ then either $\# \operatorname{row}(L) \geq d_{a}$ or $\# \operatorname{col}(R) \geq d_{b}^{T}$ (or both).

Corollary 1 below further specifies the structure of logical $Z$-operators and it is easily derived from the proof of Proposition 2, which is deferred to Appendix C.


Fig. 2. A graphical representation of a $Z$ operator on the physical qubits of the code $\mathcal{C}\left(\delta_{A}, \delta_{B}\right)$ also represented in Figure 1. The filled circles in (2a) represent the support of the operator: its Hamming weight is 23 while its row-column weight is $(4,4)$, see Definition 1. The operator in (2a) can be written as a sum of its free and its logical parts represented in (2b) and (2c), see Proposition (1). As per Definition 2 and figure (2c), the logical row-column weight of the operator in $(2 a)$ is $(1,0)$.

Corollary 1: If $(L, R)$ is a non-trivial logical $Z$-operator on $\mathcal{C}\left(\delta_{A}, \delta_{B}\right)$, at least one of the following hold:
(i) $L$ has at least $d_{a}$ rows which are not in $\operatorname{Im} \delta_{B}^{T}$ when seen as vectors in $\mathbb{F}_{2}^{n_{b}}$.
(ii) $R$ has at least $d_{b}^{T}$ columns which are not in $\operatorname{Im} \delta_{A}$ when seen as vectors of $\mathbb{F}_{2}^{m_{a}}$.
Proposition 2 and Corollary 1 naturally yield
Definition 2: Let $(L, R)$ be a $Z$-operator on $\mathcal{C}\left(\delta_{A}, \delta_{B}\right)$. Its logical row-column weight is the integer pair

$$
\mathrm{wt}_{\mathrm{rc}}^{\log }(L, R):=\left(\# \mathrm{row}_{\log }(L), \# \mathrm{col}_{\log }(R)\right)
$$

where

$$
\begin{aligned}
\operatorname{row}_{\log }(L) & :=\left\{L_{i} \text { row of } L: L_{i} \notin \operatorname{Im} \delta_{B}^{T}\right\} \\
\operatorname{col}_{\log }(R) & :=\left\{R^{j} \text { column of } R: R^{j} \notin \operatorname{Im} \delta_{A}\right\} .
\end{aligned}
$$

Equivalently, if $(L, R)$ has canonical form given by

$$
(L, R)=\left(O_{L}+M_{L}, O_{R}+M_{R}\right)
$$

for its logical row-column weight holds:

$$
\mathrm{wt}_{\mathrm{rc}}^{\log }(L, R)=\mathrm{wt}_{\mathrm{rc}}\left(O_{L}, O_{R}\right)
$$

The pivotal property of the logical row-column weight is expressed by Proposition 3.

Proposition 3: The logical row-column weight of a $Z$-operator on $\mathcal{C}\left(\delta_{A}, \delta_{B}\right)$ is an invariant of its homology class.
Proposition 3 not only justifies the introduction of the notion of logical row-column weight but also constitutes the core resource upon which we prove the correctness of the ReShape decoder, which we now introduce.

## B. The ReShape Decoder

An hypergraph product code $\mathcal{C}\left(\delta_{A}, \delta_{B}\right)$ is a CSS code and as such the decoding for $X$ and $Z$ error can be treated separately but in a symmetric way. Here we focus on $Z$-errors and therefore we measure a generating set of $X$-stabilisers. The $Z$-error decoding problem for $\mathcal{C}\left(\delta_{A}, \delta_{B}\right)$ can be stated as: given a $m_{a} \times n_{b}$ syndrome matrix $S$, find a valid and correct solution $(\tilde{L}, \tilde{R})$ to the equation:

$$
\begin{equation*}
S=\sigma(L, R):=\delta_{A} L+R \delta_{B} \tag{SE}
\end{equation*}
$$

where $(\tilde{L}, \tilde{R})$ is valid if $\sigma(\tilde{L}, \tilde{R})=S$ and it is correct if it belongs to the homology class of the minimum weight operator with syndrome $S$. Crucially, finding a valid solution $(L, R)$ to Eq. (SE) is always possible by solving the linear system of equation where the parity check matrix of $X$ stabilisers is the matrix of coefficients and the syndrome $S$ is the constant term. The difficulties arise if we are interest in finding a correct solution to Eq. (SE).
The ReShape decoder for $Z$-errors is build upon two classical minimum weight decoding algorithms: $\mathscr{D}_{\delta_{A}}$ and $\mathscr{D}_{\delta_{B}^{T}}$. By this we mean that (i) the algorithms $\mathscr{D}_{\delta_{A}}$ and $\mathscr{D}_{\delta_{B}^{T}}$ are optimal decoders for the classical linear code with parity check matrix $\delta_{A}$ and $\delta_{B}^{T}$ respectively, and (ii) they solve the classical decoding problem of Eq. (2) for errors of weight up to $\left(d_{a}-1\right) / 2$ and $\left(d_{b}^{T}-1\right) / 2$ respectively. Reshape takes as input $\mathscr{D}_{\delta_{A}}, \mathscr{D}_{\delta_{B}^{T}}$, a syndrome matrix $S$ and a valid solution $(L, R)$ of the Syndrome Equation (SE): $\sigma(L, R)=S$. Recall that a valid solution $(L, R)$ can always be efficiently found either solving the associated linear system or querying a lookup table. It outputs a correct solution of (SE): an operator $(\tilde{L}, \tilde{R})$ homologically equivalent to the minimum weight operator ( $L_{\text {min }}, R_{\text {min }}$ ) with syndrome $S$.

ReShape (Algorithm 1) works separately on the left part $L$ and on the right part $R$ of the operator $(L, R)$ and in fact it could be run in parallel (lines 1-10 and lines 11-20). Starting from a valid solution $(L, R)$, it minimises its logical row-column weight by minimizing $\# \mathrm{row}_{\log }(L)$ (lines 1-10) first and $\# \operatorname{col}_{\log }(R)$ after (lines 11-20). Because the logical row-column weight is an homology invariant for $Z$-operators (Proposition 3) and ReShape minimises it, this suffices to assure that ReShape is correct, as stated in Proposition 4. ReShape works on the left part $L$ of the inputted valid solution $(L, R)$ (lines 1-10) into two steps: Decode and Split. Each of these two steps exploits a characteristic feature of the $Z$-operators on the codespace of $\mathcal{C}\left(\delta_{A}, \delta_{B}\right)$ :
(i) Split step: a $Z$-stabilizer $\left(G_{L}, G_{R}\right)$ has left part $G_{L}$ such that every row is in the image of $\delta_{B}^{T}$;
(ii) Decode step: a logical $Z$-operator which acts non-trivially on the left qubits has a representative $\left(L_{z}, R_{z}\right)$ such that at least one column of $L_{z}$ is in $\operatorname{ker} \delta_{A} \backslash\{0\}$.
The Split and Decode steps are similarly performed on the right part $R$, as specified in lines $11-20$ of the pseudocode in Algorithm 1. Again with reference to the left part as guide case, we now describe the Split and Decode steps in details and specify their computational cost. By extending this analysis to the right part, and thanks to Proposition 4, Theorem 1 is proved.

```
Algorithm 1 ReShape Decoder for \(Z\)-Errors
Input: Classical decoder \(\mathscr{D}_{\delta_{A}}\) and \(\mathscr{D}_{\delta_{B}^{T}}\). Syndrome matrix \(S\)
    and operator \((L, R)\) on \(\mathcal{C}\left(\delta_{A}, \delta_{B}\right)\) s.t. \(\sigma(L, R)=S\).
Output: Operator \((\tilde{L}, \tilde{R})\) on \(\mathcal{C}\left(\delta_{A}, \delta_{B}\right)\) s.t. \(\sigma(\tilde{L}, \tilde{R})=S\) and
    \([\tilde{L}, \tilde{R}]=\left[L_{\mathrm{min}}, R_{\min }\right]\), where \(\left(L_{\min }, R_{\min }\right)\) is a minimum
    weight operator with syndrome \(S\).
    for all \(L_{i}\) rows of \(L\) do
        Split: \(L_{i}=m_{i}+\mu_{i} \in \operatorname{Im} \delta_{B}^{T} \oplus\left(\operatorname{Im} \delta_{B}^{T}\right)^{\bullet}, \quad\) as in (16)
    end for
    \(M_{L} \leftarrow\) matrix whose rows are \(m_{i}\)
    \(O_{L} \leftarrow\) matrix whose rows are \(\mu_{i}\)
    for all \(O_{L}^{j}\) columns of \(O_{L}\) do
        Decode: \(\rho^{j}=\mathscr{D}_{\delta_{A}}\left(O_{L}^{j}\right)\)
    end for
    \(\tilde{L} \leftarrow\) matrix whose columns are \(\rho^{j}\)
    \(\tilde{L} \leftarrow \tilde{L}+O_{L}+M_{L}\)
    for all \(R^{j}\) columns of \(R\) do
        Split: \(R^{j}=m^{j}+\mu^{j} \in \operatorname{Im} \delta_{A} \oplus\left(\operatorname{Im} \delta_{A}\right)^{\bullet}, \quad\) as in (16)
    end for
    \(M_{R} \leftarrow\) matrix whose columns are \(m^{j}\)
    \(O_{R} \leftarrow\) matrix whose columns are \(\mu^{j}\)
    for all \(\left(O_{R}\right)_{i}\) rows of \(O_{R}\) do
        Decode: \(\rho_{i}=\mathscr{D}_{\delta_{B}^{T}}\left(\left(O_{R}\right)_{i}\right)\)
    end for
    \(\tilde{R} \leftarrow\) matrix whose rows are \(\rho_{i}\)
    \(\tilde{R} \leftarrow \tilde{R}+R_{L}+M_{R}\)
    return \((\tilde{L}, \tilde{R})\)
```

Let $(L, R)$ be any valid solution of (SE) given in input to ReShape.
(i) Split. First, in lines 1-3, $L$ is written in its canonical form with respect to the basis described by Eq. (16):

$$
L=M_{L}+O_{L}
$$

This operation has the cost of a change of basis over the vector space $\mathbb{F}_{2}^{n_{b}}$, namely from the canonical basis to the basis described by Eq. (16). A change of basis over a vector space is a linear operation that correspond to a multiplication by an invertible square matrix. Since we are interested in computing the image of this linear transformation for each of the $n_{a}$ column vectors of $L$, this amount to the multiplication of an $n_{a} \times n_{b}$ and a $n_{b} \times n_{b}$ matrix. To sum up, the Split step of ReShape has cost $O\left(n_{a} n_{b}^{2}\right)$.
(ii) Decode. The second step performed by ReShape (lines 6-10) aims to minimise the logical row-column weight of $(L, R)$ by looking at non-homologically equivalent operators:

$$
(L, R)+\left(L_{z}, 0\right)
$$

as $L_{z}$ varies in $\mathcal{L}_{z}^{\text {left }}$. More precisely, ReShape exploits the canonical form of $L$ computed at the previous step and scans through all the columns of its logical part $O_{L}$. By construction, any row $\left(O_{L}\right)_{i}$ of $O_{L}$ belongs to the complement of $\operatorname{Im} \delta_{B}^{T}$. For this reason, $\left(O_{L}\right)_{i}$ can be written as the linear combination
of $k_{b}=n_{b}-\operatorname{rank}\left(\delta_{B}\right)$ unit vectors in $\mathbb{F}_{2}^{n_{b}}$ which does not belong to $\operatorname{Im} \delta_{B}^{T}$ i.e. $k_{b}$ unit vectors which span $\left(\operatorname{Im} \delta_{B}^{T}\right)^{\bullet}$, see Appendix A. Importantly, when we stack these row vectors $\left(O_{L}\right)_{i}$ all together and consider the columns of the matrix $O_{L}$, we observe that $O_{L}$ cannot have more than $k_{b}$ non-zero columns. Each non-zero column of $O_{L}$ is then treated as if it corresponded to a code-word of the classical code with parity check matrix $\delta_{A}$ (plus eventually a noise vector) and decoded individually using the classical minimum weight decoder $\mathscr{D}_{\delta_{A}}$ (line 7):

$$
\begin{equation*}
\mathscr{D}_{\delta_{A}}\left(O_{L}^{j}\right)=\rho^{j} \Longleftrightarrow \rho^{j} \in \arg \min _{k \in \operatorname{ker} \delta_{A}}\left(\left|k+O_{L}^{j}\right|\right) . \tag{12}
\end{equation*}
$$

If the computational cost of the classical decoder $\mathscr{D}_{\delta_{A}}$ is $O\left(c_{a}\right)$, the computational cost of the second step of ReShape is $O\left(k_{b} c_{a}\right)$.
The Split and Decode steps described for the left part are replicated, with opportune modifications, for the right part. To be exact, if one or both $\delta_{A}$ and $\delta_{B}$ are full rank, then the right part does not encode any logical operator so the algorithm terminates. ${ }^{2}$
Proposition 4 below ensures that the recovery operator $(\tilde{L}, \tilde{R})$ found by ReShape is a correct solution of (SE), as long as the classical decoders $\mathscr{D}_{\delta_{A}}$ and $\mathscr{D}_{\delta_{B}^{T}}$ succeed.

Proposition 4: Let $S$ be an $X^{B}$-syndrome matrix for $\mathcal{C}\left(\delta_{A}, \delta_{B}\right)$ and ( $L, R$ ) any valid solution to the Syndrome Equation:

$$
\begin{equation*}
\sigma(L, R)=S \tag{SE}
\end{equation*}
$$

Suppose that the minimum weight operator $\left(L_{\min }, R_{\min }\right)$ with syndrome $S$ has $\left(d_{a} / 2, d_{b}^{T} / 2\right)$-bounded logical row-column weight i.e.

$$
\mathrm{wt}_{\mathrm{rc}}^{\mathrm{log}}\left(L_{\min }, R_{\min }\right)=\left(\# \operatorname{row}_{\log }\left(L_{\min }\right), \# \operatorname{col}_{\log }\left(R_{\min }\right)\right),
$$

is such that

$$
\begin{equation*}
\# \operatorname{row}_{\log }\left(L_{\min }\right)<\frac{d_{a}}{2} \quad \text { and } \quad \# \operatorname{col}_{\log }\left(R_{\min }\right)<\frac{d_{b}^{T}}{2} \tag{13}
\end{equation*}
$$

Then, on input $\mathscr{D}_{\delta_{A}}, \mathscr{D}_{\delta_{B}^{T}}, S$ and $(L, R)$, ReShape outputs a correct solution $(\tilde{L}, \tilde{R})$ of (SE), provided that the classical decoders $\mathscr{D}_{\delta_{A}}, \mathscr{D}_{\delta_{B}^{T}}$ succeed. In other words, the solution ( $\tilde{L}, \tilde{R})$ found by ReShape is in the same homology class as the minimum weight operator with syndrome $S$ :

$$
\left[L_{\min }, R_{\min }\right]=[\tilde{L}, \tilde{R}] .
$$

It is important to note that the condition (13) on the weight of the original error is on its row-column weight, while usually decoding success is assessed depending on the weight of an operator, meaning the number of its non-identity factors. Obviously, for any operator $(L, R)$ it holds:

$$
\# \operatorname{row}(L) \leq|L| \text { and } \# \operatorname{col}(R) \leq|R|
$$

As a consequence, Proposition 4 entails that ReShape succeeds in correcting any $Z$-error of weight up to half the code distance $d_{z}=\min \left\{d_{A}, d_{B}^{T}\right\}$. Combining this with the cost analysis of
${ }^{2}$ In fact, as per Eq. (9) and Eq. (10), if $\operatorname{rank}\left(\delta_{A}\right)=m_{a}$ or $\operatorname{rank}\left(\delta_{B}\right)=$ $m_{b}$, then $\operatorname{ker} \delta_{A}^{T}=\left(\operatorname{Im} \delta_{A}\right)^{\bullet}=\{0\}$ or $\operatorname{ker} \delta_{B}^{T}=\left(\operatorname{Im} \delta_{B}\right)^{\bullet}=\{0\}$ and so $\mathcal{L}_{x}^{\text {right }}=\mathcal{L}_{z}^{\text {right }}$.
the Split and Decode steps detailed above, gives a proof of Theorem 1.
It is worth to observe that actually ReShape can correct errors of weight strictly bigger than half the code distance, as long as they are not too 'spread'. In fact, whenever an error is homologically equivalent to an operator $(L, R)$ such that $L$ has 'few' non-zero rows and $R$ has 'few' non-zero columns, ReShape succeeds. Formally, because by definition:

$$
\# \operatorname{row}(L) \geq \# \operatorname{row}_{\log }(L) \quad \text { and } \# \operatorname{col}(R) \geq \# \operatorname{col}_{\log }(R)
$$

## Proposition 4 yields

Corollary 2: Provided that the classical decoders succeed, ReShape successfully corrects any $Z$-error $(L, R)$ with bounded row-column weight:

$$
\# \operatorname{row}(L)<\frac{d_{a}}{2} \quad \text { and } \quad \# \operatorname{col}(R)<\frac{d_{b}^{T}}{2}
$$

To sum up, ReShape successfully solves the decoding problem for any hypergraph product code requiring only $k$ oracle calls to a classical decoder for the seed matrices, where $k$ is the logical dimension of the code. Furthermore, it is able to correct for a vast class of errors of weight strictly bigger than half the code distance, provided that they have a 'good' shape. Here by 'good' we mean errors of low logical column-row weight but arbitrary Hamming weight as for instance the $Z$-operator pictured in Figure 2, that has Hamming weight 23 but logical row-column weight $(1,0)$ and would therefore be successfully corrected by the ReShape decoder.
The next Section focuses on what happens when we cannot control the shape of the errors but we assume that the probability of a given error to occur decays exponentially in its weight.

## C. ReShape for Stochastic Noise

Up till now, we have focused on the adversarial noise model: errors on qubits are always correctable because we assume they have weight less than half the code distance. In real systems though, this is rarely the case and it is more faithful to assume that errors are sampled accordingly to a local stochastic noise model, where qubits errors have arbitrary location but the probability of a given error decays exponentially in its weight [3]. More precisely the probability of a Pauli error $E \in \mathcal{P}_{n}$ to occur is given by:

$$
\begin{equation*}
\mathbb{P}(E)=p^{|E|}(1-p)^{n-|E|} \tag{14}
\end{equation*}
$$

meaning that Pauli errors on each of the $n$ qubits are independent and identically distributed. Under the binomial distribution associated to Eq. (14), the expected error weight on the encoded state is $p m$. Because the best possible distance scaling for the hypergraph product codes is $\sim \sqrt{n}$ (when the classical seed codes have linear distance), as $n$ increases, we eventually find $p n>\sqrt{n} / 2 \sim d / 2$. Nonetheless, it is well known that LDPC hypergraph product codes do have a positive error correcting threshold [2]. A family of codes has threshold $p_{\text {th }}>0$ if, for noise rate below $p_{\text {th }}$, noncorrectable errors that destroy the logical information occur


Fig. 3. Graphical representation of one instance of ReShape for $Z$-errors. The code considered is the planar code of distance 3 (toric code with boundaries) or, equivalently, the $[[13,1,3]]$ hypergraph product code $\mathcal{C}(\delta, \delta)$ for $\delta$ full-rank parity check matrix of the distance-3 repetition code i.e. leftmost matrix in (11). We use the same graphical representation used in Figure 1. A minimum weight logical $Z$ operator for $\mathcal{C}(\delta, \delta)$ can be chosen to have support on all the qubits of a column of left qubits (Decode, bottom grid of qubits, support in red). The row span of $\delta$ consists of all vectors in $\mathbb{F}_{2}^{3}$ of even weight, hence for a generic $Z$-operator on $\mathcal{C}(\delta, \delta)$, all the rows of left qubits that have an even number of filled qubits belongs to its free part and do not contribute to its logical row-column weight. Since $\delta$ is full-rank, its column span is the whole space $\mathbb{F}_{2}^{2}$, and therefore a column displaying any choice of filled qubits is in the image of $\delta^{T}$. As such, there is no contribution to the logical-row column weight from the right part of the operator. In particular, there is no need to run the ReShape decoder on the right part: Algorithm 1 will not execute lines 11-20.
The figure is divided into to four sectors, one for each stage of the decoding cycle: Input, Split, Decode and Output.
Input: the valid solution in input $(L, R)$ has support represented by the black qubits. The operator $(L, R)$ has Hamming weight 8.
Split - Algorithm 1, lines 1-3: (L,R) is written as sum of its free part $\left(M_{L}, M_{R}\right)$ (top); and its logical part ( $O_{L}, O_{R}$ ) (bottom). For what said on the image of $\delta$, the free part $M_{L}$ of $L$ is a matrix whose rows have all even Hamming weight. Since $O_{L}$ has 2 non-zero rows, $(L, R)$ has logical row-column weight $\mathrm{wt}_{\mathrm{rc}}^{\log }(L, R)=2$.
Decode - Algorithm 1, lines 1-9: the non-zero column $(0,1,1)^{T}$ of the logical part $O_{L}$ of $L$ is given in input to a decoder $\mathscr{D}_{\delta}$ for the classical distance-3 repetition code. The solution found is $(1,1,1)^{T}$, represented by the single column of black bits on the top. This solution is plugged in the hypergraph product code and yields a logical operator correction represented by the operator at the bottom with support on the red qubits.
Output - Algorithm 1, line 10: the output solution $(\tilde{L}, \tilde{R})$ is obtained by adding the input operator $(L, R)$ and the operator found in the Decode step with support on the red qubits. The support of $(\tilde{L}, \tilde{R})$ is represented by the yellow qubits.
We note that the solution found $(\hat{L}, \tilde{R})$ has Hamming weight 7 and, by observing that only the first rows has odd weight, we deduce that its logical row-column weight is 1 . It is easy to verify that $(\tilde{L}, \tilde{R})$ is indeed homologically equivalent to the minimum weight solution $\left(\hat{L}_{1,3}, 0\right)$ where $\hat{L}_{1,3} \in \mathbb{F}_{2}^{3 \times 3}$ is the matrix with all zeros but for the $(1,3)$-th entry which is 1 . In fact, $(\tilde{L}, \tilde{R})=\left(\hat{L}_{1,3}, 0\right)+S^{z}(1,1)+S^{z}(2,1)+S^{z}(3,1)$ thus, by ( 3 ), $[\tilde{L}, \tilde{R}]=\left[\hat{L}_{1,3}, 0\right]$.
with probability $p_{\text {non-correctable }}$ which decays exponentially in the system size [2], [8], [33]:

$$
\begin{equation*}
p_{\text {non-correctable }} \propto\left(\frac{p}{p_{t h}}\right)^{\alpha d^{\beta}} \tag{15}
\end{equation*}
$$

for some $\alpha, \beta>0$. It is important to stress that Eq. (15) does not contrast with the fact that the typical error under the stochastic noise model will have weight $p n$. Instead, Eq. (15) entails that, among all the errors sampled, the non-correctable ones are only a small fraction. Beyond the theoretical threshold that Kovalev and Pryadko proved in [2], the literature offers several numerical evidence of decoders for hypergraph product or related families of codes which exhibit a threshold. Nonetheless these decoders either lack a correctness proof, e.g. BP in [10], [15], or need some additional constraints on the seed matrices, e.g. expander codes with small-set flip decoder [8], or augmented surface codes with the union-find decoder in [34].
On the contrary, for any choice of the seed matrices in the hypergraph product, ReShape is provably correct for adversarial errors. Not surprisingly though, ReShape does not show a threshold and a possible intuition for its anti-threshold behaviour is the following.

If we contrast Reshape with pairs of LDPC codes families and decoders which exhibit a threshold, such as expander codes with the small-set flip decoder [8] or hypergraph product codes with BP [10], [15], a feature of difference is the 'locality' of the decoding algorithms. Loosely, we say that a decoding algorithm is local if errors affecting distant regions on the qubit graph are dealt with separately and independently. We stress that a decoder's locality is a feature of the algorithm and it is not related to the locality of the code's stabiliser generators. A code can have local stabilisers, meaning that for a given layout of qubits in the space, stabiliser generators only involve qubits in a limited area, and yet be equipped with a non-local decoding algorithm. Indeed, ReShape is such a decoder. It is a non-local decoder that can be used on the very much local planar code. Locality of the decoding algorithm is relevant because local stochastic errors tend to form small disjoint clusters on the qubit graph which do not destroy the logical information as long as they are (1) small enough (2) sufficiently far apart. Therefore, if a decoder manages to mimic the error cluster distribution on the qubit graph and finds recovery operators accordingly, then it is likely to preserve the logical information and show a threshold. ReShape, on the other hand, has a deeply global nature.


Fig. 4. Anti-threshold behaviour of ReShape on two families of hypergraph product codes. For both families, we plot the failure probability $p_{\text {fail }}$ as a function of the phase-flip noise rate $p$ for codes with $Z$-distance $d$. All data points are generated with at least $10^{4}$ Monte Carlo trials. (a) and (c): The toric code without boundaries. (b) and (d): A family of hypergraph product codes $\mathcal{C}\left(\delta, \delta^{T}\right)$ where $\delta$ is a full-rank (3,4)-matrix randomly generated, see [10].

The Split step groups all the clusters of flipped qubits scattered across the qubit graph in a small pre-assigned region; a recovery is then chosen (Decode step) based on the syndrome information in this pre-assigned region. If we take the planar code as an example (see Figure 3), the Split step groups the error (and the syndrome) weight on one column of the left qubits. The subsequent Decode step decodes that column and finds a recovery operator with supported on the column. Because for the planar code a logical $Z$-operator can be chosen to have support on only one column of the left qubits, this procedure can easily destroy the logical information.
Our intuition on the performance of ReShape under stochastic noise finds confirmation in the plots reported in Figure 4. Even if at first sight the plots in Figure 4 a and 4 b could indicate the presence of a very low threshold (below $1 \%$ ), a closer analysis suggests that this is not the case. In fact, as $d$ increases, the crossing point between the dashed curve labelled $d=0$ and the $d$-curves slips leftwards. Since the dashed curve is the locus of points where the failure
probability $p_{\text {fail }}$ equates the noise rate $p$, it corresponds to the case of no encoding i.e. $d=0$. The common crossing point, in other words, represents the pseudo-threshold of the code [35]. Importantly, if a code family has a threshold $p_{\text {th }}$ in the sense of Eq. (15), then all the codes of the family crosses the curve $d=0$ at the same point of coordinates ( $p_{\text {th }}, p_{\text {th }}$ ). Figure 4 c clearly illustrates this left slipping phenomenon for the toric codes without boundaries. For close distances $d=6,8,10$, there it seems to be a common crossing point with the $d=0$ curve. However, the crossing point lowers if we increase $d$ more substantially, e.g. $d=20$. The situation appears less clear in Figure 4d because the pseudo-threshold seems to increase with the distance of the code. Still though, there is no common crossing point of the three curves; besides, we would expect the same trend as the one observed for the toric codes if codes of bigger distance were considered.
In conclusion, ReShape is not suited to tackle stochastic errors on $[[n, k, d]]$ code in the regime where typical errors have weight exceeding $d / 2$.

## V. Conclusion and Outlook

In this paper we determined some important homology invariants of hypergraph product codes. Exploiting these invariants, we designed the ReShape decoder. ReShape is the first decoder to efficiently decode for all errors up to half the code distance, across the whole spectrum of hypergraph product codes.

We foresee two natural extensions of this work. The first is to adapt ReShape for it to work in the stochastic noise model settings. Because ReShape actually succeeds in correcting errors of weight substantially bigger than $(d-1) / 2$ (namely it corrects error of weight as big as $\sim d^{2}$, when they have the right shape!), this gives us some hope that ReShape would work under stochastic noise if paired with the right clustering technique. For instance, something on the line of the clustering methods used in the renormalisation group or the union-find decoders [5], [18], [36], [37].

The second is to find the corresponding invariants for other families of homological product codes. Specifically, for the codes in [38], which have 'rectangular' shaped logical operators instead of 'string' like as the standard hypergraph product codes here studied; or the balanced product codes proposed in [39]. Once found, the right invariants could be plugged-in an appropriately modified version of ReShape and yield a provable correct decoder for these class of codes too.

## Appendix A <br> Linear Algebra: Space Complement

In this Appendix we review some known linear algebra facts that we use in our proofs. We refer the reader for instance to [40], [41] for a detailed presentation on the topic.

Consider a $m \times n$ binary matrix $\delta$. If $\operatorname{rank}(\delta)=\mathrm{rk}$ then we can choose binary vectors $v_{1}, \ldots, v_{\mathrm{rk}}$ in $\mathbb{F}_{2}^{m}$ whose span is $\operatorname{Im} \delta$ :

$$
\operatorname{Im} \delta=\left\langle v_{1}, \ldots, v_{\mathrm{rk}}\right\rangle
$$

Let $\mathbb{1}$ be the $m \times m$ identity matrix. Perform Gaussian reduction on the $(\mathrm{rk}+m)$-row matrix $M$ :

$$
M=\left(\begin{array}{c}
v_{1} \\
\vdots \\
v_{\mathrm{rk}} \\
\hline \mathbb{1}
\end{array}\right)
$$

By selecting the pivot rows, we obtain a basis of $\mathbb{F}_{2}^{m}$ of the form:

$$
\begin{equation*}
\left\{v_{1}, \ldots, v_{\mathrm{rk}}, f_{\mathrm{rk}+1}, \ldots, f_{m}\right\} \tag{16}
\end{equation*}
$$

where the $f_{i}$ are unit vectors. Letting:

$$
(\operatorname{Im} \delta)^{\bullet}:=\left\langle f_{\mathrm{rk}+1}, \ldots, f_{m}\right\rangle
$$

we have:

$$
\begin{equation*}
\mathbb{F}^{m}=(\operatorname{Im} \delta) \oplus(\operatorname{Im} \delta)^{\bullet} \tag{17}
\end{equation*}
$$

We refer to the space $(\operatorname{Im} \delta)^{\bullet}$ as complement of the space $\operatorname{Im} \delta$. We remark that the complement $V^{\bullet}$ is not equal to
the orthogonal complement $V^{\perp}$. To see how this is the case, consider

$$
V=\left\langle\left(\begin{array}{l}
1 \\
1 \\
1
\end{array}\right),\left(\begin{array}{l}
0 \\
1 \\
0
\end{array}\right)\right\rangle
$$

Then the spaces $V^{\bullet}$ and $V^{\perp}$ can be chosen as

$$
V^{\bullet}=\left\langle\left(\begin{array}{l}
0 \\
0 \\
1
\end{array}\right)\right\rangle, \quad \quad V^{\perp}=\left\langle\left(\begin{array}{l}
1 \\
0 \\
1
\end{array}\right)\right\rangle
$$

In particular, $V^{\perp} \subseteq V$ while $V^{\bullet} \cap V=\{0\}$.

## Appendix B

## Hypergraph Product Codes

CSS codes can be easily described in terms of homology theory [31], [42], [43] via the identification of the objects of the code with a chain complex [44]. For our purposes, a length $\ell$ chain complex is an object described by a sequence of $\ell+1$ vector spaces $\left\{\mathcal{C}_{i}\right\}_{i}$ over $\mathbb{F}_{2}$ and $\ell$ binary matrices $\left\{\partial_{i}: \mathcal{C}_{i} \longrightarrow \mathcal{C}_{i+1}\right\}_{i}$ such that, for each $i, \partial_{i} \partial_{i-1}=0$. In the following, we use the symbol $\partial$ to indicate the maps of a chain complex of length $\ell>1$ and the symbol $\delta$ to indicate the map of a chain complex of length 1 . Given a chain complex $\mathfrak{C}$ :

$$
\begin{equation*}
\mathcal{C}_{-1} \xrightarrow{\partial_{-1}} \mathcal{C}_{0} \xrightarrow{\partial_{0}} \mathcal{C}_{1}, \tag{C}
\end{equation*}
$$

we can define a CSS code $\mathcal{C}$ by equating:

$$
H_{Z}=\partial_{-1}^{T}, \quad H_{X}=\partial_{0}
$$

Since $\partial_{0} \partial_{-1}=0$ by construction, $X$-type and $Z$-type operators do commute i.e. $H_{X} \cdot H_{Z}^{T}=0$ and the code $\mathcal{C}$ associated to the chain complex $(\mathfrak{C})$ is well defined. The code $\mathcal{C}$ has length $n=\operatorname{dim}\left(\mathcal{C}_{0}\right)$ and its dimension $k$ equates to the dimension of the 0 th homology group $\mathcal{H}_{0}=\operatorname{ker} \partial_{0} / \operatorname{Im} \partial_{-1}$ or, equivalently, to the dimension of the 0th co-homology group $\mathcal{H}_{0}^{*}=\operatorname{ker} \partial_{-1} / \operatorname{Im} \partial_{0}$. Its $Z$-distance and $X$-distance are given by the minimum Hamming weight of any representative of a non-zero element in $\mathcal{H}_{0}$ and $\mathcal{H}_{0}^{*}$ respectively:

$$
\begin{aligned}
d_{z} & =\min _{v \in \mathbb{F}_{2}^{n}}\left\{|v|:[v] \in \mathcal{H}_{0},[v] \neq 0\right\}, \\
d_{x} & =\min _{v \in \mathbb{F}_{2}^{n}}\left\{|v|:[v] \in \mathcal{H}_{0}^{*},[v] \neq 0\right\} .
\end{aligned}
$$

An hypergraph product code $\mathcal{C}\left(\delta_{A}, \delta_{B}\right)$, which is a CSS code, can be easily defined in terms of product of chain complexes. Consider the two length- 1 chain complexes defined by the seed matrices $\delta_{A}$ and $\delta_{B}$ :

$$
\begin{aligned}
& C_{A}^{0} \xrightarrow{\delta_{A}} C_{A}^{1}, \\
& C_{B}^{0} \xrightarrow{\delta_{B}} C_{B}^{1} .
\end{aligned}
$$

We define their homological product as follows. Take the tensor product spaces $\mathcal{C}_{-1}=C_{A}^{0} \otimes C_{B}^{1}$ and $\mathcal{C}_{1}=C_{A}^{1} \otimes C_{B}^{0}$ and the direct sum space $\mathcal{C}_{0}=C_{A}^{0} \otimes C_{B}^{0} \oplus C_{A}^{1} \otimes C_{B}^{1}$.

The chain complex $\mathfrak{C}_{A, B}$ :

is well defined. In fact:

$$
\partial_{-1} \partial_{0}=\delta_{A} \otimes \delta_{B}^{T}+\delta_{A} \otimes \delta_{B}^{T}=0
$$

Therefore, the complex $\mathfrak{C}_{A, B}$ defines a valid CSS code, which we denote by $\mathcal{C}\left(\delta_{A}, \delta_{B}\right)$ and refer to as the hypergraph product code of the seed matrices $\delta_{A}$ and $\delta_{B}$. If the classical code with parity check $\delta_{\ell}, \delta_{\ell}^{T}$ has parameters $\left[n_{\ell}, k_{\ell}, d_{\ell}\right]$ and $\left[n_{\ell}^{T}, k_{\ell}^{T}, d_{\ell}^{T}\right]$ respectively ( $\ell=A, B$ ) then the hypergraph product code $\mathcal{C}\left(\delta_{A}, \delta_{B}\right)$ has parameters:

$$
\left[\left[n_{a} n_{b}+n_{a}^{T} n_{b}^{T}, k_{a} k_{b}+k_{a}^{T} k_{b}^{T}, d_{x}, d_{z}\right]\right]
$$

where $d_{x}=\min \left\{d_{a}^{T}, d_{b}\right\}$ and $d_{z}=\min \left\{d_{a}, d_{b}^{T}\right\}$, see [43].

## A. Reshaping of Vectors

One tool we make extensive use of, and from which our decoder takes its name, is the reshaping of vectors of a two-fold tensor product space into matrices (see, for instance, [43], [45]). Consider a basis $\mathcal{B}$ of the vector space $\mathbb{F}_{2}^{n_{1}} \otimes \mathbb{F}_{2}^{n_{2}}:$

$$
\mathcal{B}=\left\{a_{i} \otimes b_{j} \mid i=1, \ldots, n_{1} \text { and } j=1, \ldots, n_{2}\right\} .
$$

Then any $v \in \mathbb{F}_{2}^{n_{1}} \otimes \mathbb{F}_{2}^{n_{2}}$ can be written as:

$$
v=\sum_{a_{i} \otimes b_{j} \in \mathcal{B}} v_{i j}\left(a_{i} \otimes b_{j}\right),
$$

for some $v_{i j} \in \mathbb{F}_{2}$. We call the $n_{1} \times n_{2}$ matrix $V$ with entries $v_{i j}$ the reshaping of the vector $v$. By this identification, if $\varphi$, $\theta$ are respectively $m_{1} \times n_{1}$ and $m_{2} \times n_{2}$ matrices, then $(\varphi \otimes$ $\theta)(V)=\varphi V \theta^{T}$. The inner product between $u \otimes w$ and $v$ in $\mathbb{F}_{2}^{n_{1}} \otimes \mathbb{F}_{2}^{n_{2}}$ can be computed as

$$
\begin{equation*}
\langle u \otimes w, v\rangle=u^{T} V w \tag{18}
\end{equation*}
$$

As we here detail, the identification of operators on the code space $\mathcal{C}\left(\delta_{A}, \delta_{B}\right)$ with pairs of binary matrices that we used in the main text is rigorously justified by the reshaping of vectors into matrices. With slight abuse of notation, we refer to binary vectors and binary matrices as operators and vice versa, where the identification is clear via Eq. (8).

## B. Graphical Representation

Physical qubits of the code $\mathcal{C}\left(\delta_{A}, \delta_{B}\right)$ are in one-toone correspondence with basis elements of the space $\mathcal{C}_{0}$. If $\left\{e_{j_{a}}\right\}_{j_{a}},\left\{e_{j_{b}}\right\}_{j_{b}},\left\{e_{i_{a}}\right\}_{i_{a}},\left\{e_{i_{b}}\right\}_{i_{b}}$ are bases of the spaces $C_{A}^{0}, C_{B}^{0}, C_{A}^{1}, C_{B}^{1}$ of dimension $n_{a}, n_{b}, m_{a}, m_{b}$ respectively, then the union of the two sets

$$
\begin{aligned}
\mathcal{B}_{L} & :=\left\{\left(e_{j_{a}} \otimes e_{j_{b}}, 0\right)\right\} \\
\mathcal{B}_{R} & :=\left\{\left(0, e_{i_{a}} \otimes e_{i_{b}}\right)\right\}
\end{aligned}
$$

is a basis of $\mathcal{C}_{0}$. We refer to qubits associated to elements in $\mathcal{B}_{L}$, or its span, as left qubits and to those associated to $\mathcal{B}_{R}$, or its span, as right qubits. Since qubit operators are vectors in $\mathcal{C}_{0}$, by reshaping, they can be identified with pairs of matrices $(L, R)$ where $L$ has size $n_{a} \times n_{b}$ and $R$ has size $m_{a} \times m_{b}$; in particular, $L$ acts on the left qubits while $R$ acts on the right qubits.

A $Z$-stabilizer for the code associated to the complex $\mathfrak{C}_{A, B}$ is any vector in $\operatorname{Im} \partial_{-1}$. A generating set for $Z$-stabilizers is:

$$
\mathcal{S}_{z}:=\left\{\partial_{-1}\left(e_{j_{a}} \otimes e_{i_{b}}\right)\right\}_{j_{a}, i_{b}}
$$

where $e_{j_{a}}$ and $e_{i_{b}}$ are unit vectors of $C_{A}^{0}$ and $C_{B}^{1}$ respectively, i.e. they are a basis of the two spaces. Let $E_{j_{a} i_{b}} \in C_{A}^{0} \otimes C_{B}^{1}$ be the reshaping of $\left(e_{j_{a}} \otimes e_{i_{b}}\right)$, i.e. it is the matrix with all zeros entries but for the $\left(j_{a}, i_{b}\right)$-th entry which is 1 . The reshape of $\partial_{-1}\left(e_{j_{a}} \otimes e_{i_{b}}\right)$ is then given by the pair of matrices:

$$
(L, R)=\left(E_{j_{a} i_{b}} \delta_{B}, \delta_{A} E_{j_{a} i_{b}}\right)
$$

Logical $Z$-operators are vectors in ker $\partial_{0}$ which are not in $\operatorname{Im} \partial_{-1}$. Specifically, a minimal generating set of logical $Z$-operators is given by [30]:

$$
\begin{equation*}
\hat{\mathcal{L}}_{z}:=\hat{\mathcal{L}}_{z}^{\text {left }} \cup \hat{\mathcal{L}}_{z}^{\text {right }} \tag{19}
\end{equation*}
$$

where

$$
\begin{aligned}
\hat{\mathcal{L}}_{z}^{\text {left }}:=\left\{\left(k_{a} \otimes e_{j_{b}}, 0\right):\right. & k_{a} \text { varies among a basis of } \operatorname{ker} \delta_{A}, \\
& \left|e_{j_{b}}\right|=1 \text { and it varies } \\
& \text { among a basis of } \left.\operatorname{Im}\left(\delta_{B}^{T}\right)^{\bullet}\right\},
\end{aligned}
$$

and
$\hat{\mathcal{L}}_{z}^{\text {right }}:=\left\{\left(0, e_{i_{a}} \otimes \bar{k}_{b}\right):\left|e_{i_{a}}\right|=1\right.$ and it varies among a basis of $\operatorname{Im}\left(\delta_{A}\right)^{\bullet}$, $\bar{k}_{b}$ varies among a basis of $\left.\operatorname{ker} \delta_{B}^{T}\right\}$.

The reshaping of vectors in $\hat{\mathcal{L}}_{z}$ gives the set $\mathcal{L}_{z}$ of Eq. (9) in the main text. The vector version of logical $X$-operators is likewise obtained from the set of matrices $\mathcal{L}_{x}$ of Eq. (10).

## Appendix C Proofs

This Section contains all the proofs of the statements made in the main text.

Broadly speaking, in this work we wanted to characterize $Z$-errors operators on the codespace of $\mathcal{C}\left(\delta_{A}, \delta_{B}\right)$ associated to the chain complex $\mathfrak{C}_{A, B}$. In order to do so, we first studied the logical $Z$-operators of $\mathcal{C}\left(\delta_{A}, \delta_{B}\right)$ and introduced a canonical form for them. From homology theory, we know that non-trivial logical $Z$-operators are associated to vectors in $\operatorname{ker} \partial_{0}$ which do not belong to $\operatorname{Im} \partial_{-1}$. Lemma 1 below describes all the vectors in $\operatorname{ker} \partial_{0}$.
Lemma 1: Let $(L, R) \in \mathcal{C}_{0}$ be in ker $\partial_{0}$, then:

$$
\begin{aligned}
& L \in \operatorname{ker} \delta_{A} \otimes C_{B}^{0}+C_{A}^{0} \otimes \operatorname{Im} \delta_{B}^{T} \\
& R \in C_{A}^{1} \otimes \operatorname{ker} \delta_{B}^{T}+\operatorname{Im} \delta_{A} \otimes C_{B}^{1}
\end{aligned}
$$

Proof: Let $(L, R) \in \operatorname{ker} \partial_{0}$. Then:

$$
\begin{align*}
\partial_{0}(L, R)=0 & \Longleftrightarrow\left(\delta_{A} \otimes \mathbb{1}\right) L+\left(\mathbb{1} \otimes \delta_{B}^{T}\right) R=0, \\
& \Longleftrightarrow \delta_{A} L+R \delta_{B}=0 . \tag{20}
\end{align*}
$$

Eq. (20) yields:

$$
\begin{equation*}
\delta_{A} L=R \delta_{B}=V, \tag{21}
\end{equation*}
$$

for some $V \in C_{A}^{1} \otimes C_{B}^{0}$. Eq. (21) entails that all columns of $V$ belong to $\operatorname{Im} \delta_{A}$ while its rows belong to $\operatorname{Im} \delta_{B}^{T}$. As a consequence, it must exists $U \in C_{A}^{0} \otimes C_{B}^{1}$ such that:

$$
V=\delta_{A} U \delta_{B}
$$

Therefore Eq. (21) can be re-written as:

$$
\delta_{A} L=\delta_{A} U \delta_{B}
$$

which yields:

$$
\begin{align*}
\left(\delta_{A} \otimes \mathbb{1}\right)\left(L+U \delta_{B}\right) & =\delta_{A} L+\delta_{A} U \delta_{B} \\
& =V+V \\
& =0 \tag{22}
\end{align*}
$$

Equivalently, Eq. (22) states that $L+U \delta_{B}$ has columns in $\operatorname{ker} \delta_{A}$ :

$$
L+U \delta_{B} \in \operatorname{ker} \delta_{A} \otimes C_{B}^{0}
$$

and therefore:

$$
L \in \operatorname{ker} \delta_{A} \otimes C_{B}^{0}+C_{A}^{0} \otimes \operatorname{Im} \delta_{B}^{T},
$$

as in the thesis. Similarly, we find

$$
R \in C_{A}^{1} \otimes \operatorname{ker} \delta_{B}^{T}+\operatorname{Im} \delta_{A} \otimes C_{B}^{1}
$$

A proof of Proposition 1, reported below for clarity, follows directly combining what said in Appendix B-A and Lemma 1.
Proposition 1 (Canonical Form): Let $(L, R)$ be a $Z$-operator on the codespace of $\mathcal{C}\left(\delta_{A}, \delta_{B}\right)$. For a vector space $V \subseteq \mathbb{F}_{2}^{n}$, we denote by $V^{\bullet}$ any space such that $V \oplus V^{\bullet} \simeq \mathbb{F}_{2}^{n}$, (see Appendix A). Then, for the operator $(L, R)$, the left part $L$ can be expressed as a sum of a free part $M_{L}$ and a logical part $O_{L}$ such that every row of $M_{L}$ belongs to $\operatorname{Im} \delta_{B}^{T}$ and every row of $O_{L}$ belongs to $\left(\operatorname{Im} \delta_{B}^{T}\right)^{\bullet}$. Similarly, the right part $R$ can be expressed as a sum of a free part $M_{R}$ and a logical part $O_{R}$ such that every column of $M_{R}$ belongs to $\operatorname{Im} \delta_{A}$ and every column of $O_{R}$ belongs to $\left(\operatorname{Im} \delta_{A}\right)^{\bullet}$. Hence, for $(L, R)$ holds:

$$
\begin{equation*}
(L, R)=\left(M_{L}+O_{L}, M_{R}+O_{R}\right) . \tag{CF}
\end{equation*}
$$

We refer to the writing given by Eq. (CF) as canonical form of the operator $(L, R)$.

In the main text, we have introduced the notions of row-column weight and logical row-column weight for a $Z$-operator on $\mathcal{C}\left(\delta_{A}, \delta_{B}\right)$. The definition of these two quantities finds its explanation in Proposition 2, whose proof builds on the results of Lemma 1.
Proposition 2: If $(L, R)$ is a non-trivial logical $Z$-operator of $\mathcal{C}\left(\delta_{A}, \delta_{B}\right)$ then either $\# \operatorname{row}(L) \geq d_{a}$ or $\# \operatorname{col}(R) \geq d_{b}^{T}$ (or both).

Proof: If $(L, R)$ is a non-trivial logical $Z$-operator, it must anti-commute with at least one logical $X$-operator $\left(L_{x}, R_{x}\right)$. Because a $Z$-operator and a $X$-operator anti-commute if and only if their supports overlap on an odd number of positions, either $L$ and $L_{x}$ or $R$ and $R_{x}$ have odd overlap. Without loss of generality, we can assume that the former is verified and we can choose $\left(L_{x}, R_{x}\right)$ as a left operator of the form

$$
\left(L_{x}, R_{x}\right)=(f \otimes k, 0)
$$

where $f$ is a unit vector in $\left(\operatorname{Im} \delta_{A}^{T}\right)^{\bullet}$ and $k \in \operatorname{ker} \delta_{B}$. In other words, we choose logical $X$-operator $(f \otimes k, 0)$ from the set of generators of $X$-logical operators $\hat{\mathcal{L}}_{x}^{\text {left }}$, as in the $X$-version of Eq. (19). The inner product equation for reshaped vectors Eq. (18) then yields:

$$
\begin{align*}
1=\left\langle\left(L_{x}, 0\right),(L, R)\right\rangle & =\left\langle L_{x}, L\right\rangle+\langle 0, R\rangle \\
& =f^{T} L k . \tag{23}
\end{align*}
$$

Now, observe that $(L, R) \in \mathcal{C}_{0}$ is a non-trivial logical $Z$-operator of $\mathcal{C}\left(\delta_{A}, \delta_{B}\right)$ if and only if $[L, R] \in \mathcal{H}_{0}=$ ker $\partial_{0} / \operatorname{Im} \partial_{-1}$ and $[L, R] \neq 0$ or, equivalently, if and only if:

$$
(L, R) \in \operatorname{ker} \partial_{0} \backslash \operatorname{Im} \partial_{-1}
$$

In particular, $(L, R)$ belongs to ker $\partial_{0}$ and thanks to Lemma 1, we can re-write it as:

$$
(L, R)=\left(K_{A}+U_{L} \delta_{B}, \bar{K}_{B}+\delta_{A} U_{R}\right),
$$

where columns of $K_{A}$ belong to $\operatorname{ker} \delta_{A}$ and rows of $\bar{K}_{B}$ belong to $\operatorname{ker} \delta_{B}^{T}$. Using Lemma 1 's decomposition for $(L, R) \in \operatorname{ker} \partial_{0}$, we can expand the matrix-vector product $L k$ as:

$$
\begin{align*}
L k & =\left(K_{A}+U_{L} \delta_{B}\right) k \\
& =K_{A} k+U_{L} \delta_{B} k \\
& =K_{A} k \quad \text { since } k \in \operatorname{ker} \delta_{B} . \tag{24}
\end{align*}
$$

Eq. (24) entails $L k=K_{A} k$ and therefore that $L k$, being a linear combination of column-vectors in $\operatorname{ker} \delta_{A}$, belongs to $\operatorname{ker} \delta_{A}$ itself. Furthermore, by Eq. (23), $L k \neq 0$. To sum up, $L k$ is a non-zero vector in $\operatorname{ker} \delta_{A}$ and therefore it must have Hamming weight at least $d_{a}$. As a consequence, $L$ is a matrix with at least $d_{a}$ rows:

$$
\# \operatorname{row}(L) \geq d_{a}
$$

Similarly, we would have found:

$$
\# \operatorname{col}(R) \geq d_{b}^{T}
$$

if we had assumed that $(L, R)$ anti-commuted with a logical $X$-operator $\left(0, R_{x}\right)$ in $\hat{\mathcal{L}}_{x}^{\text {right }}$.

Corollary 1 follows easily.
Corollary 1: If $(L, R)$ is a non-trivial logical $Z$-operator on $\mathcal{C}\left(\delta_{A}, \delta_{B}\right)$, at least one of the following hold:
(i) $L$ has at least $d_{a}$ rows which are not in $\operatorname{Im} \delta_{B}^{T}$ when seen as vectors in $C_{B}^{0}$.
(ii) $R$ has at least $d_{b}^{T}$ columns which are not in $\operatorname{Im} \delta_{A}$ when seen as vectors of $C_{A}^{1}$.

Proof: Write $(L, R)$ in its canonical form:

$$
(L, R)=\left(M_{L}+O_{L}, M_{R}+O_{R}\right)
$$

and let

$$
\begin{aligned}
& M_{L}=N_{L} \delta_{B}, \\
& M_{R}=\delta_{A} N_{R},
\end{aligned}
$$

for some binary matrices $N_{L}, N_{R}$ of size $n_{a} \times m_{b}$. As done in the proof of Proposition 2, consider a logical $X$-operator $(f \otimes k, 0)$ such that it anti-commutes with $(L, R)$. Combining the canonical form of $L$ and Eq. (24), yields:

$$
\begin{aligned}
L k & =\left(O_{L}+N_{L} \delta_{B}\right) k \\
& =O_{L} k \\
& =K_{A} k
\end{aligned}
$$

$$
=O_{L} k \quad \text { since } k \in \operatorname{ker} \delta_{B}
$$

by Eq. (24)
for some $n_{a} \times n_{b}$ matrix $K_{A}$ with columns in $\operatorname{ker} \delta_{A}$. By the same argument used in the proof of Proposition 2, we find:

$$
\left|K_{A} k\right| \geq d_{A} \Rightarrow\left|O_{L} k\right| \geq d_{A}
$$

and in particular that $O_{L}$ has at least $d_{a}$ non-zero rows. Since by definition of canonical form the non-zero rows of $O_{L}$ are precisely those rows of $L$ which do not belong to $\operatorname{Im} \delta_{B}^{T}$, we have proven point (i). Point (ii) follows similarly in the case $(L, R)$ anti-commutes with at least one logical $X$-operator of the form $\left(0, R_{x}\right)$.

Corollary 1, together with Proposition 3 below, justifies the definition of the logical row-column weight for $Z$-operators on $\mathcal{C}\left(\delta_{A}, \delta_{B}\right)$ (Definition 2). The logical row-column weight of $(L, R)$ is denoted by the symbol $\mathrm{wt}_{\mathrm{rc}}^{\mathrm{log}}(L, R)$ and stands for the integer pair $\left(\# \operatorname{row}_{\log }(L), \# \operatorname{col}_{\log }(R)\right)$ where $\# \operatorname{row}_{\log }(L)$ is the number of rows of $L$ that are not in $\operatorname{Im} \delta_{B}^{T}$ and $\# \operatorname{col}_{\log }(R)$ is the number of columns of $R$ which are not in $\operatorname{Im} \delta_{A}$. Proposition 3, that we now prove, states that the logical row-column weight of a $Z$-operator on $\mathcal{C}\left(\delta_{A}, \delta_{B}\right)$ is an homology invariant of the chain complex $\mathfrak{C}_{A, B}$ and therefore it legitimates the name choice for this quantity.

Proposition 3: The logical row-column weight of a $Z$-operator on $\mathcal{C}\left(\delta_{A}, \delta_{B}\right)$ is an invariant of its homology class.

Proof: Let $[L, R]$ be the homology class of $(L, R)$ :

$$
\begin{aligned}
{[L, R]=\left\{\left(L+G_{L}, R+G_{R}\right):\right.} & \left(G_{L}, G_{R}\right) \\
& \text { is a } Z \text {-stabiliser }\} .
\end{aligned}
$$

The operator $\left(G_{L}, G_{R}\right) \in \mathcal{C}_{0}$ is a $Z$-stabilizer for $\mathcal{C}\left(\delta_{A}, \delta_{B}\right)$ if and only if

$$
\begin{align*}
\left(G_{L}, G_{R}\right) & =\partial_{-1}(U) \\
& =\left(U \delta_{B}, \delta_{A} U\right) \tag{25}
\end{align*}
$$

For some $n_{a} \times m_{b}$ binary matrix $U$. Eq. (25) entails that any row of $G_{L}$ belongs to $\operatorname{Im} \delta_{B}^{T}$ and any column of $G_{R}$ belongs to $\operatorname{Im} \delta_{A}$. Therefore, if we write $(L, R)$ in its canonical form:

$$
(L, R)=\left(M_{L}+O_{L}, M_{R}+O_{R}\right)
$$

we see that we can 'delete' all the rows of $M_{L}$ by adding a stabiliser and hence 'move' part of the support of the operator $(L, R)$ from the left qubits to the right qubits. Specifically,
if $M_{L}=N_{L} \delta_{B}$ for some $n_{a} \times m_{b}$ binary matrix $N_{L}$, we consider the stabiliser $G=\left(N_{L} \delta_{B}, \delta_{A} N_{L}\right)$ and we obtain:

$$
(L, R)+G=\left(O_{L}, M_{R}+O_{R}+\delta_{A} N_{L}\right) .
$$

Similarly, we could move the $M_{R}$ part of the operator $(L, R)$ from the right qubits to the left qubits, by adding the stabilizer $G^{\prime}=\left(N_{R} \delta_{B}, \delta_{A} N_{R}\right)$, for a $n_{a} \times m_{b}$ matrix $N_{R}$ such that $M_{R}=\delta_{A} N_{R}$.

On the other hand though, it is not possible to delete non-zero rows of $O_{L}$ via stabiliser addition. In other words, it is not possible to remove, via stabiliser addition, any of the rows of $L$ that are not in $\operatorname{Im} \delta_{B}^{T}$. Hence, the number \# row $_{\log }(L)$ of non-zero rows of $O_{L}$ is an homology invariant. Likewise, we find that it is not possible to delete any column in $O_{R}$ by adding stabilisers and therefore $\# \operatorname{col}_{\log }(R)$ is a logical invariant too.

The proof of Proposition 3 actually entails a stronger result than the invariance of the row-column weight of $Z$-operators on $\mathcal{C}\left(\delta_{A}, \delta_{B}\right)$. Namely, we have proven that the indices of the rows and the columns in the sets row ${ }_{l o g}$ and col $_{\log }$ respectively, are homology invariants of the reshaped $Z$-operators $(L, R)$ on $\mathcal{C}\left(\delta_{A}, \delta_{B}\right)$. However, because to prove the correctness of ReShape it is sufficient to look at the cardinality of the two sets row $_{l o g}$ and col $_{l o g}$, we decided to state Proposition 3 in this more compact and elegant form.

We can now prove Proposition 4.
Proposition 4: Let $S$ be a $X$-syndrome matrix for $\mathcal{C}\left(\delta_{A}, \delta_{B}\right)$ and $(L, R)$ any valid solution to the Syndrome Equation

$$
\begin{equation*}
\sigma(L, R)=S \tag{SE}
\end{equation*}
$$

Suppose that the minimum weight operator $\left(L_{\min }, R_{\text {min }}\right)$ with syndrome $S$ has $\left(d_{a} / 2, d_{b}^{T} / 2\right)$-bounded logical row-column weight i.e.

$$
\mathrm{wt}_{\mathrm{rc}}^{\log }\left(L_{\mathrm{min}}, R_{\mathrm{min}}\right)=\left(\# \operatorname{row}_{\log }\left(L_{\min }\right), \# \operatorname{col}_{\log }\left(R_{\min }\right)\right)
$$

is such that

$$
\begin{equation*}
\# \operatorname{row}_{\log }\left(L_{\min }\right)<\frac{d_{a}}{2} \quad \text { and } \quad \# \operatorname{col}_{\log }\left(R_{\min }\right)<\frac{d_{b}^{T}}{2} \tag{13}
\end{equation*}
$$

Then, on input $\mathscr{D}_{\delta_{A}}, \mathscr{D}_{\delta_{B}^{T}}, S$ and $(L, R)$, ReShape outputs a correct solution $(\tilde{L}, \tilde{R})$ of (SE), provided that the classical decoders $\mathscr{D}_{\delta_{A}}, \mathscr{D}_{\delta_{B}^{T}}$ succeed. In other words, the solution $(\tilde{L}, \tilde{R})$ found by ReShape is in the same homology class as the minimum weight operator with syndrome $S$ :

$$
\left[L_{\min }, R_{\min }\right]=[\tilde{L}, \tilde{R}]
$$

Proof: This is a proof by contradiction: we suppose that the minimum weight solution and the solution found by ReShape (Algorithm 1) are not homologically equivalent and we find as a consequence that the minimum weight solution need to have high logical row-column weight.
Let $(L, R)$ be the valid solution of (SE) in input to ReShape and $(\tilde{L}, \tilde{R})$ be the recovery operator found.

First note that $\sigma(\tilde{L}, \tilde{R})=\sigma(L, R)$. In fact, the Split step only finds the canonical form of $(L, R)$ and therefore changes neither the operator $(L, R)$ nor its syndrome. The Decode step, possibly adds to $(L, R)$ logical $Z$-operators $\left(L_{z}, R_{z}\right)$ such
that $\sigma\left(L_{z}, R_{z}\right)=0$ and therefore, even when it changes the operator, it preserves its syndrome.

Suppose now that the solution found by ReShape and the minimum weight solution ( $L_{\mathrm{min}}, R_{\min }$ ) of (SE) belong to two different homology classes:

$$
[\tilde{L}, \tilde{R}] \neq\left[L_{\min }, R_{\min }\right]
$$

where:

$$
\# \operatorname{row}_{\log }(L)<\frac{d_{a}}{2} \quad \text { and } \quad \# \operatorname{col}_{\log }(R)<\frac{d_{b}^{T}}{2}
$$

Since both $\left(L_{\min }, R_{\text {min }}\right)$ and $(\tilde{L}, \tilde{R})$ are valid solution of (SE), they must differ for an operator with zero $X$-syndrome. Because $\left(L_{\min }, R_{\min }\right)$ and $(\tilde{L}, \tilde{R})$ are not homologically equivalent, they must differ for a non-trivial $Z$-operator in the normaliser $\mathcal{N}(\mathcal{S})$ of the stabiliser group. As such, they must differ for an operator which is the sum of a $Z$-stabiliser and a non-trivial logical operator:

$$
\begin{equation*}
\left(L_{\min }, R_{\min }\right)=(\tilde{L}, \tilde{R})+\left(G_{L}, G_{R}\right)+\left(L_{z}, R_{z}\right) \tag{26}
\end{equation*}
$$

where $\left(G_{L}, G_{R}\right)$ is a $Z$-stabiliser and $\left(L_{z}, R_{z}\right)$ is a non-trivial logical $Z$-operator.

Without loss of generality we assume that $\left(L_{z}, R_{z}\right)$ is non-trivial on the left qubits, meaning that $L_{z}$ has at least one non-zero column in $\operatorname{ker} \delta_{A}$. The proof is substantially the same in case it is non-trivial on the right qubits.

First, write the left operators $L_{\text {min }}$ and $\widetilde{L}$ in their canonical form with respect to the same unit-vector basis used to write the logical operators in $\mathcal{L}_{z}$ (see Eq. (16)):

$$
\begin{aligned}
L_{\min } & =M_{\min }+O_{\min } \\
\tilde{L} & =\tilde{M}+\tilde{O}
\end{aligned}
$$

Note that, by construction, the left operator $L_{z}+G_{L}$ is already in its canonical form, where $L_{z}$ is its logical part and $G_{L}$ is its free part. By Eq. (17), the sum is direct and therefore the equality given by Eq. (26) must hold component-wise for the free part and the logical part:

$$
\begin{align*}
M_{\min } & =\tilde{M}+G_{L} \\
O_{\min } & =\tilde{O}+L_{z} \tag{27}
\end{align*}
$$

Let now focus on the logical part equality expressed by Eq. (27) and let $L_{z}^{j}$ be a non-zero column of $L_{z}$ in $\operatorname{ker} \delta_{A}$. Then:

$$
\begin{equation*}
O_{\min }^{j}=\tilde{O}^{j}+L_{z}^{j}, \quad L_{z}^{j} \in \operatorname{ker} \delta_{A} . \tag{28}
\end{equation*}
$$

Eq. (12) for the classical decoder $\mathscr{D}_{\delta_{A}}$, entails:

$$
\left|\tilde{O}^{j}\right|=\min _{k \in \operatorname{ker} \delta_{A}}|v+k|
$$

for some input vector $v$ defined by $L$. In particular, no vector $k^{\prime} \in \operatorname{ker} \delta_{A}$ can overlap with $\tilde{O}^{j}$ in more than $d_{A} / 2$ positions, otherwise we would have $\left|v+k^{\prime}\right|<\left|\tilde{O}^{j}\right|$, against the assumption that $\left|\tilde{O}^{j}\right|$ is minimum. Thanks to this observation and considering the Hamming weight of the terms in Eq. (28),
we obtain:

$$
\begin{aligned}
\left|O_{\min }^{j}\right| & =\left|\tilde{O}^{j}+L_{z}^{j}\right| \\
& =\left|\tilde{O}^{j}\right|+\left|L_{z}^{j}\right|-2\left|\tilde{O}^{j} \wedge L_{z}^{j}\right| \\
& \geq\left|L_{z}^{j}\right|-\left|\tilde{O}^{j} \wedge L_{z}^{j}\right| \\
& \geq d_{a}-\frac{d_{a}}{2}=\frac{d_{a}}{2},
\end{aligned}
$$

by Eq. (28).
Because the weight of any of the columns of a matrix is a lower bound on the number of its non-zero rows, we have:

$$
\# \operatorname{row}\left(O_{\min }\right) \geq \frac{d_{a}}{2}
$$

By definition of canonical form, this is equivalent to:

$$
\# \operatorname{row}_{\log }\left(L_{\min }\right) \geq \frac{d_{a}}{2}
$$

against the assumption.
We stress that the number $\# \operatorname{row}\left(O_{\text {min }}\right)$ of rows of $L_{\text {min }}$ which do not belong to $\operatorname{Im} \delta_{B}^{T}$, does not depend on the particular splitting chosen for the canonical form. In fact, as stated in Proposition 3, the logical row weight of the left part of a $Z$-operator is an homology invariant. An argument similar to the one just outlined for the left part of ( $L_{\text {min }}, R_{\text {min }}$ ) holds for its right part and yields:

$$
\# \operatorname{col}_{\log }\left(R_{\min }\right) \geq d_{b}^{T} / 2
$$

again contradicting the assumption. In conclusion, we have reached a contradiction and therefore it must be:

$$
\left[L_{\min }, R_{\min }\right]=[\tilde{L}, \tilde{R}]
$$
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## Chapter 4

## Logical gates - Qubit partitions

## Context and Results

In [1] we propose a method to implement logical encoded gates on hypergraph product codes via a generalization of the concept of transversal gates [2] that relies on partitions of the code's data qubits. By the Eastin-Knill Theorem, no stabilizer code has a universal set of purely transversal gates [3] and therefore a fault-tolerant universal set will necessarily come with some, maybe substantial, overhead $[4,5,6]$. Bravyi and Konig showed that locality constraints in two dimensions limit the set of faulttolerant gates of a code to the Clifford group [7]. The planar code obeys Bravyi-Konig constraints and, even if more general hypergraph product codes do not, it has been shown $[8,9,10]$ that they still suffer from the same limitations. Krishna and Poulin illustrated how, in principle, the idea of braiding on the planar code can be generalized to hypergraph product codes but their result is not constructive.

We take a generalization approach too and adapt Moussa's folding [11, 12, 13] of the planar code to other hypergraph product code families. Firstly, we show that a clever choice of the qubits partition naturally yield fault-tolerant operations. Secondly, we exhibit a few practical fault-tolerant examples to implement Clifford gates on families of hypergraph product codes that obey some symmetry constraints. Key in our construction is the discovery of a standard basis for the logical space of all hypergraph product codes that we believe is of independent interest. Crucially, transversal gates and the generalization we consider, do not require any qubit overhead. Albeit limited, our work gives a constructive approach to building logical gates on hypergraph product codes.

## Limitations

The qubits partition method we proposed falls short in two ways. First, it does not yield the full Clifford group at zero overhead. State injection [4] and pieceable fault tolerance [14] can promote our set to computationally universal, however at the price of substantial physical qubit and time cost. As in [13], we could explore what happens if we relegate some of the logical qubits to the role of gauge qubits. Second, we conjecture that our partition strategy could produce non-Clifford gates on higher dimensional hypergraph product codes $[15,16]$, but we have not found the right partition - yet.
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The promise of high-rate low-density parity check (LDPC) codes to substantially reduce the overhead of fault-tolerant quantum computation depends on constructing efficient, fault-tolerant implementations of logical gates on such codes. Transversal gates are the simplest type of fault-tolerant gate, but the potential of transversal gates on LDPC codes has hitherto been largely neglected. We investigate the transversal gates that can be implemented in hypergraph product codes, a class of LDPC codes. Our analysis is aided by the construction of a symplectic canonical basis for the logical operators of hypergraph product codes, a result that may be of independent interest. We show that in these codes transversal gates can implement Hadamard (up to logical SWAP gates) and control-Z on all logical qubits. Moreover, we show that sequences of transversal operations, interleaved with error-correction, allow implementation of entangling gates between arbitrary pairs of logical qubits in the same code block. We thereby demonstrate that transversal gates can be used as the basis for universal quantum computing on LDPC codes, when supplemented with state injection.

## 1 Introduction

In recent years, quantum computing has transitioned from a theoretical idea to a real technology that is competitive with state-of-the-art classical computing on carefully selected tasks [1]. However, realising its potential to solve intractable problems of practical importance requires the development of a fault-tolerant quantum computer - a device that can perform long quantum computations to a very high degree of accuracy even in the presence of noise [2]. Fault-tolerant quantum computing can be achieved by encoding quantum information into quantum error-correcting codes, but only at the cost of substantial overhead. For standard fault-tolerant quantum architectures based on the surface code this overhead is prohibitively large for the foreseeable future, with approximately $10^{6}$ to $10^{8}$ qubits being required to realise useful applications [3, 4].

High-rate quantum LDPC codes offer a promising avenue to significantly reducing this overhead [5]. These codes move beyond topological codes such as the surface code [6] by substituting the requirement that stabiliser check operators are geometrically local with a weaker condition that they must be sparse. They thereby preserve the essential benefits of the surface code for error-correction, while allowing much smaller qubit overheads [5, 7].

In this work, we focus on hypergraph product codes - a class of high-rate LDPC codes derived from the tensor product of classical LDPC codes. Even when restricted to this highly-structured class of codes, it is not yet clear what is the best strategy to reliably perform logic. The earliest proposal for fault-tolerant logic on LDPC codes relies on state injection protocols that, while achieving a constant overhead per logical qubit in the asymptotic regime, would have substantial finite-size overheads [8]. In [9, 10], code deformation on hypergraph product codes is used to perform Clifford gates. The protocol proposed preserves the LDPC property of the code throughout the entire computation; however, even if in principle the whole Clifford group is implementable via this framework, there is no promise that this is the case for an arbitrary hypergraph product
code nor is there a promise on the time cost of each gate implementation. Another variation of code deformation, via non-destructive measurement of high-weight logical operators, is proposed in [11]; the method there proposed enables the implementation of the full Clifford group on all hypergraph product codes. Nevertheless, this method requires many ancilla qubits if we want to operate in parallel on all of the encoded qubits.

We take a different approach to fault-tolerance and explore transversal gates $[12,13,14,15$, 16, 17]. Transversal gates on homological codes [18], close cousins of the hypergraph product codes, were studied in [19]. Universality is there obtained by combining two quantum codes with complementary transversal gates. Hence in [19] the problem of universality is deferred to the one of finding complementary classes of good quantum codes that are then combined via the homological product; the information is always protected by at least one code whilst leveraging the transversal gates of the other. We relax the constraints on the underlying (classical) codes used as seed codes in the hypergraph product and investigate how the core symmetries that arise from the product structure itself enable transversal gates.

The transversal gates we find are only a small subset of the Clifford group. Nonetheless, we further the knowledge on hypergraph product codes by proving that it is possible to efficiently construct a canonical basis for their logical space. The existence of such a canonical basis is nontrivial and may be of independent interest in the development of other computational frameworks on hypergraph product codes or related families of codes (e.g. higher dimensional homological product codes [18, 20, 21], or the codes introduced in [22]). Furthermore, we illustrate how pieceably fault-tolerant circuits [23] and state injection can be used on symmetric hypergraph product codes in conjunction with the transversal gates proposed to give a universal gate set. Importantly, our scheme is relevant to small, low-overhead quantum error-correcting codes with practical near-term potential.

After a short introduction to hypergraph product codes in Section 2, we detail the existence of the canonical basis for their logical space in Section 2.1. In Section 3, we illustrate how the idea of unfolding the color code into surface codes relies on more general symmetries of the product structure, symmetries that are inherited by square and symmetric codes. Thanks to this observation and the use of our canonical basis, we showcase the transversal implementation of some Clifford gates on hypergraph product codes. We comment on how pieceable fault tolerance and state injection, in combination with the transversal gates introduced, could be used on 'small' codes to perform arbitrary computations in Section 4.

## 2 Hypergraph Product Codes

Any binary matrix $H$ in $\mathbb{F}_{2}^{m \times n}$ defines a classical code whose codewords are vectors in the kernel of $H$, ker $H$. The classical code so defined uses $n$ bits to protect from errors $k=n-\operatorname{rank}(H)$ bits and detects all errors of Hamming weight less than $d$, the minimum weight of a codeword. Briefly, we say that $H$ defines an $[n, k, d]$ code [24]. Similarly, any pair of binary matrices $H_{x}$ in $\mathbb{F}_{2}^{m_{x} \times n}$ and $H_{z}$ in $\mathbb{F}_{2}^{m_{z} \times n}$ such that $H_{x} \cdot H_{z}^{T}=0 \bmod 2$ defines a stabiliser CSS code [25, 26, 27]. The stabiliser group is $\mathbf{S}=\left\langle\mathbf{S}_{\mathbf{x}} \cup \mathbf{S}_{\mathbf{z}}\right\rangle$, where $\mathbf{S}_{\mathbf{x}}$ is the set of $X$ operators whose support vector ${ }^{1}$ is equal to a row of $H_{x}$, and $\mathbf{S}_{z}$ is the set of $Z$ operators whose support vector is equal to a row of $H_{z}$. Since an $X$ and a $Z$ operator commute if and only if their supports have even overlap, the orthogonality of $H_{x}$ and $H_{z}$ in $\mathbb{F}_{2}$ ensures that the stabiliser group $\mathbf{S}$ is well defined. The quantum code with stabiliser group $\mathbf{S}$ uses $n$ physical qubits to encode $k=n-\operatorname{rank}\left(H_{x}\right)-\operatorname{rank}\left(H_{z}\right)$ logical qubits and detects all errors of weight less than $d=\min \left(d_{x}, d_{z}\right)$, where $d_{x}$ is the minimum weight of a vector in ker $H_{z}$ that is not in the image of $H_{x}^{T}, \operatorname{Im} H_{x}^{T}$, and $d_{z}$ is the minimum weight of a vector in ker $H_{x}$ that is not in $\operatorname{Im} H_{z}^{T}$. Briefly, we say that the quantum code is $\llbracket n, k, d \rrbracket$.

A hypergraph product code $[28,18,29]$ is a CSS code produced from the hypergraph product of two linear codes. Given $H_{a}$ in $\mathbb{F}_{2}^{m_{a} \times n_{a}}$ and $H_{b}$ in $\mathbb{F}_{2}^{m_{b} \times n_{b}}$ we define:

$$
\begin{align*}
H_{x} & =\left(\begin{array}{ll}
H_{a} \otimes I_{n_{b}} & I_{m_{a}} \otimes H_{b}^{T}
\end{array}\right),  \tag{1}\\
H_{z} & =\left(\begin{array}{ll}
I_{n_{a}} \otimes H_{b} & H_{a}^{T} \otimes I_{m_{b}}
\end{array}\right), \tag{2}
\end{align*}
$$

[^7]where $\otimes$ is the tensor product. Since $H_{x} \cdot H_{z}^{T}=2 H_{a} \otimes H_{b}^{T}=0 \bmod 2$, this choice is valid and we indicate by $\operatorname{HGP}\left(H_{a}, H_{b}\right)$ this CSS code. If $H_{\eta}\left(\right.$ resp. $\left.H_{\eta}^{T}\right)$ define a $\left[n_{\eta}, k_{\eta}, d_{\eta}\right]\left(\right.$ resp. $\left.\left[m_{\eta}, k_{\eta}^{T}, d_{\eta}^{T}\right]\right)$ classical code, then $\operatorname{HGP}\left(H_{a}, H_{b}\right)$ has parameters
\[

$$
\begin{equation*}
\llbracket n_{a} n_{b}+m_{a} m_{b}, k_{a} k_{b}+k_{b}^{T} k_{a}^{T}, d \rrbracket, \tag{3}
\end{equation*}
$$

\]

where $d=\min \left(d_{a}, d_{a}^{T}, d_{b}, d_{b}^{T}\right)$.
The physical qubits of $\operatorname{HGP}\left(H_{a}, H_{b}\right)$ can be arranged in two rectangular grids of sizes $n_{a} \times n_{b}$ and $m_{a} \times m_{b}$, see fig. 2 and [30]. As such, we enumerate the physical qubits of $\operatorname{HGP}\left(H_{a}, H_{b}\right)$ by the triplet $(i, h, L)$ and $(j, \ell, R)$, where $1 \leq i \leq n_{a}, 1 \leq h \leq n_{b}, 1 \leq j \leq m_{a}, 1 \leq \ell \leq m_{b}$. The first two coordinates of each triplet refer to the row and column positions of the physical qubit in the grid. The third coordinate $L$ or $R$, short for left and right respectively, distinguishes the two grids and is referred to as sector of the physical qubit. Via this spacial mapping of physical qubits, each stabiliser generator will have support contained in a row of one sector and a column of the other. Specifically, elements of $\mathbf{S}_{\mathbf{x}}$ can be indexed by a pair $j, h$, such that $S_{x}(j, h)$ has support on qubits on row $j$ of the right sector and column $h$ of the left sector. Elements of $\mathbf{S}_{\mathbf{z}}$, indexed by a pair $i, \ell$ are similar, but have support on rows of qubits in the left sector and columns in the right sector.

We say that a hypergraph product code is a square code if it is derived from one classical matrix only. Square codes $\operatorname{HGP}(H, H)$ take their name from the shape of the two grids of physical qubits: if $H \in \mathbb{F}_{2}^{m \times n}$, the left and right sectors are square grids of sizes $n \times n$ and $m \times m$ respectively. A square code $\operatorname{HGP}(H, H)$ such that $H=H^{T}$ or, more loosely, such that $H \in \mathbb{F}_{2}^{n \times n}$ is square and $\operatorname{Im}(H)=\operatorname{Im}\left(H^{T}\right)$, is said symmetric and denoted as $\mathrm{HGP}_{\mathrm{sy}}(H)$.

### 2.1 Logical Pauli Operators

Logical $X$ and $Z$ operators of $\operatorname{HGP}\left(H_{a}, H_{b}\right)$ can be chosen to have support on a 'line' of qubits, meaning that each operator acts non-trivially either on the left or right sector, and either on a column or on a row of physical qubits $[18,30]$. We build on this and show that such a 'line basis' can, in addition, be chosen to be symplectic. The existence of such canonical basis is the key ingredient in the identification of transversal gates on hypergraph product codes. Formally:

Theorem 1. For any hypergraph product code there exist bases $\mathcal{B}_{\text {line }}^{x}$ and $\mathcal{B}_{\text {line }}^{z}$ of logical $X$ and $Z$ operators respectively such that:

1. Any operator in $\mathcal{B}_{\text {line }}^{x}$ or $\mathcal{B}_{\text {line }}^{z}$ has support on a 'line' of qubits; by line here we intend that the support of the operator is contained in either a column or a row of left or right sector qubits, when qubits are arranged on two grids as explained above.
2. For any operator in $\mathcal{B}_{\text {line }}^{x}$ there exists one and only one operator in $\mathcal{B}_{\text {line }}^{z}$ that anticommutes with it. More precisely for every pairs of operators, one in $\mathcal{B}_{\text {line }}^{x}$ and one in $\mathcal{B}_{\text {line }}^{z}$, either their support overlaps on exactly one qubit or does not overlap at all.

We refer to any such pair of bases as canonical basis for $\operatorname{HGP}\left(H_{a}, H_{b}\right)$.
The proof of Theorem 1 is constructive and relies on a modified version of the Gaussian elimination algorithm over $\mathbb{F}_{2}$ (Algorithm 1), which yields a special kind of triangular matrices that we call strongly lower triangular matrices.

Definition 1. An $m \times n$ matrix $A$ is said to be strongly lower triangular if:

1. Any column $j$ has a pivot $p$ such that all the elements below the pivot are zero.
2. All the pivots are distinct.
3. Reordering if necessary, for any pivot $A_{p, j}=1$, the coefficients to its right are zero i.e. $A_{p, j+1}=A_{p, j+2}=\ldots A_{p, m}=0$.
We indicate by $\pi(A)$ the set of row pivots of $A$ :

$$
\pi(A)=\left\{p \text { s.t. } A_{p, j} \text { is a pivot for some column index } j \text { of } A\right\}
$$

Given a vector space, we say that a set of vectors is strongly lower triangular if its matrix representation is.

An example of a strongly lower triangular matrix is:

$$
A=\left(\begin{array}{llll}
1 & 1 & 0 & 1  \tag{4}\\
1 & 1 & 1 & 0 \\
1 & 0 & 0 & 0 \\
0 & 1 & 1 & 1 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right)
$$

where $\pi(A)=\{3,5,6,7\}$. Observe in particular the pivot $A_{3,1}$ : all the coefficients to its right are zero even if the submatrix on its right is not zero.

As Lemma 1 below shows, strongly lower triangular bases for the classical codes and their transposes used as seed codes in the hypergraph product naturally give a canonical basis for the associated hypergraph product code.

Lemma 1. Given strongly lower triangular bases for $\operatorname{ker} H_{a}$, $\operatorname{ker} H_{a}^{T}$, $\operatorname{ker} H_{b}$ and $\operatorname{ker} H_{b}^{T}$, is it possible to construct a canonical basis for the associate hypergraph product code $\operatorname{HGP}\left(H_{a}, H_{b}\right)$.

Proof. We begin with some notation. Given a vector space $V \subseteq \mathbb{F}_{2}^{n}$ its complement, $V^{\bullet} \subseteq \mathbb{F}_{2}^{n}$, is the vector space such that $V \oplus V^{\bullet}=\mathbb{F}_{2}^{n}$. Crucially, $V^{\bullet}$ has same dimension as the orthogonal complement $V^{\perp}$ of $V$ :

$$
V^{\perp}=\left\{w \in \mathbb{F}_{2}^{n} \text { s.t. }\langle v, w\rangle=0 \text { for all } v \in V\right\}
$$

but they are, in general, different spaces. For example, if $V=\operatorname{Span}\left((1,1,1)^{T},(0,1,0)^{T}\right)$ then $V^{\perp}=\operatorname{Span}\left((1,0,1)^{T}\right)$ and $V^{\bullet}=\operatorname{Span}\left((0,0,1)^{T}\right)$.

Before detailing the proof of Lemma 1, we remind the reader that the logical $Z$ operators of $\operatorname{HGP}\left(H_{a}, H_{b}\right)$ are spanned by:

$$
\left\{(k \otimes \bar{f}, 0) \text { for } k \in \operatorname{ker} H_{a}, \bar{f} \in\left(\operatorname{Im} H_{b}^{T}\right)^{\bullet}\right\} \cup\left\{(0, g \otimes \bar{h}) \text { for } \bar{h} \in \operatorname{ker} H_{b}^{T}, g \in\left(\operatorname{Im} H_{a}\right)^{\bullet}\right\},
$$

and the logical $X$ operators are spanned by:

$$
\left\{\left(\bar{f}^{\prime} \otimes k^{\prime}, 0\right) \text { for } k^{\prime} \in \operatorname{ker} H_{b}, \bar{f}^{\prime} \in\left(\operatorname{Im} H_{a}^{T}\right) \bullet\right\} \cup\left\{\left(0, \bar{h}^{\prime} \otimes g^{\prime}\right) \text { for } \bar{h}^{\prime} \in \operatorname{ker} H_{a}^{T}, g^{\prime} \in\left(\operatorname{Im} H_{b}\right)^{\bullet}\right\} .
$$

See, for instance, [18, 30]. Thus, the problem of finding a canonical basis for $\operatorname{HGP}\left(H_{a}, H_{b}\right)$ can be reduced to the problem of finding suitable bases for the kernels and the complement spaces defined by the classical seed matrices. In the proof below we follow this approach and show that strongly lower triangular bases for the classical seed matrices indeed induce a canonical basis for $\operatorname{HGP}\left(H_{a}, H_{b}\right)$.

Let $A=\left\{a_{i}\right\} \in \mathbb{F}_{2}^{n_{a}}, \bar{A}=\left\{\alpha_{j}\right\} \in \mathbb{F}_{2}^{m_{a}}, B=\left\{b_{h}\right\} \in \mathbb{F}_{2}^{n_{b}}$ and $\bar{B}=\left\{\beta_{\ell}\right\} \in \mathbb{F}_{2}^{m_{a}}$ be strongly lower triangular bases for ker $H_{a}$, $\operatorname{ker} H_{a}^{T}$, ker $H_{b}$ and ker $H_{b}^{T}$ respectively. The indices are the pivots: $a_{i}$ has $i$ th coordinate $a_{i}[i]=1$ and for any $i^{\prime}>i$, its $i^{\prime}$ th coordinate $a_{i}\left[i^{\prime}\right]=0$.

We claim that if $f_{i} \in \mathbb{F}_{2}^{n_{a}}$ is the $i$ th unit vector, then the set $A_{p}=\left\{f_{i}\right\}_{i \in \pi(A)}$ is a basis of the complement $\left(\operatorname{Im} H_{a}^{T}\right)^{\bullet}$ of $\operatorname{Im} H_{a}^{T}$. Since the size $n_{a}-\operatorname{rank}\left(H_{a}\right)$ of $A_{p}$ equals the dimension of $\left(\operatorname{Im} H_{a}^{T}\right) \bullet$ and the vectors in $A_{p}$ are clearly linearly independent, we only need to prove that they generate a space that has trivial intersection with $\operatorname{Im} H_{a}$ i.e. $\operatorname{Span}\left(A_{p}\right) \cap \operatorname{Im} H_{a}=\{0\}$. To see this, suppose by contradiction that $f_{i} \in \operatorname{Im} H_{a}^{T}$ for some $f_{i} \in A_{p}$. Then, $f_{i}$ can be written as a linear combination of a set $\rho$ of rows of $H_{a}$ :

$$
\begin{equation*}
\sum_{v^{T} \in \rho} v=f_{i} . \tag{5}
\end{equation*}
$$

By construction, for any $i, i^{\prime} \in \pi(A),\left\langle f_{i}, a_{i^{\prime}}\right\rangle=1$ if and only if $i^{\prime}=i$ and 0 otherwise. Combining
this with eq. (5), yields:

$$
\begin{array}{rlr}
1 & =\left\langle f_{i}, a_{i},\right\rangle & \\
& =\left\langle\sum_{v^{T} \in \rho} v, a_{i}\right\rangle & \text { by hypothesis, } \\
& =\sum_{v^{T} \in \rho}\left\langle v, a_{i}\right\rangle & \\
& =0 & \text { by linearity } \\
& a_{i} \in \operatorname{ker} H_{a},
\end{array}
$$

which is a contradiction. Hence, $A_{p} \cap \operatorname{Im} H_{a}^{T}=\emptyset$ and therefore $A_{p} \subseteq\left(\operatorname{Im} H_{a}^{T}\right)^{\bullet}$. Using this same argument and the linearity of the inner product, we have that no linear combination of vectors in $A_{p}$ belongs to $\operatorname{Im} H_{a}^{T}$. Hence, only the zero vector belongs to both the span of $A_{p}$ and $\operatorname{Im} H_{a}$. This completes the proof that $A_{p}$ is a basis of $\left(\operatorname{Im} \underline{H}_{a}^{T}\right)^{\bullet}$.

Similarly, we can prove that $\bar{A}_{p}, B_{p}$ and $\bar{B}_{p}$ are well defined bases of the corresponding complement spaces.

Because the tensor product of bases is a basis of the tensor product space, the sets:

$$
\begin{align*}
& \mathcal{B}_{\text {line }}^{x}=\left\{\left(f_{i} \otimes b_{h}, 0\right),\left(0, \alpha_{j} \otimes f_{\ell}\right)\right\},  \tag{6}\\
& \mathcal{B}_{\text {line }}^{z}=\left\{\left(a_{i} \otimes f_{h}, 0\right),\left(0, f_{j} \otimes \beta_{\ell}\right)\right\}, \tag{7}
\end{align*}
$$

for $i \in \pi(A), h \in \pi(B), j \in \pi(\bar{A})$, and $\ell \in \pi(\bar{B})$, are sets of linearly independent logical operators. Moreover, it is straightforward to see that operators in $\mathcal{B}_{\text {line }}^{x}$ and $\mathcal{B}_{\text {line }}^{z}$ have support on a line of qubits. Thus, in order to verify that $\mathcal{B}_{\text {line }}=\mathcal{B}_{\text {line }}^{x} \cup \mathcal{B}_{\text {line }}^{z}$ is a canonical basis for $\operatorname{HGP}\left(H_{a}, H_{b}\right)$, we only need to show that it is symplectic.

Clearly, left and right operators do not overlap. If instead we take a left $Z$ operator and a left $X$ operator we find:

$$
\begin{equation*}
\left\langle\left(a_{i} \otimes f_{h}, 0\right),\left(f_{i^{\prime}} \otimes b_{h^{\prime}}, 0\right)\right\rangle=a_{i}\left[i^{\prime}\right] \cdot b_{h^{\prime}}[h] \tag{8}
\end{equation*}
$$

and by strong lower triangularity:

$$
a_{i}\left[i^{\prime}\right] \cdot b_{h^{\prime}}[h]=\left\{\begin{array}{l}
1, \text { if } i=i^{\prime} \text { and } h=h^{\prime} \\
0, \text { otherwise }
\end{array}\right.
$$

Since an equivalent relation holds for pairs of right operators, we have shown that for every operator in $\mathcal{B}_{\text {line }}^{x}$ there exists a unique operator in $\mathcal{B}_{\text {line }}^{z}$ that is not orthogonal to it. Furthermore, two overlapping operators of different type overlap on exactly one physical qubit e.g. for the two left operators in eq. (8), it is the physical qubit at position $(i, h, L)$ when $i=i^{\prime}$ and $h=h^{\prime}$.

In conclusion, $\mathcal{B}_{\text {line }}=\mathcal{B}_{\text {line }}^{x} \cup \mathcal{B}_{\text {line }}^{z}$ is a canonical basis for $\operatorname{HGP}\left(H_{a}, H_{b}\right)$ as per Theorem 1.
Theorem 1 is a corollary of Lemma 1, provided that strongly lower triangular bases exist and can be found. We show how this is in fact the case in Appendix A, where we present a modification of the Gaussian reduction algorithm, Algorithm 1, which finds a strongly triangular basis for any $n \times n$ binary matrix in time $O\left(n^{3}\right)$.

Practically, if an arbitrary code has a canonical basis as per Theorem 1, any indexing of the physical qubits of the code naturally yields an indexing of the logical qubits. Namely, if the unique physical qubit in the overlap of a basis logical $X$ operator and a basis logical $Z$ operator has index $\iota$, then the index of the corresponding logical qubit is $\iota$ too, and we indicate it as $q_{\iota}$. We call the physical qubit $\iota$ the physical pivot of the logical qubit $q_{\iota}$.

For a hypergraph product code $\operatorname{HGP}\left(H_{a}, H_{b}\right)$, if we display qubits on a grid as explained above and we fix a canonical basis as per Theorem 1, we can uniquely index logical qubits as $q_{i, h}^{L}$ and $q_{j, \ell}^{R}$ corresponding to the pivots $(i, h, L)$ and $(j, \ell, R)$. By construction, the sector $L$ or $R$ indicates whether the logical qubit has canonical operators supported on the left or right sector qubits and the first two coordinates specify where the two canonical operators cross. We refer to physical qubits $(i, i, \sigma), \sigma=L, R$, as diagonal qubits and to the others as mirror qubits. The logical qubits inherit the same attribute of their pivots. To sum up, we have found a classification of the logical qubits of $\operatorname{HGP}\left(H_{a}, H_{b}\right)$ that depends on the physical position of the crossing of the logical $X$ and $Z$ operators, $\bar{X}$ and $\bar{Z}$, see table 1 .

| symbol | $\bar{Z}$ | $\bar{X}$ | pivot qubit |
| :---: | :---: | :---: | :---: |
| $q_{i, h}^{L}$ | $\left(a_{i} \otimes f_{h}, 0\right)$ | $\left(f_{i} \otimes b_{h}, 0\right)$ | $(i, h, L)$ |
| $q_{j, \ell}^{R}$ | $\left(0, f_{j} \otimes \beta_{\ell}\right)$ | $\left(0, \alpha_{j} \otimes f_{\ell}\right)$ | $(j, \ell, R)$ |

Table 1: Classification and indexing of the logical qubits of a hypergraph product code $\operatorname{HGP}\left(H_{a}, H_{b}\right)$ where $\left\{a_{i}\right\},\left\{b_{h}\right\},\left\{\alpha_{j}\right\},\left\{\beta_{\ell}\right\}$ are strongly lower triangular bases of $\operatorname{ker} H_{a}, \operatorname{ker} H_{b}, \operatorname{ker} H_{a}^{T}, \operatorname{ker} H_{b}^{T}$ indexed over the basis' pivots. We refer to logical qubits whose pivot lies on the diagonal e.g. $q_{i, i}^{L}$ or $q_{j, j}^{R}$ as diagonal logical qubits, and to the others as mirror logical qubits.

## 3 Transversal Clifford gates

Transversal logical operators offer the most straightforward approach to realising fault-tolerant quantum computation since they naturally limit the spread of errors. A unitary operator $U$ is transversal with respect to a partition ${ }^{2}\left\{Q_{i}\right\}$ of the physical qubits of an $\llbracket n, k, d \rrbracket$ code if it can be expressed as $U=\bigotimes_{i} U_{i}$, where each $U_{i}$ acts non-trivially only on qubits in $Q_{i}[16]$. The usual notion of transversal gates [13] is found choosing the singleton partition $\{\{i\}\}$. By construction transversal gates do not spread errors between qubits in different subsets and are therefore inherently faulttolerant, provided that all the subsets in the partition are correctable ${ }^{3}$. We say that a partition $\left\{Q_{i}\right\}$ is $m$-local if all its subsets have size at most $m:\left|Q_{i}\right| \leq m$. The partition-distance $\delta_{\left\{Q_{i}\right\}}$ is the minimum number of subsets in the partition that supports a logical operator. Equivalently, the code can detect all errors that are supported on at most $\delta_{\left\{Q_{i}\right\}}-1$ subsets. The partition-distance is a measure of how many faulty factors $U_{i}$ the code can tolerate without corrupting the logical information. In the same way, we can think of the distance of a code as a measure of how many faulty 'identity factors' a code can deal with. As an example, for any $\llbracket n, k, d \rrbracket$ stabiliser code, the singleton partition $\{\{i\}\}$ is 1-local, has partition distance $\delta_{\{\{i\}\}}=d$ and the logical Pauli operators are transversal with respect to it.

In this Section we propose a partition for square codes of partition-distance $\lfloor d / 2\rfloor$ and one for symmetric codes of partition-distance $d$; for both partitions, we report some examples of transversal operators. Importantly, as suggested in [16, 31], we expect transversal operators on (2-dimensional) hypergraph product codes to be restricted to be either Pauli or Clifford operators, hence we here focus on Clifford operators.

Clifford operators permute the Pauli operators by mapping the Pauli group on $n$ qubits $\mathcal{P}_{n}$ into itself. The set of Clifford gates on $n$ qubits, $\mathcal{C}_{n}$, is a group, that can be generated by:
(i) The Hadamard gate $H$, that maps $X$ operators into $Z$ operators and vice-versa, $X \leftrightarrow Z$.
(ii) The phase gate S , that maps $X$ operators into $Y$ operators and fixes $Z$ operators, $X \rightarrow Y$.
(iii) The CZ gate, a two qubit gate that maps $X \otimes I \rightarrow X \otimes Z, I \otimes X \rightarrow Z \otimes X$ and acts trivially on $Z$ operators.

### 3.1 Gates on square codes

The first partition we propose builds on the unfolding technique for the color code proposed in [32] and further studied in $[33,34,35]$. In [32, 33], the equivalence between color codes and folded planar codes is leveraged to construct transversal Clifford gates on the planar code. Here we build on that same idea to investigate Clifford gates on square hypergraph product codes.

Hypergraph product codes can be seen as a generalisation of the planar code, which indeed is the hypergraph product code $\operatorname{HGP}\left(H_{\text {rep }}, H_{\text {rep }}\right)$, where $H_{\text {rep }}$ is the full-rank parity check matrix of the repetition code, e.g.

$$
H_{\mathrm{rep}}=\left(\begin{array}{lll}
1 & 1 & 0  \tag{9}\\
0 & 1 & 1
\end{array}\right)
$$
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Figure 1: Graphical representation of the diagonal-twin partition for squares hypergraph product codes derived from the color code unfolding into the planar code [32,33]. The two grids of physical qubits are folded separately along the principal diagonal and qubits that share the same sites upon folding are paired together. The grey circles represent physical diagonal qubits while all the other circles represent mirror qubits. The yellow circles (two on the left, and two on the right) are twin qubits.
for parameters $[3,1,3]$. By exploiting the symmetries of the canonical basis of hypergraph product codes (Theorem 1), we are able to generalise the folding of [32] to all square hypergraph product codes $\operatorname{HGP}(H, H)$. We can fold the left and right grid of qubits along the principal diagonal and pair the physical qubits whose sites overlap upon folding, see fig. 1. Upon folding, mirror physical qubits are twinned: $(i, h, L)$ twins with $(h, i, L)$ and $(j, \ell, R)$ with $(\ell, j, R)$. We call the partition given by singletons of diagonal qubits and two-qubit sets of twin qubits, diagonal-twin partition. More precisely, if $H \in \mathbb{F}_{2}^{m \times n}$ and $\operatorname{HGP}(H, H)$ is a $\llbracket n, k, d \rrbracket$ code, the diagonal-twin partition of its physical qubits is given by

$$
\begin{gather*}
\{\{(i, i, L)\},\{(j, j, R)\}\} \\
\cup  \tag{10}\\
\{\{(i, h, L),(h, i, L)\},\{(j, \ell, R),(\ell, j, R)\}\}
\end{gather*}
$$

where $1 \leq i, h \leq n$ and $i \neq h ; 1 \leq j, \ell \leq m$ and $j \neq \ell$.
The diagonal-twin partition is 2-local and has partition-distance $\delta_{\mathrm{dt}}=\lfloor d / 2\rfloor$. In fact, as proven in [30], a non-trivial logical operator for an $\llbracket n, k, d \rrbracket$ hypergraph product code has support on at least $d$ rows or columns of qubits in the same sector. Because the diagonal-twin partition is 2-local, the union of any choice of $\mu$ subsets from it has size at most $2 \mu$. Thus, in order to fill at least $d$ rows or $d$ columns of physical qubits, we need to pick at least $\mu \geq d / 2$ subsets in the diagonal-twin partition.

The nomenclature of physical qubits as diagonal and twins is naturally inherited by the logical qubits via the correspondence of logical qubits and their physical pivots, see table 1. This labelling is key in understanding the logical actions of transversal operations for the diagonal-twin partition and therefore we summarize it here: diagonal logical qubits are indexed as $q_{i, i}^{L}$ and $q_{j, j}^{R}$; twin logical qubits as $\left(q_{i, h}^{L}, q_{h, i}^{L}\right)$ and $\left(q_{j, \ell}^{R}, q_{\ell, j}^{R}\right)$ for $i \neq h$ and $j \neq \ell$, see fig. 2.

Similarly to the planar code case, both the Hadamard-SWAP and the CZ-S gates detailed below are valid logical operators on $\operatorname{HGP}(H, H)$. Whilst it is immediate to verify that the stabilisers group is preserved by these two operators, less immediate is the identification of the logical operation performed. Crucially, this task becomes trivial when we look at the action induced on a canonical basis derived by strongly lower triangular reduction as per Lemma 1.

On the physical level, Hadamard-SWAP consist of (i) Hadamard on every physical qubit; (ii) physical SWAP between twin qubits. Hadamard-SWAP is a valid logical operator as it preserves the stabiliser group mapping $S_{x}(j, h) \leftrightarrow S_{z}(h, j)$ and (i) swaps the logical $X$ and the logical $Z$ operators of twin qubits: on the left $q_{i, h}^{L}$ and $q_{h, i}^{L}$, on the right $q_{j, \ell}^{R}$ and $q_{\ell, j}^{R}$; (ii) acts as logical Hadamard on the diagonal qubits.

The operator CZ-S is defined on the physical level as: (i) S gate on left diagonal qubits; (ii) $\mathrm{S}^{\dagger}$ on right diagonal qubits; (iii) CZ between twin qubits. CZ-S preserves the $Z$ stabilisers and maps the $X$ stabiliser $S_{x}(j, h)$ into $S_{x}(j, h) S_{z}(h, j)$. Importantly, the phase factor in the product $S_{x}(j, h) S_{z}(h, j)$ is correctly preserved since, by construction, an $X$-stabiliser $S_{x}(j, h)$ has a diagonal left qubit ( $h, h$ ) in its support if and only if $H_{a}[j, h]=1$, if an only if it has a diagonal right qubit


Figure 2: Graphical representation of the physical qubits of the square code $\operatorname{HGP}(\tilde{H}, \tilde{H})$, where $\tilde{H}$ is as in eq. (11). The physical qubits (white circles) are arranged on a left and right grid. The black circles highlight the position of the physical pivots associated to the logical qubits, see table 1 . The canonical basis pictured is derived as explained in Lemma 1 from the matrix $A$ of eq. (4), whose columns are a strongly lower triangular basis of $\operatorname{ker} \tilde{H}$.
$(j, j)$ in its support too. As such, if an S gate is applied, an $\mathrm{S}^{\dagger}$ gate is applied too and the global phase cancels out. Again by looking at the action of the operator CZ-S on a canonical basis, since twin logical operators have support on mirror qubits only and each diagonal logical operator has support on exactly one diagonal qubit, we find that the logical action of the operator CZ-S is (i) S on left diagonal qubits; (ii) $\mathrm{S}^{\dagger}$ on right diagonal qubits; (iii) CZ between twin qubits.

### 3.1.1 An example of a square code

As a guiding example, we consider the square code $\operatorname{HGP}(\tilde{H}, \tilde{H})$, where $\tilde{H}$ a is non-full-rank parity check matrix of the classical $[7,4,3]$ Hamming code:

$$
\tilde{H}=\left(\begin{array}{lllllll}
1 & 1 & 0 & 1 & 1 & 0 & 0  \tag{11}\\
1 & 0 & 1 & 1 & 0 & 1 & 0 \\
0 & 1 & 1 & 1 & 0 & 0 & 1 \\
1 & 0 & 1 & 0 & 1 & 0 & 1
\end{array}\right)
$$

The matrix $\tilde{H}$ defines an equivalent $[7,4,3]$ classical code and $\tilde{H}^{T}$ defines a $[4,1,3]$ code. By eq. (3), $\operatorname{HGP}(\tilde{H}, \tilde{H})$ is a $\llbracket 65,17,3 \rrbracket \mathrm{CSS}$ code. The columns of $A$ in eq. (4) are a strongly triangular basis of ker $\tilde{H}$ and $\tilde{v}=\left(\begin{array}{llll}1 & 0 & 1 & 1\end{array}\right)^{T}$ generates $\operatorname{ker} \tilde{H}^{T}$. Trivially, $\{\tilde{v}\}$ is a strongly lower triangular basis of $\operatorname{ker} \tilde{H}^{T}$, with pivot $\pi(\tilde{v})=4$. In fig. 2 qubits are represented as circles. We note how these are divided into a $7 \times 7$ grid of left physical qubits and a $4 \times 4$ grid of right physical qubits. The characteristic square shape of these two grids makes $\operatorname{HGP}(\tilde{H}, \tilde{H})$ a square code. The physical diagonal qubits are the ones that lie across the principal diagonals of the squares (the two black lines in fig. 2). The black circles correspond to physical pivots, one for each logical qubit of the code. As for any other square hypergraph product code derived from a classical $[n, k, d]$ code whose transpose is a $\left[m, k^{T}, d^{T}\right]$ code, there are $k^{2}=16$ left logical qubits, $k=4$ of which diagonal, and $\left(k^{T}\right)^{2}=1$ right logical qubits, $k^{T}=1$ of which diagonal.

### 3.2 Gates on symmetric codes

The second partition we propose improves on the diagonal-twin partition, having partition-distance $d$ against $\lfloor d / 2\rfloor$ for a $\llbracket n, k, d \rrbracket$ code. The price paid is the validity of this partition only on a small class of square codes, the symmetric codes: $\operatorname{HGP}_{\text {sy }}(H)=\operatorname{HGP}(H, H)$ for some $H$ such that $\operatorname{Im} H=\operatorname{Im} H^{T}$.

Notably, the toric code is a symmetric hypergraph product code $\mathrm{HGP}_{\text {sy }}\left(H_{\text {toric }}\right)$ where e.g. for $d=3$,

$$
H_{\text {toric }}=\left(\begin{array}{ccc}
1 & 1 & 0 \\
0 & 1 & 1 \\
1 & 0 & 1
\end{array}\right)
$$

For our purposes, the key feature of symmetric hypergraph product codes is that their physical qubits can be arranged in two square grids of the same size. This fact suggests that we can pair physical qubits by superimposing the left grid of physical qubits on the right one, and pairing
qubits that sit at the same coordinate. In this way, every physical qubit $(i, h, L)$ is paired with its sibling qubit $(i, h, R)$. Explicitly, given a symmetric code $\operatorname{HGP}_{\mathrm{sy}}(H)$, with $H \in \mathbb{F}_{2}^{n \times n}$, we define its sibling partition as:

$$
\begin{equation*}
\{\{(i, h, L),(i, h, R)\}\} \tag{12}
\end{equation*}
$$

where $1 \leq i, h, \leq n$. See fig. 3 for a graphical representation of the sibling partition. The sibling partition has partition-distance $\delta_{s}=d$. In fact, as said above and proven in [30], every non-trivial logical operator of a hypergraph product has support on at least $d$ rows or columns in the same sector. As such, even if the sibling partition is 2-local, every subsets in it can give a contribution of at most 1 towards the covering of an arbitrary logical operator. This observation is more general: any partition whose subsets $Q_{i}$ contain at most one qubit in each sector has maximum partition-distance $d$. We call any such partition sector-transversal.

The Hadamard-SWAP operation defined above for the square codes on the diagonal-twin partition is similarly defined on the sibling partition too: physical Hadamard on all qubits and SWAP between siblings qubits yields Hadamard on all the logical qubits composed with logical SWAPs between sibling logical qubits.

Via the sibling partition is naturally defined a transversal CZ operator. In fact, applying physical CZ gates on all pairs of sibling qubits preserves the $Z$ stabilisers and maps the $X$ stabilisers $S_{x}(j, h)$ into $S_{x}(j, h) S_{z}(h, j)$. On the logical level, the CZ operator yields a CZ between pairs of sibling logical qubits $q_{i, h}^{L}$ and $q_{i, h}^{R}$.

### 3.2.1 An example of a symmetric code

Building on our guide example in Section 3.1.1, we illustrate a symmetric hypergraph product code derived from the $[7,4,3]$ Hamming code with full-rank parity check matrix $H$,

$$
H=\left(\begin{array}{lllllll}
1 & 1 & 1 & 0 & 1 & 0 & 0  \tag{13}\\
1 & 0 & 1 & 1 & 0 & 1 & 0 \\
0 & 1 & 1 & 1 & 0 & 0 & 1
\end{array}\right)
$$

We define the symmetric Hamming code as the symmetric hypergraph product code $\operatorname{HGP}_{\text {sy }}\left(H^{T} H\right)$, where ${ }^{4}$

$$
H^{T} H=\left(\begin{array}{lllllll}
0 & 1 & 0 & 1 & 1 & 1 & 0 \\
1 & 0 & 0 & 1 & 1 & 0 & 1 \\
0 & 0 & 1 & 0 & 1 & 1 & 1 \\
1 & 1 & 0 & 0 & 0 & 1 & 1 \\
1 & 1 & 1 & 0 & 1 & 0 & 0 \\
1 & 0 & 1 & 1 & 0 & 1 & 0 \\
0 & 1 & 1 & 1 & 0 & 0 & 1
\end{array}\right)
$$

The symmetric Hamming code $\operatorname{HGP}_{\text {sy }}\left(H^{T} H\right)$ has parameters $\llbracket 98,32,3 \rrbracket$ and stabiliser generators of weight 8 . It has a rate of $k / n=32 / 98 \approx 0.33$ which substantially outperforms ${ }^{5}$ the surface and toric code rates and indeed the optimal rate of $k / n=0.2$ for codes with $k=1$ and $d \geq 3$. For this reason, we believe that similarly constructed symmetric codes could be promising for low-overhead, near-term quantum computing. In Appendix B we present several more examples of small $(n<1000)$ symmetric hypergraph product codes with stabiliser generators of weight $w \leq 16$ on which all the gates we describe could be implemented.

## 4 Completing a universal gate set

Transversal gates enable us to implement a subset of logical Clifford gates on hypergraph product codes, but this is not sufficient for performing universal fault-tolerant quantum computation. In
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Figure 3: Graphical representation of the symmetric hamming code $H_{\text {GP }}\left(H^{T} H\right)$. In both figures, the left sector qubits sit at the front while the right sector qubits sit at the back. Sibling pair of qubits are superimposed. In fig. 3a the orange filled circles represent the support of the X stabiliser $S_{x}(2,3)$. In fig. 3b the blue filled circles represent the support of the Z stabiliser $S_{z}(4,6)$.
particular, the Clifford gates detailed in Section 3 act equivalently on logical qubits of the same type (diagonal, twin or sibling) and so cannot be used to e.g. entangle arbitrary pairs of logical qubits. In this Section, we focus on symmetric hypergraph product codes and show how to implement a universal gate set using circuits that consist of sequences of sector-transversal gates ${ }^{6}$. Such circuits are pieceably fault-tolerant, meaning that each gate in the sequence is fault-tolerant, and therefore the overall circuit is fault-tolerant when supplemented with intermediate error correction [23]. In Section 4.1, we show how to implement entangling gates between arbitrary logical qubits by combining pieceably fault-tolerant gates. Then, in Section 4.2 , we show how to complete a universal gate via state injection. Lastly, in Section 4.3, we discuss the limitations of our approach.

### 4.1 Pieceably fault-tolerant two-qubit entangling gates

We begin by constructing a pieceably fault-tolerant circuit for implementing a logical CZ gate between logical qubits in different sectors, via the round-robin method presented in [23].

By Claim 2 of [37], we can implement a logical CZ between two logical qubits by performing a CZ between each pair of physical qubits in the support of the logical $Z$ operators of the qubits considered. For a symmetric code (using the notation of table 1) we can therefore implement a logical CZ between arbitrary qubits in different sectors, $q_{i, h}^{L}$ and $q_{j, \ell}^{R}$, by performing a CZ between each pair of physical qubits in the support of $\bar{Z}_{i, h}^{L}=\left(a_{i} \otimes f_{h}, 0\right)$ and $\bar{Z}_{j, \ell}^{R}=\left(0, f_{j} \otimes \beta_{\ell}\right)$. For $v \in \mathbb{F}_{2}^{n}$ we indicate by $\operatorname{supp}(v)$ the ordered set of qubits/indices in the support of the vector $v$ i.e. $\operatorname{supp}(v)=\{i$ s.t. $1 \leq i \leq n$ and $v[i]=1\}$. Claim 2 of [37] states that

$$
\begin{equation*}
\prod_{\mathrm{p}\left(a_{i}\right) \times \operatorname{supp}\left(\beta_{\ell}\right)} \mathrm{CZ}(\eta, h, L),(j, \gamma, R) \tag{14}
\end{equation*}
$$

implements the logical operator

$$
\mathrm{CZ} q_{i, h}^{L}, q_{j, \ell}^{R}
$$

In order to use the round-robin method to make the operation described by (14) fault-tolerant, we want to group the physical CZ operations in separate fault-tolerant time steps and perform intermediate error correction between them. For symmetric codes, we can achieve this if we perform physical CZ's in tranches so that each tranche only contains CZ's between left and right sector qubits-as opposed to CZ's between two qubits from the same sector. To this end, we let $\Delta=\max \left(\left|\operatorname{supp}\left(a_{i}\right)\right|, \mid \operatorname{supp}\left(\beta_{\ell} \mid\right)\right.$ and, for $\eta \in \operatorname{supp}\left(a_{i}\right)$, we denote by $\eta_{\#}$ its index in $\operatorname{supp}\left(a_{i}\right)$, meaning $\eta_{\#}=\nu$ if $\eta$ is the $\nu$ th element in the ordered set $\operatorname{supp}\left(a_{i}\right)$; with a slight abuse of notation, we can write $\eta \oplus_{\Delta} t$ to indicate the $\mu$ th element in $\operatorname{supp}\left(\beta_{\ell}\right)$, where $\mu=\eta_{\#}+t \bmod \Delta$, for any integer $t$. Combining this notation with eq. (14), yields

$$
\begin{equation*}
\prod_{t=0}^{\Delta-1}\left(\prod_{\substack{\eta \in \operatorname{supp}\left(a_{i}\right) \\ \eta \oplus \Delta t \leq\left|\operatorname{supp}\left(\beta_{\ell}\right)\right|}} \mathrm{CZ}(\eta, h, L),\left(j, \eta \oplus_{\Delta} t, R\right)\right) \tag{15}
\end{equation*}
$$
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Figure 4: Round robin implementation of $C Z q_{3,3}^{L} q_{6,5}^{R}$ by the circuit of eq. (15) on the symmetric Hamming code. (a) shows the supports of the logical $Z$ operators. (b)-(e) illustrate the physical CZ gates acting at each time step $t$, where qubits highlighted with the same colour have a CZ gate applied to them.

Treating each value of $t$ in eq. (15) as a time step, the inner summations,

$$
\begin{equation*}
\Omega_{t}=\prod_{\substack{\eta \in \operatorname{supp}\left(a_{i}\right) \\ \eta \oplus \Delta t \leq\left|\operatorname{supp}\left(\beta_{\ell}\right)\right|}} \mathrm{CZ}(\eta, h, L),(j, \eta \oplus \Delta t, R) \tag{16}
\end{equation*}
$$

are sequences of non-overlapping sector-transversal operators, as desired. For each time step $0 \leq$ $t \leq \Delta$, first we apply the gates of eq. (16) and then perform one round of error correction using the ReShape decoder [30]. The use of ReShape at this stage is fundamental because it corrects errors on different sectors independently. Hence, using ReShape to correct errors between time steps, the protocol preserve the partition-distance $d$ of the operator $\Omega_{t}$ in eq. (16) and can correct up to $\lfloor d / 2\rfloor$ faulty CZ gates.

In conclusion, CZ between arbitrary left and right logical qubits can be implemented in $\sim d_{z}^{\uparrow}$ time steps, where $d_{z}^{\uparrow}$ is the maximum weight of a canonical Z operator. An example on the symmetric Hamming code is depicted in fig. 4.

We can also construct a pieceably fault-tolerant circuit for the gate

$$
\begin{equation*}
\mathrm{XCX}:=\mathrm{H}^{\otimes 2} \cdot \mathrm{CZ} \cdot \mathrm{H}^{\otimes 2} \tag{17}
\end{equation*}
$$

Indeed, combining again Claim 2 of [37] and eq. (15), we find that

$$
\begin{equation*}
\prod_{t=0}^{\Delta-1}\left(\prod_{\substack{\eta \in \operatorname{supp}\left(b_{h}\right) \\ \eta \oplus \Delta t \leq\left|\operatorname{supp}\left(\alpha_{j}\right)\right|}} \operatorname{XCX}(i, \eta, L),(\eta \oplus \Delta t, \ell, R)\right) \tag{18}
\end{equation*}
$$

implements the logical operator

$$
\operatorname{XCX} q_{i, h}^{L}, q_{j, \ell}^{R}
$$

where $\bar{X}_{i, h}^{L}=\left(f_{i} \otimes b_{h}, 0\right)$ and $\bar{X}_{j, \ell}^{R}=\left(0, \alpha_{j} \otimes f_{\ell}\right)$ and $\Delta=\max \left(\left|\operatorname{supp}\left(b_{h}\right)\right|,\left|\operatorname{supp}\left(\alpha_{j}\right)\right|\right)$. As in the CZ case, we can use the round-robin method in [23] and perform error correction between each sector-transversal time step to obtain a fault-tolerant implementation of XCX.

Given our ability to perform CZ and XCX gates between arbitrary pairs of qubits in different sectors, we can use the circuit identity shown in fig. 5 to implement CNOT gates between arbitrary pairs of qubits in the same sector. To summarize, we can implement entangling gates between arbitrary logical qubits using circuits composed of at most four pieceably fault-tolerant circuits.

### 4.2 Single-qubit gates via state injection

To complete a universal gate set, it is sufficient to implement the $\mathrm{H}, \mathrm{S}$ and T gates. The gates S and T can be implemented via state injection [38, 39, 40]. We can use a CSS code as a state factory and then use a pieceably fault-tolerant CZ gate to implement the state injection circuits shown in fig. 6. State injections can be performed from an auxiliary $\llbracket n^{\prime}, 1, d^{\prime} \rrbracket$ CSS code $\mathcal{C}$ that acts as a state factory by leveraging pieceably fault-tolerant gates to implement the circuits in fig. 6 at a logical level. More precisely, let $\zeta \in \mathbb{F}_{2}^{n^{\prime}}$ describe the support of the logical $Z$ operator for the


Figure 5: Circuit identity showing how to construct CNOT from CZ and XCX gates, where $X C X$ gates are depicted with targets on both qubits.


Figure 6: State injection gadgets for implementing $S$ and $T$ gates. The top wire in each circuit represents a logical qubit of a a symmetric hypergraph product code and the bottom wire represents a logical qubit of an ancillary CSS code. To implement the CZ gates we use the pieceably fault-tolerant circuit in eq. (15). Note that for CSS codes the X basis measurements, represented as the gate H followed by Z basis measurements, can be done transversally.
logical qubit $q_{\mathcal{C}}$ of $\mathcal{C}$ and suppose that we number the physical qubits of $\mathcal{C}$ as $(\iota)_{\mathcal{C}}$. Then, via Claim 2 of [37] and eq. (15), we obtain that

$$
\begin{equation*}
\prod_{t=0}^{\Delta-1}\left(\prod_{\substack{\eta \in \operatorname{supp}\left(a_{i}\right) \\ \eta \oplus \Delta t \leq|\zeta|}} \mathrm{CZ}(\eta, h, L),\left(\eta \oplus_{\Delta} t\right)_{\mathcal{C}}\right) \tag{19}
\end{equation*}
$$

where $\Delta=\max \left(\left|\operatorname{supp}\left(a_{i}\right)\right|,|\operatorname{supp}(\zeta)|\right)$, implements

$$
\mathrm{CZ} q_{i, h}^{L}, q_{\mathcal{C}}
$$

And similarly for a right qubit $q_{j, \ell}^{R}$. The operator of eq. (19) consists of CZ operators between different codes so is transversal at each time step and is therefore pieceably fault-tolerant. As $\mathcal{C}$ is a CSS code, we can measure the logical $X$ operator destructively by measuring all of the physical qubits in the $X$ basis and performing classical error correction on the measurement outcomes. Therefore, to implement S , and T we only need to fault-tolerantly prepare the states $H S|+\rangle$ and $H T|+\rangle$. For a $d=3$ symmetric hypergraph product code, one option would be to produce these states using the $\llbracket 15,1,3 \rrbracket$ Reed-Muller code [41, 42, 43]. For higher distance symmetric hypergraph product codes, preparing magic states could be accomplished using standard magic state distillation techniques [40, 44, 45, 46]. In addition, multiple magic states could also be injected from a CSS code with multiple encoded qubits, using parallel CZ gates (see section 4.3).

For the implementation of the logical H gate on single qubits we propose the use of the Hadamard-Swap operation detailed in Section 3.2 together with three logical S gates. Without loss of generality we here illustrate how to implement the gate H on the left logical qubit $q_{i, h}^{L}$ with sibling qubit $q_{i, h}^{R}$. The construction for right logical qubits follows easily by switching the roles of siblings. We indicate by $U(q)$ the logical gate $U$ on the logical qubit $q$, i.e. $\mathrm{S}\left(q_{i, h}^{L}\right)$ indicates the logical S gate on the logical qubit $q_{i, h}^{L}$. The composition of gates:

$$
\begin{equation*}
\left.\mathrm{S}\left(q_{i, h}^{L}\right) \text { ( Hadamard-SWAP } \mathrm{S}\left(q_{i, h}^{R}\right) \text { Hadamard-SWAP }\right) \mathrm{S}\left(q_{i, h}^{L}\right) \tag{20}
\end{equation*}
$$

equates:
HSHSH $\left(q_{i, h}^{L}\right)$.

Since

$$
\begin{equation*}
\mathrm{H}(\mathrm{SHS}) \mathrm{H}=e^{i \pi / 4} \mathrm{H} \tag{21}
\end{equation*}
$$

the composition of gates in eq. (20) implements the logical H gate on qubit $q_{i, h}^{L}$, up to a global phase factor. Hence, the logical H gate on arbitrary qubits can be implemented at the cost of three S gates and two sector-transversal operations.

### 4.3 Limitations of pieceable fault-tolerance

We conclude this Section by highlighting two important limitations of pieceable fault tolerant techniques: intermediate correction and time cost. To guide our analysis, let us consider the pieceably fault-tolerant CZ gate of Section 4.1.

Since CZ is diagonal in the $Z$ basis, $Z$ stabilisers are left unchanged during the protocol and hence correction for $X$ errors can be done, at each time step, via standard measurement of $Z$ stabilisers. However, the original $X$ stabilizer generators are transformed at each intermediate time step, with no guarantee on their weight - which could scale with the code distance. To avoid measuring high-weight generators, we can neglect to do error correction for $Z$ errors at intermediate time steps, at the cost of allowing $Z$ errors to build up for a constant number of rounds (for codes of a fixed distance). This strategy will only be fault-tolerant for codes of a fixed distance and therefore will not give a threshold without modification ${ }^{7}$. Nevertheless, the asymptotic behaviour encapsulated by a threshold is less important in the short- to medium-term regime where space overhead will likely be the most important constraint.

As regards to time cost, pieceably fault-tolerant circuits necessarily have a time overhead higher than transversal gates because of intermediate error-correction. If the time cost of one cycle of error-correction followed by the application of a transversal gate is $\tau$, then each sector-transversal gate has time cost $\tau$. By contrast, the pieceably fault-tolerant CZ of eq. (15), has cost at least $\tau d$ for a distance $d$ code. For instance, in the symmetric Hamming code example given in section 3.2.1, CZ or XCX have cost $\tau 4$ because 4 is the maximum weight of a canonical logical operator.

In general, composing $m$ pieceable fault tolerant gates takes time $\tau d^{\uparrow} m$, where $d^{\uparrow}$ is the maximum weight of a canonical logical operator. However, this overhead can be reduced via parallelization. For instance,

$$
\mathrm{CZ} q_{i, h}^{L}, q_{j, \ell}^{R} \quad \text { and } \quad \operatorname{CZ} q_{i^{\prime}, h^{\prime}}^{L}, q_{j^{\prime}, \ell^{\prime}}^{R}
$$

can be performed in parallel via eq. (15), provided that the logical Z operators of the qubits considered have all disjoint support e.g. whenever $h \neq h^{\prime}$ and $j \neq j^{\prime}$; see fig. 7 for an example. Therefore, if we want to implement $m$ pieceable fault-tolerant gates, we can divide them into subsets of parallelizable gates and, if $n_{p}$ is the minimum number of gates in any of these subsets, we can implement all the gates in time $\tau d^{\uparrow} m / n_{p}$, reducing the average time overhead per gate. Importantly, performing gates in parallel has no additional space overhead, in contrast to the measurement-based scheme of [11].

## 5 Conclusion

We have investigated the structure of hypergraph product codes to characterize transveral Clifford gates on them. In fact, we proved that every hypergraph product code has a canonical basis for its logical space whose features suggest qualitative differences between logical qubits (diagonal, twin and sibling). We showcased how to leverage such differences to implement some transversal Clifford gates on square and symmetric hypergraph product codes. The logical transversal gates we have found are limited but we comment on how these could be augmented via pieceable fault tolerance and state injection to achieve universality.

While we have focused on symmetric hypergraph product codes, we believe that the choice of structured seed classical codes in the hypergraph product could be exploited to construct other

[^11]

Figure 7: Graphical representation of the parallel implementation of pieceably fault tolerant gates. Columns of left (front) qubits and rows of right qubits (back) filled in the same color represent pairs of logical operators whose supports do not overlap. In the image, magenta: $q_{3,3}^{L}, q_{6,5}^{R}$, green $q_{7,5}^{L}, q_{7,5}^{R}$, yellow: $q_{6,6}^{L}, q_{3,7}^{R}$, blue: $q_{5,3}^{L} q_{5,7}^{R}$. Pieceably fault tolerant gates that act on the support of these logical operators (e.g. CZ) can be implemented in parallel. We note that, for any symmetric hypergraph product code of dimension $k^{2}$, we can always find $k$ pairs of logical qubits whose logical operators do not overlap as shown here (one for each left line pivot and one for each right line pivot).
transversal gates. We also conjecture that a partitioning strategy similar to the ones here presented could be used to implement transversal non-Clifford gates on higher dimensional homological codes [34, 21]. More generally, it would be interesting to extend the construction of a canonical basis to the more efficient product codes construction such as the ones in [49, 50, 51, 52].
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## A Proofs

In this Section we introduce the strongly lower triangular Gaussian reduction for binary matrices (Algorithm 1) and prove its correctness.

Algorithm 1 takes in input a binary matrix $H$ and outputs a strongly lower triangular basis for its kernel, as per Definition 1, and a unit vector basis for its complement ${ }^{8}$. It iterates over the columns of $H$ (line 4) and iteratively removes from the set of columns indices (line 8) the independent columns; the matrix of interest, $K$, which will contain the column vectors forming a basis of the kernel of $H$ is iteratively reduced in triangular form (line 10). We prove that Algorithm 1 is correct in Lemma 2 below.

[^12]```
Algorithm 1 Strong lower triangular Gaussian reduction.
Input: An \(m \times n\) binary matrix \(H\).
    \(\mathbb{F}_{2}^{n}=\operatorname{Im} H^{T} \oplus\left(\operatorname{Im} H^{T}\right)^{\bullet}\).
    \(\hat{H} \leftarrow H\)
    \(K \leftarrow I_{n}\)
    \(\pi(\mathcal{K})=\{1, \ldots, n\}\)
    for \(j \leftarrow 1\) to \(n\) do
        while \(\hat{H}[i][j] \neq 1\) and \(1 \leq i \leq m\) do
                \(i \leftarrow i+1\)
        end while
        if \(\hat{H}[i][j]=1\) then:
            \(\pi(\mathcal{K}) \leftarrow \pi(\mathcal{K}) \backslash\{j\}\)
            for \(\ell \leftarrow j+1\) to \(n\) do
                    if \(\hat{H}[i][\ell]=1\) then
                \(\hat{H}^{\ell} \leftarrow \hat{H}^{j}+\hat{H}^{\ell}\)
                \(K^{\ell} \leftarrow K^{j}+K^{\ell}\)
                    end if
                end for
        end if
    end for
    \(\mathcal{K} \leftarrow\left\{K^{j}: j \in \pi(\mathcal{K})\right\}\)
    \(F \leftarrow\left\{I_{n}^{j}: j \in \pi(\mathcal{K})\right\}\)
    return \(\mathcal{K}, \mathcal{F}\)
```

Output: A strongly triangular basis of its kernel $\mathcal{K}$ and a unit vector basis $\mathcal{F}$ of $\left(\operatorname{Im} H^{T}\right){ }^{\bullet}$, where

Lemma 2. Algorithm 1 terminates and is correct. More precisely:

1) The set $\mathcal{H}=\left\{H^{j}: 1 \leq j \leq n, j \notin \pi(\mathcal{K})\right\}$ is a basis of the column span of $H$.
2) The set $\mathcal{K}$ is a basis of the kernel of $H$.
3) The set $\mathcal{F}$ is a unit-vector basis of $\left(\operatorname{Im} H^{T}\right)^{\bullet}$.

Proof. Let $v$ be any vector in the column span of $H$ :

$$
v=\sum_{j \in V} H^{j}
$$

If $V \cap \pi(\mathcal{K})=\emptyset$ then there is nothing to prove. Conversely, suppose that there exists $j \in V$ such that $j \in \pi(\mathcal{K})$. Then it must be $\hat{H}^{j}=0$ (see line 8). In other words, the $j$ th column can be written as a linear combination of other columns of $H$, and by substitution if necessary, point 1 ) is proved.

To prove point 2), observe that for what said on the zero columns of $\hat{H}$, all the vectors in $\mathcal{K}$ are in the kernel of $H$. Moreover, they are linearly independent and lower triangular by construction. Now suppose that the matrix is not strongly lower triangular (e.g. $\left(\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right)$ ) so that there exists a row index $i$ such that $K_{i, \alpha}=K_{i, \alpha+\tau}=1$ for some $\tau>0$. This means that the $\alpha$ th column $K^{\alpha}$ has been added to the $(\alpha+\tau)$ th column $K^{\alpha+\tau}$ at step $\alpha$. However, if $\alpha \in \pi(\mathcal{K})$ is a pivot index, $\hat{H}^{\alpha}$ is zero at steps $\alpha-1, \ldots, n$ and therefore the if condition at line 11 is not met.

Point 3) follows observing that the vectors in $\mathcal{F}$ are linearly independent by construction (they are unit vectors with different pivots) and none of them belongs to the row span of $H$. In fact by definition, any vector in the kernel of $H$ is orthogonal to vectors in the row span of $H$, and by strong lower triangularity, $\langle k, f\rangle=1$ for any $k \in \mathcal{K}$ and $f \in \mathcal{F}$.

## B Symmetric hypergraph product codes - Examples

We here provide table 2 with some examples of classical seed matrices to construct symmetric hypergraph product codes with $n<1000$ and maximum stabiliser weight $w \leq 16$. The classical parity check matrices used in the product were found with assistance from the "Best Known Linear Code" database of MAGMA [53] and guidance from the bounds in [54]. For each parity check matrix $H$ in the first column, we have computed the $\llbracket n, k, d \rrbracket$ parameters the symmetric hypergraph product code $\operatorname{HGP}_{\text {sy }}\left(H^{T} H\right)$.


Table 2: Examples of symmetric hypergraph product codes $\operatorname{HGP}_{\text {sy }}\left(H^{T} H\right)$, where $H$ is the binary matrix in the first column. The length $n$, the dimension $k$, the rate $k / n$, the distance $d$ and the maximum stabiliser weight $w$ are reported in the others columns.

## Chapter 5

## Single-shot error correction - <br> Confinement

## Context and Results

In [1] we investigate the theoretical requirements a code must have to be robust against syndrome measurement errors. In the literature there are two proposed strategies to address noisy measurements: repeated measurement over time [2, 3] and using a single-shot code and decoder [4, 5]. By repeating the same stabilizer measurements multiple times we can infer the most likely measurement result via a majority-vote strategy. In the single-shot setting instead, measurements are performed only once but we allow for some residual error to be present on the code's data qubits after one round of correction. A decoder succeeds if the residual error on the data qubits is kept under control after repeated rounds of single-shot error correction, opposite to the standard scenario where a decoder succeeds if no error is left on the register after correction.

We propose the property of confinement of the syndrome function as essential for single-shot error correction. Loosely, a code has confinement if, for small enough error, the syndrome weight grows with the error weight. Our main result is proving that confinement is indeed sufficient for codes to exhibit some form of single-shot behaviour. Further, we illustrate how the original hypergraph product code construction [6] can be iterated, and made 'three-dimensional' to ensure that the associated quantum code has confinement, independently of the classical codes chosen as seeds in the product.

## Limitations

To date, no code family is known to be single-shot without also having the confinement property as defined in [1]. Indeed we shown that confinement is a sufficient condition for single-shot error correction. Nonetheless, we were after a necessary condition for it and we conjecture that in fact confinement and single-shot properties are equivalent.

Another, minor, limitation of this work is found in the numerical results obtained. We have simulated single-shot decoding on three-dimensional hypergraph product codes using what we call a two-stage decoder. This choice is justified by the proof structure of our theoretical result. However, better numerical performances are possible when the first stage of our decoder is dropped [7].
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#### Abstract

Single-shot error correction corrects data noise using only a single round of noisy measurements on the data qubits, removing the need for intensive measurement repetition. We introduce a general concept of confinement for quantum codes, which roughly stipulates qubit errors cannot grow without triggering more measurement syndromes. We prove confinement is sufficient for single-shot decoding of adversarial errors and linear confinement is sufficient for single-shot decoding of local stochastic errors. Further to this, we prove that all three-dimensional homological product codes exhibit confinement in their $X$ components and are therefore single shot for adversarial phase-flip noise. For local stochastic phase-flip noise, we numerically explore these codes and again find evidence of single-shot protection. Our Monte Carlo simulations indicate sustainable thresholds of 3.08(4)\% and 2.90(2)\% for three-dimensional (3D) surface and toric codes, respectively, the highest observed single-shot thresholds to date. To demonstrate single-shot error correction beyond the class of topological codes, we also run simulations on a randomly constructed family of 3D homological product codes.
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## I. INTRODUCTION

Quantum error correction encodes logical quantum information into a codespace [1]. Given perfect measurement of the codespace stabilizers we obtain the syndrome of any error present. A suitable decoding algorithm can determine a recovery operation that returns the system to the codespace. Either this recovery is a perfect success, or a failure resulting in a high weight logical error. However, in real quantum systems the measurements are not perfect and this simple story becomes more involved. The three main strategies for tackling noisy measurements are as follows: repeated measurements on the code [2,3]; performing measurement driven error correction on a cluster state [4-9]; or using a single-shot code and decoder [10]. Focusing on the last strategy, the single-shot approach has the advantage of
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no additional time cost or cluster-state generation cost and provides a resilience against time-correlated noise [11]. In single-shot error correction, some residual error persists after each round of error correction, but this residual error is kept small and does not rapidly accumulate. However, only a special class of codes support single-shot error correction, but exactly which codes and why is not yet fully understood.

Bombín coined the phrase single-shot error correction and remarked that it "is related to self-correction and confinement phenomena in the corresponding quantum Hamiltonian model." [10]. He defined confinement for subsystem codes, and showed that it is sufficient for singleshot error correction with a limited class of subsystem codes. In particular, he proved that the three-dimensional (3D) gauge color code supports single-shot error correction, though it is unknown whether the corresponding Hamiltonian exhibits self-correction. Later single-shot error correction was numerically observed in a variety of higher-dimensional topological codes, including the following: the 3D gauge color code [12], four-dimensional (4D) surface codes [13] and their hyperbolic cousins [14], and 3D surface codes with phase noise [15-17]. Campbell established a general set of sufficient conditions, encapsulated by a code property called good soundness, that ensured adversarial noise could be suppressed using a
single-shot decoder [18]. While Campbell's sufficiency conditions explained single-shot error correction in a wide range of codes, around the same time it was shown that quantum expander codes [19-21] supported single-shot error correction [22]. However, quantum expander codes lack the soundness property so neither Bombín's notion of confinement or Campbell's notion of soundness is sufficient to encompass all known examples of single-shot error correction. Our work provides the first framework that captures all known forms of single-shot error correction, encompassing both previous approaches within a single theory.

We can use different classical algorithms to decode a given quantum code, and this choice will affect the utility of the code. Different decoders have various time complexities and error tolerances, which affects the resources required by a quantum computer based on the code [23-25]. Thus far, single-shot decoders come in two flavors. The first are two-stage decoders [12,13], where stage 1 decoding repairs the noisy syndrome using redundancy in the parity check measurements and stage 2 decoding solves the corrected syndrome problem. The second flavor of decoders computes a correction from the noisy syndrome without attempting to repair it. Most examples of such decoders are local decoders, meaning that the whole correction is made up of corrections computed in small local regions of the code using syndrome information in the immediate neighborhood [14-17,21,26,27]. However, there are some examples of nonlocal decoders such as belief propagation (BP) being used for single-shot error correction without syndrome repair [14,27]. A natural question to ask is the following: what is the optimal decoding strategy for single-shot codes? Even in the simple case of the 3D toric code this is not well understood.

The remainder of this paper is structured as follows. In Sec. II, we give a summary of our results. In Sec. III, we formally state our results on confinement and singleshot decoding. In Sec. IV, we detail the construction of 3D product codes. In Sec. V, we present our numerical simulations and analyse their results. Finally, in Sec. VI, we discuss future research directions that flow from this work.

## II. SUMMARY OF RESULTS

This paper is in two parts: on the one hand, we propose the concept of confinement as an essential characteristic for a code family to display single-shot properties; on the other, we investigate the single-shot performances of the class of 3D homological product codes [19,28,29], which we call 3D product codes. First, we introduce confinement in Sec. III. Loosely, confinement stipulates that syndrome weight must increase with qubit weight, under some caveats. We formalize the notion of a code family having good confinement, which we prove is a sufficient condition for single-shot decoding in the adversarial noise
setting. In addition to that, we prove that good linear confinement is a sufficient condition for a family of codes to exhibit a sustainable single-shot threshold for local stochastic noise (Appendix A). Second, we review the construction of the 3D product codes in Sec. IV, and show that the 3D surface and toric codes are particular instances of this more general class of codes in Appendix B. We prove that all 3D product codes have (cubic) confinement for phase-flip errors (Appendix C), and therefore have singleshot error correction for adversarial phase-flip noise. We expect these codes to have single-shot error correction for local stochastic phase-flip noise as well. In fact, our definition of confinement generalizes the definition proposed by Bombín [10] for the gauge color code and the notion of robustness for expander codes [20]; since both class of codes are proven to have a single-shot threshold for local stochastic noise $[10,22]$ we conjecture that low-density parity-check (LDPC) codes with good (superlinear) confinement have a threshold too. We investigate this case numerically.

In the single-shot setting, the code always has some residual error present and the error-correction procedure introduces noise correlations in subsequent rounds of single-shot error correction. How then do we assess success or failure of a decoding algorithm? The concept of sustainable threshold was proposed by Brown et al. [12] as a metric for single-shot codes and decoders. We use $p_{\text {th }}(N)$ to denote the threshold of a code-decoder family given $N$ cycles of qubit noise, noisy syndrome extraction, and single-shot decoding, with the $N^{\text {th }}$ cycle followed by a single round of noiseless syndrome extraction and decoding. The final round ensures that we return the system to the codespace and assess success by the absence of a logical error. We define the sustainable threshold of the code-decoder family to be

$$
\begin{equation*}
p_{\mathrm{sus}}=\lim _{N \rightarrow \infty} p_{\mathrm{th}}(N) \tag{1}
\end{equation*}
$$

Numerically, this is estimated by plotting $p_{\text {th }}(N)$ against $N$ and fitting to the following ansatz,

$$
\begin{equation*}
p_{\mathrm{th}}(N)=p_{\mathrm{sus}}\left\{1-\left[1-p_{\mathrm{th}}(0) / p_{\mathrm{sus}}\right] e^{-\gamma N}\right\} \tag{2}
\end{equation*}
$$

We numerically estimate the sustainable error thresholds of 3D toric and surface codes for two different two-stage decoders. We surpass all previous single-shot error thresholds for these code families, and we also obtain the highest phase-flip noise threshold; see Table I. For our singleshot simulations, we use an independent and identically distributed noise model where each qubit experiences a phase-flip error with probability $p$, and each stabilizer measurement outcome is flipped with probability $q=p$. We investigate two decoding strategies: one where we use minimum-weight perfect matching (MWPM) for stage-1 decoding and belief propagation with ordered statistics

TABLE I. Comparison of the error thresholds of toric code decoders (results from this work are highlighted in bold). For phase-flip noise, BP+OSD outperforms all prior art, and approaches the theoretical upper bound given by mapping to a statistical mechanical model. In the single-shot regime, MWPM and BP+OSD outperforms the Sweep decoder (the theoretical maximum is unknown in this case).

| Toric code decoder | Phase-flip threshold |
| :--- | :---: |
| Erasure mapping [30] | $12.2 \%$ |
| Toom's rule [15] | $14.5 \%$ |
| Sweep [17] | $15.5 \%$ |
| Renormalization group [13] | $17.2 \%$ |
| Neural network [31] | $17.5 \%$ |
| BP+OSD | $\mathbf{2 1 . 5 5 ( 1 ) \%}$ |
| Statistical phase transition [32-36] | $23.180(4) \%$ |
|  | Single-shot threshold |
| Sweep | $1.7 \%$ |
| MWPM and BP+OSD | $\mathbf{2 . 9 0}(\mathbf{2}) \%$ |

decoding ( $\mathrm{BP}+\mathrm{OSD}$ ) for stage- 2 decoding and another where we use BP+OSD for both decoding stages. Figure 1 shows the 3D surface code sustainable threshold fit, using the MWPM and BP+OSD decoding strategy. We find a comparable sustainable threshold for the 3D surface code using $\mathrm{BP}+\mathrm{OSD}$ for both decoding stages, as shown in Table II.


FIG. 1. Numerical estimate of the sustainable threshold of the 3D surface code for a two-stage decoder where we repair the syndrome using MWPM, and solve the corrected syndrome problem using BP+OSD. We plot the errors threshold $p_{\text {th }}(N)$ for different numbers of cycles, $N$. Using the ansatz in Eq. (2), we estimate the sustainable threshold to be $p_{\text {sus }}=0.0308$ (4) with $\gamma=3.23$. The inset shows a plot of the logical error rate, $p_{\text {fail }}$, against the phase-flip and measurement error rate, $p$, for $N=8$. The error threshold $p_{\text {th }}(8)$ is the point at which the curves intersect ( $L$ is the code distance).

TABLE II. Sustainable thresholds for 3D toric and surface codes for different single-shot decoding strategies. For each entry in the table, we did an analogous simulation to that described in Fig. 1. The numbers in brackets are the standard errors.

| Code | MWPM and BP+OSD | BP+OSD $\times 2$ |
| :--- | :---: | :---: |
| Surface | $3.08(4) \%$ | $2.90(1) \%$ |
| Toric | $2.90(2) \%$ | $2.78(2) \%$ |

There is an important difference in single-shot decoding for the 3D toric code when compared with the 3D surface code. Specifically, in the 3D toric code, the syndromerepair stage of single-shot decoding can fail, producing a "syndrome" for which there is no corresponding error. We find that this failure mode substantially increases the logical error rate of the 3D toric code when compared with the 3D surface code (although the thresholds are very similar). We provide a novel decoding subroutine for dealing with these errors, which dramatically improves the performance of the 3D toric code. Furthermore, our subroutine is applicable to any single-shot LDPC code whose parity-check matrix is not full rank.

The advantage of using BP+OSD for stage- 1 decoding is that, unlike MWPM, this decoder does not rely on the special structure of the looplike syndrome present in 3D toric and surface codes. We use BP+OSD for single-shot decoding of a family of nontopological 3D product codes, achieving sustainable thresholds that are comparable to those of the 3D surface code. This is the second example of single-shot decoding of nontopological codes, the first being the quantum expander codes considered in Ref. [27]. Whilst our single-shot threshold (2.7\%) is slightly below the corresponding value observed in quantum expander codes ( $3 \%$ ), our code family has other advantages over expander codes. Most importantly, the expansion properties of our code family are less severe, which implies that our code family would be easier to implement in architectures with geometrically constrained connectivity.

## III. DEFINITIONS AND THEOREMS

In this section, we introduce the definition of confinement for a stabilizer code and exhibit a theoretical twostage decoder, the shadow decoder, which we prove is single shot on confined codes against adversarial noise. We refer the reader to Appendix A to see how a variant of the shadow decoder can be used to prove that good families of codes with linear confinement have a single-shot threshold for local stochastic noise.

A stabilizer code encoding $k$ logical qubits into $n$ physical qubits can be described by its stabilizer group $\mathcal{S}$ and a syndrome map $\sigma(\cdot)$. The stabilizer group $\mathcal{S}$ is an Abelian subgroup of the Pauli group $\mathcal{P}_{n}$ on $n$ qubits, which does not contain $-\mathbb{1}$ and has dimension $n-k$. The syndrome map is not unique: any generating set of the group $\mathcal{S}$ defines a
valid syndrome map for the code. If $\left\{s_{1}, \ldots, s_{m}\right\}$ is one such generating set, the associated function $\sigma(\cdot)$ maps a qubit operator $p \in \mathcal{P}_{n}$ into the binary vector $\left(\bar{s}_{1}, \ldots, \bar{s}_{m}\right)^{T} \in \mathbb{F}_{2}^{m}$, where $\bar{s}_{i}=1$ if $s_{i}$ anticommutes with $p$ and 0 otherwise. Importantly, $\sigma(\cdot)$ is linear, meaning that $\sigma(p \cdot q)=$ $\sigma(p)+\sigma(q)$ over $\mathbb{F}_{2}^{m}$. Because any Pauli operator $p \in \mathcal{P}_{n}$ can be factorized as the product of an $X$ and a $Z$ operator $p_{X}$ and $p_{Z}$, we can identify it with a binary vector $\bar{p}=\left(\bar{p}_{X}, \bar{p}_{Z}\right)^{T} \in \mathbb{F}_{2}^{2 n}$, where the $i$ th entry of $\bar{p}_{X} / \bar{p}_{Z}$ is 1 if and only if $p_{X} / p_{Z}$ acts nontrivially on the $i$ th qubit. Given a Pauli operator $p$, its weight $|p|$ is the number of qubits on which its action is not the identity. Consider a stabilizer code with syndrome function $\sigma(\cdot)$, then the reduced weight of a Pauli operator $p \in \mathcal{P}_{n}$ on the physical qubits is

$$
|p|^{\mathrm{red}}:=\min \left\{|q|: \sigma(q)=\sigma(p), q \in \mathcal{P}_{n}\right\} .
$$

A stabilizer code is said to be distance $d$ if $d$ is the minimum weight of a Pauli operator not in $\mathcal{S}$ that has trivial syndrome. We refer to a code of length $n$, dimension $k$, and distance $d$ as a $[[n, k, d]]$ code.

For a stabilizer code, we then have the following.
Definition 1 (Confinement). Let $t$ be an integer and $f$ : $\mathbb{Z} \rightarrow \mathbb{R}$ some increasing function with $f(0)=0$. We say that a stabilizer code has ( $t, f$ ) confinement if, for all errors $e$ with $|e|^{\text {red }} \leq t$, it holds

$$
f(|\sigma(e)|) \geq|e|^{\mathrm{red}}
$$

The reduced weight of operators is crucial in this definition to avoid making confinement fail by adding stabilizer operators to arbitrarily increase the weight of an otherwise low weight error.

Let us contrast this with Bombín's notion of confinement (Definition 16 of Ref. [10]) that has some similarities but allows only for linear functions of the form $f(x)=\kappa x$ for some constant $\kappa$. Many codes, including 3D product codes, have superlinear confinement functions, as such Bombín's definition does not encompass them. Moreover, the concept of confinement is closely related to soundness [18] but it is weaker and so able to encompass more families of codes, such as the expander codes [19-21], which are confined but not sound. Roughly speaking, a code has good confinement if small qubit errors produce small measurement syndromes; this differs from good soundness, which entails that small syndromes can be produced by small errors.

Formally, we define the following notion of good confinement for a family of stabilizer codes.

Definition 2 (Good confinement). Consider an infinite family of stabilizer codes. We say that the family has good confinement if each code in it has $(t, f)$ confinement, where the following holds:

1. t grows with the length $n$ of the code: $t \in \Omega\left(n^{b}\right)$ with $b>0$;
2. and $f(\cdot)$ is monotonically increasing and independent of $n$.

We say the code family has good $X$ confinement if the above holds only for Pauli-Z errors.

Our main analytic result is that codes with good confinement are single shot.

Theorem 1. Consider a family of $[[n, k, d]]$ quantumLDPC codes with good confinement and growing distance $d \geq a n^{b}$ with $a>0$ and $b>0$. This code family is single shot for the adversarial noise model. If the code family only has good $X$ confinement then it is single shot with respect to Pauli-Z noise.

We conjecture that the result of Theorem 1 can be extended to deal with local stochastic noise and used to show that LDPC codes with good confinement have a single-shot threshold. In this direction, we are able to prove that linear confinement is sufficient for codes to exhibit a single-shot threshold in the local stochastic noise setting.

Theorem 2. Consider a family of $[[n, k, d]]$ quantumLDPC codes with qubit degree at most $\omega-1$ and good linear confinement such that $d \geq a n^{b}$ with $a>0$ and $b>$ 0 . This code family has a sustainable single-shot threshold for any local stochastic noise model. If the code family only has good $X$ confinement then it has a sustainable single-shot threshold with respect to Pauli-Z noise.

We further prove that 3D product codes have $X$ confinement.

Theorem 3. All $3 D$ product codes have ( $t, f$ ) $X$ confinement, where $t$ is equal to the $Z$ distance of the code and $f(x)=x^{3} / 4$ or better .

Theorems 1 and 3 together motivate our numerical experiments reported in Sec. V.

We now proceed to prove Theorem 1. To this end, we use the shadow decoder that we introduce in Definition 3. The shadow decoder differs from previous single-shot two stage decoders (e.g., the MW single-shot decoder introduced in Definition 6 of [18]) in that it does not rely on metachecks on syndromes. If syndromes are protected by a classical code, as is the case for $X$ syndromes of 3D product codes introduced in Sec. IV, then a single-shot decoding strategy could work as follows: (1) correct the measured syndrome whenever it does not satisfy all the constraints defined by the metacode; (2) find a recovery operator on qubits that has syndrome equal to the one found at point (1). The shadow decoder, instead, corrects
the syndrome both anytime it fails to satisfy all the constraints of the metacode and when it is generated by high weight errors. We do not describe how to implement it or make statements concerning the complexity of decoding. Our proof makes similar assumptions as the KovalevPryadko quantum-LDPC threshold theorem [37] where they assumed a minimum-weight decoder without addressing implementation issues. Indeed, decoding for arbitrary LDPC codes is an nondeterministic polynomial-time complete (NP complete) problem that we do not expect to be efficiently solvable in full generality.

The building blocks of the shadow decoder are the $t$ shadows of the code. A $t$ shadow is a set in the syndrome space, which contains all the images of Pauli errors $e$ on the physical qubits that have weight at most $t$. In other words, if we identify Pauli errors $e$ on $n$ qubits with $2 n$-bit strings and we consider the metric space $\mathcal{M}=\mathbb{F}_{2}^{2 n}$ endowed with the Hamming distance [i.e., the distance $d\left(\bar{e}_{1}, \bar{e}_{2}\right)$ between the vectors $\bar{e}_{1}$ and $\bar{e}_{2}$ corresponding to the Pauli errors $e_{1}$ and $e_{2}$, respectively, is defined as $\left.d\left(\bar{e}_{1}, \bar{e}_{2}\right)=\left|e_{1}+e_{2}\right|\right]$ then the $t$ shadow of the code is the image, via the syndrome function $\sigma(\cdot)$, of the ball of radius $t$ centered at 0 in $\mathcal{M}$. Note that, because balls on $\mathcal{M}$ are not vector spaces, the shadows are not vector spaces either.

We are now ready to introduce the shadow decoder.
Definition 3 (Shadow decoder). The shadow decoder has variable parameter $t>0$. Given an observed syndrome $\bar{s}=\sigma(e)+\bar{s}_{e}$ where $\bar{s}_{e} \in \mathbb{F}_{2}^{m}$ is the syndrome error, the shadow decoder of parameter t performs the following two steps:

1. Syndrome repair: find a binary vector $\bar{s}_{r}$ of minimum weight $\left|\bar{s}_{r}\right|$ such that $\bar{s}+\bar{s}_{r}$ belongs to the $t$ shadow of the code, where

$$
t \text { shadow }=\{\sigma(e):|e| \leq t\}
$$

2. Qubit decode: find $e_{r}$ of minimum weight $\left|e_{r}\right|$ such that $\sigma\left(e_{r}\right)=\bar{s}+\bar{s}_{r}$.

We call $r=e_{r} \cdot e$ the residual error.
A key result in proving Theorem 1 is the following promise on the performance of the shadow decoder: when a code has confinement, the weight of the residual error after one decoding cycle is bounded by a function of the weight of the syndrome error.

Lemma 1. Consider a stabilizer code that has ( $t, f$ ) confinement. Provided that the original error pattern e has $|e|^{\text {red }} \leq t / 2$, on input of the observed syndrome $\bar{s}=\sigma(e)+$ $\bar{s}_{e}$, the residual error $r$ left by the shadow decoder of parameter $t / 2$ satisfies

$$
\begin{equation*}
|r|^{\text {red }} \leq f\left(2\left|\bar{s}_{e}\right|\right) . \tag{3}
\end{equation*}
$$

Assume $|e|^{\text {red }} \leq t / 2$. By construction, $e_{r}$ has minimum weight among all errors with syndrome $\sigma(e)+\bar{s}_{e}+\bar{s}_{r} \in t / 2$ shadow of the code. In particular, $\left|e_{r}\right| \leq t / 2$. By the triangular inequality for the weight function,

$$
\begin{equation*}
\left|e_{r} \cdot e\right|^{\mathrm{red}} \leq\left|e_{r}\right|^{\mathrm{red}}+|e|^{\mathrm{red}} \leq t \tag{4}
\end{equation*}
$$

Therefore, we can apply the confinement property on the residual error $r=e_{r} \cdot e$ :

$$
\begin{equation*}
f\left(\left|\sigma\left(e_{r} \cdot e\right)\right|\right) \geq\left|e_{r} \cdot e\right|^{\mathrm{red}} \tag{5}
\end{equation*}
$$

By linearity of the syndrome function $\sigma(\cdot)$ :

$$
\begin{equation*}
\sigma\left(e_{r} \cdot e\right)=\sigma\left(e_{r}\right)+\sigma(e)=\bar{s}_{e}+\bar{s}_{r} . \tag{6}
\end{equation*}
$$

Note that the syndrome error $\bar{s}_{e}$ is a possible solution of the syndrome repair step of the shadow decoder, because by assumption $|e|^{\text {red }} \leq t / 2$. Thus, $\left|\bar{s}_{r}\right| \leq\left|\bar{s}_{e}\right|$ and

$$
\begin{equation*}
\left|\bar{s}_{e}+\bar{s}_{r}\right| \leq\left|\bar{s}_{e}\right|+\left|\bar{s}_{r}\right| \leq 2\left|\bar{s}_{e}\right| . \tag{7}
\end{equation*}
$$

Combining these and the monotonicity of $f$ leads to the required bound on the residual error $r=e_{r} \cdot e$ :

$$
\begin{equation*}
\left|e_{r} \cdot e\right|^{\mathrm{red}} \leq f\left(2\left|\bar{s}_{e}\right|\right) \tag{8}
\end{equation*}
$$

Theorem 1 follows directly from Lemma 1. In particular, Lemma 1 entails that a code with $(t, f)$ confinement is robust against $N$ cycles of qubit noise, noisy syndrome extraction, and single-shot decoding, as explained below.

At each cycle $\tau$, we assume that a new error $e^{\tau}$ is introduced in the system and it is added to the residual error $r^{\tau-1}$. We assume that for the new physical error $e^{\tau}$ and the syndrome measurement error $\bar{s}_{e}^{\tau}$ the following hold:

$$
\begin{equation*}
\left|e^{\tau}\right|^{\mathrm{red}} \leq t / 4 \text { and } f\left(2\left|\bar{s}_{e}^{\tau}\right|\right) \leq t / 4 \tag{9}
\end{equation*}
$$

We perform syndrome extraction on the state $\hat{e}^{\tau}=e^{\tau}$. $r^{\tau-1}$. The noisy syndrome $\bar{s}^{\tau}=\sigma\left(\hat{e}^{\tau}\right)+\bar{s}_{e}^{\tau}$ is used as input for the shadow decoder of parameter $t / 2$. The recovery operator $e_{r}^{\tau}$ found by the shadow decoder is then applied to the state and finally a new cycle starts where $r^{\tau}=e_{r}^{\tau} \cdot \hat{e}^{\tau}$. Let $r^{0}=\mathbb{1}$, so that the initial state of the system is given by $\hat{e}^{1}=e^{1}, \bar{s}^{1}=\sigma\left(\hat{e}^{1}\right)+\bar{s}_{e}^{1}$. Note that if

$$
\begin{equation*}
\left|e^{\tau}\right|^{\text {red }},\left|r^{\tau-1}\right|^{\text {red }} \leq t / 4 \tag{10}
\end{equation*}
$$

then $\left|\hat{e}^{\tau}\right|^{\text {red }}=\left|e^{\tau} \cdot r^{\tau-1}\right|^{\text {red }} \leq t / 2$ and the hypotheses of Lemma 1. Combining this with the bound on the syndrome error, Eq. (9), we obtain

$$
\left|r^{\tau}\right|^{\mathrm{red}} \leq f\left(2\left|\bar{s}_{e}^{\tau}\right|\right) \leq \frac{t}{4}
$$

In conclusion, provided that the conditions on the physical and the measurement errors, Eq. (9), are satisfied for each
iteration up to $\tau-1$, the residual error after the $\tau^{\text {th }}$ cycle is kept under control too.

Theorem 2 is proven in Appendix A. There, we introduce a novel notion of weight to describe local stochastic errors: the closeness weight. We then present the stochastic shadow decoder, a variant of the (adversarial) shadow decoder of Definition 3. Importantly, on confined codes, it keeps the closeness weight of the residual error under control over repeated correction cycles. Finally, the proof of Theorem 2 follows by combining these results with some classic percolation theory bounds.

The proof of Theorem 3 is very technical and is deferred to Appendix C. It is an adaption of the one of soundness for 4D codes given in Ref. [18], and it is reported in this paper for completeness. We remind the reader that, for our numerical studies on 3D product codes, we do not use the shadow decoder, but rather heuristics that perform well in practice. In particular, we use a two-stage decoder that exploits a metacheck structure on syndromes and attempts to repair the syndrome if and only if it does not pass all metachecks (see Sec. V C).

Our main motivation to introduce the concept of confinement and the shadow decoder was to find a feature of codes able to encompass all known examples of singleshot codes. Campbell [18] introduced the notion of soundness and showed that this property is a sufficient condition for codes to show single-shot properties in the adversarial setting. Nonetheless, Fawzi et al. [22] showed that expander codes have a single-shot threshold for local stochastic noise, even though they do not have the soundness property. As already said though, expander codes do have confinement. In Corollary 9 of Ref. [20] the authors prove that their confinement function is linear and call this property robustness. Confinement, in other words, fills the gap leaved by the concept of soundness. Furthermore, as Lemma 2 states, it is a requirement strictly weaker than soundness: any LDPC family of codes with good soundness has good confinement.

Definition 4 (Soundness [18]). Let $t$ be an integer and $f: \mathbb{Z} \rightarrow \mathbb{R}$ be a function with $f(0)=0$. Given a stabilizer code with syndrome map $\sigma(\cdot)$ we say it is $(t, f)$ sound if for all error sets $e$ with $|\sigma(e)| \leq t$ it follows that $f(|\sigma(e)|) \geq|e|^{\text {red }}$.

Definition 5 (Good soundness [18]). Consider an infinite family of codes with syndrome maps $\sigma_{n}(\cdot)$. We say that the family has good soundness if each code in it is $(t, f)$ sound where the following holds:

1. t grows with $n$ such that $t \in \Omega\left(n^{b}\right)$ with $b>0$;
2. and $f(\cdot)$ is monotonically increasing and independent of $n$.

It follows easily from Campbell's definition of soundness and our definition of confinement that the former entails the latter.

Lemma 2. Consider a LDPC code that is $(t, f)$ sound with $f$ increasing. If its qubit degree is at most $\omega$, then it has $((t / \omega), f)$ confinement.

If $e$ is an error set with $|e|^{\text {red }} \leq t / \omega$, for its syndrome the following holds:

$$
\begin{equation*}
|\sigma(e)| \leq \frac{t}{\omega} \times \omega=t \tag{11}
\end{equation*}
$$

By soundness of the code,

$$
\begin{equation*}
f(|\sigma(e)|) \geq|e|^{\mathrm{red}} \tag{12}
\end{equation*}
$$

In conclusion, confinement successfully describes general and inclusive properties related to single-shot error correction. More than that, good confinement is a requirement strictly weaker than good soundness as the following example illustrates. We consider the quantum expander code family of Ref. [20], which has the following four properties: (i) they have full-rank parity-check matrices; (ii) they have $(t, 3 x)$ confinement, with $t \in \Omega(d)$; (iii) for every small error $e$ with $|e| \leq 3$, we have $|\sigma(e)|>1$ (see Appendix D for details).

By property (i), every syndrome is a valid syndrome and we can consider some weight-1 syndrome $s$. Assume to the contrary that there exists an $|e| \leq t$ giving the syndrome $s=\sigma(e)$, then by $(t, 3 x)$ confinement

$$
3|\sigma(e)| \geq|e|^{\mathrm{red}}
$$

and plugging in $|\sigma(e)|=1$ gives

$$
3 \geq|e|^{\mathrm{red}}
$$

We know by property (iii) that this would entail $|\sigma(e)|>1$, which leads to a contraction. Therefore, the assumption $|e| \leq t$ must be false and so $|e|>t$.

Therefore, if the code family had $(\tau, \varphi)$ soundness, then

$$
\begin{equation*}
\varphi(1)>t \tag{13}
\end{equation*}
$$

Because $\varphi$ is the same across the whole family, and $t \in$ $\Omega(d)$ increases proportionally to the code distance, by considering bigger codes if necessary, this leads to a contradiction. In other words, we show that this family of expander codes with good linear confinement cannot have good soundness.

The remainder of this paper is devoted to the study of the 3D product codes. We recall their construction in Sec. IV and we numerically assess their single-shot performance under local stochastic noise in Sec. V.

## IV. CODE CONSTRUCTION

The identification of Pauli operators $p \in \mathcal{P}_{n}$ with binary vectors $\bar{p}=\left(\bar{p}_{X}, \bar{p}_{Z}\right) \in \mathbb{F}_{2}^{2 n}$ is a group homomorphism (i.e., multiplication of Pauli operators corresponds to the sum of their vector representation in $\mathbb{F}_{2}^{2 n}$ ) and because $\sigma(\cdot)$ is linear, syndrome measurement can be simulated via a matrix-vector product:

$$
\begin{aligned}
\sigma: \mathbb{F}_{2}^{2 n} & \longrightarrow \mathbb{F}_{2}^{m} \\
\binom{\bar{p}_{X}}{\bar{p}_{Z}} & \mapsto H\binom{\bar{p}_{X}}{\bar{p}_{Z}},
\end{aligned}
$$

where the vector $\left(\bar{p}_{X}, \bar{p}_{Z}\right)^{T} \in \mathbb{F}_{2}^{2 n}$ represents a Pauli error on the physical qubits. Following the nomenclature from classical coding theory, we refer to the syndrome matrix $H$ as parity-check matrix and we say that a code is LDPC when its parity check is low density.

A stabilizer code is a Calderbank-Shor Steane (CSS) code if its stabilizer group can be generated by the disjoint union of a set of $X$ operators and a set of $Z$ operators. In this case, its parity check is a block matrix:

$$
H=\left(\begin{array}{c|c}
0 & H_{X}  \tag{14}\\
\hline H_{Z} & 0
\end{array}\right),
$$

where $H_{X}$ has size $m_{x} \times n$ and $H_{Z}$ has size $m_{z} \times n$ if the generating set of $X$ stabilizers and $Z$ stabilizers has cardinality $m_{x} / m_{z}$. Equation (14) entails that syndrome extraction can be performed separately for the $X$ component and for the $Z$ component. In fact, if a Pauli operator has vector representation $\left(\bar{p}_{X}, \bar{p}_{Z}\right)^{T}=\left(\bar{p}_{X}, 0\right)^{T}+\left(0, \bar{p}_{Z}\right)^{T} \in \mathbb{F}_{2}^{2 n}$, then for its syndrome the following holds:

$$
\begin{aligned}
H\binom{\bar{p}_{X}}{\bar{p}_{Z}} & =H\binom{\bar{p}_{X}}{0}+H\binom{0}{\bar{p}_{Z}} \\
& =\binom{0}{H_{Z} \bar{p}_{X}}+\binom{H_{X} \bar{p}_{Z}}{0} \\
& =\binom{0}{\bar{s}_{Z}}+\binom{\bar{s}_{X}}{0},
\end{aligned}
$$

where $\bar{s}_{Z} \in \mathbb{F}_{2}^{m_{z}}$ and $\bar{s}_{X} \in \mathbb{F}_{2}^{m_{x}}$. In other words, it is possible to truncate these vectors without losing information and deal with $X$ and $Z$ operators separately. For this reason, we say that a CSS code is provided with two syndrome maps, which correspond to the two blocks or matrices $H_{X}$ and $H_{Z}$, respectively. Accordingly, a CSS code will have a $X$ distance and a $Z$ distance and can be compactly refereed to as a $\left[\left[n, k, d_{x}, d_{z}\right]\right]$ code.

For our purposes, it is useful to describe CSS codes in terms of chain complexes. We first explain how a CSS code yields a chain complex and then how to define valid CSS codes starting from chain complexes. This last step ultimately allows us to use a standard method to iteratively
build chain complexes, namely the product of complexes, to build interesting CSS codes (see, for instance, Ref. [38] for a comprehensive discussion on the subject).

Consider a CSS code $\mathcal{C}$ defined by the syndrome maps $H_{X}$ and $H_{Z}$ of size $m_{x} \times n$ and $m_{z} \times n$ respectively. The sequence of maps and vector spaces,

$$
\begin{equation*}
\mathbb{F}_{2}^{m_{z}} \xrightarrow{H_{Z}^{T}} \mathbb{F}_{2}^{n} \xrightarrow{H_{X}} \mathbb{F}_{2}^{m_{x}}, \tag{15}
\end{equation*}
$$

contains all the information needed to define $\mathcal{C}$. In fact, the dimension of the vector space in the middle, $n$, is the length of the code, and the dimensions $m_{x}$ and $m_{z}$ of the external spaces are, respectively, the number of $X$ and $Z$ stabilizer generators. The logical dimension $k$ of the code $\mathcal{C}$ equates to

$$
\begin{aligned}
k & =\operatorname{dim}\left(\operatorname{ker} H_{X}\right)-\operatorname{dim}\left(\operatorname{Im} H_{Z}^{T}\right) \\
& =\operatorname{dim}\left(\operatorname{ker} H_{Z}\right)-\operatorname{dim}\left(\operatorname{Im} H_{X}^{T}\right) .
\end{aligned}
$$

We use $\operatorname{ker} H$ for the kernel of $H$, which is the set of all $v$ such that $H v=0$. We use $\operatorname{Im} H$ for the image of $H$, which is the set of all vectors $w$ that can be written as $w=H v$ for some $v$. The distances $d_{x}$ and $d_{z}$ are given by

$$
\begin{aligned}
& d_{x}=\min \left\{|v| \text { such that } v \in \operatorname{ker} H_{Z}, v \notin \operatorname{Im}\left(H_{X}^{T}\right)\right\}, \\
& d_{z}=\min \left\{|v| \text { such that } v \in \operatorname{ker} H_{X}, v \notin \operatorname{Im}\left(H_{Z}^{T}\right)\right\} .
\end{aligned}
$$

Lastly, because rows of $H_{X}$ and $H_{Z}$ represent the support of $X$ and $Z$ stabilizer generators, respectively, we can also verify that $X$ and $Z$ stabilizers commute by assuring that the scalar product of each row of $H_{X}$ and any row of $H_{Z}$ (or equivalently each row of $H_{Z}$ and any row of $H_{X}$ ) is 0 in $\mathbb{F}_{2}$. In fact, this is equivalent to verifying that the supports of any two $X$ and $Z$ stabilizer generators have even overlap and therefore that they represent commuting Pauli operators. In other words, for $H_{X}$ and $H_{Z}$ it holds that

$$
\begin{equation*}
H_{X} H_{Z}^{T}=0 \in \mathbb{F}_{2}^{m_{x} \times m_{z}} \tag{16}
\end{equation*}
$$

To sum up, we completely define the CSS code $\mathcal{C}$ in terms of the sequence described by Eq. (15), which in homology theory is referred to as a length-2 chain complex. As we now detail the converse is also true, and any chain complex of length 2 or greater determines a CSS code.

A length $\ell$ chain complex $\mathfrak{C}$ is a collection of vector spaces $C^{0}, \ldots, C^{\ell}$ and linear maps $\delta_{i}: C^{i} \rightarrow C^{i+1}$ :

$$
\begin{equation*}
C^{0} \xrightarrow{\delta_{0}} C^{1} \rightarrow \cdots \rightarrow C^{i} \xrightarrow{\delta_{i}} C^{i+1} \rightarrow \cdots \rightarrow C^{\ell} \tag{C}
\end{equation*}
$$

with the only constraint

$$
\begin{equation*}
\delta_{i} \delta_{i-1}=0 \tag{17}
\end{equation*}
$$

for $i=1, \ldots, \ell-1$. Whenever the spaces $C^{i}$ are vector spaces on the binary field $\mathbb{F}_{2}$ and $\ell \geq 2$, we can define a

CSS code on $\mathfrak{C}$. To see how this is the case, let $0<i \leq$ $\ell-1$. We define a CSS code $\mathcal{C}\left(\mathfrak{C}_{i}\right)$ on the chain complex $\mathfrak{C}$ by equating

$$
\begin{equation*}
H_{Z}=\delta_{i-1}^{T}, H_{X}=\delta_{i} \tag{18}
\end{equation*}
$$

Notice that the defining property of chain complexes, Eq. (17), entails that our choice, Eq. (18), for $H_{X}$ and $H_{Z}$ is valid: the stabilizer group generated by the $X$ and $Z$ operators supported on rows of $H_{X}$ and $H_{Z}$ respectively, is Abelian. Therefore, the unique CSS code $\mathcal{C}\left(\mathfrak{C}_{i}\right)$ associated to the syndrome maps given in Eq. (18) is well defined. Importantly, the parameters $\left[\left[n, k, d_{x}, d_{z}\right]\right]$ of $\mathcal{C}\left(\mathfrak{C}_{i}\right)$ all have a translation in the chain-complex language. Using such terminology, we say that the code has length $n=\operatorname{dim}\left(C_{i}\right)$. It is known that the number of logical qubits $k$ is equal to the dimension of the $i$ th homology group $\mathcal{H}_{i}$ or, equivalently, the dimension of the $(i-1)$ th cohomology group $\mathcal{H}_{i+1}^{*}$, defined, respectively, as the quotient groups:

$$
\begin{aligned}
\mathcal{H}_{i} & =\operatorname{ker} \delta_{i} / \operatorname{Im} \delta_{i-1} \\
\mathcal{H}_{i+1}^{*} & =\operatorname{ker} \delta_{i-1}^{T} / \operatorname{Im} \delta_{i}^{T} .
\end{aligned}
$$

The $X$ distance equates the minimum weight of any nonzero vector in $\mathcal{H}_{i-1}^{*}$, while the $Z$ distance is the minimum weight of any nonzero vector in $\mathcal{H}_{i}$. It is easy to verify that these definitions in terms of homology and cohomology are actually equivalent to the ones given above for the CSS code described by Eq. (15); we refer the interested reader to Ref. [39] for a detailed presentation of homology theory.

We introduce the homology language because it allows us to succinctly describe the class of 3D product codes studied here. By 3D product codes we refer to the CSS codes derived by the homological product of three length1 chain complexes, as described in Ref. [40]. Given three classical linear codes with parity-check matrices $\delta_{A}, \delta_{B}$, and $\delta_{C}$ they define three length- 1 chain complexes:

$$
\begin{aligned}
& \delta_{A}: C_{A}^{0} \longrightarrow C_{A}^{1} \\
& \delta_{B}: C_{B}^{0} \longrightarrow C_{B}^{1} \\
& \delta_{C}: C_{C}^{0} \longrightarrow C_{C}^{1}
\end{aligned}
$$

where $C_{\ell}^{0}=\mathbb{F}_{2}^{n_{\ell}}$ and $C_{\ell}^{1}=\mathbb{F}_{2}^{m_{\ell}}$ if $\delta_{\ell}$ has size $m_{\ell} \times n_{\ell}$ for $\ell=A, B, C$. By using tensor product and direct sum of vector spaces and maps, we can combine these three chain complexes to build a bigger length- 3 chain complex.

The tensor product is denoted by the symbol $\otimes$. Given two vector spaces $A$ and $B$ over a field $\mathbb{F}$, their tensor product is the vector space $A \otimes B$ generated by the formal sums $\sum a \otimes b$ where $a \in A$ and $b \in B$ and the operator $\otimes$ is bilinear, i.e., for any $a_{1}, a_{2}, b_{1}, b_{2}$ in $A$ and $B$, respectively, it
holds that

$$
\begin{aligned}
& \left(a_{1}+a_{2}\right) \otimes b_{1}=a_{1} \otimes b_{1}+a_{2} \otimes b_{1} \\
& a_{1} \otimes\left(b_{1}+b_{2}\right)=a_{1} \otimes b_{1}+a_{1} \otimes b_{2}
\end{aligned}
$$

If $\alpha: A \rightarrow A^{\prime}$ and $\beta: B \rightarrow B^{\prime}$ are linear maps, their tensor product is defined as the linear map:

$$
\begin{aligned}
\alpha \otimes \beta: A \otimes B & \longrightarrow A^{\prime} \otimes B^{\prime}: \\
a \otimes b & \longmapsto \alpha(a) \otimes \beta(b)
\end{aligned}
$$

It is of course possible to iterate this construction and define the tensor product of three (or more) spaces and maps, as we do now in order to obtain a length-3 chain complex $\mathfrak{C}^{\prime \prime \prime \prime}$ from the seed matrices $\delta_{A}, \delta_{B}, \delta_{C}$. The chain complex $\mathfrak{C}^{\prime \prime \prime}$ is compactly described by the sequence of spaces and maps:

$$
\mathcal{C}_{0} \xrightarrow{\delta_{0}} \mathcal{C}_{1} \xrightarrow{\delta_{1}} \mathcal{C}_{2} \xrightarrow{\delta_{2}} \mathcal{C}_{3},
$$

which correspond to the tensor-product structure:

where

$$
\begin{aligned}
& \mathcal{C}_{0}=C_{A}^{0} \otimes C_{B}^{0} \otimes C_{C}^{0} \\
& \mathcal{C}_{1}=C_{A}^{1} \otimes C_{B}^{0} \otimes C_{C}^{0} \oplus C_{A}^{0} \otimes C_{B}^{1} \otimes C_{C}^{0} \oplus C_{A}^{0} \otimes C_{B}^{0} \otimes C_{C}^{1} \\
& \mathcal{C}_{2}=C_{A}^{1} \otimes C_{B}^{1} \otimes C_{C}^{0} \oplus C_{A}^{1} \otimes C_{B}^{0} \otimes C_{C}^{1} \oplus C_{A}^{0} \otimes C_{B}^{1} \otimes C_{C}^{1} \\
& \mathcal{C}_{3}=C_{A}^{1} \otimes C_{B}^{1} \otimes C_{C}^{1},
\end{aligned}
$$

and

$$
\delta_{0}=\left(\begin{array}{l}
\delta_{A} \otimes \mathbb{1} \otimes \mathbb{1} \\
\mathbb{1} \otimes \delta_{B} \otimes \mathbb{1} \\
\mathbb{1} \otimes \mathbb{1} \otimes \delta_{C}
\end{array}\right)
$$

$$
\begin{aligned}
& \delta_{1}=\left(\begin{array}{ccc}
\mathbb{1} \otimes \delta_{B} \otimes \mathbb{1} & \delta_{A} \otimes \mathbb{1} \otimes \mathbb{1} & 0 \\
\mathbb{1} \otimes \mathbb{1} \otimes \delta_{C} & 0 & \delta_{A} \otimes \mathbb{1} \otimes \mathbb{1} \\
0 & \mathbb{1} \otimes \mathbb{1} \otimes \delta_{C} & \mathbb{1} \otimes \delta_{B} \otimes \mathbb{1}
\end{array}\right), \\
& \delta_{2}=\left(\begin{array}{lll}
\mathbb{1} \otimes \mathbb{1} \otimes \delta_{C} & \mathbb{1} \otimes \delta_{B} \otimes \mathbb{1} & \delta_{A} \otimes \mathbb{1} \otimes \mathbb{1}
\end{array}\right) .
\end{aligned}
$$

It is easy to verify that the chain complex ( $\mathfrak{C}^{\prime \prime \prime}$ ) satisfies condition (17) for $i=1, \ldots, 2$ and it is therefore well defined. As done above, we define a $\operatorname{CSS}$ code $\mathcal{C}\left(\delta_{A}, \delta_{B}, \delta_{C}\right)$ on ( $\mathfrak{C}^{\prime \prime \prime}$ ) by equating

$$
H_{Z}=\delta_{0}^{T}, H_{X}=\delta_{1}
$$

We refer to the matrix $M=\delta_{2}$ as the metacheck matrix for the $X$ stabilizers. Condition (18) entails $M H_{X}=0$ and as a consequence we can think of the matrix $M$ as a paritycheck matrix on the $X$ syndromes: any valid $X$ syndrome satisfies the constraints defined by $M$.

Remarkably, the parameters of the code $\mathcal{C}\left(\delta_{A}, \delta_{B}, \delta_{C}\right)$ can be derived in terms of the properties of the seed matrices $\delta_{A}, \delta_{B}, \delta_{C}$. In fact, let $\left[n_{\ell}, k_{\ell}, \delta_{\ell}\right] /\left[n_{\ell}^{T}, k_{\ell}^{T}, d_{\ell}^{T}\right]$ be the parameters of the classical linear code with parity-check matrix $\delta_{\ell} / \delta_{\ell}^{T}, \ell=A, B, C$. As shown in Ref. [40], the chain complex ( $\mathfrak{C}^{\prime \prime \prime}$ ) yields an $\left[\left[n, k, d_{x}, d_{z}\right]\right]$ code such that, if $k \neq 0$,

$$
\begin{aligned}
n & =n_{a}^{T} n_{b} n_{c}+n_{a} n_{b}^{T} n_{c}+n_{a} n_{b} n_{c}^{T}, \\
k & =k_{a}^{T} k_{b} k_{c}+k_{a} k_{b}^{T} k_{c}+k_{a} k_{b} k_{c}^{T}, \\
d_{x} & =\min \left\{d_{a}^{T}, d_{b}^{T}, d_{c}^{T}\right\}, \\
d_{z} & =\min \left\{d_{b} d_{c}, d_{a} d_{c}, d_{a} d_{b}\right\} .
\end{aligned}
$$

By convention, the distance of a code with dimension 0 is $\infty$. We define the single-shot distance $d_{\mathrm{SS}}$ [18] of the chain complex $\left(\mathfrak{C}^{\prime \prime \prime}\right)$ as the minimum weight of a vector in $\mathcal{C}_{2}$ that satisfies all the constraints given by $\delta_{2}$ (i.e., it belongs to the kernel of $\delta_{2}$ ) but is not a valid $X$ syndrome (i.e., it does not belong to the image of $\delta_{1}$ ). In other words, $d_{\mathrm{SS}}$ is the minimum weight of a vector in the second homology group $\mathcal{H}_{2}=\operatorname{ker} \delta_{2} / \operatorname{Im} \delta_{1}$ of the chain complex $\mathcal{C}$. Following Ref. [40] it is easy to verify that $d_{\mathrm{SS}}=\min \left\{d_{a}, d_{b}, d_{c}\right\}$ if $\mathcal{H}_{2} \neq 0$ and $\infty$ otherwise.

It is important to note that, if the matrices $\delta_{\ell}$ are LDPC, then their 3D product code is quantum LDPC. In fact, if $\delta_{\ell}$ has column (row) of weight bounded by $c_{\ell}\left(r_{\ell}\right)$, then $\delta_{i}$ has column and row weight bounded by $c_{i}$ and $r_{i}$, respectively, where
i. $c_{0} \leq c_{a}+c_{b}+c_{c}$ and $r_{0} \leq \max \left\{r_{a}, r_{b}, r_{c}\right\}$;
ii. $c_{1} \leq \max \left\{c_{a}+c_{b}, c_{a}+c_{c}, c_{b}+c_{c}\right\}$
and
$r_{1} \leq \max \left\{r_{a}+r_{b}, r_{a}+r_{c}, r_{b}+r_{c}\right\} ;$
iii. $c_{2} \leq \max \left\{c_{a}, c_{b}, c_{c}\right\}$ and $r_{2} \leq r_{a}+r_{b}+r_{c}$.

## A. On geometric locality

In addition to preserving the LDPC properties of the seed matrices, the 3D product yields local codes when qubits are placed on edges of a 3D cubic lattice. We defer the reader to Appendix B for a thorough discussion on the embedding of 3D product codes on a cubic lattice and we here present a loose summary.

Qubits of a 3D product code associated to the chain complex ( $\mathfrak{C}^{\prime \prime \prime}$ ) are in bijection with basis elements of the space $\mathcal{C}_{1}$; since $\mathcal{C}_{1}$ is the direct sum of the three vector spaces $C_{A}^{1} \otimes C_{B}^{0} \otimes C_{C}^{0}, C_{A}^{0} \otimes C_{B}^{1} \otimes C_{C}^{0}$ and $C_{A}^{0} \otimes C_{B}^{0} \otimes C_{C}^{1}$ we introduce three different types of qubits: transverse, vertical, and horizontal. Qubit types naturally correspond to the three different orientations of edges on a cubic lattice, namely edges parallel to each of the three crystal planes. Referring to this particular display of qubits, the stabilizers of the code defined by Eq. ( $\mathfrak{C}^{\prime \prime \prime}$ ) have support as follows:

1. $X$ stabilizers have support on a two-dimensional (2D) cross of qubits of two types out of three, contained in one of the three crystal planes; the crossing is defined by a square face of a cube (see Fig. 7);
2. $Z$ stabilizers have support on a 3D cross of qubits, with crossing defined by a vertex of a cube (see Fig. 8).

The cubic lattice considered can present some irregularities: in general it is a cubic lattice with some missing edges. Nonetheless, square faces and vertices are uniquely defined and they correspond to a stabilizer every time they contain at least one edge. More specifically, a square face identifies two perpendicular lines of edges i.e., qubits on a plane, which are the edges parallel to the boundary of the square face itself. The corresponding $X$ stabilizer has support contained on those lines of edges i.e., qubits. Similarly, a vertex identifies three perpendicular lines of qubits and the corresponding $Z$ stabilizer has support there contained. When combined with some locality properties of the seed matrices, this characteristic "cross shape" of the stabilizers support entails that 3D product codes are local on a cubic lattice (Proposition 1 in Appendix B). Here, by locality, we mean that for some positive integer $\rho$, the following hold:

1. any $X$-stabilizer generator has weight at most $2 \rho$ with support contained in a 2D box of size $\rho \times \rho$;
2. any $Z$-stabilizer generator has weight at most $3 \rho$ with support contained in a 3D box of size $\rho \times \rho \times$ $\rho$.

Interestingly, it follows easily as a corollary of our locality proof that the 3D toric and surface codes are in fact 3D product codes. We now detail an explicit construction of the 3D toric and surface codes as 3D product codes and we refer the reader to Appendix B for further details.

The 3D toric code is the 3D product code obtained by choosing $\delta_{A}=\delta_{B}=\delta_{C}=\delta$ as seed matrices, where $\delta$ is the parity-check matrix of the repetition code. For instance, the 3D toric code with linear lattice size $L=3$ is given by

$$
\delta=\left(\begin{array}{lll}
1 & 1 & 0 \\
0 & 1 & 1 \\
1 & 0 & 1
\end{array}\right)
$$

In general, the 3D toric code of lattice size $L$, has parameters

$$
\left[\left[3 L^{3}, 3, L, L^{2}\right]\right]
$$

and single-shot distance $d_{\mathrm{SS}}=L$.
The 3D surface code is obtained from this construction by choosing, for linear lattice size $L=3$,

$$
\delta_{A}=\delta_{B}=\left(\begin{array}{lll}
1 & 1 & 0 \\
0 & 1 & 1
\end{array}\right)
$$

and

$$
\delta_{C}=\left(\begin{array}{lll}
1 & 1 & 0 \\
0 & 1 & 1
\end{array}\right)^{T}
$$

Therefore, for lattice size $L$, it has parameters

$$
\left[\left[2 L(L-1)^{2}+L^{3}, 1, L, L^{2}\right]\right]
$$

and single-shot distance $d_{\mathrm{SS}}=\infty$. Further details can be found in Appendix B.

It should be noted that the surface and toric codes are special instances of 3D product codes that have geometrically local stabilizers. This is beneficial, as it means they could be implemented on a quantum computer using only nearest-neighbor (in 3D) interactions between qubits. The disadvantage of the 3D surface and toric codes is that they have fixed dimension, encoding only one and three qubits, respectively. The 3D product construction can be used to obtain codes that are not geometrically local, but have improved encoding rates over the surface and toric codes. We refer to these codes as "nontopological" codes and investigate their decoding in Sec. VE.

## V. NUMERICS

To assess the single-shot performance of the 3D product codes, we simulate the decoding of phase-flip ( $Z$ ) errors. As 3D product codes are CSS codes, the relevant stabilizers are the $X$ stabilizers. Let $\bar{e}_{Z} \in \mathbb{F}_{2}^{n}$ describe the support of a phase-flip error, i.e., $\left(\bar{e}_{Z}\right)_{i}=1$ if qubit $i$ has a phase-flip error. The syndrome, $\bar{s}_{X}$, of this error is then

$$
\begin{equation*}
\bar{s}_{X}=H_{X} \bar{e}_{Z} \tag{19}
\end{equation*}
$$

where $H_{X} \in \mathbb{F}_{2}^{m \times n}$ is the parity-check matrix of the $X$ stabilizers of the code [see Eq. (14)].

Owing to the chain-complex structure of 3D product codes (outlined in Sec. IV) the syndromes $\bar{s}_{X}$ are themselves the codewords of a classical linear code with paritycheck matrix $M$ such that $M \bar{s}_{X}=0$ for all $\bar{s}_{X} \in \operatorname{Im}\left(H_{X}\right)$. We refer to such a code on the syndromes as a metacode. The metacheck matrix can be used to detect and correct syndrome noise.

In a two-stage single-shot decoder, stage-1 decoding corrects the syndrome noise using $M$ before stage- 2 decoding corrects the data qubits. In general, decoding is an NP-complete problem that cannot be solved exactly in polynomial time. However, good heuristic techniques exist that allow approximate solutions to be efficiently computed. In this work, we use two such decoding methods: minimum-weight perfect matching and belief propagation plus ordered statistics decoding. Both MWPM and BP+OSD are algorithms that run over graphical models that encapsulate the structure of the code. We now briefly describe each decoder.

## A. Minimum-weight perfect matching

The minimum-weight perfect-matching decoder is useful for codes in which chains of errors produce weight-2 syndromes. The method works by mapping the decoding problem to a graph where nodes represent the code's stabilizer generators and weighted edges represent error chains of different lengths. For a given pair of unsatisfied stabilizers, MWPM deduces the shortest error chain that could have caused it [41].

MWPM finds use for a variety of topological codes, most famously for the 2D surface and toric codes [2,4245]. For 3D codes, MWPM is a suitable candidate for the syndrome-repair step referred to as stage-1 decoding. Specifically, the syndrome of a phase-flip error can be viewed as a collection of closed loops of edges in a simple cubic lattice [46] (with boundary conditions depending on the code). Measurement errors cause loops of syndrome to be broken, and the job of stage- 1 decoding is to repair these broken syndromes. To obtain the corresponding matching problem, we create a complete graph whose vertices correspond to the break-points of the broken syndrome loops, with edge weights that are equal to the path lengths between the break points. We use the Blossom V [47] implementation of Edmonds's algorithm to solve this matching problem. The edges in the matching correspond to the syndrome-recovery operators.

## B. Belief propagation + ordered statistics decoding

Belief propagation is an algorithm for performing inference on sparse graphs that finds widespread use in highperformance classical coding. Classical LDPC codes, for example, achieve performance close to the Shannon limit when decoded with BP [48]. In the context of quantum
coding, BP is useful for codes that do not produce pairs of syndromes and therefore cannot be decoded with MWPM.

The BP algorithm maps the decoding problem to a bipartite factor graph where the two node species represent data qubits and syndromes, respectively. Graph edges are drawn between the data and syndrome nodes according to the code's parity-check matrix. The factor graph is designed to provide a factorization of the probability distribution that describes the relationship between syndromes and errors. The BP algorithm proceeds by iteratively passing "beliefs" between data and syndrome nodes, at each step updating the probability that a data node is errored. The algorithm terminates once the probability distribution implies an error pattern that satisfies the inputted syndrome. For a full description of the BP algorithm we direct the reader to Ref. [49].

For quantum codes, the standard BP algorithm alone does not achieve good decoding performance due to the presence of degenerate errors. These cause "split beliefs" and prevent the algorithm from terminating. Various methods have been proposed for adapting BP decoding to quantum codes [27,50-54]. A particularly effective recent proposal involves combining BP with a postprocessing technique known as ordered statistics decoding [55]. The OSD step uses the probability distribution outputted by BP to select a low-weight recovery operator that satisfies the syndrome equation.

The BP+OSD algorithm was first applied to quantum expander codes by Panteleev and Kalachev [55]. Following this, Roffe et al. [56] demonstrated that the BP+OSD decoder applies more widely across a broad range of quantum-LDPC codes, including the 2D surface and toric codes. For this work, we use the software implementation of BP+OSD from Ref. [56], which can be downloaded from Ref. [57].

## C. The two-stage single-shot decoding algorithm

Our simulations of the two-stage single-shot decoder employ two strategies. (1) MWPM and BP+OSD: stage-1 decoding is performed using MWPM and stage-2 decoding uses $\mathrm{BP}+\mathrm{OSD}$. (2) $\mathrm{BP}+\mathrm{OSD} \times 2$ : both stages are BP+OSD.

Algorithm 1 describes our methodology for the simulations of the two-stage single-shot decoder.

The 3D toric code has a failure mode that is not present in the 3D surface code. In such codes, syndromes $\bar{s}_{X}$ exist that satisfy all of the metachecks, $M \bar{s}_{X}=0$, but are invalid syndromes, meaning that $\bar{s}_{X}$ does not belong to the image of $H_{X}$. In other words, $\bar{s}_{X}$ is invalid if there is no error vector $\bar{e}_{Z} \in \mathcal{C}_{1}$ with syndrome $\bar{s}_{X}$ but $\bar{s}_{X}$ is a codeword of the metacode.

```
Algorithm 1 SINGLE-SHOT ERROR CORRECTION
Input: Decoder 1 , decoder 2 , number of rounds \(N\), error rate \(p\),
    \(X\) parity check matrix \(H_{X}\), metacheck matrix \(M\), modified
    metacheck matrix \(M^{\prime}\)
Output: Success or failure
    \(\bar{e}_{Z} \leftarrow 0 \quad \triangleright\) Qubit error
    \(\bar{s}_{X} \leftarrow 0 \quad \triangleright\) Syndrome
    \(\bar{m} \leftarrow 0 \quad \triangleright\) Metasyndrome
    for \(j \leftarrow 1\) to \(N\) do
        Generate phase-flip error \(\bar{e}_{Z}^{\prime}\) according to error rate \(p\)
        \(\bar{e}_{Z} \leftarrow \bar{e}_{Z}+\bar{e}_{Z}^{\prime}\)
        \(\bar{s}_{X} \leftarrow H_{X} \bar{e}_{Z}\)
        Generate syndrome error \(\bar{s}_{X}^{\prime}\) according to error rate \(p\)
        \(\bar{s}_{X} \leftarrow \bar{s}_{X}+\bar{s}_{X}^{\prime}\)
        \(\bar{m} \leftarrow M \bar{s}_{X}\)
        Use decoder 1 to obtain syndrome recovery \(\bar{r}_{M}\) such that
    \(M \bar{r}_{M}=\bar{m}\)
        \(\bar{s}_{X} \leftarrow \bar{s}_{X}+\bar{r}_{M}\)
        if \(\bar{s}_{X} \notin \operatorname{Im}\left(H_{X}\right)\) then \(\quad\) Failure-mode subroutine
            \(\bar{s}_{X} \leftarrow \bar{s}_{X}+\bar{r}_{M}\)
            Use decoder 1 to obtain valid \(\bar{r}_{M}\) s.t. \(M^{\prime} \bar{r}_{M}=\bar{m}\)
            \(\bar{s}_{X} \leftarrow \bar{s}_{X}+\bar{r}_{M}\)
        end if
        Use decoder 2 to obtain qubit recovery \(\bar{r}_{Z}\) s.t. \(H_{X} \bar{r}_{Z}=\bar{s}_{X}\)
        \(\bar{e}_{Z} \leftarrow \bar{e}_{Z}+\bar{r}_{Z}\)
    end for
    Generate phase-flip error \(\bar{e}_{Z}^{\prime}\) according to error rate \(p\)
    \(\bar{e}_{Z} \leftarrow \bar{e}_{Z}+\bar{e}_{Z}^{\prime}\)
    \(\bar{s}_{X} \leftarrow H_{X} \bar{e}_{Z}\)
    Use decoder 2 to obtain qubit recovery \(\bar{r}_{Z}\) s.t. \(H_{X} \bar{r}_{Z}=\bar{s}_{X}\)
    \(\bar{e}_{Z} \leftarrow \bar{e}_{Z}+\bar{r}_{Z}\)
    if \(\bar{e}_{Z}\) is a stabiliser then
        return Success
    end if
    return Failure
```

More generally, referring to the chain complex $\left(\mathfrak{C}^{\prime \prime \prime}\right)$ :

$$
\mathcal{C}_{0} \xrightarrow[H_{Z}^{T}]{\delta_{0}} \mathcal{C}_{1} \xrightarrow[H_{X}]{\delta_{1}} \mathcal{C}_{2} \xrightarrow[M]{\delta_{2}} \mathcal{C}_{3}
$$

we see that nonvalid syndromes do exist whenever $\operatorname{Im} \delta_{1} \subsetneq$ $\operatorname{ker} \delta_{2}$. In the homology language, we say that invalid syndromes are nontrivial elements of the second homology group:

$$
\mathcal{H}_{2}=\operatorname{ker} \delta_{2} / \operatorname{Im} \delta_{1}=\operatorname{ker} M / \operatorname{Im} H_{X}
$$

If $k_{m}$ is the dimension of $\mathcal{H}_{2}$, the set of invalid syndromes is a vector subspace of $\mathcal{C}_{2}$ of dimension $k_{m}$ whose vectors can be written as $\bar{u}+H_{X} \bar{e}_{Z}$ where $\bar{u}$ is a representative of the equivalence class $[\bar{u}] \in \mathcal{H}_{2}$ and $\bar{e}_{Z} \in \mathcal{C}_{1}$. Thus, if $F_{M}$ is a matrix whose columns are $k_{m}$ vectors in $\mathcal{C}_{2}$ that generate $\mathcal{H}_{2}$ (meaning that they belong to $k_{m}$ different equivalence classes in $\mathcal{H}_{2}$ ), we can write any invalid syndrome $\bar{s}_{X}$ as

$$
\begin{equation*}
\bar{s}_{X}=F_{M} \bar{v}+H_{X} \bar{e}_{Z} \tag{20}
\end{equation*}
$$

where $\bar{v} \in \mathbb{F}_{2}^{k_{m}}$ is nonzero if and only if $\bar{s}_{X}$ is invalid and $\bar{e}_{Z}$ is any error vector in $\mathcal{C}_{1}$.

By duality on $\left(\mathfrak{C}^{(\prime \prime \prime}\right)$, the second cohomolgy group:

$$
\mathcal{H}_{2}^{*}=\operatorname{ker} \delta_{1}^{T} / \operatorname{Im} \delta_{2}^{T}=\operatorname{ker} H_{X}^{T} / \operatorname{Im} M^{T}
$$

has order $k_{m}$ too. If $L_{M}$ is a matrix whose $k_{m}$ rows generates $\mathcal{H}_{2}^{*}$, then the product $\Pi=L_{M} F_{M}$ has full rank $k_{m}$ because both $L_{M}$ and $F_{M}$ have full rank. Moreover, since the rows of $L_{M}$ in particular belongs to ker $H_{X}^{T}$, it holds $L_{M} H_{X}=0$. Combining these two observations with Eq. (20) yields

$$
\begin{aligned}
L_{M} \bar{s}_{X} & =L_{M} F_{M} \bar{v}+L_{M} H_{X} \bar{e}_{Z} \\
& =\Pi \bar{v}
\end{aligned}
$$

where $\Pi \bar{v}=0$ if and only if $\bar{v}=0$ because $\Pi$ is full rank. In conclusion, we find that

$$
L_{M} \bar{s}_{X} \neq 0
$$

if and only if $\bar{s}_{X}$ is an invalid syndrome. As a consequence, we can assess whether a syndrome is invalid or not by calculating this product. The meaning of matrices $L_{M}$ and $F_{M}$ can be understood by looking at elements in $\mathcal{H}_{2}$ and $\mathcal{H}_{2}^{*}$ as logical operators of a CSS code defined on ( $\mathfrak{C}^{\prime \prime \prime}$ ) with qubits in $\mathcal{C}_{2}$ (see Sec. IV). In this setting, the full-rank condition $\operatorname{rank}\left(L_{M} F_{M}\right)=k_{m}$ translates in the anticommuting relation between logical $X$ and logical $Z$ operators of the code.

In the 3 D toric code, these invalid syndromes are loops of edges around one of the handles of the torus, and are equivalent to the logical operators of the metacode. It is therefore possible to check whether stage- 1 decoding results in such a failure by checking whether the repaired syndrome anticommutes with a matrix $L_{M}$ whose rows generate the relevant group of the logical operators of the metacode. When a metacode failure is encountered, a failure-mode subroutine (line 13 of Algorithm 1) is called that forces the repaired syndrome into the correct form. This subroutine involves using BP+OSD to decode a modified version of the metacheck matrix $M^{\prime}$ defined as follows:

$$
\begin{equation*}
M^{\prime}=\binom{M}{L_{M}} \tag{21}
\end{equation*}
$$

The additional constraints in the modified metacheck matrix ensure that the repaired syndrome is never an invalid syndrome. We use this subroutine only when we have an invalid syndrome (rather than all the time) as the $L_{M}$ component causes $M^{\prime}$ to have higher maximum row and column weights than $M$, resulting in a reduction in BP decoding performance. Indeed, the rows of $L_{M}$ must have weight lower bounded by the transpose distances of the seed codes [58]. Since the transpose distances of the seed


FIG. 2. Single-shot decoding of the 3D toric code with $L=5$, with and without the metacode failure-mode subroutine. The failure rate $p_{\text {fail }}$ is plotted against increasing values of the syndrome error rate $q$, whilst the phase-flip error rate is set to $p=0.1$. Without the subroutine, the single-shot decoder rapidly converges to the failure-mode error rate (dotted line). For large values of $q$ the subroutine improves the logical failure rate by over an order of magnitude. In this simulation, BP+OSD is used for both stage- 1 and stage- 2 decoding.
codes also determine the $Z$ distance of the quantum code (Sec. IV), we want these quantities to be growing with the length $n$ of the code and therefore the matrix $L_{M}$ is not, in general, LDPC.

We find that whilst the failure-mode subroutine does not change the error threshold of the decoder, it does considerably reduce the logical error rate for all values of the lattice parameter $L$. This is illustrated for $L=5$ in Fig. 2, which shows the single-shot logical error rate with and without the failure-mode subroutine. For large syndrome error rates, Fig. 2 shows the failure-mode subroutine improves decoding performance by over an order of magnitude.

## D. 3D toric and surface codes

We estimate the sustainable threshold of the 3D toric and surface codes using our two decoding strategies. For codecapacity noise (i.e., perfect syndrome measurements), the syndrome-repair step is not required, so both decoding strategies are the same. For each code family, we observe a code capacity threshold of $p_{\text {th }} \approx 21.6 \%$, as illustrated in Fig. 3. To obtain our threshold estimates, we use the standard critical exponent method [59] (see Appendix E for details). In the single-shot setting, we find similar performance for both our decoding strategies, as summarized in Table II. Our results compare favorably with the performance of other decoders, which we list in Table I. We


FIG. 3. Code-capacity threshold of the 3D toric code. We plot the logical error rate $p_{\text {fail }}$ as a function of the phase-flip error rate $p$ for codes with linear lattice size $L$. The inset shows an enlargement of the threshold region, where the lines show the threshold fit described in Appendix E. All data points have at least 25 failure events. The error bars show the $95 \%$ confidence intervals $p_{\text {fail }}=\hat{p}_{\text {fail }} \pm 1.96 \sqrt{p_{\text {fail }}\left(1-p_{\text {fail }}\right) / \eta}$, where $\eta \geq 10^{4}$ is the number of Monte Carlo trials.
obtain the highest reported code-capacity threshold and the highest reported single-shot threshold.

We remark that the sustainable threshold that we observe for the 3D toric code is very close to the threshold of MWPM for stringlike errors in the 3D toric code [60]. This implies that the performance of decoder 1 (the syndromerepair step) is limiting the performance of the entire decoding procedure, as was suggested in Ref. [13]. Although the sustainable thresholds we observe for 3D surface codes are slightly higher than for 3D toric codes, the codes we consider are relatively small, which means that boundary effects may be having an impact on our sustainable threshold estimates.

We also investigate the suppression of the logical error rate below threshold in the 3D toric code, using MWPM and BP+OSD. We use the following ansatz for the logical error rate for values of $p<p_{\text {th }}$,

$$
\begin{equation*}
p_{\text {fail }}(L) \propto\left(p / p_{\text {th }}\right)^{\alpha L^{\beta}} \tag{22}
\end{equation*}
$$

where $\alpha$ and $\beta$ are parameters to be determined. The code distance of the 3D toric code for $Z$ errors is $L^{2}$, so if the decoder is correcting errors up to this size, we would expect $\beta \approx 2$. Using the fitting procedure described in Appendix E, we estimate $\beta=1.91$ (3) for $N=0$ (code capacity) and $\beta=1.15(3)$ for $N=8$ (eight rounds of single-shot error correction). Therefore, for the (relatively small) codes that we consider, we find evidence that BP + OSD is correcting errors of weight up to the code
distance. Viewed as an error-correction problem, the distance of the syndrome-repair step of decoding (i.e., the single-shot distance $d_{\mathrm{SS}}$ ) is $L$, which is consistent with our observed value of $\beta$ in the single-shot case. This provides further evidence that the bottleneck of our single-shot decoding procedure is the syndrome-repair step.

## E. Nontopological codes

Up to this point, we explore the single-shot decoding performance of the 3D surface and toric codes. As explained in Sec. IV A, the 3D surface and toric codes are topological codes obtained by taking the 3D product of classical repetition codes. In this section, we extend our numerical analysis to nontopological codes constructed via the 3D product of random classical codes. Our motivation for investigating nontopological codes is twofold. First, by demonstrating that a random 3D product code has a sustainable threshold, we provide evidence for our conjecture that the results of Theorems 1 and 3 extend to the stochastic noise setting. Second, we provide evidence that BP+OSD is a general decoding method that applies beyond the class of well-studied topological 3D product codes.

Table III shows a family of nontopological codes $\mathcal{C}\left(\delta_{A}, \delta_{B}, \delta_{C}\right)$ obtained by taking the 3D product of a random code, $\delta_{A}$, with two codes obtained from full-rank repetition codes, $\delta_{B}$ and $\delta_{C}$. For this example, we choose $\delta_{A}$ to be a classical LDPC code constructed by randomly generating parity checks under the constraint that the parity-check matrix $\delta_{A}$ has column and row weights upper bounded by three and four, respectively. The specific advantage of nontopological codes is that they can have nonfixed dimension. For example, the $d=6$ instance of $\mathcal{C}\left(\delta_{A}, \delta_{B}, \delta_{C}\right)$ encodes four logical qubits, whilst the $d=10$ instance encodes ten logical qubits. In contrast, the dimension of the surface and toric codes are fixed at one and three for all code distances. The trade-off is that nontopological codes have nonlocal stabilizer checks, meaning they would have to be implemented on hardware with the ability to perform beyond-nearest-neighbor interactions between

TABLE III. A family of 3D product codes. The seed codes $\left\{\delta_{A}, \delta_{B}, \delta_{C}\right\}$ are set as follows: $\delta_{A}$ is a parity-check matrix of an [ $n, k, d$ ] LDPC code constructed under the constraint that the column and row weights of its parity-check matrix are upper bounded by three and four, respectively; $\delta_{B}$ is a $[L, 1, L]$ full-rank repetition code; $\delta_{C}$ is the transpose of a $[L, 1, L]$ full-rank repetition code. We denote by $\mathcal{C}\left(\delta_{A}, \delta_{B}, \delta_{C}\right)$ the 3 D product code with seed matrices $\delta_{A}, \delta_{B}, \delta_{C}$. The code distance is set to $\infty$ for codes of dimension 0 .

| $\delta_{A}$ | $\delta_{B}$ | $\delta_{C}$ | $\mathcal{C}\left(\delta_{A}, \delta_{B}, \delta_{C}\right)$ |
| :--- | :---: | :---: | :---: |
| $[16,4,6]$ | $[6,1,6]$ | $[6,0, \infty]$ | $[[1336,4,6]]$ |
| $[20,5,8]$ | $[8,1,8]$ | $[8,0, \infty]$ | $[[3100,5,8]]$ |
| $[24,6,10]$ | $[10,1,10]$ | $[10,0, \infty]$ | $[[5964,6,10]]$ |



FIG. 4. Threshold plot for the family of nontopological 3D product codes listed in Table III after 16 rounds of single-shot error correction using the $\mathrm{BP}+\mathrm{OSD} \times 2$ decoder. The simulation results suggest a threshold at $2.7 \%$. The error bars show the $95 \%$ confidence intervals $p_{\text {fail }}=\hat{p}_{\text {fail }} \pm 1.96 \sqrt{p_{\text {fail }}\left(1-p_{\text {fail }}\right) / \eta}$, where $\eta$ is the number of Monte Carlo trials.
qubits. An interesting feature of product-code constructions is that they can be used to interpolate between completely local topological codes and random quantum LDPC codes, as explored for the 2D setting in Ref. [56].

To numerically benchmark the single-shot performance of the nontopological code family listed in Table III, we simulate error correction under the two-stage decoder. The strategy we employ is $\mathrm{BP}+\mathrm{OSD} \times 2$, for which both stage1 and stage- 2 decoding use the BP+OSD decoder. The MWPM and BP+OSD strategy used for the surface and toric codes would not work in this setting, as nontopological codes do not have the looplike metacheck syndromes required for MWPM decoding. The simulation results are summarized by Fig. 4, which shows a sustained threshold for the $\mathcal{C}\left(\delta_{A}, \delta_{B}, \delta_{C}\right)$ family of nontopological codes in the region of $2.7 \%$. This result demonstrates that the BP+OSD decoding strategy can be used to decode new 3D product codes and achieve performance close to that of established codes such as the 3D surface and toric codes.

## VI. CONCLUSION

In this paper, we investigate single-shot decoding of 3D product codes. We gave a formal definition of confinement in quantum codes and proved that all 3D product codes have confinement for $Z$ errors. We also prove that confinement is sufficient for single-shot error correction against adversarial noise. This is a strengthening of the result of Campbell [18], who showed that a property called soundness is sufficient for single-shot error correction, in that soundness implies confinement but the converse is
not true. Remarkably, there are important classes of codes, such as quantum expander codes, which have confinement but not soundness. Further to that, we prove that codes with linear confinement, and so expander codes, do have a single-shot threshold for local stochastic noise. The obvious open problem arising from our work is how to extend our findings for linear confinement to the superlinear case. Is confinement, in general, a sufficient condition for quantum-LDPC codes to exhibit a single-shot threshold? If not, what other requirements should a code satisfy to ensure the existence of a single-shot threshold?

We simulate single-shot error correction for a variety of 3 D product codes, concentrating on 3D toric and surface codes. Using MWPM and BP+OSD, we achieve the best known code-capacity error threshold and sustainable single-shot error threshold for this code family (for phaseflip noise). Our results strongly suggest that the bottleneck of two-stage decoders is the first stage where the noisy syndrome is repaired. For the 3D toric code, the optimal threshold of the syndrome-repair step is $3.3 \%$ [33], whereas the optimal threshold of the entire decoding problem is $11.0 \%$ [35]. This implies that two-stage decoders can never achieve optimal performance in these codes, so perhaps other single-shot decoding methods ought to be investigated in future.

We also simulate single-shot error correction for a family of nontopological 3D product codes, using BP+OSD for both decoding steps. We achieve performance very close to that of the 3D toric and surface codes, which indicates that BP + OSD is a high-performance single-shot decoder. Furthermore, the versatility of BP+OSD means that we expect it to work as a single-shot decoder for general LDPC 3D product codes. We leave confirmation of this to future work, and we conjecture that BP+OSD will achieve good performance for other classes of quantum-LDPC codes such as topological fracton codes [61,62].
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## APPENDIX A: LINEAR CONFINEMENT AND SINGLE-SHOT THRESHOLD

We present the stochastic shadow decoder, a variant of the (adversarial) shadow decoder described in Definition 3 , and prove that it succeeds in correcting errors that have connected components that are sufficiently sparse and of bounded size, both on the syndrome and the qubits (Lemma 6). Theorem 2 will then follow from Lemma 6 on the performance of the stochastic shadow decoder: a family of codes with good linear confinement has a single-shot threshold under the local stochastic noise model.

This appendix is organized as follows. After fixing some graph-theory notation in Appendix A 1, we introduce a novel weight function for node sets in a graph, the closeness function, Appendix A 2. We prove that the closeness weight function preserves confinement and that the stochastic shadow decoder can be used on confined codes to keep the closeness of error under control (Appendix A 3). Crucially, the closeness weight function characterizes the structure of local stochastic errors better that the Hamming weight does, as some classic results in percolation theory show. We conclude, in Appendix A 4, by showing that a family of codes with good linear confinement has a sustainable single-shot threshold (Theorem $1)$. Our proof is built on the results in Refs. [22,65], where the authors prove that expander codes (which have linear confinement) have a single-shot threshold when decoded via the small-set flip decoder.

## 1. Notation and preliminaries

Given a stabilizer code on $n$ qubits with stabilizer group $\mathcal{S} \subseteq \mathcal{P}_{n}$, we associate to it two graphs: $\left(\mathcal{G}_{q}, \sim_{q}\right)$, the qubit graph, and $\left(\mathcal{G}_{s}, \sim_{s}\right)$, the syndrome graph. The set of nodes are $\mathcal{G}_{q}$, the $n$ qubits, and $\mathcal{G}_{s}$, a generating set of the stabilizer group $\mathcal{S}$ [66]. The adjacency relations $\sim_{q}$ and $\sim_{s}$ are defined as

$$
\begin{aligned}
q_{1} \sim_{q} q_{2} & \Leftrightarrow \exists s \in \mathcal{G}_{s} \text { such that }\left\{q_{1}, q_{2}\right\} \subseteq \operatorname{supp}(s) \\
s_{1} \sim_{s} s_{2} & \Leftrightarrow \exists q \in \mathcal{G}_{q} \text { such that } q \in \operatorname{supp}\left(s_{1}\right) \cap \operatorname{supp}\left(s_{2}\right)
\end{aligned}
$$

where the $\operatorname{support} \operatorname{supp}(s)$ of a Pauli operator $s$ in $\mathcal{P}_{n}$ is the set of all the qubits on which its action is nontrivial. We use lowercase symbols for Pauli operators in $\mathcal{P}_{n}$ and the corresponding uppercase symbol to indicate its support, e.g., $E:=\operatorname{supp}(e)$. We use the term error to refer interchangeably to a Pauli operator or its support, in particular given two Pauli operators $e_{1}$ and $e_{2}$ we use the symbol + to indicate the support of the product operator $e_{1} \cdot e_{2}$ [67],
so that

$$
E_{1}+E_{2}=\operatorname{supp}\left(e_{1} \cdot e_{2}\right)
$$

In this picture, the syndrome $\sigma(\cdot)$ maps the set of Pauli operators on $n$ qubits $\mathcal{P}_{n}$ into the power set of $\mathcal{G}_{s}$,

$$
\begin{aligned}
\sigma: \mathcal{P}_{n} & \longrightarrow \mathscr{P}\left(\mathcal{G}_{s}\right) \\
e & \longrightarrow\left\{s \in \mathcal{G}_{s}: s e=-e s\right\}
\end{aligned}
$$

We define the neighbor map $\Gamma$ as

$$
\begin{aligned}
\Gamma: \mathcal{P}_{n} & \longrightarrow \mathscr{P}\left(\mathcal{G}_{s}\right) \\
e & \longrightarrow\left\{s \in \mathcal{G}_{s}: \operatorname{supp}(s) \cap E \neq \emptyset\right\} .
\end{aligned}
$$

With slight abuse of terminology, we call syndrome any element of $\mathscr{P}\left(\mathcal{G}_{s}\right)$, even when such a set does not belong to the image of $\sigma$. When referring to an error as a set $E$, it is always to be intended as corresponding to a fixed Pauli operator $e \in \mathcal{P}_{n}$ such that $E:=\operatorname{supp}(e)$. We write interchangeably $\sigma(e) / \sigma(E)$ and $\Gamma(e) / \Gamma(E)$ to indicate the image, via the syndrome map and the neighbor map, respectively, of the Pauli error $e$.

Given two syndromes sets in $\mathcal{G}_{s}$ we use the symbol + to indicate their symmetric difference. It is easy to verify that the map $\sigma(\cdot)$ preserves the + operation (i.e., it is linear):

$$
\sigma\left(e_{1} \cdot e_{2}\right)=\sigma\left(E_{1}+E_{2}\right)=\sigma\left(E_{1}\right)+\sigma\left(E_{2}\right)
$$

Moreover, the image via $\sigma$ of disjoint nonconnected sets is disjoint. In fact, if $E_{1}, E_{2}$ are two disjoint nonconnected sets in $\mathcal{G}_{q}$ and we suppose that their syndrome sets are not disjoint we find a contradiction. Let $\hat{s}$ be a stabilizer in $\sigma\left(E_{1}\right) \cap \sigma\left(E_{2}\right)$. By definition of $\sigma$, this entails that $e_{1}$ and $e_{2}$ both anticommute with $\hat{s}$, which is equivalent to saying that their supports have odd overlap with $\operatorname{supp}(\hat{s})$. In particular, there exists $q_{i} \in E_{i}$ such that $q_{i} \in \operatorname{supp}(\hat{s})$ and, by the definition of the adjacency relation $\sim_{q}, q_{1} \in E_{1}$ and $q_{2} \in E_{2}$ would be connected via $\hat{s}$, against the assumption. Note that, in general the image via the syndrome map $\sigma(\cdot)$ of a connected set needs not to be connected. However, the neighbor function $\Gamma(\cdot)$ maps connected sets into connected sets. We make use of these properties in Appendix A 3.

## 2. The closeness weight function

When errors are local stochastic it can be handy to use definitions of weight other than the cardinality and Hamming weight. For instance, the authors in Ref. [22] define the quantities of Definition 6 and study a related notion of percolation to understand the tolerance to errors of a given connected graph.

Definition $6\left(\alpha\right.$ subsets, $\operatorname{MaxConn}_{\alpha}(E)$ [22]). An $\alpha$ subset of a set $E \subseteq \mathcal{G}_{q}$ is a set $K$ such that $|K \cap E| \geq \alpha|K|$. The maximum size of a connected $\alpha$ subset of $E$ is denoted by $\operatorname{MaxConn}_{\alpha}(E)$.

We here introduce a conceptual cousin to $\operatorname{MaxConn}_{\alpha}(E)$, the $\beta$ closeness of an error set $E$, and prove that it is a welldefined weight function (see Lemma 3). We do not explicitly detail the relations between $\alpha$ subsets and closeness here. However, we implicitly use them, as our percolation results and ultimately the proof of Theorem 1 heavily rely on those relations and the proofs in Refs. [22,65].

Definition 7 ( $\beta$ closeness). Let $\mathcal{G}$ be a connected graph, i.e., a graph in which there exist a path between any two of its nodes. Given a subset $E$ of nodes and a positive integer $\beta$, we define its $\beta$ closeness as the quantity:

$$
\|E\|_{\beta}:=\max \{|K \cap E|: K \text { is connected, }|K|=\beta\}
$$

We call any connected subset of $\beta$ nodes a $\beta$ patch and any $\beta$ patch $K$ such that $|K \cap E|=\|E\|_{\beta}$ maximal patch for $E$.

Since we are interested in the $\beta$ closeness of error sets on a qubit graph $\mathcal{G}_{q}$, it is natural to introduce the notion of reduced $\beta$ closeness.

Definition 8. Given a qubit error set $E \subseteq \mathcal{G}_{q}$, its reduced $\beta$ closeness $\|E\|_{\beta}^{\text {red }}$ is defined as

$$
\begin{aligned}
& \|E\|_{\beta}^{\mathrm{red}}:=\min \left\{\|E+T\|_{\beta}: \sigma(E+T)=\sigma(E)\right. \\
& \left.\quad T=\operatorname{supp}(t) \text { for some } t \in \mathcal{P}_{n}\right\}
\end{aligned}
$$

Crucially, we see in Lemma 5 that the closeness function preserves confinement. As a consequence, we can build a variant of the shadow decoder (Definition 9) that succeeds in correcting errors of small reduced closeness.

We now prove some basic properties of the $\beta$-closeness weight function $\|\cdot\|_{\beta}$ on a connected graph $\mathcal{G}$.

Lemma 3. Let $\mathcal{G}$ be a connected graph and denote by $|\mathcal{G}|$ the number of its nodes. For any positive integer $\beta<|\mathcal{G}|$, the following hold:
(i) $\|\cdot\|_{\beta} \leq 1 \cdot \mid$;
(ii) $\|\cdot\|_{\beta} \leq \beta$; the equality holds if and only if the considered set of nodes has a connected component of size at least $\beta$; conversely, if $\|\cdot\|_{\beta}<\beta$ then the connected components of the set all have size less than $\beta$;
(iii) it is positive: $\|E\|_{\beta} \geq 0$ and equality holds if and only if $E=\emptyset$;
(iv) it satisfies the triangle inequality: for any $E_{1}, E_{2}$, $\left\|E_{1} \cup E_{2}\right\|_{\beta} \leq\left\|E_{1}\right\|_{\beta}+\left\|E_{2}\right\|_{\beta}$.
(v) it is monotonic: if $E_{1} \subseteq E_{2}$ then $\left\|E_{1}\right\|_{\beta} \leq\left\|E_{2}\right\|_{\beta}$;

In the following, let $K \subseteq \mathcal{G}$ be a maximal $\beta$ patch for $E$, i.e., $\|E\|_{\beta}=|K \cap E|$.
(i) $\|E\|_{\beta}=|K \cap E| \leq|E|$.
(ii) $|K \cap E| \leq|K|=\beta$. Equality holds if and only if $K \cap E=K \subseteq E$, which entails that $E$ has a connected component of size at least $\beta$, since $K$ is connected.
(iii) If $E$ is nonempty then there exists at least one node $g \in E$. Since $\mathcal{G}$ is connected, for any integer $1 \leq$ $\beta \leq|\mathcal{G}|$ there exists a $\beta$ patch that contains $g$ so that $\|E\|_{\beta} \geq 1$.
(iv) Let $J$ be any $\beta$ patch in $\mathcal{G}$. The following hold:

$$
\begin{aligned}
\left|J \cap\left(E_{1} \cup E_{2}\right)\right|= & \left|\left(J \cap E_{1}\right)\right|+\left|\left(J \cap E_{2}\right)\right|+ \\
& -\left|J \cap\left(E_{1} \cap E_{2}\right)\right| \\
\leq & \left|J \cap E_{1}\right|+\left|J \cap E_{2}\right| \\
\leq & \left\|E_{1}\right\|_{\beta}+\left\|E_{2}\right\|_{\beta} .
\end{aligned}
$$

Since this holds for any $\beta$ patch, we obtain

$$
\left\|E_{1} \cup E_{2}\right\|_{\beta} \leq\left\|E_{1}\right\|_{\beta}+\left\|E_{2}\right\|_{\beta}
$$

(v) Let $K_{1}, K_{2}$ be maximal $\beta$ patches for $E_{1}$ and $E_{2}$, respectively. Then

$$
\begin{aligned}
\left|K_{1} \cap E_{1}\right| & \leq\left|K_{1} \cap E_{2}\right| \quad \text { because } E_{1} \subseteq E_{2} \\
& \leq\left|K_{2} \cap E_{2}\right| \quad \text { by maximality of } K_{2}
\end{aligned}
$$

which yields $\left\|E_{1}\right\|_{\beta} \leq\left\|E_{2}\right\|_{\beta}$.
Lemma 2 below states that there exists a canonical form for maximal $\beta$ patches of an error set $E$. Roughly speaking, a canonical $\beta$ patch $K$ will be made up of some entire connected components of $E$, plus at most one connected proper subset of a connected component of $E$, and some other nodes not in $E$ (see Fig. 5). The existence of a canonical $\beta$ patch is key in proving that the closeness function preserves confinement in the sense explained by Lemma 5.

Lemma 4 (Canonical $\beta$ patch). For any error $E$ on a qubit graph $\mathcal{G}$ there exists a maximal $\beta$ patch $T$ such that, for all but one connected component $E_{i}$ of $E$, the following holds:

$$
\text { either } E_{i} \subseteq T \text { or } E_{i} \cap T=\emptyset
$$

In other words, if $E_{1}, \ldots, E_{m}$ are the connected components of $E$, reordering if necessary, there exists an index $v$ such that

$$
\begin{array}{ll}
\left|T \cap E_{i}\right|=\left|E_{i}\right| & \text { if } i<v, \\
\left|T \cap E_{i}\right| \leq\left|E_{i}\right| & \text { if } i=v, \\
\left|T \cap E_{i}\right|=0 & \text { if } i>v . \tag{A1}
\end{array}
$$

We call any such $T$ a canonical $\beta$ patch for the set $E$.
Let $J$ be any maximal $\beta$ patch for $E$, i.e., $J$ is connected, has size $\beta$ and $|J \cap E|=\|E\|_{\beta}$. Starting from $J$ we build a


FIG. 5. Graphical representation of patches on a graph. To help the visualization we imagine the qubit graph and the syndrome graph to be superimposed. Black rectangles: connected components of the error $E_{1}, \ldots, E_{5}$. Dashed grey lines: neighbour sets $\Gamma\left(E_{i}\right)$ of the underlying rectangle and error component. Orange crosses: syndrome nodes in $\sigma\left(E_{i}\right)$. Dotted blue curve: $t$ patches on the qubit graph. Green curve: $\omega t$ patches on the syndrome graph. In (a) the patches are generic while in (b) the dotted and error patch is a canonical patch for the error. The importance of the canonical form for a patch is highlighted in the differences between the patches in (a),(b). We observe how the crosses and syndrome nodes $\sigma\left(E_{i}\right)$ are scattered inside the dashed curve and neighbor set $\Gamma\left(E_{i}\right)$. For this reason, in order to group enough syndrome nodes inside a patch of bounded size, we need some care in the choice of the error nodes. When we include entire connected components of the error in a patch in $\mathcal{G}_{q}$, we are able to build a patch in $\mathcal{G}_{s}$, which includes entire neighbor sets and, as a consequence, all the corresponding syndrome nodes. In fact, even if we assume that the dotted blue and error patches in (a),(b) have the same size, when we enlarge them by a factor of $\omega$ to build the green and syndrome patch, we obtain dramatically different results. In (a) since the dotted and error patch contains several incomplete components, the corresponding green and syndrome patch contains incomplete portions of the dashed and neighbor sets $\Gamma\left(E_{i}\right)$. Hence, we have no guarantee on the number of crosses and syndrome nodes included in the patch. In (b) the dotted blue patch is a canonical patch for the error. We can see how the green and syndrome patch entirely contains the dashed and neighbor sets of all but one component of the error contained in the dotted blue and qubit patch. In this way we have the certainty to include in the green and syndrome patch a sufficient number of crosses and syndrome nodes to ensure confinement.
set $T$ with the desired form. Write $J \cap E$ as disjoint union of connected sets:

$$
J \cap E=J_{1} \sqcup \cdots \sqcup J_{v} .
$$

We call these $J_{i}$ 's patch-error components. Let $E_{1} \ldots E_{\mu}$ be the connected components of the error $E$. We recall that a connected component $E_{i}$ of $E$ is a connected set, which is connected to no additional nodes in $E \backslash E_{i}$. We say that $E_{i}$ is incomplete with respect to $J$ if it has nontrivial overlap with $J$ but it is not entirely contained in $J$, i.e.,

$$
J \cap E_{i} \neq \emptyset \& E_{i} \nsubseteq J \Rightarrow\left|J \cap E_{i}\right|<\left|E_{i}\right|
$$

Note that it can be the case for two disjoint (but internally connected) error-patch components $J_{i_{1}}$ and $J_{i_{2}}$ to overlap with the same incomplete error component $E_{i^{\prime}}$.

We consider a metagraph $\mathfrak{G}$ whose metanodes are connected sets in $\mathcal{G}$ and metaedges are paths in $\mathcal{G}$. Because the error-patch components are both internally and reciprocally connected in $J$, there exists a meta spanning tree $\mathcal{T} \subseteq \mathfrak{G}$ whose $\nu$ nodes $\mathcal{J}_{i}$ are the error-patch components $J_{i}$ and whose metaedges $\varepsilon_{i j}$ are formed by minimum length paths in $\mathcal{G}$ between the $J_{i}$ 's with nodes in $J \backslash E$. In the following we indicate with $\mathcal{T}, \mathcal{J}_{i}$ and $\varepsilon_{i j}$ the metatree, its metanodes, and its metaedges and with $T, J_{i}$, and $e_{i, j}$ the
corresponding sets of nodes in $\mathcal{G}$. Note that, by this identification, $T$ has at most $\beta$ nodes. We now show how to modify the metatree $\mathcal{T}$ so that the corresponding set of nodes $T$ in $\mathcal{G}$ is canonical for $E$. We do this in two steps: the balancing and the enlargement step.

## a. BALANCING

We show by induction on the number $v$ of the metanodes $\mathcal{J}_{i}$ 's that it is possible to modify $\mathcal{T}$ so that the corresponding set of nodes $T \subseteq \mathcal{G}$ satisfies conditions (A1) on its overlap with the connected components of $E$.
$v=1:$ the thesis is trivially verified.
$v>1:$ if $J$ is not canonical for $E$ then $E$ must have at least two incomplete components with respect to the patch $J$. Let $\mathcal{J}_{\ell}$ be a metaleaf of $\mathcal{T}$ and $J_{\ell}$ its corresponding subset of nodes in $\mathcal{G}$. We iteratively remove from $T$ the nodes of $J_{\ell}$, both preserving connectivity of $T$ and the size of $T \cap E$.

For any node $q_{\lambda}$ in $J_{\ell}$, we choose a node $q_{\chi}$ such that the following holds:
i. $q_{\chi}$ belongs to some incomplete component of the error disjoint from $J_{\ell}: q_{\chi} \in E_{\chi}$ and $E_{\chi} \cap J_{\ell}=\emptyset$;
ii. $q_{\chi}$ is a new node, i.e., it does not belong to $J: q_{\chi} \in$ $\mathcal{G} \backslash J$;
iii. $q_{\chi}$ is connected to at least one node in some errorpatch component other from $J_{\ell}: q_{\chi} \sim_{q} q_{\chi^{\prime}}, q_{\chi^{\prime}} \in J_{\chi}$ for some $\chi \neq \ell$.

We remove $q_{\lambda}$ from $J$ and add $q_{\chi}$ to $J$, and thereby update $T$ accordingly. This process terminates when either (a) we are not able to find such a new node $q_{\chi}$ or (b) there are no more nodes $q_{\lambda}$ in $J_{\ell}$.

Case (a) entails that $E$ has at most one incomplete component with respect to $T$. In fact, if $E$ had an incomplete component $E_{\chi}$ disjoint from $J_{\ell}$ such a node $q_{\chi}$ always exists. As a consequence, if we are not able to find a new error node to enlarge one of the error-patch components $J_{\chi} \neq J_{\ell}$ the only incomplete component of $E$ must be the one relative to $J_{\ell}$. The updated node set $T$ has the desired property, provided that we had removed nodes $q_{\lambda}$ from $J_{\ell}$ preserving connectivity (for instance, considering a spanning tree for nodes in $J_{\ell}$ and iteratively removing leaves). If case (b) is verified, we remove from $\mathcal{T}$ all the metaedges that are incident to $\mathcal{J}_{\ell}$. The updated metatree $\mathcal{T}$ derived from the updated set $T$ has $v-1$ metanodes. By the induction hypothesis, it can be modified to obtain the desired form.

In other words, we pick a metaleaf of $\mathcal{T}$ and we either remove part of its nodes [case (a)] or all of them [case (b)]. We preserve the quantity $|T \cap E|$ by adding new error nodes to some different error-patch component that overlaps with an incomplete component of the error $E$. By choosing a leaf, we are able to preserve the connectivity of $\mathcal{T}$ and thus the connectivity of the corresponding node sets $T$.

We iterate this procedure over metaleaves of $\mathcal{T}$ until the overlap of the corresponding set $T$ in $\mathcal{G}$ and the error set $E$ has the desired form.

## b. ENLARGEMENT

By contradiction, we prove that it is possible to add nodes to the set $T$ corresponding to the balanced metatree $\mathcal{T}$ so that it is connected, it has size exactly $\beta$ and $\mid T \cap$ $E \mid=\|E\|_{\beta}$. First note that during the balancing procedure, the number $|T \cap E|$ remains constant and the following holds:

$$
|T \cap E|=\sum_{i=1}^{\nu}\left|J_{i}\right|=|J \cap E|=\|E\|_{\beta}
$$

Moreover, the initial tree is connected and the balancing procedure preserves connectivity. However, we only have an upper bound on the size of $T$. In fact, if $\mathcal{T}$ is the initial metatree and $T$ is its corresponding subgraph in $\mathcal{G}$, it holds $T \subseteq J$ and therefore $|T| \leq \beta$. During the balancing
step the size of $T$ could decrease when we remove nodes of $e_{i j}$, belonging to a metaedge $\varepsilon_{i j}$. Thus, in general, after the balancing step for the weight of $T$ holds:

$$
|T| \leq \beta
$$

If $|T|=\beta$, then $T$ is a $\beta$ patch with maximum overlap with $E$ and, by balancing, it is canonical. If $|T|<\beta$, then there must exist at least $\beta-\|E\|_{\beta}$ nodes in $\mathcal{G} \backslash(E \cup T)$ that are connected to $T$. In fact, a connected proper subset can always be enlarged in a connected graph. If the only way to enlarge $T$ to a $\beta$ patch were by adding nodes in $E$, then we would have found a $\beta$ patch whose overlap with $E$ has size greater than its $\beta$ closeness, which contradicts the definition of $\|E\|_{\beta}$. In conclusion, any of such enlargements of the tree $T$ is a canonical $\beta$ patch for $E$.

## 3. Confinement and stochastic shadow decoder

Here, we first prove that the closeness function preserves confinement, as Lemma 5 states. Then, we present the stochastic shadow decoder (Definition 9) and prove, in Lemma 6, that it succeeds in correcting errors of small enough closeness. These findings, together with the percolation results of Appendix A 4, will yield the proof of the existence of a single-shot threshold for codes with linear confinement.

Lemma 5 (Closeness preserves confinement). Consider a code with qubit degree at most $\tilde{\omega}$ and ( $t, f$ ) confinement, where $f$ is convex. Then, for any error $E$ with $\|E\|_{t}^{\text {red }} \leq$ ( $t / 2$ ), the following holds:

$$
f\left(\|\sigma(E)\|_{\omega t}\right) \geq\|E\|_{t}^{\text {red }}
$$

where $\omega=\tilde{\omega}+1$.
To ease the notation, let $F$ be an error set such that $\sigma(E)=\sigma(F),\|F\|_{t}=\|E\|_{t}^{\text {red }}$. If $F_{1}, \ldots, F_{\mu}$ are the connected components of $F$, by Lemma 4 there exists a canonical patch $K$ for $F$ such that

$$
\begin{array}{ll}
\left|K \cap F_{i}\right|=\left|F_{i}\right| & \text { if } \quad i<v, \\
\left|K \cap F_{i}\right| \leq\left|F_{i}\right| & \text { if } \quad i=v, \\
\left|K \cap F_{i}\right|=0 & \text { if } \quad i>v .
\end{array}
$$

for some $v \leq \mu+1$.
First, we prove that there exists a $\omega t$ patch $J$ in the syndrome graph $\mathcal{G}_{s}$ such that it contains the syndrome of the connected components $F_{1}, \ldots, F_{v}$ of the error, which intersect the canonical patch $K$ :

$$
\bigsqcup_{i=1}^{v}\left[\sigma\left(F_{i}\right)\right] \subseteq J
$$

Then, we prove that such a patch $J$ has overlap with $\sigma(F)$ of Hamming weight large enough to ensure confinement
with respect to the closeness function:

$$
f\left(\|\sigma(F)\|_{\omega t}\right) \geq\|F\|_{t}
$$

We then find the desired bound on $E$ using the initial assumptions $\sigma(F)=\sigma(E)$ and $\|F\|_{t}=\|E\|_{t}^{\text {red }}$.

## a. EXISTENCE OF $J$

We build a $\omega t$ patch $J$ on $\mathcal{G}_{s}$ as follows. We define $J$ as the disjoint union of the (at most) $\tilde{\omega}\left|F_{i}\right|$ connected nodes $\Gamma\left(F_{i}\right)$ :

$$
J=\bigsqcup_{i=1}^{\nu} \Gamma\left(F_{i}\right)
$$

Let $\pi$ be the set of edges of a minimum length path in $K$ that connects all its $v$ disjoint error components $F_{i}$. These edges correspond naturally to a set $\pi_{s} \subseteq \mathcal{G}_{s}$ if we associate to the edge ( $q_{1}, q_{2}$ ), the corresponding stabilizer in $\mathcal{G}_{s}$, remembering that

$$
q_{1} \sim_{q} q_{2} \Leftrightarrow\left\{q_{1}, q_{2}\right\} \subseteq \operatorname{supp}(s), \quad s \in \mathcal{G}_{s}
$$

Under this identification, importantly, adjacent edges are mapped into neighboring syndrome nodes. We add the set $\pi_{s}$ to $J$. As a result, $J$ is now connected. For the size of $J$, the following holds:

$$
|J| \leq \tilde{\omega} \sum_{i=1}^{\nu}\left|F_{i}\right|+\left|\pi_{s}\right|
$$

By hypothesis, $t / 2 \geq\|F\|_{t}=|K \cap F|$ and because $K$ is canonical for $F$, i.e., $|K \cap F| \leq \sum_{i=1}^{v}\left|F_{i}\right|$, we have

$$
\sum_{i=1}^{v-1}\left|F_{i}\right| \leq \frac{t}{2}
$$

Combining property (ii) of the closeness weight function and the assumption $\|F\|_{t} \leq(t / 2)$, yields, for any $i$, and $v$ in particular,

$$
\begin{equation*}
\left|F_{i}\right| \leq \frac{t}{2} \tag{A2}
\end{equation*}
$$

Since $\pi$ has edges in $K$, $\pi_{s}$ has size at most $|K|$, i.e.,

$$
\left|\pi_{s}\right| \leq t
$$

Adding up, we obtain

$$
|J| \leq \omega t
$$

where $\omega=\tilde{\omega}+1$. By enlarging $J$ if necessary to include exactly $\omega t$ nodes, and remembering that by construction it is connected, we find that $J$ is a $\omega t$ patch in $\mathcal{G}_{s}$, as desired.

## b. OVERLAP OF $\boldsymbol{J}$ WITH THE ERROR SYNDROME

Equation (A2) entails in particular that any connected error component $F_{1}, \ldots, F_{v}$ that has nontrivial overlap with the patch $K$, has size smaller than $t$ and therefore it has confinement:

$$
\begin{equation*}
f\left(\left|\sigma\left(F_{i}\right)\right|\right) \geq\left|F_{i}\right| \tag{A3}
\end{equation*}
$$

Because $\sigma$ maps disjoint sets of $\mathcal{G}_{q}$ in disjoint sets of $\mathcal{G}_{s}$,

$$
\begin{align*}
\sigma\left(\bigsqcup_{i=1}^{\nu} F_{i}\right) & =\bigsqcup_{i=1}^{\nu} \sigma\left(F_{i}\right) \\
\Rightarrow\left|\sigma\left(\bigsqcup_{i=1}^{\nu} F_{i}\right)\right| & =\sum_{i=1}^{v}\left|\sigma\left(F_{i}\right)\right| . \tag{A4}
\end{align*}
$$

Thus, applying $f$ to each term of the summation of Eq. (A4) we have

$$
\begin{equation*}
\sum_{i=1}^{v} f\left(\left|\sigma\left(F_{i}\right)\right|\right) \geq \sum_{i=1}^{v}\left|F_{i}\right| . \tag{A5}
\end{equation*}
$$

For the left-hand side of Eq. (A5), using convexity of $f$ we obtain

$$
f\left(\sum_{i=1}^{\nu}\left|\sigma\left(F_{i}\right)\right|\right) \geq \sum_{i=1}^{\nu} f\left(\left|\sigma\left(F_{i}\right)\right|\right)
$$

for the right-hand side of Eq. (A5) instead, since $K$ is canonical for $F$, it holds that

$$
\sum_{i=1}^{\nu}\left|F_{i}\right| \geq|K \cap F|
$$

Combining these two bounds for Eq. (A5) yields

$$
\begin{equation*}
f\left(\sum_{i=1}^{\nu}\left|\sigma\left(F_{i}\right)\right|\right) \geq\|F\|_{t} . \tag{A6}
\end{equation*}
$$

To obtain the thesis from Eq. (A6), we just need to substitute the Hamming weight on the left-hand side with the closeness weight $\|\cdot\|_{\omega t}$. By construction, for $J$ it holds that

$$
\begin{equation*}
|J \cap \sigma(F)| \geq \sum_{i=1}^{\nu}\left|\sigma\left(F_{i}\right)\right| \tag{A7}
\end{equation*}
$$

Moreover, since $J$ is a $\omega t$ patch:

$$
\begin{equation*}
\|\sigma(F)\|_{\omega t} \geq|J \cap \sigma(F)| . \tag{A8}
\end{equation*}
$$

Using the monotonicity of $f$ and combining Eqs. (A7), (A8), and (A6) yields

$$
f\left(\|\sigma(F)\|_{\omega t}\right) \geq\|F\|_{t}
$$

## c. CONCLUSION

Because $F$ is an error set equivalent to $E$, i.e., $\sigma(F)=$ $\sigma(E)$, such that $\|F\|_{t}=\|E\|_{t}^{\text {red }}$, we conclude

$$
f\left(\|\sigma(E)\|_{\omega t}\right) \geq\|E\|_{t}^{\mathrm{red}}
$$

for $\omega=\tilde{\omega}+1$.
Lemma 5 in particular entails that the closeness weight is in fact a sensible quantity to look at when dealing with errors on confined codes.

We now introduce the stochastic shadow decoder. The difference between this variant and the one previously presented (Definition 3) is on the weight functions used. While the standard and adversarial shadow decoder tries to minimize the Hamming weight of the residual error, the stochastic shadow decoder attempts to keep under control its closeness.

Definition 9 (Stochastic shadow decoder). The stochastic shadow decoder has variable parameters $0<\alpha \leq 1$, and $0<\beta, \gamma \in \mathbb{Z}$. Given an observed syndrome $S=\sigma(E)+$ $S_{e}$ where $S_{e} \subseteq \mathcal{G}_{s}$ is the syndrome error, the stochastic shadow decoder of parameters $(\alpha, \beta, \gamma)$ performs the following two steps:

1. Syndrome repair: find $S_{r}$ of minimum $\gamma$ closeness $\left\|S_{r}\right\|_{\gamma}$ such that $S+S_{r}$ belongs to the $(\alpha, \beta)$ shadow of the code, where

$$
(\alpha, \beta) \text { shadow }=\left\{\sigma(E) \text { such that }\|E\|_{\beta} \leq \alpha \beta\right\}
$$

2. Qubit decode: find $E_{r}$ of minimum $\beta$ closeness $\left\|E_{r}\right\|_{\beta}$ such that $\sigma\left(E_{r}\right)=S+S_{r}$.

We call $R=E+E_{r}$ the residual error.
We have the following promise on the stochastic shadow decoder, which mirrors the results of Lemma 1 for the adversarial shadow decoder.

Lemma 6. Consider a stabilizer code that has $(t, f)$ confinement and qubit degree $\leq \omega-1$. Provided that the original error pattern $E$ has $\|E\|_{t}^{\text {red }} \leq t / 2$, on input of the observed syndrome $S=\sigma(E)+S_{e}$, the residual error $R$ left by the stochastic shadow decoder of parameter $[(1 / 2), t, \omega t]$ satisfies

$$
\begin{equation*}
\|R\|_{t}^{\text {red }} \leq f\left(2\left\|S_{e}\right\|_{\omega t}\right) \tag{A9}
\end{equation*}
$$

Thanks to Lemma 5, we know that the closeness function preserves confinement. The proof is then a straightforward adaption of the proof of Lemma 1, where the Hamming weight has to be substituted with $\|\cdot\|_{t}$ on error sets and $\|\cdot\|_{\omega t}$ on syndrome sets, respectively. We here briefly report the proof for completeness.

Assume $\|E\|_{t}^{\text {red }} \leq t / 2$, and let $E_{r}$ be the output of the qubit decode step. By construction, it has minimum $t$ closeness among the errors with syndrome $S+S_{r}$, which belongs to the $[(1 / 2), t]$ shadow of the code. In particular, $\left\|E_{r}\right\|_{t} \leq(t / 2)$. We recall that the + operation between two error sets in $\mathcal{G}_{q}$ denotes the support of the product of the two corresponding Pauli operators and, as such, it holds that (see Appendix A 1)

$$
E+E_{r} \subseteq E \cup E_{r}
$$

By the property of the closeness weight function, this entails

$$
\left\|E+E_{r}\right\|_{t} \leq\left\|E \cup E_{r}\right\|_{t} \leq\|E\|+\left\|E_{r}\right\|_{t} .
$$

The linearity of the syndrome function $\sigma(\cdot)$ yields

$$
\sigma\left(E+E_{r}\right)=\sigma(E)+\sigma\left(E_{r}\right)=S_{e}+S_{r} .
$$

Since $S_{e}$ is a possible solution of the syndrome-repair step $\left\|S_{r}\right\|_{\omega t} \leq\left\|S_{e}\right\|_{\omega t}$ and so,

$$
\begin{aligned}
\left\|S_{e}+S_{r}\right\|_{\omega t} & \leq\left\|S_{e}\right\|_{\omega t}+\left\|S_{r}\right\|_{\omega t} \\
& \leq 2\left\|S_{e}\right\|_{\omega t} .
\end{aligned}
$$

Combining this and the monotonicity of $f$ gives

$$
\left\|E+E_{r}\right\|_{t}^{\mathrm{red}} \leq f\left(2\left\|S_{e}\right\|_{\omega t}\right)
$$

Lemma 5 tells us that the stochastic shadow decoder succeeds whenever the $t$ closeness of the error is small enough. Importantly then, if we are able to bound the probability of the complement of this event, we could infer an upper bound on the failure probability of our decoder. This is the subject of the next section.

## 4. Percolation results and proof of Theorem 2

We consider error sets $E$ on the qubit graph $\mathcal{G}_{q}$ and error sets $S_{e}$ on the syndrome graph $\mathcal{G}_{s}$ and we assume that the probability of observing a particular error is at most exponential in its size. Formally, we use this error model.

Definition 10 (Local stochastic error). An error set $E$ on a graph $\mathcal{G}$ is local stochastic of parameter $p$ if, for all set of nodes $G \subseteq \mathcal{G}$, the following holds:

$$
\mathbb{P}(G \subseteq E) \leq p^{|G|}
$$

We then use some results in percolation theory, Lemmas 7 and 8 below, to understand the probability that errors of closeness linear in the patch size (i.e., $\|E\|_{\beta}=\alpha \beta$ for some $0<\alpha \leq 1$ ) occur when the noise is local stochastic.

Lemma 7 (Corollary 28 of Ref. [22]). Let $\mathcal{G}$ be a graph with vertex degree upper bounded by $z$. Then the number $N_{\beta}$ of connected components of size $\beta$ ( $\beta$ patches) satisfies

$$
N_{\beta} \leq|\mathcal{G}| \Phi^{\beta}
$$

where $\Phi=(z-1)\left(1+\frac{1}{z-2}\right)^{z-2}$.
Lemma 8. Let $\mathcal{G}$ be a graph with vertex degree upper bounded by $z$. Let $t$ be a positive integer and $0<\alpha \leq 1$. Then there exists $p_{\mathrm{th}}>0$ such that, for local stochastic errors $E$ of parameter $p<p_{\mathrm{th}}$, we have

$$
\begin{equation*}
\mathbb{P}\left(\|E\|_{t} \geq \alpha t\right) \leq \frac{|\mathcal{G}|}{1-2^{h(\alpha) / \alpha} p}\left(\frac{p}{p_{\mathrm{th}}}\right)^{\alpha t} \tag{A10}
\end{equation*}
$$

where $h(\alpha)=\alpha \log _{2}(1 / \alpha)+(1-\alpha) \log _{2}(1 / 1-\alpha)$ is the binary entropy function.

The proof is a straightforward adaption of the proof of Theorem 17 in Ref. [22]. By expanding the left-hand side of Eq. (A10), we find

$$
\begin{aligned}
\mathbb{P}\left(\|E\|_{t} \geq \alpha t\right) & =\mathbb{P}(\exists K t \text { patch }:|K \cap E| \geq \alpha t) \\
& \leq \sum_{K \text { is } a t \text { patch }} \mathbb{P}(|K \cap E| \geq \alpha t) .
\end{aligned}
$$

Observe that, for a $t$ patch $K$,

$$
\begin{align*}
\mathbb{P}(|K \cap E| \geq \alpha t) & \leq \sum_{m \geq \alpha t} \sum_{\substack{K^{\prime} \subseteq K \\
\left|K^{\prime}\right|=m}} \mathbb{P}\left(K \cap E=K^{\prime}\right) \\
& \leq \sum_{m \geq \alpha t} \sum_{\substack{K^{\prime} \subseteq K \\
\left|K^{\prime}\right|=m}} \mathbb{P}\left(K^{\prime} \subseteq E\right) \\
& \leq \sum_{m \geq \alpha t} \sum_{\substack{K^{\prime} \subseteq K \\
\left|K^{\prime}\right|=m}} p^{m} \\
& \leq \sum_{m \geq \alpha t}\binom{t}{m} p^{m} \tag{A11}
\end{align*}
$$

By Stirling's approximation [68],

$$
\begin{equation*}
\mathbb{P}(|K \cap E| \geq \alpha t) \leq \frac{\left(2^{h(\alpha) / \alpha} p\right)^{\alpha t}}{1-2^{h(\alpha) / \alpha} p} \tag{A12}
\end{equation*}
$$

Combining Eqs. (A11), (A12), and Lemma 7 yields

$$
\begin{aligned}
\mathbb{P}\left(\|E\|_{t} \geq \alpha t\right) & \leq N_{t} \frac{\left(2^{h(\alpha) / \alpha} p\right)^{\alpha t}}{1-2^{h(\alpha) / \alpha} p} \\
& \leq \frac{|\mathcal{G}|}{1-2^{h(\alpha) / \alpha} p} \cdot\left(\Phi 2^{h(\alpha)} p^{\alpha}\right)^{t}
\end{aligned}
$$

By imposing the right-hand side to decrease with $t$, we find

$$
p \leq\left(\frac{1}{\Phi 2^{h(\alpha)}}\right)^{\frac{1}{\alpha}}:=p_{\mathrm{th}}
$$

And in conclusion,

$$
\mathbb{P}\left(\|E\|_{t} \geq \alpha t\right) \leq \frac{|\mathcal{G}|}{1-2^{h(\alpha) / \alpha} p}\left(\frac{p}{p_{\mathrm{th}}}\right)^{\alpha t}
$$

Finally, we are able to prove that there exists a threshold under which the probability of local stochastic errors to be noncorrectable via the stochastic shadow decoder becomes exponentially small in the system size, provided that the graphs $\mathcal{G}_{s}$ and $\mathcal{G}_{q}$ have bounded degree and linear confinement.

By Lemma 6, the residual error left by the stochastic shadow decoder on a ( $t, f$ )-confined code is kept under control provided that

$$
\begin{equation*}
\|E\|_{t} \leq \frac{t}{4} \text { and } f\left(2\left\|S_{e}\right\|_{\omega t}\right) \leq \frac{t}{4} \tag{A13}
\end{equation*}
$$

If the function $f$ is linear, i.e., $f(x)=\kappa x$ for some $\kappa>$ $0 \in \mathbb{Z}$, then conditions (A13) can be written as

$$
\begin{equation*}
\|E\|_{t} \leq \frac{t}{4} \text { and }\left\|S_{e}\right\|_{\omega t} \leq \frac{t}{8 \kappa} \tag{A14}
\end{equation*}
$$

If the qubit error $E$ is local stochastic of parameter $p$ and the syndrome error $S_{e}$ is local stochastic of parameter $q$, thanks to Lemma 8, we obtain

$$
\begin{aligned}
\mathbb{P}\left(\|E\|_{t} \geq t / 4\right) \leq & \frac{\left|\mathcal{G}_{q}\right|}{1-2^{4 h\left(\frac{1}{4}\right)} p}\left(\frac{p}{p_{\mathrm{th}}}\right)^{\frac{t}{4}} \\
& :=C_{q}\left|\mathcal{G}_{q}\right|\left(\frac{p}{p_{\mathrm{th}}}\right)^{\frac{t}{4}}
\end{aligned}
$$

and

$$
\begin{aligned}
& \mathbb{P}\left(\left\|S_{e}\right\|_{\omega t} \geq \frac{t}{8 \kappa}\right) \leq \frac{\left|\mathcal{G}_{s}\right|}{1-2^{8 \omega \kappa h\left(\frac{1}{8 \omega \kappa}\right)} q}\left(\frac{q}{q_{\mathrm{th}}}\right)^{\frac{t}{8 \omega \kappa}} \\
&:=C_{s}\left|\mathcal{G}_{s}\right|\left(\frac{q}{q_{\mathrm{th}}}\right)^{\frac{t}{8 \omega \kappa}}
\end{aligned}
$$

where

$$
p_{\mathrm{th}}:=\left(\frac{1}{\Phi_{q} 2^{h\left(\frac{1}{4}\right)}}\right)^{4} \quad \text { and } \quad q_{\mathrm{th}}:=\left(\frac{1}{\Phi_{s} 2^{h\left(\frac{1}{8 \omega \kappa}\right)}}\right)^{8 \omega \kappa}
$$

As a result, by Lemma 6, the residual error is correctable except with probability at most

$$
\max \left\{C_{q}\left|\mathcal{G}_{q}\right|\left(\frac{p}{p_{\text {th }}}\right)^{\frac{t}{4}}, C_{s}\left|\mathcal{G}_{s}\right|\left(\frac{q}{q_{\text {th }}}\right)^{\frac{t}{8 \omega \kappa}}\right\}
$$

In other words, for local stochastic noise of intensity $p \leq p_{\text {th }}$ on the qubits and $q \leq q_{\text {th }}$ on the syndrome, the stochastic shadow decoder has a sustainable single-shot threshold.

We conclude by noting that the assumption of linear confinement is key in the proof of Theorem 2. However, we speculate that the limitations of Theorem 2 are an artefact of our proof and superlinear confinement is a sufficient condition for a family of codes to exhibit a single-shot threshold. In fact, the existence of a threshold $p_{\mathrm{th}}$ and $q_{\mathrm{th}}$ relies on the bounds given in Lemma 8. There, it is fundamental that the relation between the chosen size of the patch and the size of the overlap with the error is linear [see Eqs. (A11) and (A12)]. In other words, Lemma 8 states that, if we take $\beta$ patches on the error graph and $\gamma$ patches on the syndrome graph, we are able to estimate the probability that errors have closeness less than $\alpha \beta$ and $\tilde{\alpha} \gamma$, respectively. By Eq. (A13), in order to bound the closeness of the residual error left by the stochastic shadow decoder, we need

$$
\left\|S_{e}\right\|_{\gamma} \leq \frac{1}{2} f^{-1}(\alpha \beta)
$$

As a consequence, combining this with the requirements of Lemma 8, entails

$$
\gamma=\kappa\left(\frac{1}{2} f^{-1}(\alpha \beta)\right)
$$

for some positive constant $\kappa$. In conclusion, building up on the results of Lemma 8, we either need to prove that confinement is preserved if we take on the syndrome graph patches of size linear in $f^{-1}(\alpha \beta)$ or, using our Lemma 5 without modification, that the function is itself linear.

## APPENDIX B: QUBIT PLACEMENT ON A 3D LATTICE

Here we detail how to embed a 3D product code on a cubic lattice, where qubits sit on edges, $Z$ stabilizers on vertices, $X$ stabilizers on faces and metachecks on cells.

Let $C^{0}$ and $C^{1}$ be two vector spaces over $\mathbb{F}$ with basis $\mathcal{B}^{0}=\left\{e_{1}^{0}, \ldots, e_{n}^{0}\right\}$ and $\mathcal{B}^{1}=\left\{e_{1}^{1}, \ldots, e_{m}^{1}\right\}$, respectively. Given a linear map from $C^{0}$ into $C^{1}$, it can be represented as a $m \times n$ matrix $\delta$ over $\mathbb{F}$ such that its action on the elements of the basis $\mathcal{B}^{0}$ is given by

$$
\begin{align*}
\delta: & C^{0} \longrightarrow C^{1} \\
& e_{i}^{0} \longmapsto \delta e_{i}^{0}=\sum_{\alpha=1}^{m} \delta_{\alpha, i} e_{\alpha}^{1} . \tag{B1}
\end{align*}
$$

Expression (B1) allows us to write the support of vectors in $\delta\left(\mathcal{B}^{0}\right)=\left\{\delta e_{i}^{0}\right\}_{i}$ in a compact form. In fact, the support
of $\delta e_{i}^{0}$ is the subset of $\mathcal{B}^{1}$ :

$$
\operatorname{supp}\left(\delta e_{i}^{0}\right)=\left\{e_{\alpha}^{1}: \delta_{\alpha, i} \neq 0\right\}_{\alpha}
$$

Since basis vectors are uniquely identified by their index, we can compactly write Eq. (B1) as a relation $*$ on the set of indices of the basis $\mathcal{B}^{0}$ and $\mathcal{B}^{1}$ :

$$
\begin{align*}
\{1, \ldots, n\} & \longrightarrow\{1, \ldots, m\} \\
\kappa & \longrightarrow \kappa^{*}, \tag{B2}
\end{align*}
$$

where

$$
\kappa^{*}=\left\{\eta: \delta_{\eta, \kappa} \neq 0\right\}_{\eta} .
$$

Similarly, the transpose $\delta^{T}$ of the matrix $\delta$ induces a map from $C^{1}$ to $C^{0}$, which is defined on $\mathcal{B}^{1}$ as

$$
\begin{aligned}
& \delta^{T}: C^{1} \longrightarrow C^{0} \\
& e_{\alpha}^{1} \longmapsto \delta^{T} e_{\alpha}^{1}=\sum_{i=1}^{n} \delta_{\alpha, i} e_{i}^{0}
\end{aligned}
$$

yields the relation on indices

$$
\begin{align*}
\{1, \ldots, m\} & \longrightarrow\{1, \ldots, n\} \\
\eta & \longrightarrow \eta^{*} \tag{B2T}
\end{align*}
$$

where

$$
\eta^{*}=\left\{\kappa: \delta_{\eta, \kappa} \neq 0\right\}_{\kappa} .
$$

Referring to the chain complex ( $\mathfrak{C}^{\prime \prime \prime}$ ) described in Sec. IV, we choose bases $\mathcal{B}_{\ell}^{\tau}=\left\{e_{\iota}^{\ell_{\tau}}\right\}_{\ell}$ of $C_{\ell}^{\tau}$ for $\tau=0,1$ and $\ell=$ $A, B, C$. We accordingly fix matrix representations of the maps $\delta_{A}, \delta_{B}$, and $\delta_{C}$; with slight abuse of notation, we indicate with the same symbol the $m_{\ell} \times n_{\ell}$ matrix representation of a map and the map itself. We indicate with $i, j, k$ indices of $\mathcal{B}_{A}^{0}, \mathcal{B}_{B}^{0}$, and $\mathcal{B}_{C}^{0}$, respectively, and with $\alpha, \beta, \gamma$ indices of $\mathcal{B}_{A}^{1}, \mathcal{B}_{A}^{1}, \mathcal{B}_{C}^{1}$. Since we deal with threefold tensor product spaces (e.g., $C_{A}^{0} \otimes C_{B}^{0} \otimes C_{C}^{0}$ ) we consider triplets $(i, j, k)$ of valid indices; we indicate with $\left(i^{*}, j, k\right)$ the set of indices $\left\{(\eta, j, k): \eta \in i^{*}\right\}$, and similarly for any possible triplet combination of starred $\left(\iota^{*}\right)$ and nonstarred ( $\iota$ ) indices.

As illustrated in Sec. IV, when defining a CSS code on the chain complex $\left(\mathfrak{C}^{\prime \prime \prime}\right)$, the following relations hold:

1. basis elements of $\mathcal{C}_{0}$ are in one-to-one correspondence with a generating set of $Z$ stabilizers;
2. basis elements of the vector space $\mathcal{C}_{1}$ are in one-toone correspondence with the qubits;
3. basis elements of the vector space $\mathcal{C}_{2}$ are in one-to-one correspondence with a generating set of $X$ stabilizers;
4. basis elements of $\mathcal{C}_{3}$ are in one-to-one correspondence with a generating set of metachecks.

TABLE IV. Notation and correspondences between objects of the chain complex ( $\mathfrak{C}^{\prime \prime \prime \prime}$ ).

| Object | Indexing | Basis vector |
| :---: | :---: | :---: |
| Qubits | $(\alpha, j, k)$ | $\left(e_{\alpha}^{A_{1}} \otimes e_{j}^{B_{0}} \otimes e_{k}^{C_{0}}, \quad 0, \quad 0\right)$ |
|  | (i, $\beta, k$ ) | $\left(0, \quad e_{i}^{A_{0}} \otimes e_{\beta}^{B_{1}} \otimes e_{k}^{C_{0}}, \quad 0\right)$ |
|  | $(i, j, \gamma)$ | $\left(0, \quad 0, \quad e_{i}^{A_{0}} \otimes e_{j}^{B_{0}} \otimes e_{\gamma}^{C_{1}}\right)$ |
| $X$ stabilizers | ( $\alpha, \beta, k)$ | $\delta_{2}^{T}\left(e_{\alpha}^{A_{1}} \otimes e_{\beta}^{B_{1}} \otimes e_{k}^{C_{0}}, \quad 0, \quad 0\right)$ |
|  | $(\alpha, j, \gamma)$ | $\delta_{2}^{T}\left(0, \quad e_{\alpha}^{A_{1}} \otimes e_{j}^{B_{0}} \otimes e_{\gamma}^{C_{1}}, \quad 0\right)$ |
|  | (i, $\beta, \gamma)$ | $\delta_{2}^{T}\left(0, \quad 0, \quad e_{i}^{A_{0}} \otimes e_{\beta}^{B_{1}} \otimes e_{\gamma}^{C_{1}}\right)$ |
| $Z$ stabilizers | $(i, j, k)$ | $\delta_{1}\left(e_{i}^{A_{0}} \otimes e_{j}^{B_{0}} \otimes e_{k}^{C_{0}}\right)$ |
| Metacheck | $(\alpha, \beta, \gamma)$ | $\delta_{3}^{T}\left(e_{\alpha}^{A_{1}} \otimes e_{\beta}^{B_{1}} \otimes e_{\gamma}^{C_{1}}\right)$ |

Combining these with Eqs. (B2) and (B2 T), we obtain the relations reported in Table IV. More precisely, we choose as bases for the spaces $\mathcal{C}_{3}, \mathcal{C}_{2}, \mathcal{C}_{1}$, and $\mathcal{C}_{0}$ the product bases obtained by combining $\mathcal{B}_{\ell=A, B, C}^{0}$ and $\mathcal{B}_{\ell=A, B, C}^{1}$ and we index qubits, stabilizers, and metachecks on $\mathcal{C}\left(\delta_{A}, \delta_{B}, \delta_{C}\right)$ accordingly. Equivalently, basis vectors are labeled with consecutive integers so as to preserve the ordering induced by the bases.

We use the relations of Table IV to visualize the chain complex ( $\mathfrak{C}^{\prime \prime \prime}$ ) on a 3D cubic lattice. In order to do so, we first fix a coordinate system

where $O$ is the origin. Since basis vectors are labeled with integers (the $i$ th basis vector corresponds to the integer $i$, and vice versa) we can build a 3 D grid of points where any point corresponds to a basis vector of $\mathcal{C}_{0}, \mathcal{C}_{1}, \mathcal{C}_{2}$, or $\mathcal{C}_{3}$. More precisely we fix a set of valid coordinates for points in the grid:

1. integer coordinates $(z, y, x)=(i, j, k)$ for $i=1, \ldots$, $n_{a}, j=1, \ldots, n_{b}$, and $k=1, \ldots, n_{c}$;
2. half-integers coordinates $(z, y, x)=(\alpha+0.5, \beta+$ $0.5, \gamma+0.5)$ for $\alpha=1, \ldots, m_{a}, \beta=1, \ldots, m_{b}$, and $\gamma=1, \ldots, m_{c}$;
3. the origin has coordinates $O=(1,1,1)$.

In this way, any point with valid coordinates uniquely identifies a basis vector (and therefore an object in the chain complex, see Table IV). For example,

TABLE V. Correspondence between qubits in $\mathcal{C}_{1}$ and edges of the lattice.

| Qubit | Edge |
| :--- | :---: |
| Transverse qubits | Edges parallel to the $z$ axis |
| $(\alpha, j, k)$ | Middle point: $(\alpha+0.5, j, k)$ |
| Vertical qubits | Edges parallel to the $y$ axis |
| $(i, \beta, k)$ | Middle point: $(i, \beta+0.5, k)$ |
| Horizontal qubits | Edges parallel to the $x$ axis |
| $(i, j, \gamma)$ | Middle point: $(i, j, \gamma+0.5)$ |

1. the point $(1,4,2)$ corresponds to the basis vector $\left(e_{1}^{A_{0}} \otimes e_{4}^{B_{0}} \otimes e_{2}^{C_{0}}\right) \in \mathcal{C}_{0}$ ( $Z$ stabilizers);
2. the point $(1.5,4,2)$ corresponds to the basis vector $\left(e_{1}^{A_{1}} \otimes e_{4}^{B_{0}} \otimes e_{2}^{C_{0}}, 0,0\right) \in \mathcal{C}_{1}$ (qubits);
3. the point $(1.5,4,2.5)$ corresponds to the basis vector $\left(0, e_{1}^{A_{1}} \otimes e_{4}^{B_{0}} \otimes e_{2}^{C_{1}}, 0\right) \in \mathcal{C}_{2}$ ( $X$ stabilizers);
4. the point $(1.5,4.5,2.5)$ corresponds to the basis vector $\left(e_{1}^{A_{1}} \otimes e_{4}^{B_{1}} \otimes e_{2}^{C_{1}}\right) \in \mathcal{C}_{3}$ (metachecks).

We draw an edge for any qubit of the code defined on ( $\mathfrak{C}^{\prime \prime \prime}$ ). Qubits are in one-to-one correspondence with basis element of $\mathcal{C}_{1}$ and therefore are of three different types: $(v, 0,0),(0, v, 0)$, and $(0,0, v)$. Accordingly, we draw edges of three different types as detailed in Table V (see also Fig. 6). In other words, any point with two integer entries and one half-integer entry is the middle point of an edge of unit length, which corresponds to a qubit. In this way we obtain a cubic lattice with (possibly) some missing edges.

Points with two half-integer and one integer entries do not intersect any edge and sit in the center of a
(a)

(b)

(c)

(d)


FIG. 6. Graphical representation of the cubic lattice associated to a 3D product code where the seed matrices $\delta_{A}, \delta_{B}, \delta_{C}$ have size $2 \times 3,4 \times 6$, and $6 \times 7$, respectively. In (a), (b), and (c) only transversal, vertical, and horizontal edges are depicted. In (d) we can see the complete lattice obtained by matching the origin $O=$ $(1,1,1)$ of the three lattices of edges.


FIG. 7. $X$ stabilizers on the lattice described in Fig. 6. (a) $X$ stabilizer corresponding to the transversal-vertical square indexed by $(\alpha, \beta, k)=(1,2,3)$; its support is contained in the cross of transversal and vertical qubits (red edges) in the $y-z$ plane $\{x=3\}$. The crossing has coordinates $(z, y, x)=$ $(1.5,2.5,3)$ and sits in the center of the red square. (b) $X$ stabilizer corresponding to the transversal-horizontal square indexed by $(\alpha, j, \gamma)=(1,6,5)$; its support is contained in the cross of transversal and vertical qubits (red edges) in the $x-z$ plane $\{y=$ $6\}$. The crossing has coordinates $(z, y, x)=(1.5,6,5.5)$ and sits in the center of the red square. (c) $X$ stabilizer corresponding to the vertical-horizontal square indexed by $(i, \beta, \gamma)=(1,4,2)$; its support is contained in the cross of transversal and vertical qubits (red edges) in the $x-y$ plane $\{z=1\}$. The crossing has coordinates $(z, y, x)=(1,2.5,4.5)$ and sits in the center of the red square.
(possibly incomplete) square face. These points correspond to $X$ stabilizers, which we therefore identify with faces. Given a triplet corresponding to one of such a point, the associated $X$ stabilizer has support contained in the set of edges, which are parallel to the edges of the square, forming a cross in a plane. $X$ stabilizers, like qubits, are of three different types, being in one-toone correspondence with basis elements of $\mathcal{C}_{2}$. Namely, each $X$ stabilizer in $\mathcal{C}_{2}$ has support in two out of three types of qubits: transverse-vertical, transverse-horizontal, or vertical-horizontal (see Table VI and Fig. 7).

Points with integer coordinates are associated to $Z$ stabilizers; these are points where endpoints of edges intersect.


FIG. 8. $\quad Z$ stabilizers on the lattice described in Fig. 6. (a) $Z$ stabilizer corresponding to the vertex indexed by $(i, j, k)=(2,4,2)$; its support is contained in the cross of qubits highlighted as red edges in the picture. The crossing has coordinates $(z, y, x)=$ (2,4,2) (red circle). (b) $Z$ stabilizer corresponding to the vertex indexed by $(i, j, k)=(3,6,2)$; its support is contained in the cross of qubits highlighted as red edges in the picture. The crossing has coordinates $(z, y, x)=(3,6,2)$ (red circle).

The $Z$ stabilizer corresponding to $(i, j, k)$ has support on a 3D cross of edges and qubits centered in $(z, y, x)=(i, j, k)$ (see Table VI and Fig. 8).

Points with half-integer coordinates sit in the center of a cube. To any such cube is associated a metacheck in $\mathcal{C}_{3}$. Metachecks have support on a 3D cross of faces and $X$ stabilizers parallel to the faces of the cube they are associated to (see Table VI).

## 1. On geometric locality

One interesting feature of the embedding of 3D product codes on a cubic lattice is that it preserves some locality properties of the seed matrices $\delta_{A}, \delta_{B}$, and $\delta_{C}$. Thus, if we were able to place qubits on a 3D cubic lattice we could use the 3D homological product to build LDPC codes with nearest-neighbor interactions.

Let $\delta$ be an $m \times n$ matrix with row and column indices $\alpha \in\{1, \ldots, m\}$ and $i \in\{1, \ldots, n\}$, respectively, and let $v=$ $\max \{m, n\}$. We say that $\delta$ is geometrically $\rho$ local on a

TABLE VI. Correspondence between operators of the chain complex ( $\mathcal{C}^{\prime \prime \prime}$ ), their type as geometric objects on the lattice, and their support. Note that the support of $X$ and $Z$ stabilizers is a set of qubits and edges while the support of metachecks is a set of $X$ stabilizers and faces.

| Operator | Type | Support |
| :--- | :---: | :---: |
| $X$ stabilizers | Transverse-vertical square | Transverse qubits: $\left(\alpha, \beta^{*}, k\right)$ |
|  | $(\alpha, \beta, k)$ | Vertical qubits: $\left(\alpha^{*}, \beta, k\right)$ |
|  | Transverse-horizontal square | Transverse qubits: $\left(\alpha, j, \gamma^{*}\right)$ |
|  | $(\alpha, j, \gamma)$ | Horizontal qubits: $\left(\alpha^{*}, j, \gamma\right)$ |
|  | Vertical-horizontal square | Vertical qubits: $\left(i, \beta, \gamma^{*}\right)$ |
| $Z$ stabilizers | $(i, \beta, \gamma)$ | Horizontal qubits: $\left(i, \beta^{*}, \gamma\right)$ |
|  | $(i, j, k)$ | Transverse qubits: $\left(i^{*}, j, k\right)$ |
|  |  | Vertical qubits: $\left(i, j^{*}, k\right)$ |
| Metachecks | $(\alpha, \beta, \gamma)$ | Horizontal qubits: $\left(i, j, k^{*}\right)$ |
|  |  | Transverse-vertical faces: $\left(\alpha, \beta, \gamma^{*}\right)$ |
|  |  | Transverse-horizontal faces: $\left(\alpha, \beta^{*}, \gamma\right)$ |
|  | Vertical-horizontal faces: $\left(\alpha^{*}, \beta, \gamma\right)$ |  |

torus if for any row and any column index

$$
\begin{equation*}
\alpha^{*} \subseteq U_{\rho, v}(\alpha) \quad \text { and } \quad i^{*} \subseteq U_{\rho, v}(i) \tag{B3}
\end{equation*}
$$

where $U_{\rho, \nu}(\zeta)$ is any set of $\rho$ consecutive integers modulo $v$, which contains $\zeta$. In particular, we require the $\alpha$ th rows to have support on columns with index that is close to the integer $\alpha$, and similar for columns. The reason for this choice will be clear when we prove Proposition 1. Briefly, conditions (B3) say that $\delta$ is geometrically $\rho$ local on a torus if the following hold: (1) any of its rows has support on a bounded box of $\rho$ columns, and the box for row $\alpha+1$ is a right shift of the box for row $\alpha$; (2) any of its columns has support on a bounded box of $\rho$ rows, and the box for column $i+1$ is a downward shift of the box for column $i$. In particular, if we associate row and column indices with integer points on a circle of $v$ points:

locality means that any set $\alpha^{*} / i^{*}$ is contained in a closed interval on the circle such that (i) it has length at most $\rho$ and (ii) it contains the point $\alpha / i$. For instance, the degenerate parity-check matrix of the repetition code:

$$
\left(\begin{array}{lllll}
1 & 1 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 & 0 \\
0 & 0 & 0 & 1 & 1 \\
1 & 0 & 0 & 0 & 1
\end{array}\right)
$$

is $\rho$ local for $\rho=2$.
A closely related notion of locality on a torus is geometric locality in Euclidean space. We say that an $m \times n$ matrix is geometrically $\rho$ local in Euclidean space if for any row and column index

$$
\begin{equation*}
\alpha^{*} \subseteq U_{\rho}(\alpha) \quad \text { and } \quad i^{*} \subseteq U_{\rho}(i) \tag{B4}
\end{equation*}
$$

where $U_{\rho}(\zeta)$ is any set of $\rho$ consecutive integer in $[1, \ldots, \nu], v=\max \{m, n\}$, which contains $\zeta$. In this case we can graphically picture locality by associating row and column indices with integer points on a line of $v$ points:


A matrix is local if any set $\alpha^{*} / i^{*}$ is contained in a closed interval on the line such that (i) it has length at most $\rho$
and (ii) it contains the point $\alpha / i$. For example, the full-rank parity-check matrix of the repetition code:

$$
\left(\begin{array}{lllll}
1 & 1 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 & 0
\end{array}\right)
$$

is 2 local.
Geometric locality also applies to codes other than the repetition code. For instance, the matrix

$$
H=\left(\begin{array}{lllllllll}
1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 \\
1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0
\end{array}\right),
$$

obtained via the edge augmentation procedure presented in Ref. [56] is 7 local on a torus. We remark that geometric locality is a property of matrices. For example, the matrix with the same row as $H$ but different ordering $\{1,2,3,4,7,5,6\}$, is geometrically 5 local on a torus.

In general, geometric locality is a relaxation of the locality property of the repetition code, which only allows for interactions between pairs of nearest bits. Importantly, as Proposition 1 states, it is preserved by the 3D product construction. For this reason, geometrically local classical codes, combined with the 3D product construction, could be good candidates in the quest to quantum local codes beyond the toric and the surface codes.

The remainder of this appendix is organized as follows. We first state Proposition 1 and prove that geometric locality is preserved by the 3D product construction. We conclude by observing how this proof provides an explicit identification of the 3D toric and surface codes as 3D product codes.

To ease the notation, in the following we shortly refer to codes as geometrically local, dropping the specification on a torus or in Euclidean space. When considering qubits on a cubic lattice, the lattice would be on a torus or in Euclidean space depending on the definition of locality that applies to the seed matrices.

Proposition 1. Consider the $3 D$ product code obtained from three seed matrices geometrically $\rho$ local. If its qubits are displayed on the edges of a cubic lattice as detailed in Appendix B, then it is geometrically $\rho$ local in the following sense:

1. any $X$-stabilizer generator has weight at most $2 \rho$ with support contained in a 2D box of size $\rho \times \rho$;
2. any Z-stabilizer generator has weight at most $3 \rho$ with support contained in a $3 D$ box of size $\rho \times \rho \times \rho$.

We prove the condition on the $Z$ stabilizers, the proof for the $X$ stabilizer being similar.

Let $S_{z}$ be a $Z$-stabilizer generator. As reported in Tables IV and VI, it is the image of a basis vector $\left(e_{i}^{A_{0}} \otimes e_{j}^{B_{0}} \otimes e_{k}^{C_{0}}\right) \in \mathcal{C}_{0}$ via the map $\delta_{1}$ and it corresponds to the point on the lattice of integers coordinates $(i, j, k)$. By exploiting the choice of the basis for the spaces $\mathcal{C}_{0}$ and $\mathcal{C}_{1}$ and some linear algebra:

$$
\begin{aligned}
\delta_{1}\left(e_{i}^{A_{0}} \otimes e_{j}^{B_{0}} \otimes e_{k}^{C_{0}}\right) & =\sum_{\alpha \in i^{*}}\left(e_{\alpha}^{A_{1}} \otimes e_{j}^{B_{0}} \otimes e_{k}^{C_{0}}, 0,0\right) \\
& +\sum_{\beta \in j^{*}}\left(0, e_{i}^{A_{0}} \otimes e_{\beta}^{B_{1}} \otimes e_{k}^{C_{0}}, 0\right) \\
& +\sum_{\gamma \in k^{*}}\left(0,0, e_{i}^{A_{0}} \otimes e_{j}^{B_{0}} \otimes e_{\gamma}^{C_{1}}\right)
\end{aligned}
$$

Again using Table IV, the set of indices, which corresponds to this sum of basis vectors of $\mathcal{C}_{1}$, can be written as

$$
\begin{aligned}
\operatorname{indices}\left(S_{z}\right)= & \left\{(\alpha, j, k): \alpha \in i^{*}\right\} \\
& \cup\left\{(i, \beta, k): \beta \in j^{*}\right\} \\
& \cup\left\{(i, j, \gamma): \gamma \in k^{*}\right\} .
\end{aligned}
$$

Following the nomenclature of qubits as traversal, vertical, and horizontal, we see that the three components of the support of $S_{z}$ given above respect this division and therefore we can write
$\operatorname{indices}\left(S_{z}\right)=\operatorname{indices}\left(S_{z}\right)_{t} \cup \operatorname{indices}\left(S_{z}\right)_{v} \cup$ indices $\left(S_{z}\right)_{h}$.
Using (B4) [or (B3)], we see that the sets indices $\left(S_{z}\right)_{t}$, indices $\left(S_{z}\right)_{v}$, and indices $\left(S_{z}\right)_{h}$ correspond, respectively, to the three sets of consecutive coordinates on the lattice:

$$
\begin{aligned}
\Pi_{t} & =\left\{(\bar{i}, j, k): \bar{i} \in U_{\rho}(i)\right\}, \\
\Pi_{v} & =\left\{(i, \bar{j}, k): \bar{j} \in U_{\rho}(j)\right\}, \\
\Pi_{h} & =\left\{(i, j, \bar{k}): \bar{k} \in U_{\rho}(k)\right\} .
\end{aligned}
$$

Since we require $\zeta \in U_{\rho}(\zeta)$ [or $\zeta \in U_{\rho, v}(\zeta)$ ], the three sets of coordinates intersect on the point $(z, y, x)=(i, j, k)$. Moreover, all three intervals $\Pi_{t}, \Pi_{v}, \Pi_{h}$ have length at most $\rho$. Combining these, we find that the support of $S_{z}$ indexed by $(i, j, k)$ is contained in in a $\rho \times \rho \times \rho$ neighborhood of the point $(z, y, x)=(i, j, k)$ and has cardinality at most $3 \rho$. In other words, we show that the support of $S_{z}$ is contained on a 3D cross of qubits with arms of length at most $\rho$.

As previously said, the 3D toric and planar codes are particular instances of the 3D product construction. Furthermore, it is well known that they are local on a torus and in the Euclidean space, respectively. To see how this is the case, we remind the reader that the 3 D toric code
is obtained by choosing as seed matrices the degenerate parity-check matrix of the repetition code in the standard basis. For matrix size $L \times L$, it holds that

$$
\begin{aligned}
\{1, \ldots, L\} & \longleftrightarrow\{1, \ldots, L\} \\
i & \longrightarrow\{i, i+1 \bmod L\} \\
\{\alpha, \alpha+1 \bmod L\} & \longleftrightarrow \alpha .
\end{aligned}
$$

Therefore, stabilizers have support on pairs of consecutive edges, and it is straightforward to see that they have the usual shape:

1. $Z$ stabilizers have support on edges incident to a vertex;
2. $X$ stabilizers have support on edges on the boundary of a square face;
3. metachecks have support on the faces of a cube.

A similar argument holds for the 3D surface code, which is local in Euclidean space.

## APPENDIX C: ALL 3D PRODUCT CODES HAVE X-CONFINEMENT

In this section we prove Theorem 1, which states that all 3D product codes have $X$ confinement. Our proof follows the proof of soundness for 4D codes given in Ref. [18] with some minor adaptions and it is here reported for completeness.

First, we show that an opportunely chosen length-2 chain complex has confined maps. Secondly, we explain how to use this chain complex as a building block of the length-3 chain complex ( $\mathfrak{C}^{\prime \prime \prime}$ ) described in Sec. IV. Lastly, we prove that the confinement property is preserved and thus 3D codes defined on ( $\mathfrak{C}^{\prime \prime \prime}$ ) as explained in Sec. IV have $X$ confinement.

Let $\delta_{A}: C_{A}^{0} \rightarrow C_{A}^{1}$ and $\delta_{B}: C_{B}^{0} \rightarrow C_{B}^{1}$ be two length1 chain complexes. We consider the length-2 product complex $\tilde{\mathfrak{C}}$ defined as

where

$$
\begin{aligned}
& \tilde{\delta}_{0}=\left(\begin{array}{ll}
\delta_{A} \otimes \mathbb{1} & 1 \otimes \delta_{B}
\end{array}\right), \\
& \tilde{\delta}_{1}=\binom{\mathbb{1} \otimes \delta_{B}}{\delta_{A} \otimes \mathbb{1}} .
\end{aligned}
$$

We first show that the map $\tilde{\delta}_{0}$ has confinement.

Lemma 9. $\tilde{\delta}_{0}$ has $(t, f)$ confinement where $t=\min \left\{d_{A}, d_{B}\right\}$ and $f(x)=x^{2} / 4$.

In order to prove Lemma 9 we first introduce some useful notation. When considering vectors $v$ in a twofold tensor product space $\mathbb{F}^{n_{1}} \otimes \mathbb{F}^{n_{2}}$ it can be handy to consider their reshaping, which is a $n_{1} \times n_{2}$ matrix on $\mathbb{F}$. Namely, fixed bases $\mathcal{B}^{1}=\left\{a_{1}, \ldots, a_{n_{1}}\right\}$ and $\mathcal{B}^{2}=\left\{b_{1}, \ldots, b_{n_{2}}\right\}$ of $\mathbb{F}^{n_{1}}$ and $\mathbb{F}^{n_{2}}$, respectively, their product

$$
\mathcal{B}=\left\{a_{i} \otimes b_{j}\right\}_{\substack{i=1, \ldots, n_{1} \\ j=1, \ldots, n_{2}}}
$$

is a basis of $\mathbb{F}^{n_{1}} \otimes \mathbb{F}^{n_{2}}$. Therefore, we can write

$$
\begin{equation*}
v=\sum_{a_{i} \otimes b_{j} \in \mathcal{B}} v_{i j} a_{i} \otimes b_{j} \tag{C1}
\end{equation*}
$$

for some $v_{i j} \in \mathbb{F}$. We call the matrix $V$ whose entries are the coefficient $v_{i j}$ the reshaping of $v$. Given matrices $M$ and $N$ of size $n_{1} \times m_{1}$ and $n_{2} \times m_{2}$ associated to linear maps from $\mathbb{F}^{n_{1}}$ and $\mathbb{F}^{n_{2}}$, respectively, the map $M \otimes N$ from $\mathbb{F}^{n_{1}} \otimes \mathbb{F}^{n_{2}}$ to $\mathbb{F}^{m_{1}} \otimes \mathbb{F}^{m_{2}}$ acts on the reshaping of $v$ as

$$
\begin{equation*}
(M \otimes N) V \longmapsto M V N^{T} \tag{C2}
\end{equation*}
$$

In the following we always indicate with lowercase symbol vectors and with the corresponding uppercase symbols their reshaping. We can now use this notation to prove Lemma 9. Let $v \in C_{0}^{A} \otimes C_{0}^{B}$ and let $s=\tilde{\delta}_{0}(v)$. By reshaping,

$$
S=\binom{\delta_{A} V}{V \delta_{B}^{T}}
$$

If we assume $|v|=|v|^{\text {red }} \leq t=\min \left\{d_{A}, d_{B}\right\}$ then $V$ has no column in $\operatorname{ker} \delta_{A}$ and no row in $\operatorname{ker} \delta_{B}^{T}$ so that

$$
\operatorname{col}\left(\delta_{A} V\right)=\operatorname{col}(V) \text { and } \operatorname{row}\left(V \delta_{B}^{T}\right)=\operatorname{row}(V)
$$

where $\operatorname{col}(V) / \operatorname{row}(V)$ is the number of nonzero columns and rows of the matrix $V$. Therefore, for the weight of $S$, it holds that

$$
\begin{aligned}
|S|=\left|\delta_{A} V\right|+\left|V \delta_{B}^{T}\right| & \geq \operatorname{col}\left(\delta_{A} V\right)+\operatorname{row}\left(V \delta_{B}^{T}\right) \\
& =\operatorname{col}(V)+\operatorname{row}(V)
\end{aligned}
$$

Combining this with $(a+b)^{2} / 4 \geq a b$ for integers $a, b$ yields

$$
|S|^{2} / 4 \geq \operatorname{col}(V) \cdot \operatorname{row}(V) \geq|V|
$$

Corollary 1 below follows easily from Lemma 9 .
Corollary 1. If $\delta_{A}$ or $\delta_{B}$ have ( $g, t$ ) confinement with $g$ increasing and subadditive [69] then $\tilde{\delta}_{0}$ has $(g, t)$ confinement too.

Without loss of generality, we assume that $\delta_{A}$ has $(t, g)$ confinement (the proof for $\delta_{B}$ being symmetrical).

Consider the syndrome matrix

$$
S=\binom{\delta_{A} V}{V \delta_{B}^{T}}=\binom{S_{1}}{S_{2}}
$$

where $V$ is the reshaping of a vector $v$ of reduced weight less than $t$, i.e., $|v|=|v|^{\text {red }} \leq t$. Because $\delta_{A}$ has confinement, for the column of $V$ it holds that

$$
\left|S_{1}^{j}\right| \geq g\left(\left|V^{j}\right|\right)
$$

Thus, we can use confinement columnwise and obtain

$$
\begin{aligned}
\left|S_{1}\right| & =\sum_{j}\left|S_{1}^{j}\right| & & \text { by definition of }|\cdot| \\
& \geq \sum_{j} g\left(\left|V^{j}\right|\right) & & \text { by confinement of } \delta_{A} \\
& \geq g\left(\sum_{j}\left|V^{j}\right|\right) & & \text { by subadditivity of } g \\
& \geq g(|V|) & & \text { by definition of }|\cdot| .
\end{aligned}
$$

Combining this and

$$
|S|=\left|S_{1}\right|+\left|S_{2}\right| \geq\left|S_{1}\right|
$$

yields $|S| \geq g(|V|)$.
Loosely, Corollary 1 states that the result of Lemma 9 can be improved whenever at least one of the seed matrices $\delta_{A}$ and $\delta_{B}$ used to build the length- 2 product complex $(\tilde{\mathfrak{C}})$ shows linear confinement. However, this is not sufficient to prove that the quantum code $\mathcal{C}\left(\mathfrak{C}_{1}\right)$ associated to ( $\tilde{\mathfrak{C}})$ by equating $H_{X}=\tilde{\delta}_{1}, H_{Z}=\tilde{\delta}_{0}^{T}$ has confinement. In fact, here we prove that the matrix $H_{Z}^{T}$ has confinement and not that one of the syndrome matrices $H_{Z}$ or $H_{X}$ have it. In other words, Corollary 1 it is not sufficient to infer the construction of expander codes outlined in Ref. [20]; here confinement goes in the "wrong" direction, namely as the transpose of the syndrome map. Even if not interestingly on its own, Corollary 1 can be used to improve the confinement function of the $X$-syndrome map of the code $\mathcal{C}\left(\delta_{A}, \delta_{B}, \delta_{C}\right)$.

More generally, we want to use Lemma 9 to infer that the code $\mathcal{C}\left(\delta_{A}, \delta_{B}, \delta_{C}\right)$ defined on the chain complex ( $\left.\mathfrak{C}^{\prime \prime \prime \prime}\right)$ has $X$ confinement. To see how this is the case, we consider an "asymmetrical" version of $\left(\mathfrak{C}^{\prime \prime \prime}\right)$ as the product of the length-2 chain complex ( $(\tilde{\mathfrak{C}}$ ) and the length-1 chain complex $\delta_{C}: C_{0}^{C} \rightarrow C_{1}^{C}$. The asymmetric product complex $\breve{\mathscr{C}}$ is then

where

$$
\begin{aligned}
& \breve{\delta}_{0}=\binom{10 \otimes \delta_{C}}{\tilde{\delta}_{0} \otimes \mathbb{1}}, \\
& \breve{\delta}_{1}=\left(\begin{array}{cc}
\tilde{\delta}_{0} \otimes \mathbb{1} & \mathbb{1} \otimes \delta_{C} \\
0 & \tilde{\delta}_{1} \otimes \mathbb{1}
\end{array}\right), \\
& \breve{\delta}_{2}=\left(\begin{array}{cc}
\tilde{\delta}_{1} \otimes \mathbb{1} & \mathbb{1} \otimes \delta_{C}
\end{array}\right) .
\end{aligned}
$$

Claim 1. Let $(v, w) \in \breve{\mathcal{C}_{1}}$ have weight less than $t$ and $s=$ $\breve{\delta}_{1}(v, w)$ be its syndrome. If $(V, W)$ is the reshaping of the vector $(v, w)$ then the following syndrome equation holds:

$$
\begin{equation*}
S=\binom{S_{1}}{S_{2}}=\binom{\tilde{\delta}_{0} V+W \delta_{C}^{T}}{\tilde{\delta}_{1} W} \tag{SE}
\end{equation*}
$$

where $S$ is the reshaping of $s$.
Note that a stabilizer for the chain complex $\breve{\mathcal{C}}_{0} \rightarrow \breve{\mathcal{C}}_{1} \rightarrow$ $\breve{\mathcal{C}}_{2} \rightarrow \breve{\mathcal{C}}_{3}$ and the syndrome map $\breve{\delta}_{1}(\cdot)$ has the form $\breve{\delta}_{0}(m)$ for some $m \in \breve{\mathcal{C}}_{0}$. By construction, we can add any stabilizer to ( $v, w$ ) without violating the syndrome Eq. (SE). In particular,

1. $|(v, w)|<t$ entails that its reshaping satisfies the following properties:
(a) Both V and W have at most t nonzero rows. Thus all their columns have weight at most $t$.
(b) Both $V$ and $W$ has at most $t$ nonzero columns. Thus all their rows have weight at most $t$.
2. Fix a row index $i$ and a column index $j$. Let $M$ be a matrix in $\breve{\mathcal{C}}_{0}$ with columns

$$
M^{h}= \begin{cases}V^{j} & \text { for hin } \operatorname{supp}\left(W \delta_{C}^{T}\right)_{i}=\operatorname{supp}\left(W_{i} \delta_{C}^{T}\right) \\ 0 & \text { elsewhere }\end{cases}
$$

Its image $\left(M \delta_{C}^{T}, \tilde{\delta}_{0} M\right)$ through $\breve{\delta}_{0}$ is a stabilizer. Define $V^{*}$ and $W^{*}$ as

$$
V^{*}=V+M \delta_{C}^{T} \text { and } W^{*}=W+\tilde{\delta}_{0} M
$$

Observe that
(a) $M$ is a matrix whose nonzero columns are equal to a column of $V$. Therefore, $M$ has row support contained in the row support of $V$ :

$$
\operatorname{row}\left(V^{*}\right) \subseteq \operatorname{row}(V)
$$

(b) $M$ is a matrix whose column support is $\operatorname{supp}\left(W_{i} \delta_{C}^{T}\right)$ for some row $W_{i}$ of $W$. Therefore, $M$ has column support contained in the column support of $W$ :

$$
\operatorname{col}\left(W^{*}\right) \subseteq \operatorname{col}(W)
$$

Lemma 10 (Inheritance of confinement). $\breve{\delta}_{1}$ has ( $t, f$ ) confinement, where $t=\min \left\{d_{A}, d_{B}, d_{C}\right\}$ and $f(x)=x^{3} / 4$.

Let $(v, w) \in \breve{\mathcal{C}_{1}}$ be such that $|(v, w)|=|(v, w)|^{\text {red }} \leq t$ and $s=\breve{\delta}_{1}(v, w)$ be its syndrome. Reshaping vectors into matrices [see Eqs. (C1) and (C2)] yields the following syndrome equation:

$$
\begin{equation*}
S=\binom{S_{1}}{S_{2}}=\binom{\tilde{\delta}_{0} V+W \delta_{C}^{T}}{\tilde{\delta}_{1} W .} \tag{SE}
\end{equation*}
$$

We transform the vector $(V, W)$ by adding stabilizers to it in order to change its column and row support. We do this by iterating the following two steps.

Step 1: Let $i, j$ be row and column indices such that
(a) $\left(W \delta_{C}^{T}\right)_{i} \neq 0$ and $\left(S_{1}\right)_{i}=0$;
(b) $\left(\tilde{\delta}_{0} V\right)_{i j} \neq 0$ and $\left(W \delta_{C}^{T}\right)_{i j}=1$.

Build a matrix $M$ as in Claim 1.
Transform $V$ and $W$ accordingly:

$$
\begin{gathered}
V \longmapsto V+M \delta_{C}^{T}, \\
W \longmapsto W+\tilde{\delta}_{0} M .
\end{gathered}
$$

Note that in this way we are able to delete row $i$ of $W \delta_{C}^{T}$. Iterate this step until we obtain

$$
\begin{equation*}
\operatorname{row}\left(W \delta_{C}^{T}\right) \subseteq \operatorname{row}\left(S_{1}\right) \tag{C3}
\end{equation*}
$$

Step 2: Let $i, j$ be row and column indices such that
(a) $\left(W \delta_{C}^{T}\right)^{j} \neq 0$ and $\left(S_{1}\right)^{j}=0$; this entails $\left(\tilde{\delta}_{0} V\right)^{j}=$ $\left(W \delta_{C}^{T}\right)^{j}$;
(b) $\left(\tilde{\delta}_{0} V\right)_{i j}=\left(W \delta_{C}^{T}\right)_{i j}=1$.

Build a matrix $M$ as in Claim 1.
Transform $V$ and $W$ accordingly:

$$
\begin{gathered}
V \longmapsto V+M \delta_{C}^{T}, \\
W \longmapsto W+\tilde{\delta}_{0} M .
\end{gathered}
$$

Note that in this way we are able to delete row $i$ of $W \delta_{C}^{T}$ and by repeatedly doing so we can delete any column $j$
of $W\left(\delta_{C}^{T}\right.$, which does not belong to the column support of $S_{1}$.Iterate this step until we obtain

$$
\begin{equation*}
\operatorname{col}\left(W \delta_{C}^{T}\right) \subseteq \operatorname{col}\left(S_{1}\right) \tag{C4}
\end{equation*}
$$

Let $\mathbf{M}$ be the matrix formed by summing over all the matrices $M$ found during these two steps. Define $V^{*}$ and $W^{*}$ as

$$
V^{*}=V+\mathbf{M} \delta_{C}^{T} \text { and } W^{*}=W+\tilde{\delta}_{0} \mathbf{M}
$$

We now proceed to prove an upper bound for the weight of $W^{*}$ first and then one for the weight of $V^{*}$. By combining these two bounds we obtain the desired confinement relation between the weight of the syndrome and the weight of the error.

## Bound on the weight of $W^{*}$

1. By Claim 1, no row of $W^{*}$ has weight more than $t$ and therefore none of them belongs to $\operatorname{ker} \delta_{C}^{T}$ so that $\operatorname{row}\left(W^{*} \delta_{C}^{T}\right)=\operatorname{row}\left(W^{*}\right)$. Combining this with Eq. (C3) yields

$$
\begin{equation*}
\operatorname{row}\left(W^{*}\right) \subseteq \operatorname{row}\left(S_{1}\right) \tag{C5}
\end{equation*}
$$

2. By Claim 1, the column support of $W^{*}$ is contained in the column support of $W$, which is equal to the column support of $S_{2}$, by assumption on its weight. Summing these up,

$$
\begin{equation*}
\operatorname{col}\left(W^{*}\right) \subseteq \operatorname{col}\left(S_{2}\right) \tag{C6}
\end{equation*}
$$

3. Combining Eqs. (C5) and (C6) yields

$$
\left|S_{1}\right|\left|S_{2}\right| \geq\left|W^{*}\right|
$$

## BOUND ON THE WEIGHT OF $V^{*}$.

1. By rearranging the syndrome Eq. (SE), we can write $\tilde{\delta}_{0} V^{*}=S_{1}+W^{*} \delta_{C}^{T}$. Equations (C3) and (C4) therefore entail

$$
\begin{equation*}
\operatorname{row}\left(\tilde{\delta}_{0} V^{*}\right) \subseteq \operatorname{row}\left(S_{1}\right) \tag{C7}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{col}\left(\tilde{\delta}_{0} V^{*}\right) \subseteq \operatorname{col}\left(S_{1}\right) . \tag{C8}
\end{equation*}
$$

2. By Claim 1, the row support of $V^{*}$ is contained in the row support of $V$, which has cardinality at most $t$. In particular, all the columns of $V^{*}$ have weight at most $t$ and therefore we can use the confinement property of the map $\tilde{\delta}_{0}$ columnwise (see Lemma 9). In other
words, for each column $j$ of $V^{*}$, the following holds:

$$
\frac{\left|\left(\tilde{\delta}_{0} V^{*}\right)^{j}\right|^{2}}{4} \geq\left|\left(V^{*}\right)^{j}\right|
$$

Combining this with Eq. (C7) yields

$$
\begin{equation*}
\frac{\left|\operatorname{row}\left(S_{1}\right)\right|^{2}}{4} \geq\left|\left(V^{*}\right)^{j}\right| \tag{C9}
\end{equation*}
$$

3. By Claim 1, no column of $V^{*}$ has weight more than $t$ and therefore none of them belongs to $\operatorname{ker} \tilde{\delta}_{0}$ so that $\operatorname{col}\left(V^{*}\right)=\operatorname{col}\left(\tilde{\delta}_{0} V^{*}\right)$. By Eq. (C9) this entails

$$
\operatorname{col}\left(V^{*}\right) \subseteq \operatorname{col}\left(S_{1}\right)
$$

In other words, $V^{*}$ has at most $\left|\operatorname{col}\left(S_{1}\right)\right|$ nonzero columns and combining this with Eq. (SE) yields

$$
\begin{equation*}
\frac{\left|\operatorname{row}\left(S_{1}\right)\right|^{2}}{4}\left|\operatorname{col}\left(S_{1}\right)\right| \geq\left|V^{*}\right| \tag{C10}
\end{equation*}
$$

which entails

$$
\frac{1}{4}\left|S_{1}\right|^{3} \geq\left|V^{*}\right|
$$

Since $|S|=\left|S_{1}\right|+\left|S_{2}\right|$ and $|(V, W)|=|V|+|W|$, we can add the bounds found for $V^{*}$ and $W^{*}$. Observing that $(a+b)^{3} \geq\left(a^{3}+a^{2} b+a b\right)$ for integer $a, b$, we obtain that $\left(v^{*}, w^{*}\right)$ is a vector equivalent to $(v, w)$ [i.e., it satisfies the syndrome Eq. (SE)] for which it holds

$$
\begin{equation*}
\frac{1}{4}|s|^{3} \geq\left|\left(v^{*}, w^{*}\right)\right| \tag{C11}
\end{equation*}
$$

In conclusion, since $\left|\left(v^{*}, w^{*}\right)\right| \geq|(v, w)|=|(v, w)|^{\text {red }}$, we prove that $\breve{\delta}_{1}$ has confinement with respect to the function $f(x)=x^{3} / 4$.

It is sometimes possible to find a better confinement function $f$ for the map $\breve{\delta}_{1}$ when $\tilde{\delta}_{0}$ has $(t, g)$ confinement, for instance, as per Corollary 1. In fact, in such a case, Eq. (C9) becomes

$$
g\left(\left|\tilde{\delta}_{0} V^{* j}\right|\right) \geq\left|\left(V^{*}\right)^{j}\right|
$$

and combining this with Eq. (C7) yields

$$
g\left(\operatorname{row}\left(S_{1}\right)\right) \geq\left|\left(V^{*}\right)^{j}\right|
$$

Thanks to Eq. (C10) we obtain

$$
g\left(\operatorname{row}\left(S_{1}\right)\right)\left|\operatorname{col}\left(S_{1}\right)\right| \geq\left|V^{*}\right|
$$

which, for $g$ increasing, entails

$$
g\left(\left|S_{1}\right|\right)\left|S_{1}\right| \geq\left|V^{*}\right| .
$$

Summing up,

$$
\begin{equation*}
\left|S_{1}\right|\left|S_{2}\right|+g\left(\left|S_{1}\right|\right)\left|S_{1}\right| \geq\left|V^{*}\right|+\left|W^{*}\right| \tag{C12}
\end{equation*}
$$

In other words, depending on the confinement function $g$ for $\tilde{\delta}_{0}$, Eq. (C12) can be used to find better confinement function $f$ for $\breve{\delta}_{1}$. For instance, if $g(x)=\alpha x$ is linear then $f(x)=\hat{\alpha} x^{2}$, for $\hat{\alpha}=\max \{\alpha, 1\}$ is a confinement function for $\delta_{1}$. To sum up, whenever at least one of the seed matrices $\delta_{A}, \delta_{B}, \delta_{C}$ has linear confinement, the associated 3D product code has quadratic confinement.

We do not rule out the existence of a direct relationship between the confinement function for the seed matrices $\delta_{A}, \delta_{B}$, and $\delta_{C}$ and the confinement function for the corresponding $\breve{\delta}_{1}$ map of their 3D product code. In fact, we do believe that the cubic factor of Lemma 10 is an artefact of our proof and not a tight bound. For instance, when considering the 3 D toric or surface code we find a quadratic relationship between the error size and syndrome size that follows a surface area-perimeter law.

## APPENDIX D: ON SOME PROPERTIES OF EXAPANDER CODES

Here we prove that the family of expander codes considered in Ref. [20] has the three properties stated in the main text, namely,
(i) they have full-rank parity-check matrices;
(ii) they have $(t, 3 x)$ confinement with $t \in \Omega(d)$;
(iii) for every small error $|e| \leq 3, \sigma(e)>1$.

Property (i) is true by assumption made by the authors in Ref. [20]. In order to prove property (ii) we use Corollary 9 of Ref. [20], which states that the code family considered has robustness. Robustness for a code is very similar to confinement but uses a slightly different notion of reduced weight, which, for an operator $e$, is defined as

$$
|e|_{\mathcal{S}}^{\mathrm{red}}:=\min \{|e+s|: s \text { is a stabilizer }\} .
$$

Our definition of reduced weight instead minimizes over all Pauli operators with the same syndrome and therefore it considers both stabilizers and logical operators. Because for the reduced weight we minimize over a bigger set, the following holds:

$$
\begin{equation*}
|e|_{\mathcal{S}}^{\mathrm{red}} \geq|e|^{\mathrm{red}} \tag{D1}
\end{equation*}
$$

Confinement follows combining the statement of Corollary 9 in Ref. [20] for errors such that $|e|_{\mathcal{S}}^{\text {red }}<d$ and Eq. (D1):

$$
3|\sigma(e)| \geq|e|^{\mathrm{red}}
$$

In order to prove property (iii) we need to make use of the hypergraph product structure of the expander codes
in Ref. [20]. Briefly, the code family is defined by taking the two-product of the length- 1 chain complex $\delta: C_{0} \longrightarrow$ $C_{1}$ with itself, where $\delta$ is an expander matrix (see also Ref. [70]). More precisely, the expander codes in Ref. [20] are CSS codes defined on the chain complex:

where

$$
\begin{aligned}
& H_{Z}=\left(\begin{array}{ll}
\delta \otimes \mathbb{1} & \mathbb{1} \otimes \delta^{T}
\end{array}\right) \\
& H_{X}=\left(\begin{array}{ll}
\mathbb{1} \otimes \delta & \delta^{T} \otimes \mathbb{1}
\end{array}\right)
\end{aligned}
$$

The matrix $\delta$ is chosen in a family of LDPC expander matrices with full rank and constant column and row weight $w_{c}$ and $w_{r}$ bigger than two.

We prove property (iii) for $X$ errors $e$ and the syndrome map $\sigma(e)=H_{Z} \bar{e}$, where $\bar{e}$ is the binary vector representation of the Pauli operator $e$; the proof for $Z$ errors and syndrome map $H_{X}$ follows by duality with minor changes.

Let $e$ be a weight $1 X$ operator and $\bar{e}$ its representation as a unit vector. Then $\sigma(e)=H_{Z} \bar{e}$ is a column of the matrix $H_{Z}$, namely column $j$ if $\bar{e}$ has $j$ th coordinate equal to 1 . Since the seed matrix $\delta$ has constant column and row degree bigger than 2 , so has the matrix $H_{Z}$ and therefore $|\sigma(e)| \geq 2$.

Consider now a weight-2 error operator $e$. By reshaping of vectors into matrices we can write $e$ as

$$
(L, R)
$$

for some binary matrices $L$ of size $n \times n, R$ of size $m \times$ $m$, and such that $|L|+|R|=2$, where $\delta$ has size $m \times n$. Following this notation, the syndrome $S$ of $E$ can be written as

$$
S=\delta L+R \delta
$$

We have three cases to be distinguished.
(a) $|L|=2$. If the support of $L$ is not contained in one column, i.e., $L_{i_{1}, j_{1}}=L_{i_{2}, j_{2}}=1$ and $j_{1} \neq j_{2}$, then for the syndrome $S=\delta L$ the following holds:

$$
S^{j_{1}}=\delta^{i_{1}} \quad \text { and } \quad S^{j_{2}}=\delta^{i_{2}}
$$

i.e., the syndrome matrix $S$ has at least two nonzero columns and therefore weight at least 2 . If instead the support of $L$ is contained in one column, $L_{i_{1}, j}=$
$L_{i_{2}, j} \neq 0$ then the syndrome $S$ is zero but for the $j$ th column:

$$
S^{j}=\delta^{i_{1}}+\delta^{i_{2}}
$$

In this case, whenever $\delta$ has distance at least 3, because it has constant column weight $w_{c}$, the following holds:

$$
\begin{aligned}
\left|\delta^{i_{1}}+\delta^{i_{2}}\right| & =\left|\delta^{i_{1}}\right|+\left|\delta^{i_{2}}\right|-2\left|\delta^{i_{1}} \wedge \delta^{i_{2}}\right| \\
& \geq 2 w_{c}-2\left(w_{c}-1\right) \\
& \geq 2 .
\end{aligned}
$$

Where the second to last inequality holds because if $\delta$ defines code of distance bigger than 3 , then it must have all distinct columns and different vectors of constant weight $w_{c}$ overlap in at most $w_{c}-1$ positions.
(b) $|L|=|R|=1$. Suppose $L_{i_{1}, j_{1}}=R_{i_{2}, j_{2}}=1$. The syndrome $S$ has support contained in one column and
one row, in the shape of a cross as follows:

$$
\begin{array}{rlrl}
S_{k, j_{1}} & =\delta_{k, i_{1},}, & k \neq i_{2} \\
S_{i_{2}, k} & =\delta_{j_{2}, k}, & k \neq j_{1} \\
S_{i_{2}, j_{1}} & =\delta_{i_{2}, i_{1}}+\delta_{j_{2}, j_{1}}, & & \\
S_{i j} & =0, & & \text { otherwise. }
\end{array}
$$

It then follows for the weight of the syndrome $S$ that

$$
|S| \geq w_{c}+w_{r}-1
$$

which is bigger that 1 by assumption on the column and row weight of $\delta$.
(c) The case $|R|=2$ can be proven as done in (a) for $|L|=2$ by exchanging the role of columns and rows.

To sum up, whenever $|e|=2,|\sigma(e)|>2$.
Last, consider a weight-3 error $e$. As done for weight-2 errors, we can write $e$ as $(L, R)$ for some binary matrices $L$ and $R$. Again, we need to distinguish between the possible weight combinations of $|L|+|R|=3$. We now prove
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FIG. 9. Threshold fits for the 3D toric code using MWPM and BP+OSD to decode. In (a), we plot the logical error rate $p_{\text {fail }}$ as a function of the phase-flip error rate $p$, for values of $p$ close to the threshold. The colored lines show the fit given by Eq. (E1), with parameters $a_{0}=0.547, a_{1}=1.92, a_{2}=-4.04, \mu=1.04$, and $p_{\text {th }}=0.216$ (dashed gray line). In (d), we show the same data using the rescaled variable $x=\left(p-p_{\text {th }}\right) L^{1 / \mu}$. Subfigures (b) and (e) show equivalent data for one round of single-shot error correction, with fit parameters $a_{0}=0.119, a_{1}=3.04, a_{2}=22.9, \mu=1.01$, and $p_{\text {th }}=0.0289$. Subfigures (c) and (f) show equivalent data for 16 rounds of single-shot error correction, with fit parameters $a_{0}=0.873, a_{1}=7.99, a_{2}=-130, \mu=1.10$, and $p_{\text {th }}=0.0291$. The error bars show the $95 \%$ confidence intervals $p_{\text {fail }}=\hat{p}_{\text {fail }} \pm 1.96 \sqrt{p_{\text {fail }}\left(1-p_{\text {fail }}\right) / \eta}$, where $\eta \geq 10^{4}$ is the number of Monte Carlo trials.
the case for $|L|=3$ and support of $L$ contained in one column. The other cases are either a dual argument of this one (i.e., for $|R|=3$ supported on one row) or follows easily adapting the proof for $|e|=2$.

Let $e$ be a weight-3 error operator with reshaping $(L, R)$ such that $|L|=3$ and $L_{i_{1}, j}=L_{i_{2}, j}=L_{i_{3}, j}=1$, for some column index $j$. In this case, the syndrome matrix $S$ has support contained in its $j$ th column:

$$
S^{j}=\delta^{i_{1}}+\delta^{i_{2}}+\delta^{i_{3}}
$$

and therefore,

$$
|\sigma(e)|=|S|=\left|S^{j}\right|=\left|\delta^{i_{1}}+\delta^{i_{2}}+\delta^{i_{3}}\right| .
$$

In order to prove $|\sigma(e)|=\left|S^{j}\right|>2$, we need to use the expansion properties of $\delta$ and more specifically Lemma 3 of Ref. [20], (see also Ref. [70]). We first introduce some notation. We refer to the rows of $\delta$ as checks and to its columns as bits; we say that a bit $j$ is in the support of the check $i$ if and only if $\delta_{i j}=1$. Given a set of bits $B \subseteq\{1, \ldots, n\}$ we say that the check $i \in\{1, \ldots, m\}$


FIG. 10. Illustration of the fitting procedure for finding the coefficients describing the suppression of the logical error rate for phaseflip error rates substantially below threshold. (a),(c) Data for code-capacity noise (no measurement errors), and (b),(d) show data for eight rounds of single-shot error correction. In both cases, we first plot $\log p_{\text {fail }}$ as a function of $\log \left(p / p_{\text {th }}\right)$ for differing values of $L$, observing trends that agree with the straight line prediction of Eq. (E3) [(a),(b)]. We note that for the single-shot case there is an odd-even effect so we include only the data for odd $L$. We extract the gradients $g(L)$ from the corresponding straight line fits in (a),(b) (gray lines), and plot the logarithms of these values against $\log L[(\mathrm{c})$,(d)]. The data fit well to the linear ansatz given in Eq. (E5), which allows us to estimate the parameters $\alpha$ and $\beta$, which control the suppression of the logical error rate as per Eq. (E2). For code-capacity noise, we estimate $\alpha=0.546$ (33) and $\beta=1.91$ (3), and for eight rounds of single-shot error correction, we estimate $\alpha=0.610$ (37) and $\beta=1.15$ (3). The error bars in (a),(b) show the $95 \%$ confidence intervals $\log p_{\text {fail }}=\log \hat{p}_{\text {fail }} \pm \frac{1.96}{p_{\text {fail }}} \sqrt{p_{\text {fail }}\left(1-p_{\text {fail }}\right) / \eta}$, where $\eta \geq 10^{4}$ is the number of Monte Carlo trials. We include data points with at least 25 failures. The error bars in (c),(d) show the $95 \%$ confidence intervals given by the LINEARMODELFIT function of Mathematica.
is a unique neighbor of $B$ if and only if one and only one bit in $B$ belongs to the support of the check $i$. We indicate with $\Gamma_{u}(B)$ the set of unique neighbors of $B$. Lemma 3 in Ref. [20] states that, for the considered class of matrices $\delta$ :

$$
\left|\Gamma_{u}(B)\right| \geq \frac{2}{3} w_{c}|B| .
$$

Combining this with the observation that $\left|\Gamma_{u}\left(\left\{i_{1}, i_{2}, i_{3}\right\}\right)\right|$ is a lower bound on $\left|S^{j}\right|$ and plugging in $|B|=3$, we find

$$
\left|S^{j}\right| \geq\left|\Gamma_{u}\left(\left\{i_{1}, i_{2}, i_{3}\right\}\right)\right| \geq 2 w_{c} .
$$

To sum up, whenever an error $(L, R)$ of weight 3 has support on either one column of $L$ or one row of $R$, by expansion its syndrome has weight strictly bigger than 1 . When instead a weight-3 error has support spread among more than one column and row it is enough to use the hypergraph product structure of the code family, as done for weight- 2 errors, to find that its syndrome need to have weight at least 2 .

## APPENDIX E: FITTING DETAILS

To obtain our threshold estimates, we use the standard critical exponent method [59]. Specifically, in the vicinity of the threshold, we fit our data to the following ansatz:

$$
\begin{equation*}
a_{0}+a_{1} x+a_{2} x^{2} \tag{E1}
\end{equation*}
$$

where the rescaled variable $x=\left(p-p_{\text {th }}\right) L^{1 / \mu}$. Examples of this fit are shown in Fig. 9.

We use the fitting method described in Ref. [12] to understand the behavior of the 3D toric code logical error rate for error rates $p$ significantly below threshold. Recall from Sec. V that we use the following ansatz:

$$
\begin{equation*}
p_{\text {fail }}(L) \propto\left(p / p_{\text {th }}\right)^{\alpha L^{\beta}} \tag{E2}
\end{equation*}
$$

we take the logarithm of both sides to obtain

$$
\begin{equation*}
\log p_{\text {fail }}=\log f(L)+\alpha L^{\beta} \log \left(p / p_{\text {th }}\right) \tag{E3}
\end{equation*}
$$

For different values of $L$, we plot $\log p_{\text {fail }}$ as a function of $\log \left(p / p_{\text {th }}\right)$ and fit to a straight line to obtain gradients

$$
\begin{equation*}
g(L)=\frac{\partial \log p_{\text {fail }}}{\partial u}=\alpha L^{\beta}, \tag{E4}
\end{equation*}
$$

where $u=\log \left(p / p_{\text {th }}\right)$. Finally, take the logarithm of both sides of the above to give

$$
\begin{equation*}
\log g=\log \alpha+\beta \log L \tag{E5}
\end{equation*}
$$

We then plot $\log g$ as a function of $\log L$ and fit to a straight line to get $\alpha$ and $\beta$. Figure 10 illustrates the above fitting
procedure for code-capacity noise (no measurement errors) and for eight rounds of single-shot error correction.
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## Chapter 6

## Outlook and Open problems

In this work, we have addressed some of the most fundamental issues in the design of a full-stack hypergraph-product-codes quantum computer. We believe that the study of hypergraph product codes could provide promising new approaches to the quantum error correction paradigm, particularly informing novel techniques that use to good advantage constant rate codes. We discussed the limitations - and henceforth possible directions - of our work in the relevant Sections but beyond those, there are a few open problems that are of particular interest to us.

First and foremost, we lack a comprehensive framework for encoded operations that fully exploits the logical dimension of the code. Current proposals [1, 2] rely on auxiliary patches of planar code and we believe this is sub-optimal. Transversal gates seem to lose much of their appeal when the underlying code has more than one logical qubit. In fact, they naturally tend to act on the entire logical group of the code and it is still unknown how to address single logical qubits without supplementary gadgets. Possibly completely new paradigms are needed.

A related, unexplored, problem is logical circuit compilation. The logical action of fault-tolerant gates on the encoded space will likely be tied to a generating set for the logical Pauli group. Once a logical basis is chosen, we expect different logical qubits to have inherently different properties in respect of minimum weight but also ease of implementation of some logical operations over others. Presumably, some but not all logical operations could be implemented in parallel. For all these reasons, ad hoc logical circuit compilation could be needed to make the most of the specific structure of the encoded space and the chosen universal set of fault-tolerant operations.

Decoding: decoding is not a solved problem. Efficient decoding algorithms with linear running time are known in theory, but the hidden constants are often too big in practice. Bringing the computational cost of decoding down could be the turning point for usable quantum computers [3, 4, 5, 6]. The current approach is to use a cheap 'pre-decoder' to correct the most common and trivial errors before the syndrome information is sent to a general-purpose decoder. Such kind of approach has not been studied for codes with $k>1$ and hypergraph product codes more specifically.

Strictly related to the decoding problem is the design of fault-tolerant syndrome extraction circuits that are compatible with the current hardware [7, 8]. This will not only affect the overall performance of the computation but also shape and constrain the decoding problem that needs to be solved.

On a more speculative level, we would like to further investigate the relationship between confinement, as defined in Chapter 5, and energy barrier. Stabilizer codes can be mapped into the degenerate ground state of a Hamiltonian where Pauli errors correspond to excited states. The energy barrier of a code is then the minimum energy cost to implement a non-trivial logical operator, namely moving from one ground state to an orthogonal one, via a sequence of single-qubit Pauli errors [9, 10, 11]. Since confinement is a relation between the syndrome weight - roughly the energy cost - and the error weight, the two concepts are coupled. We know that a code with (macroscopic) confinement has a macroscopic energy barrier and we conjecture that the converse is also true. Our community agrees on the close link between confinement, energy barrier, single-shot error correction and self-correction. The exact nature of this link is still not fully understood.

## Can we build this bridge?

A scalable quantum computer is one whose computational power can be increased on demand, but at the same time the resources used - manufacturing cost, physical space and energy usage - do not grow exponentially. To actually increase the computational power of a machine, qubits' quality and the ability to perform gates between them have to be preserved when increasing the number of available qubits $[12,13,14,15]$. A figure of merit for the quality of the qubits is their relaxation times expressed as exponential decay constants. The longitudinal relaxation time measures the exponential decay of the probability that a qubit initialised in the $|1\rangle$ state is found in the $|0\rangle$ state. The transverse relaxation time measures the decay of a qubit state in some superposition $\alpha|0\rangle+\beta|1\rangle$. Equally important are the gate and measurement times, both in absolute terms and relative to the qubits' relaxation time. Long qubit relaxation times as well as fast gates and measurements naturally allow for longer computations. In addition, we need gates and measurement error rates to be as low as possible. Last, as the number of qubits grows, the number of possible multiple-qubit entangling gates - e.g. CNOTs - between different qubits has to substantially grow too. In other words, we say that the number of connected qubits has to grow.

A key issues in code design is indeed that the physical arrangement of qubits and consequent ability to perform gates has to be compatible with the chosen code family and unfortunately good qLDPC codes are not local in two-dimensions [9, 16]. Here by D-dimensional local quantum codes we mean a code family in which data qubits and auxilia qubits for stabilizer measurements have a layout in the D-dimensional real space such that each stabiliser's support only contains neighbouring qubits in the layout. Bravyi, Poulin and Terhal [16] proved that a $\llbracket n, k, d \rrbracket$ code in D dimensions obeys $k d^{\frac{2}{\mathrm{D}-1}} \sim n$ and Baspin and Krishna [17] further proved that long-range connectivity is indeed essential to surpass this trade-off between parameters. Delfosse, Beverland and Tremblay [18] have shown that, when we are limited to local circuits for syndrome measurement, the number of auxilia needed grows with the number of physical qubits - as $n$ or $n^{2}$, depending on the depth of the circuits. In particular in 2dimensions, when $d \sim \sqrt{n}$, the number of encoded logical qubits has to be constant - as for the planar code [16]. Hypergraph product codes circumnavigate the no-go result of Ref. [16] by dropping locality constraints; as per Refs. [18, 19], a scalable implementation on hardware would require going past a two-dimensional physical layout of qubits with nearest-neighbour interactions.

To summarise, good codes need long-range connectivity but many current hardware implemen-
tations - e.g. superconducting qubits - do not accommodate for this. Superconducting qubits are constrained in terms of connectivity and do not have long relaxation times, in the order of microseconds, but have fast gates, in the order of nanoseconds [13]. On the other hand, trapped ion and neutral atom qubits, for example, are quite versatile in terms of their connectivity, and have longer relaxation times, in the seconds range, but slow gates, in the order of microseconds [14, 15]. The interplay between the different requirements for the construction of a useful quantum computer is a complex technological challenge. As of today, we do not know which qubit architecture will be favoured but we are optimistic it will overcome the constraints of a planar qubit layout to allow diverse quantum codes - hypergraph product codes and beyond.
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[^0]:    ${ }^{1}$ The image of a function $f: A \longrightarrow B$, denoted $\operatorname{im}(f)$, is the set of all elements $f(a) \in B$, as $a$ varies in the domain $A$ of $f$.
    ${ }^{2}$ Given two sets $A$ and $B$, the complement of $B$ in $A$ is the set of all elements of $A$ that do not belong to $B$. The complement is written $A \backslash B$.

[^1]:    ${ }^{3}$ The complex inner product is a map $\langle\cdot, \cdot\rangle: \mathbb{C}^{\otimes n} \times \mathbb{C}^{\otimes n} \longrightarrow \mathbb{C}$ defined as $\langle v, w\rangle:=v^{\dagger} w$, where $v^{\dagger}$ is the conjugate transpose of $v$.

[^2]:    ${ }^{4}$ The most common term in the literature for auxilia qubits is ancilla qubits. However, the Latin term ancilla means maidservant and is therefore intrinsically misogynist. For this reason, the community started using alternative terms such as measurement or syndrome qubits. I believe that the term 'measurement qubits' is biased towards the circuit model of computation as opposed to the measurement-based model [6]; whilst the term 'syndrome qubits' fails to cover the different usages of ancilla qubits, which go beyond the syndrome extraction function. As such, I have looked for a gender-neutral term. Auxilium in Latin means help, aid. I warmly invite the reader to adopt the phrasing auxilia qubits, as I firmly believe that changing the words we use is the first step towards shaping our thought, raising awareness and overcoming (more or less) implicit biases.

[^3]:    ${ }^{5}$ The more expert reader will recognise $Z_{1} Z_{2}, Z_{2} Z_{3}$ and $X_{1} X_{2} X_{3}, Z_{1}$ as the stabilisers and the logical Pauli operators of the quantum repetition code. We decided to postpone the introduction of such terminology to Section 1.3 to illustrate to the less expert reader the group-theoretic essence of code construction.
    ${ }^{6}$ The kernel of a map $f: A \longrightarrow B$, denoted $\operatorname{ker}(f)$, is the set of all elements $a \in A$ such that $f(a)=0 \in B$.
    ${ }^{7}$ The pre-image of a map $f: A \rightarrow B$, denoted $f^{-1}(b)$ for $b \in B$, is the set of all elements $a \in A$ such that $f(a)=b$.

[^4]:    ${ }^{8}$ A quotient group $A / B$ is well defined if $B \subseteq A$ is normal in $A$, meaning that $a b a^{-1} \in B$ for every $a$ in $A$ and $b$ in $B$. Given a quotient group $(A / B, \cdot)$, we indicate by $[a]$ its elements. The elements of a quotient group are equivalence classes: $[a]=\{a b$ such that $b \in B\}$.

[^5]:    ${ }^{1}$ As seen in Section 1.4, the planar code is a $(4,4)$-qLDPC code i.e. each stabiliser only involves at most 4 qubits, and at most 4 stabilisers act on each qubit.
    ${ }^{2}$ More precisely: 13 data qubits and 12 auxilia qubits, for a total of 25 physical qubits. This figure is reduced to 17 physical qubits - 9 data and 8 auxilia qubits - for the rotated version of the planar code, see [8].

[^6]:    ${ }^{1}$ Here and in the following, for a $m \times n$ matrix $\delta$ we indicate by $\delta_{i} \in \mathbb{F}_{2}^{n}$ the transpose of its $i$ th row, and by $\delta^{j} \in \mathbb{F}_{2}^{m}$ its $j$ th column.

[^7]:    ${ }^{1}$ Given a Pauli operator on $n$ qubits $P=P_{1} \otimes P_{2} \otimes \cdots \otimes P_{n} \in \mathcal{P}_{n}$, its support vector is the unique vector $v \in \mathbb{F}_{2}^{n}$ with $i$ th coordinate $v[i]=1$ if and only if $P_{i} \neq I$.

[^8]:    ${ }^{2} \mathrm{~A}$ partition of a set is a collection of non-empty and disjoint subsets of the set, whose union is the whole set.
    ${ }^{3}$ A set of qubits is said to be correctable if it cannot contain the support of a non-trivial logical operator.

[^9]:    ${ }^{4}$ Note that, for any matrix $A, A^{T} A$ is symmetric.
    ${ }^{5}$ For $d=3$, the surface and the toric code have rate $1 / 13 \approx 0.08$ and $1 / 18 \approx 0.06$ respectively. The optimal rate for codes with $k=1$ is achieved by the five qubit code [36].

[^10]:    ${ }^{6}$ Transversal gates over a sector-transversal partition.

[^11]:    ${ }^{7}$ Another possible solution is to perform weight reduction $[11,47,48]$ on the $X$ stabiliser generators at each time step, likely at the cost of a high space overhead.

[^12]:    ${ }^{8}$ We remind the reader that, given a vector space $V \subseteq \mathbb{F}_{2}^{n}$, its complement $V^{\bullet}$ is any vector space such that $V \oplus V^{\bullet}=\mathbb{F}_{2}^{n}$, see the proof of Lemma 1 .
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