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Abstract

This dissertation presents the design, development and characterization of various

platforms for efficient generation of quantum light. Most of the devices investigated

are based on InAs quantum dots, which are considered mature candidates for many

applications in the field of quantum information because of their compatibility with

conventional semiconductor opto-electronics.

The first set of experiments concerns the incorporation of highly symmetric InAs

Droplet Epitaxy QDs emitting in the telecom O-band within an optical microcavity,

focusing on improving the extraction efficiency whilst keeping a low fine-structure

splitting for entanglement-based experiments. Since the signal intensities achieved

with this approach would be sufficient only for proof-of-principle experiments, the

second main avenue of work involves hybrid circular Bragg gratings (CBGs) which

have recently emerged as a promising solution for broadband optical enhancement of

the radiation emitted by quantum dots. In particular, we combine the broadband

properties of hybrid CBGs operating in the telecom O-band with a membrane-

transfer process that can be performed on wafer scale. Furthermore, we characterize

the performances of multiple devices to address the question of reproducibility.

We also present a design optimization of CBGs operating in the telecom C-band,

which is crucial for quantum network applications, and propose a modified structure

directly compatible with electric field control. Finally, we examine a different class

of quantum emitters which appear in atomically thin layers of WSe2 and investigate

GaP nano-antennas as an optical device to enhance their light output.
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1 Introduction and motivation

The generation and control of light have become increasingly important in many

aspects our life. Nowadays, optical fiber networks allow us to transmit data all over

the world, while LED bulbs are the most efficient way to illuminate our homes and

the laser technology market keeps expanding with applications in telecommunications,

medical treatments and material processing. All those examples involve classical

light sources, emitting radiation that can be modeled as an electromagnetic wave

with intensity proportional to the amplitude.

On the other hand, quantum light sources cannot be described using classical

electromagnetism. Instead, they generate a stream of single photons which can

be exploited in experiments involving interesting concepts such as entanglement

and quantum teleportation. Some of those effects are on the verge of becoming

much more than a scientific curiosity, with applications in quantum computing and

quantum cryptography. In fact, keeping sensitive information safe and secure is one

of the main challenges created by the rapid progress that the field of information

technology has seen over the last decade. Every day an unprecedented amount

of personal data is being harvested and stored on remote computer servers and

the raising concerns about cybercrime and data breaches make the need for secure

transmission of sensitive information more significant than ever.

The work described in this dissertation concerns the development of novel quantum

light sources based on solid-state emitters, with the aim of improving their efficiency

compared to devices described in previous reports. In fact, an increased light output

is fundamental to make single photon sources useful not only for proof-of-principle

experiments, but also for future practical applications in the field of quantum

communication and computing.
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1 Introduction and motivation

The outline of the thesis is the following: in Chapter 2 we provide a brief in-

troduction to quantum cryptography and discuss the relevant concepts regarding

semiconductor quantum dots and optical microcavities. Chapter 3 describes the

tools used for numerical simulations, the processing techniques for the fabrication of

devices and the experimental methods employed during their optical characterization.

In Chapter 4 we present the development of InAs/InAlAs droplet epitaxy quantum

dots emitting in the telecom O-band within a DBR microcavity grown on a vicinal

GaAs(111)A substrate. We also investigate the influence of the miscut on the natural

C3v symmetry of the surface and on the properties of the emitted light. In Chapter

5 we discuss the integration of InAs/GaAs quantum dots into hybrid circular Bragg

gratings operating in the telecom O-band, which are a promising route to provide

broadband enhancement of the emitted radiation. In Chapter 6 we extend that

approach to InAs/InP QDs emitting in the telecom C-band, presenting a design

study for circular Bragg gratings fabricated on InP slabs and proposing an alternative

device design compatible with electric field control.

Finally, Chapter 7 presents a summary of the results and outlines possible future

improvements while Appendix A summarizes the additional work carried out during

my visit to Prof. Alexander Tartakovskii’s group at the University of Sheffield. Those

last experiments focused on the investigation of a different class of quantum emitters,

which appear at cryogenic temperatures in atomically thin layers of WSe2.
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2 Theoretical background

This chapter provides a basic introduction to the use of single photons for secure

communication protocols and summarizes the relevant concepts regarding the use

of quantum dots and optical microcavities for the efficient generation of quantum

light.

2.1 Classical cryptography

Cryptography is a practice that allow only the sender and intended recipient of a

message to read its content. In fact, data exchanged between two parties, Alice

and Bob, across a public communication channel can be easily intercepted by an

eavesdropper Eve. As a result, Alice and Bob usually employ a series of techniques to

keep their communication secure: Alice could use an algorithm (cipher) to scramble

her message and combine it with some additional piece of information (key). This

operation is commonly known as encryption. When Bob receives the encrypted

message, he can retrieve and read the original text by applying the inverse operation

(decryption).

The different encryption protocols that Alice and Bob may choose to implement

can be placed in two main classes: asymmetric (public-key) schemes and symmetric

(private-key) schemes [1]. In asymmetric schemes, Bob must first compute both a

public and a private key. Then he shares the public key with Alice, who will use

it to encrypt her message. Finally, when Bob receives the encrypted message he

can securely retrieve the original text using the private key, which he is the only

one to know. Public-key schemes are very popular and their security is based on

computational complexity, i.e. the difficulty for an eavesdropper to infer the private

key even after intercepting the public key.

3



2 Theoretical background

On the other hand, symmetric schemes exploit a single private key for both the

encryption and decryption operations. Although perfectly secure in principle, these

schemes require Alice and Bob to possess a randomly generated common secret key,

which must be at least as long as the message itself and used only for the encryption

and decryption of a single message (one-time pad). Since the secure distribution

of long keys is difficult, this solution is currently used only for the most critical

applications.

2.2 Quantum cryptography

In the last few years the field of quantum computing has shown remarkable advances,

posing a threat to the security of traditional public-key protocols. Nevertheless,

research in quantum cryptography has demonstrated that quantum mechanical

properties can be also exploited to develop novel communications techniques capable

of resisting such attacks [2].

Between the different solutions proposed, one of the most efficient consists of

distributing a secret quantum key between two parties, which can then use classical

encryption protocols to share a message securely. As a result, quantum key distribu-

tion (QKD) is one of the fastest growing areas in quantum information science. In

fact, novel theoretical protocols are designed on a regular basis and proof-of-principle

demonstrations are gradually turning into field-trial experiments and commercial

prototypes [3].

2.2.1 Quantum key distribution (QKD)

The intuition behind QKD is that, if the key distribution is conducted using quantum

systems, any attack performed by an eavesdropper will perturb the quantum state

prepared by the legitimate users [4]. Therefore, if Eve performs a measurement on

the system in the attempt to steal information, Alice and Bob will be able to detect

her presence from the increased noise in the communication channel. Moreover, such

a noise can be exploited to quantify the amount of information Eve has access to: if

4



2.2 Quantum cryptography

it overcomes a certain limit, Alice and Bob will know that the attacker has gained

enough information to compromise the security of the key.

(a)

(b)

Figure 2.1: Schematic representation of (a) prepare-and-measure QKD and (b)

entanglement-based QKD. In both cases the key distribution happens over a quantum

channels, while the message is shared securely over a classical channel.

The first QKD protocol, commonly known as BB84, was proposed in 1984 by

Charles Bennett and Gilles Brassard and it is based on encoding information into

single photons. In fact, photons constitute a convenient communication medium

since they can be transmitted over long distances using optical fibres and their phase

and polarization can be easily controlled. In order to implement the BB84 protocol,

Alice and Bob have agreed to share single photons in one of two complementary bases,

such as the linear (|H⟩=0, |V ⟩=1) and the diagonal (|D⟩=0, |A⟩=1) polarisation

bases. The exchange of information happens in two distinct phases [5]: during the

first phase, Alice prepares a random sequence of bits ri and a second sequence bi
A,

where the i-th element of bi
A reveals the basis used by Alice to encode the i-th

element of ri. After encoding the sequence ri in the polarisation of single photons,

5



2 Theoretical background

she sends it to Bob over a quantum channel. On the receiver side, Bob measures

each incoming photon in a random basis, represented by the sequence bi
B. In the

second phase, which happens over an authenticated classical channel, Bob transmits

the sequence bi
B and Alice communicates which of his measurement were made using

the correct basis. It important to underline that this step does not reveal anything

about the content of ri. Alice and Bob can now delete from ri all the bits measured

using incompatible bases to produce their resulting raw key ri’. Finally, Alice and

Bob compare a subset of their raw keys and, if the error rate does not overcome a

certain threshold, they use the remaining secret bits as a final secret key. On the

other hand, if the error rate is higher than the threshold, they realize that Eve may

have hacked the quantum channel.

The BB84 scheme is an example of prepare-and-measure QKD setting (Figure

2.1a), since Alice prepares the photon states and sends them to Bob who will perform

the measurements. The BB84 protocol and its variations are still widely used in

experimental implementations of QKD. It is worth mentioning that there exist a

second main category of QKD protocols, commonly known as entanglement-based

(Figure 2.1b): in these schemes, a source of entangle photon pairs placed in a central

node distributes polarization entangled photon pairs to Alice and Bob, who can

detect the presence of an eavesdropper by taking advantage of Bell’s theorem. The

first entanglement-based QKD protocol was proposed in 1991 by Artur Ekert [6] and

is therefore identified as E91.

2.2.2 Quantum light sources for QKD

As explained in the previous section, photons are an ideal information carrier for

QKD protocols, which means that both prepare-and-measure and entanglement-

based schemes require efficient sources of pure and indistinguishable single photons

or entangled photon pairs. Since those sources are not readily available, typical

implementations of QKD usually exploit an approximation of single photon states

which is given by heavily attenuated laser pulses containing less than one photon per

pulse [7, 8], also known as weak coherent pulses (WCP).

6



2.2 Quantum cryptography

(a) (b)

Figure 2.2: (a) Photon statistics of a Poissonian WCP source for three different values

of the average photon number µ. (b) Corresponding photon statistics of an ideal single

photon source with the same average photon number µ.

7



2 Theoretical background

The number of photons in each of those pulses is described by the Poissonian

statistics, meaning that the probability P (n) of having n photons in a pulse with an

average photon number µ is given by:

P (n) = µn

n! e−µ (2.1)

From Equation 2.1, it can be demonstrated that the conditional probability to find

more than one photon in a non-empty pulse is ≈ µ/2 [9]. Therefore, WCPs require

a low photon number µ in order to minimize the probability of multi-photon events

which could potentially impact the security of the protocol. A typical value used

in QKD experiments with WCP is µ = 0.1. However, such a small value of µ has

a negative impact on the secret key rate because it reduces the number of photons

transmitted through the quantum channel.

Even if this issue can be mitigated by employing the so-called decoy states [10],

the Poisson statistics predicts that the probability to find only one photon in WCPs

with µ=1 does not exceed 37%. As a result, a single photon source with an average

photon number above that value outperforms any WCP source when driven at the

same rate (Figure 2.2) [9]. Moreover, optimal single photon sources could enable

novel schemes with the ability to increase the transmission range, such as quantum

relays [11] and quantum repeaters [12].

In recent years, several solutions for the development of pure single photon sources

such as atoms [13], molecules [14] and nitrogen vacancy centres in diamond [15] have

been examined. In this dissertation we will mainly concentrate on semiconductor

quantum dots, with an emphasis on telecom wavelengths. In fact, together with

compatibility with conventional semiconductor processing and opto-electronics[16],

semiconductor quantum dots display all the characteristics needed for on-demand

generation of high-quality single, indistinguishable and entangled photons at high

rates [9] and are therefore considered one of the most promising candidates for

applications in the field of quantum information and quantum cryptography.

8



2.3 Semiconductor quantum dots

2.3 Semiconductor quantum dots

In general, quantum dots (QDs) are three-dimensional nanostructures that confine

charged particles within a small volume comparable to their de Broglie wavelength

[17]. As a result, they contain just a few discrete energy levels in the conduction

and valence bands, each of which can be populated by two electrons or holes of

opposite spin. Because of this reason, QDs are often referred to as ‘artificial atoms’

[18].

Figure 2.3: Images of InAs quantum dots grown on a GaAs (100) substrate. The images

were recorded with an atomic-force microscope (AFM) and kindly provided by Joanna

Skiba-Szymanska.

Even if they have been manufactured using various processes, in this dissertation

we will focus on epitaxially grown semiconductor QDs [19, 20] which are usually

obtained by embedding a low-bandgap material such as InAs (∼ 0.4 eV) into a

high-bandgap matrix such as GaAs (∼ 1.5 eV) or InP (∼ 1.4 eV) [21]. Figure 2.3

shows an example of top view and three-dimensional height profile of epitaxially

grown InAs/GaAs QDs, which appear as slightly elliptical islands with the major and

minor axes oriented along the crystallographic axes of the substrate. More details

about the two different processes that have been used to grow the quantum dots

employed in this work are provided in Section 3.1.

9



2 Theoretical background

2.3.1 Electronic structure of InAs quantum dots

Both InAs/GaAs and InAs/InP quantum dots may display a rather complex band

structure which depends strongly on their geometry and composition [22, 23]. How-

ever, the process of photon emission can be understood using the simplified model in

Figure 2.4, where a stepwise variation of the electronic band gap creates a quantum

well with discrete energy levels.

Figure 2.4: Simplified band structure of an InAs/GaAs QD and schematic of the single

photon emission process under above-band optical excitation. Shining an above-band laser

on the sample excites electrons (blue) in the bulk material, creating electron-hole pairs.

The electron-hole pairs can be captured by the QD and occupy a radiative state, from

which they recombine with the emission of a single photon (orange).

When a pumping laser with photon energy higher than the bulk material band

gap is focused on the sample, electrons and holes are excited over the band edge of

the barrier material and then captured by the QD. Here, they lower their energy via

phonon interaction and eventually reach a radiative state and recombine with the

emission of a single photon [24].

As mentioned above, each of the energy levels can accommodate up to two electrons

or holes of opposite spin due to the Pauli exclusion principle. Therefore, QDs can

display a plurality of charge configurations depending on the occupancy [25]. The

schematic in Figure 2.5 shows the charge configurations that are typically found

in semiconductor QDs. The neutral exciton (X) and biexciton (XX) comprise one

10



2.3 Semiconductor quantum dots

Figure 2.5: Schematic of the most common configurations of trapped electrons and holes

into an InAs/GaAs QD: neutral exciton (X), neutral biexciton (XX), positively charged

exciton (X+) and negatively charged exciton (X-).

and two electron-hole pairs, respectively. On the other hand, negatively (X-) and

positively (X+) charged excitons (also known as trions) are formed with the addition

of a further electron or hole. It is also possible to observe alternative configurations

characterized by the presence of additional carriers, however those are not particularly

relevant for the work contained in this dissertation.

2.3.2 Optical properties of InAs quantum dots

When excited with an above-band laser, the emission spectrum of a QD usually

displays a plurality of sharp lines generated by various charge configurations. In the

exemplary spectrum of Figure 2.6a, the neutral excitons have been identified using

polarization-resolved spectroscopy: in fact, it can be shown that both the X and XX

transitions are actually linearly polarized doublets with components parallel to the

11



2 Theoretical background

crystallographic axes of the substrate [25]. This polarization splitting is known as

fine structure splitting (FSS) and its magnitude and sign vary among different QDs

[26].

The FSS originates from anisotropies in the QD shape or composition, which affect

the electron–hole exchange interaction and split the degenerate excitonic eigenstates

into a symmetric and an antisymmetric combination, as schematically shown in

Figure 2.6b. On the other hand, a vanishing energy splitting is expected for both

negatively and positively charged trions [27]. More details on the methods used to

identify neutral excitons and trions and to quantify the FSS are provided in Section

3.4.1.

It is also worth noting that in Figure 2.6a, and in general in semiconductor QDs,

the X and XX transitions appear at different energies EXX ̸= EX because of the

binding energy related to the Coulomb interaction between carriers [25].

(a) (b)

Figure 2.6: (a) Exemplary emission spectrum of an InAs/GaAs QD under above-band laser

excitation, with a plurality of transitions corresponding to various charge configurations.

(b) Schematic diagram of the biexciton-exciton cascade in semiconductor QDs [25]. FSS

represents the fine structure splitting between the exciton eigenstates while H (horizontal)

and V (vertical) indicate the two perpendicular linearly polarized decay paths.
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2.4 Optical microcavities

One of the main advantages offered by solid-state quantum emitters is the possibility

to integrate them with various photonic structures, such as waveguides [28, 29, 30]

or micro and nanocavities [31, 32, 33, 34] using standard semiconductor processing

techniques. This way, one can properly engineer the environment surrounding the

emitters and modify the light-matter interaction to increase the efficiency of quantum

light sources.

In this section we examine the basic characteristics of optical microcavities and

briefly discuss how, in the weak coupling regime, the spontaneous emission rate

can be enhanced by the Purcell effect. This effect will be exploited by some of

the devices presented in this work. Finally, we introduce the concepts of photon

collection efficiency and directivity, which have been widely exploited in geometric

approaches such as photonic nanowires [35, 36] or microlenses [37, 38, 39] and will

be particularly important for the discussion of circular Bragg gratings (Chapter 5

and 6) and GaP nano-antennas (Appendix A).

2.4.1 Working principles of optical microcavities

Optical microcavities, also known as microresonators, are photonic devices that con-

fine photons within small volumes by resonant recirculation [40]. An idealized version

of those devices consists of an optical medium surrounded by perfectly reflective

faces, where the confinement within the cavity is guaranteed by strong reflection at

its boundaries. As a result, the confined light fields propagate back and forth in the

medium and are subject to interference: fields of definite frequencies f 0, which are

related to the geometrical parameters of the structure, may interfere constructively

and be reinforced. On the other hand, fields with frequencies f ̸= f 0 will ultimately

interfere destructively and have their intensity strongly suppressed.

The ideal structure described above would permanently confine light fields without

any losses and have a discrete set of δ-like resonant modes at precise values, one for

each eigenfrequency. In a real situation instead, the boundaries are not perfectly
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reflective and the consequent energy dissipation and time-limited photon confinement

lead to a broadening of the resonance peaks [41]. This deviation from ideal conditions

is commonly described using two physical parameters: the quality factor Q and the

mode volume V .

In the time domain, the quality factor measures the effectiveness of the energy

storage within the resonator and can be defined as the angular frequency ω0 = 2πf 0

times the ratio of the time-averaged energy U stored in the cavity to the dissipation

rate per cycle P [42]:

Q = ω0
U

P
= ω0U

∣∣∣∣∣dU

dt

∣∣∣∣∣
−1

(2.2)

Assuming that the energy stored in the resonator decays exponentially with a time

constant τ c as U(t) = U0exp(−τ ct), one can write [43]:

Q = ω0τ c (2.3)

showing that the quality factor is ultimately a measure of the cavity-mode life-

time.

For a better understanding of the experimental results, it is also worth discussing

the equivalent definition in the frequency-domain. In fact, the energy formulation of

the uncertainty principle:

∆E · ∆t ≥ h̄ (2.4)

suggests that the time-limited photon confinement causes a broadening of the other-

wise δ-like resonant modes. Substituting ∆E = h̄ · ∆ω and ∆t = τ c gives a lower

bound for the broadening ∆ω:

∆ω ≥ 1
τ c

(2.5)

It can be shown that, for real excitation frequencies, the resonance broadening is

well described by a Lorentzian function [44] with full width at half-maximum ∆ω

which is actually equal to the reciprocal of τ c [41]. Hence:

Q = ω0

∆ω
(2.6)

The definition given in Equation 2.6 is particularly important for photolumines-

cence experiments because it gives the chance to estimate Q with a straightforward

transmission or reflectivity measurement.
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2.4 Optical microcavities

While the quality factor quantifies the temporal evolution of the photon confinement

within the cavity, the mode volume quantifies its spatial confinement. Depending on

the type of resonator there may be multiple ways to calculate the associated mode

volume rigorously. However, in general V can be defined as the volume integral of

the energy stored in the mode normalized by its maximum value [45]:

V =

∫
V ol

ϵr|E(r)|2 · d3r

max[ϵr · |E(r)|2] (2.7)

where ϵr is the dielectric constant, |E(r)| is the electric field strength and V ol is a

quantization volume which includes the resonator.

2.4.2 Quantum dot-cavity coupling and Purcell effect

In the previous subsections we summarized the fundamental properties of optical

resonators. Now we discuss the enhanced light-matter interaction that arises when

coupling a quantum emitter to a microcavity. The investigation of those interactions

in coupled systems is commonly known as cavity quantum electrodynamics (cavity

QED).

Figure 2.7: Schematic diagram of a two-level system coupled an optical resonator, where

W 12 = 1/T 12 represents the radiative decay rate from |2⟩ to |1⟩, g is the coupling strength

parameter, Y is the non-resonant decay rate and K is the photon loss rate.

In a simplified picture, we can model the quantum emitter as the two-level system

(TLS) in Figure 2.7, with a ground state |1⟩ and an excited state |2⟩. The decay rate

W 12 from |2⟩ to |1⟩ can be calculated using the Fermi’s Golden Rule [46]:

W 12 = 2π

h̄2 |M12|2ρ(ω) = 2π

h̄2 |⟨2| H int |1⟩|2ρ(ω) (2.8)
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where h̄ is the reduced Plank constant, M12 is the matrix element associated to the

transition, H int is the interaction Hamiltonian and ρ(ω) denotes the density of states,

i.e. the number of available modes that can accept an emitted photon at a certain

frequency ω.

It can be demonstrated that the photonic environment can influence the decay

rate W 12, as briefly shown in the following subsections. For a rigorous discussion, we

refer the reader to Ref. [44].

Spontaneous emission in free-space

First, we consider the TLS to be in free-space. To simplify the calculation, it is

helpful to imagine that the TLS is incorporated in a very large cavity of volume V 0

with negligible effect on its properties. In the approximation of a dipole transition

between the two eigenstates with radiative lifetime T 12, the matrix element M12

as the product between the transition dipole p and the vacuum electric field Evac

[44]:

M12 =< p · Evac > (2.9)

By introducing the normalized dipole orientation factor ξ:

ξ = |p · E|
|p||E|

(2.10)

it can be demonstrated that [44]:

M12 = ξ2µ12
2Evac

2 (2.11)

where µ12 is the electric dipole matrix element of the transition. By averaging over

all the possible orientations of the atomic dipole, one obtains:

M12
2 = 1

3µ12
2Evac

2 = µ12
2h̄ω

6ϵ0V 0
(2.12)
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Since the density of states for photon modes in free space is given by:

ρ(ω) = ω2V 0

π2c3 (2.13)

The decay rate of the TLS in free-space can be written as:

W free = µ12
2ω3

3πϵ0h̄c3 (2.14)

meaning that it is proportional to the cube of the frequency and the square of the

transition dipole moment.

Weak coupling regime

We now imagine that the TLS is coupled and resonant to a mode ω0 of a resonator

with volume V and quality factor Q. The effect of the cavity on the TLS is not

negligible anymore, however we assume that the emission of photons remains an

irreversible process. This situation is commonly known as weak coupling regime.

Moreover, if we accept that no external field sources are present within the resonator,

the matrix element M12 can still be expressed according to Equation 2.11, which was

obtained with no further assumptions on the environment surrounding the TLS.

On the other hand, the density of states represents the number of available modes

that can accept an emitted photon and therefore is strongly dependent on the

photonic environment. In this case, it can be expressed as [44]:

ρ(ω) = 2Q

πω0
(2.15)

As a result, confining the TLS within an optical resonator can alter significantly

its decay rate W cav because the free-space photon modes of Equation 2.13 are

redistributed into resonant optical modes. This change in the emission dynamics is

conveniently quantified by a parameter called Purcell factor [47]:

F p = W cav

W free
= 3(λ/n)3

4π

Q

V
(2.16)
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where n is the refractive index of the medium inside the cavity and λ is the wavelength

in free-space. It is important to emphasize the Q over V dependence of F p, which

is qualitatively intuitive: in fact, a longer temporal (high Q) and tight spatial

confinement of the photon in the cavity lead to a stronger impact of the resonator

on the TLS spontaneous emission rate.

It is now clear that placing a quantum dot within a properly designed resonator

gives the opportunity to enhance (F p > 1, typically when the transition is resonant

with a cavity mode) or suppress (F p < 1, typically off resonance) the spontaneous

emission process at certain frequencies.

Strong coupling regime

For sake of completeness, it is worth mentioning the existence of a further coupling

regime which happens when g ≫ (K, Y ), i.e. when the interaction between the

TLS and the photon is faster than the photon losses due to imperfect confinement

or non-resonant decay. In this strong coupling regime the emission of the photon

becomes a reversible process, meaning that the photon can be re-absorbed by the TLS

before escaping from the cavity. In order to achieve strong coupling, cavities with

very high Q factors are required to confine photons in the immediate surroundings

of the quantum emitter [48, 49, 50].

2.4.3 Photon collection efficiency and directivity

The enhancement of the spontaneous emission rate is not the only advantage offered

by photonic structures. In fact, a well-known problem for solid-state quantum light

sources is to achieve high extraction efficiencies [51]: if we consider an exemplary

quantum dot in a semiconductor matrix, we notice that half of the photons are

emitted into the 2π solid angle away from the extraction surface and therefore get

absorbed in the substrate. Moreover, the angle of total internal reflection θc at the

semiconductor-air interface is usually quite small due to the high refractive index

contrast (e.g for GaAs: θc = arcsin(nair/nGaAs) ≈ 17◦). As a result, the photons

18



2.4 Optical microcavities

Figure 2.8: Example of broadband structure to improve the photon collection efficiency

from Ref. [53]: a quantum dot is embedded in a GaAs membrane of thickness d sandwiched

between two mirrors, and a solid immersion lens (SIL) is attached on the top cavity mirror

(mirror 1). The polar plot shows the corresponding simulated angular power distribution

of TE modes P (θ) for 4 different values of the effective cavity length d′ = 2dnGaAs/λ.

emitted towards the surface but at larger angles remain trapped inside the sample

as well, limiting typical collection efficiencies to values around 1% [52].

Integrating quantum dots into optical resonators has the additional benefit of

redirecting the radiation in the direction of the cavity mode and may facilitate

a more efficient collection of the emitted single photons [33]. However, this is

more challenging to implement for an entangled photon source as it requires the

simultaneous coupling of two transitions at different energy.

A promising alternative is offered by broadband antennas made from dielectric or

semiconductor materials. Unlike optical resonators, those devices have a minimal

impact on the spontaneous emission rate. Instead, their main function is to manip-

ulate the wavefront of the emitted radiation and redirect it towards the collection

optics [54]. This effect is usually quantified by the directivity, which measures how

well the antenna directs radiation towards a particular direction. This parameter is

defined the ratio of the radiant intensity U(θ, ϕ) in a given direction to the average
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value over all directions:

D(θ, ϕ) = U(θ, ϕ)
U tot

= U(θ, ϕ)
P tot/4π

(2.17)

An antenna that radiates equally in all directions would have effectively zero direc-

tionality, its directivity would be 1. On the other hand, the higher the directivity,

the more concentrated is the beam radiated by the antenna.

In this framework, particularly interesting structures have been demonstrated by

coupling quantum dots to photonic nanowires [35, 36] or solid immersion lenses

(SILs) [53, 37, 38, 39], which provide a versatile and powerful method to enhance the

collection efficiency in a broad range of wavelengths. Figure 2.8 shows an example

of QD coupled to a broadband structure based on a solid immersion lens and the

corresponding angular distribution of the radiated power P (θ).
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This chapter gives a general overview of the methods used for growth, fabrication

and characterization of the quantum emitters and devices studied in this work.

Since all the nanofabrication techniques used in the cleanroom are standard in

the semiconductor processing industry, their description includes only the essential

details. A comprehensive illustration of those processes can be found in Ref. [55]

and [56].

3.1 QDs growth with Molecular Beam Epitaxy

The growth of QDs embedded in semiconductor structures requires the ability to

deposit pure crystalline layers with control of the thickness at the atomic level

[21]. The samples studied in Chapter 4 and Chapter 5 were grown by Molecular

Beam Epitaxy (MBE), an advanced crystal growth technique that enables precise

fabrication of two-dimensional layered semiconductors [57].

The MBE process takes place in an ultra-high vacuum chamber (∼ 10-10 mbar),

which includes different effusion cells loaded with the required elements such as Ga,

As, In and Al (Figure 3.1). The growth rate of those elements can be controlled

by adjusting the temperature of each cell and the molecular beams can be blocked

by externally controlled shutters [58]. The molecular beams ejected from the cells

are directed on a commercially available substrate that, during growth, is typically

heated to 450 - 650 °C and usually rotated to compensate for flux variations across

its area. Under appropriate conditions, the material coming from the effusion cells

can cover the wafer homogeneously with atomically thin layers of material known as

monolayers (MLs). Typical deposition rates for MBE growth of QDs can be on the
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Figure 3.1: Simplified schematic of a ultra-high vacuum chamber for molecular beam

epitaxy growth.

order of 1 ML/s and the growth progress is monitored in-situ using diagnostic tools

such as a mass spectrometer and a beam flux gauge.

In this work we used two different types of MBE-grown quantum dots, as explained

in the following subsections.

3.1.1 Stranski-Krastanov QDs

The sample presented in Chapter 5 (wafer W1562) was grown on a (100)-oriented

GaAs substrate by Lucy Goff at the Cavendish Laboratory of the University of

Cambridge. It contains InAs/GaAs dots that were self-assembled using the Stranski-

Krastanov (SK) method [59].

The main steps of the SK growth process are shown in Figure 3.2. First, a GaAs

buffer layer is grown on top of the substrate to reduce the surface roughness, followed

by In and As deposition for the growth of QDs. The formation of SK QDs relies on

the lattice mismatch between different semiconductors, which in the case of InAs and

GaAs is around 7% [60]. When atomic layers of InAs are deposited on GaAs, strain

builds up and, after a certain critical thickness, QD islands start to appear in order to

minimize the surface tension [25]. The final result is a two-dimensional layer, called

wetting layer (WL), with a plurality of randomly distributed QDs. SK InAs/GaAs

QDs have shown single photon emission in various wavelength ranges, depending
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3.1 QDs growth with Molecular Beam Epitaxy

Figure 3.2: Schematic of the Stranski-Krastanov growth mode of InAs/GaAs QDs by

molecular beam epitaxy. (i) An epitaxial GaAs buffer layer is grown on a commercial GaAs

substrate. (ii) InAs deposition and consequent formation of the WL. (iii) Further InAs

deposition leads to the formation of small QDs to minimize the surface tension (iv) The

InAs deposition continues until the QDs have reached the desired size and the growth is

complete. (v) QDs are capped with a layer of GaAs, which may cause changes in the dot

morphology.

on their size. The size of SK dots can be adjusted by tuning the temperature and

duration of the material deposition. For example, to obtain QDs emitting in the

telecom O-band a constant flow of InAs is usually applied after the initial formation

of the dots to push the WL to a second critical thickness and end up with bigger QDs

[61]. It is important to underline that the shape of the QDs is likely to change during

the capping process. As a result, AFM images (Figure 2.3) are useful to quantify

the dot density, but surface dots may show a different morphology compared to the

ones buried in the semiconductor matrix.

Finally it is worth mentioning that, due to technical imperfections, a small gradient

in the temperature and deposition rate is always experienced during growth. As a

result, the process is not perfectly homogeneous and the density and properties of QDs

in the centre of the wafer are usually different from the ones at the edge. Therefore, it
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is important to characterize every newly grown wafer to find the areas where the dots

show the desired emission wavelength and density. In our case, this characterization

was performed by cleaving the wafer and measuring photoluminescence on 3 or 5

different chips along the radial direction. The following calibration wafers have been

characterized in order to optimize the growth conditions for the final sample: W1532,

W1524, W1525, W1528, W1529, W1530, W1534, W1535, W1536, W1540, W1541,

W1542, W1556.

3.1.2 Droplet Epitaxy QDs

Because of its robustness and simplicity, SK growth is very popular in the research

community and has contributed to set the state of the art for quantum light sources

based on semiconductor QDs [62, 63]. However, the SK method shows some intrinsic

limitations such as the limited number of crystal orientations of the substrate, the

limited combinations of exploitable materials leading to a limited range of emission

frequencies, the difficulty of controlling the shape of the islands and the residual

strain and associated built-in fields [64].

In order to overcome those limitations, there has been an increasing research

interest in an alternative growth method known as droplet epitaxy (DE), which

originated from Koguchi and his coworkers [65, 66]. The DE method is based on

the separation of the group III and group V materials supply during the MBE

growth [67]. As a result, the QD preparation consists of two distinct steps, which

are summarized in Figure 3.3. First, group III metallic elements such as Ga, In,

Al, are deposited on the substrate surface, leading to the spontaneous formation of

nanometre-scale droplets. In fact, a compound semiconductor surface is normally

terminated with group V atoms due to their strong binding energy to the substrate.

After the first monolayer of group III elements is consumed by the surface group V

atoms, the excess materials form metallic nanodroplets in the Volmer–Weber growth

mode [68]. At this stage it is possible to control the droplet density and size by

changing either the temperature of the substrate or the total amount of material

deposited per unit area, although high substrate temperatures are usually preferred
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to obtain high-quality materials for device development. Those nanodroplets are

typically dome-shaped with the contact angle governed by the surface free energies,

but different configurations of In nanocrystals with both round and square edges

have been reported in literature.

Figure 3.3: Schematic of the Droplet Epitaxy growth mode: (i) Generation of metallic

droplets on the surface of the substrate by controlled deposition of a group III element (In

for the QDs studied in this work) in a molecular beam epitaxy chamber. (ii) Crystallization

of the metallic droplets by annealing in a group-V element atmosphere (As for the QDs

studied in this work), during which each single metal droplet becomes the starting point

of one nanostructure. (iii) Final result with crystallized 3D nanostructures. It is worth

noting that in DE the formation of a wetting layer can be entirely avoided by controlling

the surface reconstruction and composition before the droplet formation.

Once the first step is completed, the metal source is closed and the growth continues

with the crystallization of the metallic droplets by irradiation of the desired non-

metallic group V element, such as As, P, Sb, N. During this second step the impinging

As atoms are dissolved into the liquid metal droplet, which is then crystallized by

nucleation at the interface with the surface [64]. As a result, each single metal droplet

becomes the starting point of one nanostructure whose shape and topology can be

controlled by varying the parameters of the process [69]. The morphological features

of DE QDs are then reflected in their optical properties.

The QDs studied in Chapter 4 (wafer C200527) were grown using this method

on (111)-oriented GaAs substrates by Artur Tuktamyshev at the University of

Milan Bicocca. The following calibration wafers have been characterized in order to

optimize the growth conditions for the final sample: C200226a, C200226b, C200219a,

C200219b, C200226, C200227, C200228, C200603.
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3.2 Numerical FEM simulations

Numerical simulations are useful tools to study the behaviour of photonic devices

and optimise the choice of the design parameters before their fabrication on samples

containing QDs. In this work, we employed simulations based on the finite element

method (FEM) to design the circular Bragg gratings (CBGs) presented in Chapter 5

and 6.

For the majority of geometries and problems it is not possible to solve analytically

partial differential equations (PDEs) such as the wave equation. Instead, by discretiz-

ing the domain, one can create an approximation of the PDEs called numerical model

equations, which can be solved with numerical methods. The combination of the

local solutions to the numerical model equations will give, in turn, an approximation

of the real solution to the PDEs over the whole domain of interest [70]. A detailed

discussion of the finite element method can be found in Ref. [71] and Ref. [72].

The numerical simulations presented in this work were performed with the Wave

Optics module of the commercial software COMSOL Multiphysics [73]. Since the

feature sizes of the devices are comparable to the wavelength of interest, we decided to

use the frequency domain interface. Figure 3.4 shows an example of frequency domain

study applied to a CBG: a CAD model of the desired simulation domain is first

created in the software (a) and subsequently divided into smaller tetrahedral mesh

elements (b). Then, the time-harmonic wave equation for the electric field:

∇ × (µr
-1∇ × E(r)) − k0

2ϵrE(r) = 0 (3.1)

is solved over each mesh elements to calculate the global electric field distribution

at the desired frequency in the near-field region (r < λ). Finally, the electric field

distribution in the far-field region (r > 2λ) can be extracted from the near-field

profile using the Stratton-Chu formula, which for 3D models is:

Ef = jk

4π
r0

∫
[n × E − ηr0 × (n × H)]ejkr·r0dS (3.2)

Using Equation 3.2 to extract the far-field profile makes it possible to calculate the

collection efficiency into a microscope objective or the mode coupling in a single
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mode optical fibre without extending too much the dimensions of the simulation

domain.

(a) (b)

Figure 3.4: (a) Example of a 3D simulation domain for a circular Bragg grating (CBG).

The near-field air domain above the CBG is not included in this example to keep the device

visible. (b) Domain meshed with tetrahedral elements.

It is important to mention that, in general, optical problems require to resolve the

optical wavelength of interest with at least three discrete mesh elements. Refining

the mesh by decreasing the size of those elements improves the accuracy of the global

solution, but needs longer computational time and larger memory [70]. Therefore,

optimizing the mesh is one of the most critical steps in numerical simulations.

Since typical computational requirements for 3D simulations are quite demanding,

symmetry properties can be exploited in order to simplify the model. By cutting the

devices along the symmetry planes and imposing the proper boundary conditions, the

numerical equations can be solved on just a quarter of the domain. This approach

is extremely convenient during design optimisations, which usually require many

different parametric sweeps.

3.3 Device fabrication

This section describes the methods used for the fabrication of the Circular Bragg

Gratings presented in Chapter 5. Some specific details of the individual fabrica-
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tion steps are considered privileged information and therefore not included in the

description.

(a) (b) (c)

Figure 3.5: (a) Structure of the 240nm thick GaAs slab, incorporating SK InAs/GaAs QDs

capped with 5 nm of InGaAs. (b) Schematic of the initial sample structure grown by MBE

on GaAs (100) substrate. (c) Schematic of the final sample structure after the flip chip

processing, incorporating a backside Au mirror. These drawings are intended to provide

an intuitive representation of the wafer structures and the thickness of the layers is not to

scale.

The sample used for the fabrication of CBGs is a 240 nm thick GaAs slab incor-

porating InAs/GaAs SK QDs and a thin InGaAs layer (Figure 3.5a). The sample

was initially grown by MBE on a GaAs (100) substrate (Figure 3.5b): the epitaxial

structure starts with a 250 nm GaAs buffer, which helps reducing the surface rough-

ness and recovering good crystallinity [74]. Such a buffer is followed by a 200 nm

thick Al0.8Ga0.2As sacrificial layer, and then by the lower half (120 nm) of the GaAs

slab. Since Al0.8Ga0.2As and GaAs are almost lattice-matched (a = 5.653 Å for GaAs

and a = 5.669 Å for Al0.8Ga0.2As [75]), they can be grown in sequence with smooth

interfaces and no particular limitations on their thickness. In order to end up with

a layer of SK quantum dots in the middle of the slab, InAs was deposited on the

lower half of the slab. The dots were then capped with 5 nm of InGaAs, which is

critical to push the emission wavelength to the telecom O-band because of its lower
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bandgap energy compared to GaAs. Finally, another layer of 115 nm of GaAs was

grown on top of the InGaAs to complete the slab.

To improve the brightness of the QDs we decided to follow an established approach

and integrate in the structure of the sample a backside broadband gold mirror that

could redirect towards the collection optics the fraction of photons that usually

gets dispersed in the substrate (Figure 3.5c). This solution has been successfully

implemented in multiple devices at short wavelength [76, 77, 38]. Nevertheless, to

increase the amount of material available for the fabrication of the CBGs we chose

to operate on wafer scale, which required the development of a flip-chip post-growth

process described in the next subsection.

3.3.1 Flip-chip process: wafer bonding and substrate re-

moval

The flip-chip post-growth processing consists of a thermocompression Au-Au wafer

bonding followed by mechanical lapping and a selective wet etching to remove the

original GaAs substrate.

The main steps of the process are shown in Figure 3.6: first, a film of SiO2

is deposited on the GaAs slab by plasma enhanced chemical vapour deposition

(PECVD). This layer acts as a diffusion barrier for the gold and prevents the

penetration of any plasmonic effect within the device, avoiding a direct semiconductor-

gold interface. In order to enable the Au-Au bonding, approximately 500 nm of

Au are evaporated on top of the SiO2 and on a bare GaAs (100) wafer that will

act as a carrier substrate. Then, the two metallic surfaces are brought into atomic

contact applying force and heat simultaneously in order to generate a continuous

bond between the interfaces by solid-state diffusion [78].

After the bonding, the majority of the original GaAs substrate is reduced to a

thickness of 20-25 µm by mechanical lapping and polishing and then etched in a

solution of citric acid (C6H8O7) and hydrogen peroxide (H2O2) with ratio 5:1. This

etching step is highly selective [79] and stops at the AlGaAs interface. A final dip in
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Figure 3.6: Schematic representation of the processing steps. (i) A film of SiO2 is deposited

by PECVD on the GaAs slab with QDs. (ii) A layer of gold is evaporated on top of both the

SiO2 and the carrier wafer. (iii) The sample is flipped and bonded to the carrier wafer using

thermocompression Au-Au bonding. (iv) The majority of the original GaAs substrate is removed by

mechanical lapping and polishing. (v) The remaining 20-25 µm of GaAs are etched in a solution of

citric acid (C6H8O7) and hydrogen peroxide (H2O2) with ratio 5:1. The solution is highly selective

and the etching stops at the interface with the AlGaAs layer. (vi) The AlGaAs sacrificial layer is

etched in a solution of diluted HCl, yielding the final sample structure. This second etching step is

also highly selective and stops at the interface with the GaAs slab.

diluted HCl dissolves the AlGaAs, yielding the final structure which includes the

GaAs slab with QDs, a SiO2 film and the Au broadband backside mirror bonded to

the carrier wafer. The whole process is performed on wafer scale, which makes it

time-efficient and minimizes the loss of material due to side-etching effects. Once

the removal is complete, the wafer can be cleaved and pre-characterized in order to

find a suitable area for the fabrication of circular Bragg gratings by electron beam

lithography.
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3.3.2 Electron beam lithography

Electron beam lithography (EBL) is a powerful technique for the fabrication of

nanostructures that are too small to be defined using conventional photolithography,

with resolution capabilities of less than 10 nm that have been repeatedly demonstrated

[80] [81]. It works by scanning a tightly focused beam of electrons on a sample

covered with a thin electron-sensitive film (Figure 3.7), which changes its molecular

structure when exposed and enables selective removal of the exposed or non-exposed

regions. EBL offers the advantage of direct writing because patterns are written

directly from CAD design files, without the need of a physical mask. This enables

frequent and cost-free changes and makes it ideal for experimenting and optimising

different designs. On the other hand, EBL is more complex than conventional

photolithography and has lower throughput, since the beam has to write one device

at a time.

Figure 3.7: Schematic illustration of an electron beam lithography system: an electron gun

generates a beam of free electrons, which is accelerated, guided and focused on the sample by a

set of electromagnetic lenses and deflection coils. The sample is covered with an electron-sensitive

resist which changes its molecular structure when exposed to the electron beam. The movement

of the converged electron beam and the movement of the stage are controlled according to the

pre-defined lithography pattern.
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The main processing steps for the fabrication of nanophotonic devices with EBL

are shown in Figure 3.8a. First, the substrate is spin coated with a thin film of an

electron sensitive polymer, known as resist. The subsequent exposure to the electron

beam changes the molecular structure and therefore the solubility of the film: in case

of positive tone resist the molecular bonds are broken, creating short polymer chains

that are easily dissolved by an appropriate solvent known as developer. On the other

hand, a negative tone resist is cross-linked, becoming more difficult to dissolve in a

developer [82]. Once the development phase is completed, the desired mask is ready

for the pattern transfer onto the underlying substrate by dry or wet etching.

(a) (b)

Figure 3.8: (a) Schematic of the main processing steps for the fabrication of nanophotonic

structures with electron beam lithography. (b) Example of proximity correction applied to

a CBG written on ZEP 520A (positive resist). The corrected dose is represented by the

colour of the regions: the blue areas are written with the lowest dose and red areas with

the highest.

The circular Bragg gratings presented in this work were written by Jonathan

Griffiths at the Cavendish Laboratory of the University of Cambridge using a Leica

BV6 UHR system, with a beam voltage of 100 kV, a minimum beam diameter of

3 nm and an in-line resolution of 10 nm (25 nm with 500 µm field). The electron

32



3.3 Device fabrication

beam resist we chose was ZEP 520A (Zeon) [83], a positive tone resist that allows

for feature sizes down to 10 nm [84] and exhibits high dry etch resistivity [85].

One of the major complexities of EBL is given by the proximity effects during

the exposure, i.e. the unwanted exposition of the resist due to backscattered and

secondary electrons, which can cause deviations from the original design [86] These

processes are material-dependent and, before writing the pattern, they need to

be studied with dedicated simulations when the desired structures require high-

resolution. It is then possible to compensate for those effects (proximity correction)

by adjusting the exposure dose across the pattern [87]. Figure 3.8b shows an example

of proximity correction applied to a CBG pattern written on ZEP 520A, where the

colour represents the adjusted dose. After the exposure to the electron beam, the

resist was developed in n-amyl acetate, which causes selective removal of the exposed

ZEP 520A and produces the desired mask for the following pattern transfer by dry

etching.

3.3.3 Dry etching and resist stripping

Etching is a step of fabrication where layers of material are removed from the surface

of the sample. This can be achieved using either physical or chemical processes.

Physical removal is based on directional bombardment of the sample with high-energy

particles, while chemical processes rely on interactions with acids or other reactive

substances.

It is also important to distinguish between wet and dry etching: wet etching uses

liquid chemicals to attack the surface of the substrate, while dry etching can exploit

plasma, gas or ion beam and involve both physical and chemical processes. In terms

of results, wet etching can be relatively fast and show high selectivity for certain

materials, but it is generally isotropic by nature. On the other hand dry etching offers

the advantage of directionality, which helps producing straight edges. Therefore, the

appropriate etching process is usually chosen according to the materials involved

and the desired resulting profile. When performing dry etching, one should also

carefully select a proper type of mask. In fact, electron beam resist can be used for
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some processes but it will be attached by the etching agent and may be partially or

completely removed. Its suitability will ultimately depend on the duration of the

process and the target etch depth. In cases that involve long and deep etching, resist

is usually not appropriate and it is necessary to use a hard mask made of metallic or

dielectric material.

In general, the fabrication of circular Bragg gratings requires a highly directional

etching mechanism resulting in straight vertical side walls. Also, those etched surfaces

should be as smooth as possible, without any relevant damage. Therefore, we chose

a dry process based on an Ar/SiCl4 inductively coupled plasma (ICP). Since the

target etch depth was only 240 nm, the process could be performed directly on

the resist mask. After the exposure to plasma during dry etching, the remaining

resist is usually hardened and requires an appropriate mechanism to be stripped.

The residual ZEP 520A was first exposed to deep UV radiation for a few minutes

in order to decompose the polymer and then dissolved at room temperature into

Microposit Remover 1165 (Micro Resist Technology) [88], resulting in a clean sample

surface.

3.3.4 Quality control

After the fabrication steps described above, a subset of circular Bragg gratings was

inspected with a scanning electron microscope (SEM) to evaluate the quality of the

resulting devices (Figure 3.9). A qualitative evaluation of the SEM pictures provided

information about the etch depth and the profile of the side walls, while a deeper

analysis with the ImageJ software package was necessary to measure the size of the

fine features and their variation across the chip.

The results of the image analysis were then fed back into the design and fabrication

process to optimize each individual step, compensate for processing bias and improve

the resulting properties of the devices.
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Figure 3.9: SEM pictures of CBGs fabricated on a GaAs slab, with image analysis showing

the size of the fine features and an example of cross-section to evaluate the profile of the

etched trenches.

3.4 Optical characterization

The optical properties of the quantum dots and devices presented in this work

were characterized with the spectroscopic techniques described in the following

subsections.

3.4.1 Micro-PL spectroscopy

Photoluminescence (PL) spectroscopy measures the emission spectrum of a specimen

under optical excitation. In the case of quantum emitters, it is often called micro-PL

or µPL because a collection spot with a diameter of a few microns is typically used. In

general, it involves the excitation of charge carriers by a laser source and the collection

of the photons emitted by their recombination. Micro-PL measurements can be used

to identify transitions in quantum emitters, to study their power dependence and to
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Figure 3.10: Schematic of the home-built setup used for the micro-PL experiments on

InAs QDs. Depending on the particular measurement carried out, some additional optical

components such as filters, linear polarisers (LP), half-wave plates (HWP) or quarter-wave

plates (QWP) might be added in the beam path.

probe cavity modes in photonic devices. They are also used for the characterization

of newly grown samples, when it is important to determine the density and emission

wavelength of QDs across the wafer.

All micro-PL experiments on InAs QDs have been carried out in a home-built

setup in Cambridge. A schematic of the setup is shown in Figure 3.10: the sample is

placed in a closed-cycle cryostat able to reach temperatures down to 4K. In order to

ensure good thermal contact, it is firmly attached to the cold finger using conductive

silver paint and an integrated heater makes it possible to control the temperature

between 4K and 300K. The sample is excited from above using laser light that is

focused by a vertically mounted microscope objective with a numerical aperture

NA=0.5. The laser used is either a continuous-wave (CW) laser diode emitting at 785
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nm, or a pulsed laser diode emitting pulses at a central wavelength of 780 nm, with

adjustable repetition rate (10 - 80 MHz) and pulse width < 60 ps around threshold.

The objective is mounted on a three-axis translation stage for the positioning of

the excitation and collection spots. In order to navigate the sample, its surface is

illuminated by a broadband LED emitting around 1310 nm and the live image is

recorded by an InGaAs camera. The emission is collected through the same objective,

filtered with a long pass filter to remove any residual laser signal and coupled into a

spectrometer with cooled InGaAs detector. Finally, a personal computer records the

signal and displays the live image and PL spectrum.

An important task in the PL characterization of QDs is to identify transitions

corresponding to neutral excitons and to quantify their fine structure splitting

(FSS), which creates a decoherence mechanism that complicates entanglement based

experiments. As mentioned in Section 2.3.2, both the X and XX transitions are

usually linearly polarized doublets with components parallel to the crystallographic

axes of the substrate and can be recognized using polarization-resolved spectroscopy.

In fact, since the polarization of the emitted photon correlates with its energy, the

FSS can be quantified by including a rotating half-wave plate (HWP) and a fixed

linear polarizer (LP) in the collection arm of the microscope and measuring the

resulting shift in energy at the spectrometer. Occasionally, we also used a variation

of this method, which employs a rotating quarter-wave plate (QWP) and can provide

additional information such as the birefringence accumulated in optical fibre, as

explained in [31].

The identification of the trions as X+ and X- is less straightforward. In general,

the X+ and X- lines are expected to be at higher and lower energies than the neutral

exciton due to the Coulomb interaction [89]. For QDs embedded in a pin doped

structure, this prediction can be verified by observing the shift in relative intensity

from X+ and X- for increasing temperature.
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3.4.2 Time-resolved spectroscopy

The temporal evolution of the excited states in quantum emitters can be studied using

time-resolved spectroscopy. The measurements of luminescence lifetimes presented in

this work are based on a statistical process known as time-correlated single photon

counting (TCSPC), a powerful technique that detects single photons generated under

a periodic excitation signal and measures the time delay between the excitation

pulses and the detection events [90].

(a) (b)

Figure 3.11: (a) Schematic representation of the TCSPC measurement principle, from

Ref. [91]. The detector signal consists of a train of randomly distributed pulses due to the

detection of individual photons. When a photon is detected, the time of the corresponding

detector pulse is measured and recorded in a histogram. After a large enough number

of events, the waveform of the optical pulse builds up in the histogram. (b) Exemplary

lifetime of a quantum dot transition measured with TCSPC under pulsed laser excitation

at 40 MHz. The instrument response function of the setup (IRF, grey area) is determined

by the width of the laser pulses and by the response of the electronics and the detectors.

The dashed line represents the fit of the experimental data with a single exponential decay

function.
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The principle of TCSPC is represented in Figure 3.11a: multiple measurements of

single-photon events are discretized in time and combined to form a histogram. In

fact, for weak and high-repetition rate signals such as luminescence from a quantum

emitter under pulsed laser excitation, the light intensity is usually so low that the

probability to detect one photon in one signal period is much less than one and the

detection of multiple photons can be neglected [91]. Every photon measured by the

detector contributes to build the photon distribution and, when the number of events

recorded is large enough, the histogram reproduces the profile of the investigated

curve.

In the time-resolved measurements performed in this work, the sample is excited

with a pulsed laser and the emitted light is filtered with a diffraction grating. The

photons belonging to the transition of interest are then detected by a superconducting

nanowire single photon detector (SNSPD). An electronic photon counting module

records the counts on the detector as a function of the time delay with respect to the

trigger signal given by the laser. Figure 3.11b shows an example of decay-time of a

single quantum dot transition measured under pulsed laser excitation at 40 MHz.

The associated lifetime can then be extracted from the exponential fit of the decaying

portion of the curve (dashed line). The resolution of time-resolved spectroscopy,

represented by the grey area in Figure 3.11b, depends on the characteristics of the

particular PL setup used, since it is determined by the width of the laser pulses and

the response of the electronics and detectors.

3.4.3 Hanbury Brown and Twiss interferometry

The photon statistics of quantum emitters is usually studied with photon correlation

measurements using the Harbury, Brown and Twiss (HBT) setup. This setup is

similar to the one used for the time-resolved measurements described in the previous

subsection. However, here the light filtered by the monochromator is split with a

50:50 beam splitter and detected by a pair of single photon detectors (Figure 3.12a).

A TCSPC system records the photon coincidences as a function of the delay between

the detection events on the two detectors.
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(a) (b)

Figure 3.12: (a) Schematic of a Harbury, Brown and Twiss setup: the incoming photons are split

with a 50:50 beam splitter and directed towards a pair of single photon detectors (D1 and D2).

A TCSPC system records the time-resolved histogram of photon coincidences. (b) Example of

second order correlation of a quantum dot transition measured under CW laser excitation. The

solid line represents the fit of the experimental data and the value of g(2)(0) = 0.19 demonstrates

the single-photon nature of the QD emission.

For low intensities, the histogram built by adding those coincidences (Figure 3.12b)

gives an accurate estimate of the second order correlation function g(2)(τ), which

describes the correlation between the intensity of the light field I, with that after a

delay τ [25, 92]:

g(2)(τ) = ⟨I(t)I(t + τ)⟩
⟨I(t)⟩2 (3.3)

After the detection of a photon at t = 0 by the first detector, the probability of

recording a photon at t = τ with the second detector - and therefore the value of

g(2)(0) - is directly correlated to the statistical nature of the light source. For example,

a perfectly coherent source will give g(2)(τ) = 1 for every τ since I(t) = I(t + τ). A

thermal or chaotic source with high probability of multi-photon states in its statistics

will give g(2)(0) > 1, meaning that there is an increased probability that the detectors

would click simultaneously.
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On the other hand, for an ideal single-photon source g(2)(0) = 0. In fact, this source

cannot produce more that one photon per excitation period, hence the detectors

cannot click simultaneously. However, in experimental measurements, g(2)(0) is

always greater than zero because of multiphoton events related to the background

noise. The condition g(2)(0) < 0.5 is usually considered the threshold to demonstrate

single-photon emission. In fact, it can be demonstrated that the second order

correlation at zero delay for the combination of N ideal single photon sources can be

expressed as [93]:

g(2)(0) ≃ 1 − 1
N

(3.4)
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4

Cavity-enhanced InAs QDs

emitting at telecom

wavelength grown on

GaAs(111)A

This chapter presents the development of InAs/InAlAs droplet epitaxy QDs emitting

in the telecom O-band within a DBR microcavity grown on a vicinal (2° miscut)

GaAs(111)A substrate. The first part of the chapter describes the growth and

optical characterization of the sample. In the second part we report the results of

numerical simulations under the framework of the empirical pseudopotential and

configuration interaction method that were employed to study the impact of the

miscut angle on the optical properties of the QDs. The epitaxial sample studied in

this work was grown by Artur Tuktamyshev from the research group led by Prof.

Stefano Sanguinetti at the University of Milan Bicocca. The numerical simulations

were carried out by Geoffrey Pirard from the group led by Prof. Gabriel Bester at

University of Hamburg.

4.1 Introduction

Single and entangled photon emitters are fundamental building blocks for emerging

technologies such as quantum communication protocols and quantum networks

[94, 95]. In this framework, sources of entangled photon pairs based on the biexciton

(XX) – exciton (X) recombination cascade in semiconductor quantum dots [31, 96, 97]

offer multiple advantages such as electrical control, tuneability and integration with

various photonic structures including waveguides, cavities or microlenses [30, 28, 98,
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4 Cavity-enhanced InAs QDs emitting at telecom wavelength grown on GaAs(111)A

34, 99, 38, 39]. However, quantum dots typically show a fine structure splitting (FSS)

larger than the natural linewidth of the excitonic transitions [26, 100], which is caused

by anisotropies in their shape or composition and complicates entanglement-based

experiments. One of the possible solutions for the development of highly symmetric

QDs with low FSS is to self-assemble them on (111)-oriented substrates due to the

natural C3v symmetry of the surface [101, 102].

Moreover, for long-distance quantum communications and integration with the

existing fiber infrastructure it is necessary to select a material system that provides

emission at telecom-wavelength, such as InAs/GaAs or InAs/InP QDs [103, 104]. It

is worth noting that InAs QDs cannot be grown on GaAs (111) surfaces with the

common Stranski-Krastanov (SK) method. Instead, they require the more advanced

Droplet Epitaxy (DE) technique [64] which, as explained in Section 3.1.2, relies on

the formation of group-III metal droplets followed by crystallization in a group-V

atmosphere.

The formation of telecom-wavelength InAs/InAlAs QDs with FSS as low as 16

µeV on GaAs(111)A has been recently demonstrated [105]. However, previous works

on (100) substrates suggest that incorporating those emitters in a one-dimensional

microcavity could significantly improve the photon collection efficiency and generate

sufficient signal intensity for applications, [106, 107, 108]. Unfortunately, the depos-

ition of distributed Bragg reflectors (DBRs) on singular (111) substrates presents

further complications because very low growth rates below 0.03 nm/s are usually

required to obtain flat epilayers [109].

In this chapter we demonstrate self-assembly of InAs/InAlAs DE QDs emitting

in the telecom O-band within a DBR microcavity grown on a vicinal (2° miscut)

GaAs(111)A substrate. Thanks to the presence of the miscut, the growth rate can

be up to one order of magnitude higher (≈ 0.14 – 0.28 nm/s) and therefore similar

to the ones used on standard GaAs(100) [110, 111]. Moreover the propensity of twin

defects in the AlGaAs layers, which often limit the quality of structures grown on

singular (111) substrates [110], is strongly reduced.
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4.2 Sample growth

The sample (wafer C200527) was grown by Artur Tuktamyshev at the University of

Milan Bicocca. The epitaxial structure (Figure 4.1a) was deposited on an undoped

vicinal GaAs(111)A substrate with 2° miscut along the [1̄1̄2] direction in a solid

source MBE system. After a GaAs buffer layer, a bottom DBR with 25 repeats of

λ/4 Al0.5Ga0.5As/GaAs layers was grown at 600°C using deposition rates of 0.28

nm/s and 0.14 nm/s respectively. Such a DBR was designed provide high reflectivity

for a wavelength range centred around 1310 nm and its morphology (Figure 4.1b) was

optimized for the subsequent growth of InAlAs metamorphic buffer layer (MMBL)

and DE QDs. The relatively low 50% Al concentration in the Al0.5Ga0.5As layers

was chosen to obtain the best compromise between refractive index contrast and

low surface roughness. In fact, we noticed an increased propensity of stacking fault

and twin defects for high Al content caused by the lower mobility of Al adatoms

compared to Ga [110].

(a) (b)

Figure 4.1: (a) Schematic drawing showing the layer structure of the sample. (b) AFM

scan showing the topography of the Al0.5Ga0.5As/GaAs DBR structure grown on vicinal

GaAs(111)A substrate.
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Next, DE InAs QDs with an approximate density of 1×108 cm-2 were formed

in the middle of a λ/2 cavity consisting of 201.6 nm of In0.6Al0.4As by supplying

1 ML (monolayer) of In at 370°C with a deposition rate of 0.003 nm/s and then

crystallizing for 8 minutes in As4 atmosphere at 300°C. During the In deposition the

residual As4 beam equivalent pressure (BEP) was kept below 3×10-9 torr. The As4

valve was then opened for the crystallization step, resulting in a BEP of 3×10-5 torr.

These parameters are similar to those previously developed for growth on singular

GaAs(111) substrates. Finally, a weakly reflective top mirror consisting of three λ/4

layers (GaAs/ Al0.5Ga0.5As/ GaAs) was deposited with the same conditions used for

the bottom DBR.

4.3 Experimental results

The sample was characterized using the PL setup described in Section 3.4.1. Unless

stated otherwise, the measurements presented below were taken at a cryogenic

temperature of approximately 5K.

4.3.1 Reflectivity measurements

The asymmetric cavity described in the previous section was designed to limit

the photon leakage into the substrate and direct the emitted photons towards the

collection optics. As shown in Figure 4.2a, the bottom DBR is meant to provide

a reflectivity > 90% for a broad wavelength range in the telecom O-band and the

structure supports a cavity mode centred at 1310 nm.

In the first step of the characterization process we probed the presence of the

expected cavity mode using reflectivity measurements: we illuminated the devices

with uncollimated light emitted by an O-band broadband LED source (∼70 nm

FWHM) and recorded the reflected signal with the spectrometer. In order to cancel

the effects of the wavelength dependence in the LED emission, in some of the

optics and in the efficiency of the detector, the signal collected from the sample was

normalized by the signal reflected by a gold mirror. As reported in Figure 4.2b, the
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(a) (b)

Figure 4.2: (a) Reflectivity of the bottom DBR mirror and the optical cavity simulated

with the transfer matrix method. (b) Reflectivity measurement taken on the optical cavity

and corresponding Gaussian fit (dashed line), showing a mode centered at 1307 nm with

FWHM = 39 nm.

dip in the reflectance spectrum confirms the existence of a cavity mode at the desired

wavelength. The dashed line represents the fit with a Gaussian curve centered at

1307 nm (39 nm FWHM), only 3 nm away from the design value.

4.3.2 Micro-PL measurements

Figure 4.3a shows a typical O-band photoluminescence spectrum from the sample.

The comparison with an exemplary PL measurement taken in the same setup on

InAs/InAlAs QDs grown without DBR mirrors (Figure 4.3b) confirms that the

presence of the optical cavity leads to an enhancement of the signal intensity by a

factor > 5. The FWHM of the spectral lines is extracted with a Gaussian fit as

shown in Figure 4.3c. Fitting 30 different transitions reveals no correlation between

the emission wavelength and the linewidth, which varies between 100 µeV and 550

µeV (Figure 4.3d). Those rather broad linewidths are consistent with previously

reported values [105] and originate from the presence of point defects and threading

dislocations in the InAlAs barrier layers. We also notice an improvement in the
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signal/background ratio and an important reduction in the density of spectral lines,

which makes it possible to isolate the emission pattern of single QDs.

(a) (b)

(c) (d)

Figure 4.3: (a) Typical PL emission of an individual InAs QD within the optical cavity

under CW laser excitation at 785 nm. (b) Example of PL emission measured in equivalent

conditions on a different sample [105] with the same InAs/InAlAs QDs but no DBR mirrors.

(c) Example of Gaussian fit of the two brightest transitions from the spectrum reported in

panel (a). (d) Linewidth statistics obtained from the Gaussian fit of 30 spectral lines.

To quantify the FSS, we employed the well-established half-wave plate (HWP)

method [112, 31] by sending the PL signal through a rotating HWP and a fixed

linear polarizer (LP) mounted in the collection arm of the setup and measuring the

resulting shift in energy at the spectrometer. An example of FSS measurement is
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shown in Figure 4.4a, where the energy shift as a function of the wave-plate angle

follows the expected sinusoidal behavior (dashed line). A statistical distribution

was obtained by repeating the measurement on 35 lines of unidentified species in

the telecom O-band: as reported in Figure 4.4b, approximately 50% of the QDs

investigated show a FSS < 50 µeV, while larger values between 70 µeV and 300 µeV

are recorded in the other cases.

The presence of emitters with large FSS may originate from unexpected anisotropy

in some of the QDs examined. To gain more insight into this phenomenon, we

carried out an additional investigation focusing on the orientation of the neutral

excitons. First, we adjusted the position of the sample in the cryostat such that it

was possible to identify the direction of the miscut steps with respect to the lab frame

and to the optics mounted in the collection arm of the confocal microscope. Then

we repeated the FSS measurements over different QDs and selected 35 neutrally

charged excitons with splitting larger than 10% of the linewidth. For the majority

of those emitters we found that the oscillations of the energy offset display the first

maximum for a similar HWP rotation, suggesting that the dipoles are aligned along

one preferential direction. The Gaussian fit in Figure 4.4d shows that the statistical

distribution is centred around ∆ϕ = 3.1°(± 2.2°), indicating that the component of

the excitonic doublets higher in energy tends to be polarized along [112̄]. In fact,

the small discrepancy of ≈ 3° can easily be attributed to limited accuracy while

mounting the sample.

Interestingly, a small group QDs exhibits perpendicular polarization aligned with

[11̄0]. As it was not possible for most emitters to clearly identify a XX-X pair and the

FSS was extracted from one spectral line only, it may be possible that these values

originate from a XX transition and consequently have the highest energy component

oriented at 90° with respect to the exciton due to conservation of energy and spin.

In summary, these results suggest that the presence of a 2° miscut introduces a

privileged direction in the natural C3v symmetry of the system.
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(a) (b)

(c) (d)

Figure 4.4: (a) Example of FSS measured on an InAs QD emitting in the telecom O-band using the

HWP method. The dashed line is the sinusoidal fit of the energy offset. (b) Statistical distribution

obtained by measuring the FSS of 35 spectral lines of unidentified species. The orange area indicates

the estimated resolution limit for a transition with 250 µeV linewidth. (c) Dipole orientation of

the neutral excitions as a function of the FSS measured on 35 QDs. ∆ϕ is the angular offset with

respect to the [1̄1̄2] direction while the orange area indicates the estimated resolution limit for a

transition with 250 µeV linewidth. The data points are plotted in violet when it was possible to

identify clearly a XX-X pair and in blue when FSS and ∆ϕ were extracted from one line only. (d)

Corresponding histogram with Gaussian fit of the statistical distribution. The vertical dashed line

shows the direction of the miscut steps.
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4.4 Numerical simulations

Following the experimental observations presented above, our collaborator Geoffrey

Pirard from the University of Hamburg carried out numerical simulations to better

understand the impact of the miscut on the optical properties of the QDs. This

section contains a brief description of the model and the simulations to facilitate the

interpretation of the experimental results.

4.4.1 Numerical model

Since the structure of the sample could not be reproduced because of computa-

tional limitations, we considered 3 simplified material systems. First we studied

GaAs/AlAs(111) QDs, which is a simple case with no strain or alloy. Then we

examined GaAs/Al0.15Ga0.85As(111) QDs to isolate the effects of alloying and finally

InAs/GaAs(111) QDs, which is an idealised version of the sample and reveals the

impact of strain.

The dots were modelled as hexagonally based truncated pyramids with a diameter

of 70 nm, a height of 4 nm and a variable miscut angle ranging from 0°to 3°along

[1̄1̄2]. They were placed at the centre of a cubic simulation box filled with the

barrier material and the structure was allowed to relax in order to minimise the

strain energy using a generalised valence force field (GVFF) model [113, 114]. The

single-particle Schrödinger equation was then solved under the framework of the

empirical pseudopotential method (EPM) [115] using a strained linear combination

of bulk Bloch bands (SLCBB) [116] as a basis to expand the wave functions. Next,

the many-body problem was addressed through a configuration interaction (CI)

scheme [117], in which the correlated exciton wave function are described as a

linear combination of singly excited Slater determinants while the Hamiltonian is

constructed from the electron-hole Coulomb and exchange integrals. The latter were

calculated from the SLCBB wave functions and screened according to the Resta

model [118].
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4.4.2 Influence of the miscut on the optical properties of the

QDs

Figure 4.5 shows the polarisation of the two decay paths from the exciton state, with

polar diagrams of the squared optical transition dipole matrix element calculated for

the 3 cases described above as a function of the miscut angle α. For GaAs/AlAs(111)

QDs characterized by the exact C3v symmetry, the two decay paths from the exciton

state are indistinguishable at α = 0° and therefore can be represented by circularly

polarised emission with equal intensity in the linearly polarised measurements.
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Figure 4.5: Polar diagrams showing the square of the optical transition dipole matrix

element calculated for GaAs/AlAs (top panel), GaAs/Al0.15Ga0.85As (middle panel) and

InAs/GaAs (bottom panel) QDs assuming different values of the miscut angle α. ‘XLOW’

(‘XHIGH’) represents the lowest (highest) lying bright exciton state in energy. When two

exciton bright states are degenerate, they are labelled ’XCIRC’. The black line labeled ’Sum’

represents the net total polarization from which the DLP is extracted.
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4.4 Numerical simulations

When a miscut is introduced, the decay paths become distinguishable and the

polarisation of the emitted photons reconfigures such that the lowest lying bright

exciton state (XLOW) is polarised along the [11̄0] crystal axis whereas the polarisation

of second bright exciton (XHIGH), higher in energy, is oriented perpendicularly along

[112̄]. The net total polarisation aligns with [11̄0] and the degree of linear polarisation

(DLP) increases slightly with the miscut.

If the AlAs barrier is replaced with Al0.15Ga0.85As the degeneracy of the exciton

states for α = 0° is broken, presumably because of the inhomogeneous composition.

Furthermore, the rotation of the polarisation as a function of the miscut becomes

smoother such that perfect alignment with the crystallographic axes is only achieved

for higher values of α. Finally, InAs/GaAs(111) QDs shows the same behaviour

already described for GaAs/AlAs(111), but with a steeper increase of the DLP.

These simulations explain the experimental results reported in Figure 4.4c and 4.4d,

indicating that the miscut is directly responsible for an abrupt change in polarisation

and the appearance of a clear preferential orientation in all the material systems

considered. We observe that effects of alloying are weaker than the impact of the

miscut, which dominates for α > 1° and is enhanced by the addition of built-in

strain. From these findings, we also conclude that the 5 data points in Figure 4.4c

with polarization oriented along [11̄0] are most likely biexciton transitions.

To clarify the physical origin of this behaviour, Figure 4.6 presents the calculated

charge densities of the electrons (e0) and holes (h0) in the conduction and valence

ground states for GaAs/AlAs(111) and InAs/GaAs(111) QDs. In strain-free QDs

both the hole and electron wave functions have a circular s-like symmetry for α = 0°.

The introduction of the miscut steps makes the side of the QD towards [112̄] thicker

than the one towards [1̄1̄2] (Figure 4.7). As a result, the wave functions localise at

the thicker edge of the dot and their spatial distribution becomes strongly elongated

in the [11̄0] direction. The same situation is observed in the alloyed case, except for

the distortion in the otherwise circular wave function that it causes.

The picture becomes more complicated in InAs/GaAs(111) QDs: in fact, the

electron wave functions can spread more than in the strain-free case and they are
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4 Cavity-enhanced InAs QDs emitting at telecom wavelength grown on GaAs(111)A

Figure 4.6: Spatial profile of the electron (e0) and hole (h0) wave functions calculated for

GaAs/AlAs QDs (top panel) and InAs/GaAs QDs (bottom panel) with miscut angle α

ranging from 0°to 3°. The quantisation axis, i.e. [111], is pointing towards the reader.

also found to be more elongated in the [11̄0] direction. At the same time, the holes

are more confined so that their progression towards the edge of the QD as α increases

is slower and their charge densities are less elongated than in GaAs/AlAs(111)

QDs. The elongation of the electron wave function increases with the miscut and

is responsible for the growth of the intensity of polarisation along [11̄0] (I[11̄0]), in

agreement with previous studies on elongated QDs [119]. Nevertheless, because of

the different progression of the wave functions towards the edge of the dot, there

may be a second motivation behind the optical anisotropy which derives directly

from the definition of the dipole moment and is not only function of the elongation

but also of the spatial separation between opposite carriers (deh). In fact, such a
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Figure 4.7: Schematic diagram showing a cross-section of an InAs QD deposited on a

(111)-oriented surface with miscut towards [1̄1̄2]. The presence of miscut steps makes the

side of the QD towards [112̄] thicker than the one towards [1̄1̄2]

distance remains nearly constant and close to zero in the [11̄0] direction but keeps

diminishing along [112̄] as α increases, which ultimately provokes a lowering of the

intensity of polarisation along [112̄] (I[112̄]).

The combination of the two phenomena discussed above lies behind the optical

anisotropy in QDs grown on (111) vicinal substrates and the resulting preferential

orientation for the polarisation of the neutral excitons observed in our measurements.

It is now clear that in GaAs/AlGaAs QDs the anisotropy originates from the

elongation of the electron and hole wave functions which are localised within the

same effective volume of interaction. On the other hand, in InAs/GaAs QDs, the two

effects discussed above come into play so that I[1̄1̄2] is modulated by the magnitude

of deh. As a result, when a 2° miscut is introduced the polarisation aligns with the

direction of the steps in both cases, but with a different DLP.

4.5 Conclusions

Previous reports have demonstrated the growth on GaAs(111)A vicinal substrates of

DE InAs/InAlAs QDs with low FSS that can be used to generate entangled photons

at telecom wavelength. However, for their practical use in quantum communica-
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4 Cavity-enhanced InAs QDs emitting at telecom wavelength grown on GaAs(111)A

tion applications it is desirable to improve the extraction efficiency of the emitted

photons.

In this chapter we reported the formation of telecom-wavelength InAs/InAlAs

droplet epitaxy QDs within an optical cavity on a vicinal GaAs(111)A substrate.

First, we demonstrated that incorporating the QDs in an optical microcavity based

on GaAs/AlGaAs distributed Bragg reflectors produces an enhancement of the bright-

ness by a factor > 5 in the telecom O-band, together with a remarkable reduction

in the density of spectral lines and background. The optical characterization of the

sample also revealed that the fraction of emitters with less than 50 µeV splitting

is approximately 50%. Because of the wide applicability of the DE growth scheme,

those results can be easily transferred to different wavelengths or material systems.

Further improvements in the extraction efficiency can be achieved by etching nano-

structures such as mesas or micropillars. Also, linewidths and FSS can be reduced

by changing the composition of the barrier layer from InAlAs to InGaAs [105, 120]

and employing a smaller miscut angle, respectively.

Finally, our measurements showed that, despite the symmetry of the (111)-oriented

substrate, the QDs tend to have dipoles aligned along a specific direction. In fact,

numerical simulations based on the EPM and CI methods carried out by collaborators

at the University of Hamburg have confirmed that presence the miscut modifies the

spatial distribution of the electron and hole wave functions, leading to their elongation

in the [11̄0] direction. This phenomenon influences the polarization of the excitonic

states introducing a clear preferential orientation in the natural C3v symmetry of the

surface, while the addition of strain due to lattice mismatch modulates and enhances

this effect.

56



5
Bright Purcell-enhanced

single-photon sources in the

telecom O-band

This chapter presents the integration of InAs/GaAs QDs emitting in the telecom

O-band with hybrid circular Bragg gratings (CBGs), which are a promising route

to provide broadband optical enhancement of the radiation emitted by single and

entangled photon sources. The first part of this chapter describes the design of CBGs

operating in the telecom O-band and the fabrication of those devices on a GaAs

slab with InAs QDs. The second part presents the characterization of the fabricated

devices using photoluminescence spectroscopy and time-resolved measurements.

5.1 Introduction

As explained in Section 2.4.3, semiconductor quantum dots usually show low extrac-

tion efficiencies. In fact, half of the photons are emitted away from the surface and

get absorbed in the substrate. Moreover, the high refractive index contrast at the

semiconductor-air interface keeps most of the radiation trapped inside the sample.

The first issue is usually addressed by creating a reflective backplane that “recycles”

the light and redirects it towards the objective. In epitaxial structures a bottom

mirror can be introduced by growing distributed Bragg reflectors (DBRs), i.e. a

series of layers with thickness λ/4ni, where ni is the refractive index of the material

i. As shown in Chapter 4, this concept can be exploited further by growing also

a weaker top DBR and forming an optical microcavity with improved collection

efficiency for certain frequencies [106, 121]. By increasing the number of layers in the

top and bottom DBRs the effect of such a resonant cavity is usually intensified over
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5 Bright Purcell-enhanced single-photon sources in the telecom O-band

a narrower spectral range, however typical efficiencies for those structures saturate

around 10% to 20% [122] and no relevant Purcell enhancement is predicted for planar

microcavities [123].

Alternatively, better performances can be achieved with more elaborated devices:

fabricating nanocavities like photonic crystals [28] and micropillars [124, 98] leads

to high extraction efficiencies and strong Purcell enhancement, but their working

principle is intrinsically narrowband. As a result, those devices require further efforts

to achieve spectral overlap with the cavity mode and may not be suitable for the

enhancement of entangled photon pairs. On the other hand, geometric approaches like

microlenses [38] are generally easier to implement and provide efficiencies larger than

50% over a large bandwidth, but cannot guarantee any Purcell enhancement.

In this framework, hybrid circular Bragg gratings (also known as bullseye cavities)

emerged as a promising alternative thanks to a novel flip-chip process for the

integration of a broadband backside gold mirror, which eliminates the loss of photons

into the substrate as well as the issue of a fragile free-standing membrane [125, 126].

The first experiments with those structures set new benchmarks for the entanglement

fidelity, the photon indistinguishability and the single photon and entangled photon

pair collection efficiency [76, 77], but they focused on the short wavelength range

(780 nm - 880 nm). Despite the progress in the O-band achieved in more recent works

[127, 128], comparable results at telecom wavelength have not been achieved yet.

Moreover, all those reports demonstrated the operation of a single optimized device,

while the reproducibility of their performances remains an open question.

In this chapter we present the design and characterization of efficient quantum

light sources in the telecom O-band based on InAs QDs into hybrid circular Bragg

gratings. First, we investigate and optimize the performances of those devices using

3D FEM simulations in the frequency domain. Then, we characterize the fabricated

CBGs demonstrating efficient and Purcell-enhanced single-photon emission. Finally,

we address the question of reproducibility by benchmarking the performances of

multiple devices.
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5.2 Device design

5.2 Device design

A hybrid circular Bragg grating consists of a set of concentric trenches etched with

periodicity a in a semiconductor slab around a central disk, with QDs grown at half

the slab thickness (Figure 5.1). The refractive index contrast at the trenches causes

strong in-plane reflections, leading to a cavity resonance localized in the central disk.

Meanwhile, part of the in-plane emission is directed vertically by the concentric rings

which meet the second-order Bragg condition.

(a) (b)

Figure 5.1: (a) Schematic representation of a hybrid CBG on GaAs. (b) Schematic cross-

section of the device showing the different layers and the most important design parameters,

i.e. the lattice constant a, the width of the trenches w and the radius of the central disk R.

Since half of the emitted photons would be dispersed in the substrate, the device

includes a backside broadband gold mirror separated from the slab by an insulating

layer of SiO2. This layer not only prevents the diffusion of gold within the device, but

also acts as a barrier for any plasmonic effect that could form at the semiconductor-

metal interface. If the thickness of SiO2 is properly designed, almost all the photons

leaking into the substrate can be effectively reflected from the gold mirror and

redirected upwards, where the bright emission can be collected with high efficiency

by the objective lens.

5.2.1 Numerical simulations

In order to fabricate CBGs operating at telecom wavelength we first studied and

optimized the performances of those devices using the COMSOL simulation suite:
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5 Bright Purcell-enhanced single-photon sources in the telecom O-band

in particular, we ran 3D FEM simulations in the frequency domain using the Wave

Optics module. More details about FEM simulations are given in Section 3.2.

In our simulations, the CBG is excited with an electric dipole source oriented

along the y axis and placed in the centre of the GaAs disk (x=0, y=0) at half of the

slab thickness, reproducing the photon emission from an individual quantum dot.

Moreover, the model is surrounded by perfectly matched layers (PMLs), i.e. artificial

strongly absorbing layers that avoid undesired reflections of the emitted radiation.

The Purcell factor F p is obtained as the ratio between the power emitted by the

dipole source embedded in the CBG and the power emitted by the same dipole in

semi-infinite GaAs. The ability of the device to direct photons towards the collection

optics is estimated using the following quantities [129, 127]:

1. The extraction efficiency is the percentage of emitted radiation that can escape

into the air domain above the device.

2. The far-field efficiency in a certain numerical aperture (NA) is the far-field

intensity integrated on such NA divided by the far-field intensity in the upper

air hemisphere.

3. the dipole collection efficiency (DCE) in a certain NA is the product of the

extraction efficiency and the corresponding far-field efficiency.

We based the initial choice of parameters on the results of a recent design study

published by Rickert et al. [127], which demonstrated that a single device can

support a broad cavity mode (λ = 1319 nm, F p = 15, FWHM = 11.9 nm) and

display high extraction efficiency in the whole telecom O-band. This broadband

version of the CBG structure should also guarantee an improved robustness against

common fabrication imperfections and spatial displacement of the emitter. Since the

GaAs wafer used in this work showed a high-density QD emission centred around

1290 nm, we investigated the influence of the lattice constant a and the radius R of

the central disk on the resonance wavelength of the CBGs in order to re-optimize

the device design. In fact, the resonance condition for an optical cavity consisting of
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(a) (b)

(c)

Figure 5.2: (a) Resonance wavelength as a function of the radius R for a GaAs CBG

(tGaAs= 240 nm, tSiO2= 300 nm) with 4 rings w = 300 nm and a = 620 nm. The dashed

line represents the linear fit of the data points. (b) Resonance wavelength as a function of

the lattice constant a for a GaAs CBG (tGaAs= 240 nm, tSiO2= 300 nm) with 4 rings, w

= 300 nm and R = 510 nm. The dashed line represents the linear fit of the data points.

(c) Simulated performance of the optimized CBG (tGaAs= 240 nm, tSiO2= 300 nm, R =

510 nm, a = 600 nm, w = 300 nm) with Purcell factor (solid line) and DCE in NA = 0.65

(dashed line) as a function of wavelength.
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5 Bright Purcell-enhanced single-photon sources in the telecom O-band

the central disk and diffractive grating can be written as [129]:

(nslab · 2R) + (ngrating · leff) = m · λ (5.1)

where nslab and ngrating are the effective refractive indexes experienced by the guided

TE mode in the central disk and in the grating respectively, leff is the effective mirror

length (i.e. the penetration depth of the mode into the grating) and m the mode

index.

As shown in Figure 5.2, the resonance wavelength shifts linearly with R and a: a

∼ 17 nm red-shift of the cavity mode is observed when increasing R by 10 nm, with

negligible effect on the Purcell factor. On the other hand, the red-shift caused by

the lattice constant is less pronounced, approximately 5 nm when a is increased by

10 nm, but it has a stronger effect on F p because this parameter is directly related

to the reflectivity of the grating and therefore to the confinement capability and Q

factor of the cavity. The final set of design parameters produced by our optimization

is: tGaAs= 240 nm, tSiO2= 300 nm, R = 510 nm, a = 600 nm, w = 300 nm. The

optical performances of the optimized device are summarized in Figure 5.2c, which

shows a collection efficiency in NA = 0.65 above 80% for a 50 nm wavelength range,

in addition to a cavity mode around 1294 nm, with Purcell factor F p ∼ 20 and

FWHM = 10.2 nm.

5.2.2 Final mask

From the results of the calculations presented in the previous section, we created

an electron-beam mask for test chips where the CBGs are arranged in matrices

with eleven rows and thirteen columns (Figure 5.3). The parameters that are varied

within a matrix are the lattice constant and the radius of the central disk, while

the width of the trenches changes when moving from a matrix to another. This

variation of multiple parameters is necessary to cover the QD emission range as well

as to maximize the chances of having efficient devices: in fact the bonding process

might have slightly altered the structure of the sample and there also needs to be

some room to compensate for fabrication imperfections. In order to speed up the
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characterization we etched ten concentric rings for each device: according to the

simulations, the outer rings do not improve the optical properties of the CBGs but

make it easier to find them under the microscope.

Figure 5.3: Exemplary matrix from the electron-beam mask where the lattice constant

and the radius of the central disk are varied between different devices. The detail on the

right-hand side shows a close-up of one device with part of its label.

In total, we fabricated seven test samples on wafer W1562 following the methods

described in section 3.3. Once the lithography was optimized, we restricted the set

of parameters in the mask and tried to target the area of the wafer with the lowest

dot density.

5.3 Experimental results

All the fabricated CBGs were characterized using the PL setup described in Section

3.4.1. Unless stated otherwise, the measurements presented below were taken at a

cryogenic temperature of approximately 5K.

5.3.1 Reflectivity measurements

The first step of the characterization process focuses on the optical response of the

CBGs disregarding the presence of QDs. In particular, we investigated the presence

of cavity modes localized in the central disk using reflectivity measurements: we

illuminated the devices with uncollimated light emitted by an O-band broadband LED
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5 Bright Purcell-enhanced single-photon sources in the telecom O-band

(a) (b)

Figure 5.4: (a) Reflectivity signal collected on a CBG (orange) and on an unpatterned

region of the sample (teal) illuminated with a broadband LED emitting around 1310 nm.

(b) Reflectivity spectrum obtained normalizing the signal collected on the device by the

one collected on an unpatterned region of the sample. The presence of a cavity mode is

indicated by the dip around 1305 nm.

source (∼ 70 nm FWHM) and recorded the reflected signal with the spectrometer.

To compensate for the effects of wavelength dependence in various components of the

setup (i.e. the LED emission, the optics and the efficiency of the detector) as well as

in the layer stack of the wafer and focus only on the modes confined in the centre of

the devices, the signal collected from a CBG was normalized by the signal collected

on an unpatterned region of the sample (Figure 5.4). In these measurements the

presence of a mode usually appears as a dip in the spectrum, indicating that some

of the LED light has been coupled into the cavity [130]. As explained above, such

a dip is expected to shift towards longer wavelength for devices with bigger lattice

constant or radius of the central disk.

An example of this behaviour is reported in Figure 5.5, where we show the cavity

modes (i.e. reflectivity-1) measured on CBGs with the same design parameters

but incresing values of R or a. Despite some small differences in the resonance

wavelength, the experimental results show that the fabricated devices operate in the

desired spectral range around 1300 nm. We also observe the expected redshift of
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(a) (b)

(c) (d)

Figure 5.5: (a) Cavity modes measured on 3 CBGs with the same lattice constant a =

620 nm but different radius of the central disk (R = 500 nm, 510 nm and 520 nm). (b)

Cavity modes measured on 3 CBGs with the same radius R = 510 nm but different lattice

constant (a = 600 nm, 620 nm and 640 nm). (c) Simulated cavity modes for 3 CBGs

having the same design parameters of the ones measured in panel (a). (d) Simulated cavity

modes for 3 CBGs having the same design parameters of the ones measured in panel (b).
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the resonance when increasing the radius of the central disk (Figure 5.5a and 5.5c)

or the lattice constant (Figure 5.5b and 5.5d), with a more pronounced effect of R

as predicted by our calculations. This ability to adjust the resonance wavelength is

important for future optimizations, where a QD with optimal quantum properties

can be pre-selected and a CBG can be fabricated around it using in-situ electron

beam lithography. Finally, we notice that the modes are broader than expected from

the simulations and there are considerable differences in the bandwidth when moving

from a device to another, with FWHM varying from ∼ 18 nm to ∼ 29 nm. It is not

unreasonable to attribute all those discrepancies to the presence of imperfections in

the fine features.

5.3.2 Micro-PL measurements

As discussed in Section 3.4.1, we employed micro-PL spectroscopy to characterize

the emission spectrum of the QDs under above-band laser excitation. In Figure 5.6a

we report an exemplary PL spectrum from an unetched region of the sample, which

confirms the presence of QDs in the slab after wafer bonding and substrate removal.

In particular, the spectrum is characterized by emission lines in the telecom O-band

sitting on a broader background, which is centred around 1290 nm and indicates a

high-density QD distribution. It is worth noting that the density seems to decrease

on the tail of the distribution, where it is possible to observe isolated QD lines with

low background around 1330 nm and above (Figure 5.6b).

Figure 5.7a shows a typical micro-PL signal from a CBG (a = 610 nm, R = 520

nm) under above-band laser excitation. The spectrum indicates a clear enhancement

of the PL intensity by approximately two orders of magnitude compared to the bare

slab. Such an enhancement originates from both the efficient out-of-plane coupling

and the presence of a cavity mode. Moreover, we observe a reduced density of

spectral lines, which makes it possible to isolate the emission pattern from single QDs

in the spectral region above 1330 nm. Unless stated otherwise, the measurements

described below and in the following subsections will refer to the QD reported in

Figure 5.7b.
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(a) (b)

Figure 5.6: (a) Micro-PL signal from an unetched area of the sample under 3 µW above-

band CW laser excitation, showing the presence of QDs in the GaAs slab after wafer

bonding and substrate removal. (b) Detail of the isolated emission lines on the tail of the

distribution.

Since the PL spectrum of such a dot is characterized by the presence of individual

lines from various charge configurations, we performed polarization resolved meas-

urements (Figure 5.7c) as described in Section 3.4.1, which allowed us to clearly

determine the neutral X and XX states. As shown in Figure 5.7d, the energy shift

as a function of the quarter wave-plate angle follows the expected behaviour [31],

indicating a fine structure splitting of 93.8(±1) µeV.

In Figure 5.8 we study the power dependence of the PL response. For single QDs

the maximum number of emitted photons is limited by the lifetime of the excited

state and therefore a saturation of the PL intensity is expected [131]. The integrated

PL intensity (I) with respect to the optical excitation power (P ) is usually described

by the equation:

I = Isat
P

P + P 0
(5.2)

where Isat is the integrated PL intensity at saturation and P 0 is the normalized

power value, i.e. the excitation power such that I(P 0) = 1
2Isat.

From Figure 5.8a, we observe that the background contribution increases signific-

antly at high laser power. This effect is consistent with previous observations [128]
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(a) (b)

(c) (d)

Figure 5.7: (a) Comparison between the micro-PL signal from a CBG (blue line) and from

an unetched area of the sample (orange line) under above-band CW laser excitation. The

signal measured on the slab is multiplied by a factor of 30. (b) PL emission spectrum of a

single QD integrated into a CBG under above-band CW laser excitation. (c) Example of

fine structure splitting measurement using the QWP method. The energy offset ∆E (black

line) is obtained as the half-difference of X (red line) and XX (blue line). (d) Fit of the

energy offset from (c) according to [31], indicating a fine structure splitting of 93.8(±1)

µeV.
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(a) (b)

Figure 5.8: (a) Power dependent PL spectra under above-band CW laser excitation.

(b) Background corrected saturation curve for the brightest emission line at 1331 nm

highlighted in orange.

and can be partly attributed to background emission from QDs located in the outer

rings, which becomes more relevant for high excitation power and is guided towards

the collection optics by the diffraction grating. Nevertheless, after subtracting the

background, the power dependent data fit well with Equation 5.2 as shown in Figure

5.8b for the brightest emission line at 1331 nm highlighted in orange.

It is also worth noting that saturation is reached for a pump power P sat of approxim-

ately 1 µW, much lower than the one required to observe clear PL emission from the

slab. This is due to the presence of the diffraction grating, which may help focusing

the incoming laser radiation towards the central disk for a more efficient excitation

of the dot.

5.3.3 Emission dynamics

To probe the overlap between the transitions of the QD and the cavity mode and

quantify the Purcell enhancement provided by the CBG, we studied the temporal

evolution of the carrier populations using time-resolved spectroscopy as described

in Section 3.4.2. In Figure 5.9a we report the time-resolved luminescence trace for
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(a) (b)

Figure 5.9: (a) Photoluminescence decay traces of the brightest CX emission line from the

CBG at λ=1331 nm and of an exemplary reference line from the unetched slab measured

under above-band pulsed excitation at 40 MHz. The dashed lines represent the exponential

fit of the decay traces, yielding a lifetime of 289 ps for the CX transition and 1.57 ns for

the exemplary reference line in the slab. (b) Photoluminescence decay traces of the X

line from the CBG and an exemplary reference line from the unetched slab. The dashed

lines represent the exponential fit of the decay traces, with a lifetime of 358 ps for the X

transition.

the brightest transition at 1331 nm, which appears to decay much faster than an

exemplary spectral line measured outside the device. In fact, a single exponential fit

yields a time constant of 289 ps and 1.571 ns, respectively.

In order to create a baseline for a more meaningful comparison, we repeated the

same time-resolved measurement on 17 further transitions from 5 different locations

on the slab, obtaining a set of 18 data points with average lifetime of τ slab = 1.584

ns and standard deviation σslab = 254 ps. As a result, we estimate a Purcell factor

of ∼ 5.5 for the brightest transition at 1331 nm. Also, a similar lifetime of 358

ps is observed for the X transition at 1337 nm (Figure 5.9b), demonstrating that

the device can enhance the radiative decay rate by a factor > 4 over a wavelength

range of 7 nm. We attribute the deviation from the simulated maximum Purcell

factor of ∼15 to the presence of imperfections in the fine features and to a possible
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displacement of the emitter from the centre of the device due to the nondeterministic

fabrication process. In future works the performances of the CBG may be improved

using deterministic fabrication techniques such as in-situ electron beam lithography,

which offers high lateral accuracy < 30 nm [126, 132].

In summary, the results presented so far showed Purcell enhanced emission of a

single InAs QD coupled to a circular Bragg grating operating in the telecom O-band.

However, the main motivation behind the work presented in this chapter was the

demonstration of an efficient quantum light source and therefore a study of the

photon statistics is presented in the following section.

5.3.4 Photon statistics

The non-classical nature of the QD emission is particularly important for the use

of the CBG as a source of single photons in the telecom O-band. Therefore, we

concluded the characterization of the device by studying the photon statistics of the

brightest transition at λ=1331 nm using a fiber-based Hanbury, Brown and Twiss

(HBT) interferometer, as described in Section 3.4.3. To probe the maximum emission

rate of the source, second-order correlation measurements were carried out under

CW laser excitation. In this pumping regime new charge carriers are captured by the

QD immediately after a radiative recombination, such that main limit to the single

photon emission rate is given by the radiative lifetime of the transition examined. In

Figure 5.10a we report the normalized histogram of coincidences measured under

250 nW above-band CW laser excitation at 785 nm. At a time delay τ = 0 ns we

observe a pronounced sign of anti-bunching, with strongly suppressed coincidences

indicating single photon emission. By fitting such a dip, a value of g(2)(0) = 0.13

can be extracted. The coincidences recorded at zero delay represent occasional

multi-photon events, that we attribute to background emission.

Given the increasing background contribution observed in Figure 5.8a, we repeated

the characterization of the photon statistics for different excitation powers. Figure

5.10b summarizes the results of this study, showing the extracted values of g(2)(0)

as a function of the total single photon rate recorded on a pair of SNSPDs with ∼
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(a) (b)

(c) (d)

Figure 5.10: (a) Example of second order photon correlation measured on the brightest

transition at λ = 1331 nm under 250 nW above-band CW laser excitation. The dashed line

represents the fit of the experimental data and the reduced coincidences at zero delay time

with g(2)(0) = 0.13 indicate single photon emission. (b) Extracted values of g(2)(0) as a

function of the single photon rate measured using increasing excitation power and SNSPDs

with ∼ 60% efficiency at 1310 nm. The dashed line represents the limit for the condition

g(2)(0) < 0.5. (c) Second order photon correlation measured under 850 nW above-band

CW laser excitation, corresponding to a single-photon rate of 10 MHz. (d) Coincidence

histogram acquired under above-band pulsed laser excitation at 80 MHz.
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60% efficiency at 1310 nm. We observe that the occurrence of multi-photon events

increases for higher pump power, due the saturation of the transition examined and

increasing background emission. However, the condition g(2)(0) < 0.5 is fulfilled

for count rates > 10 MHz (Figure 5.10c), placing this device among the brightest

QD-based single photon sources at telecom wavelength reported in literature at the

time of writing [133, 134, 135, 136, 128, 137, 138]. For future improvements, resonant

excitation schemes have been shown to maximize the non-classicality of the emitted

light and lead to essentially background-free single photon emission [139, 140]

Since applications in quantum communication and quantum information processing

require the generation of single photons on-demand , we also characterized the photon

statistics when the sample is excited with an 80 MHz pulsed diode laser emitting at

a wavelength of 780 nm. As shown in Figure 5.10d, the corresponding histogram

exhibits obvious accumulations of coincidences at time delays multiple of 12.5 ns. The

maximum single photon count rate recorded on the detectors under those conditions

is 2 MHz, equivalent to 2.5% system efficiency, while a value of g(2)(0) = 0.28 can be

inferred by normalizing the area of the central peak to the one of the neighbouring

peaks.

Finally, to underline that the improved brightness provided by the CBG can be

advantageous for real-world applications, we repeated the second-order correlation

measurements after adding a variable length of standard SM telecom fiber between

the photon source and the detectors. In Figure 5.11a we report the count rate

recorded on the SNSPDs and the corresponding value of g(2)(0) as a function of the

fiber length when the device is pumped with a CW laser power of ∼ 0.75P sat. While

the signal intensity drops exponentially with distance because of the attenuation α

= 0.31 dB/km, the value of g(2)(0) remains almost constant around 0.25 for a fiber

length up to 50 km, demonstrating that the non-classical nature of the CBG emission

is preserved over long distances. When moving to 75 km of fiber, an appreciable

signal intensity on the detectors can only be recorded by rasing the pump power to

P sat. As a result, we observe an increased g(2)(0) = 0.40 due saturation of the QD

transition and increasing background contribution.
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(a) (b)

Figure 5.11: (a) Single photon rates and extracted values of g(2)(0) as a function of the fiber

length between the source and the SNSPDs measured on the brightest transition at λ=1331 nm

under above-band CW laser excitation. The empty circles indicate data acquired after rasing the

pump power to P sat. The attenuation value of 0.31 dB/km is extracted by fitting the first 3 data

points (dashed line). (b) Second order photon correlation measured with 50 km of fiber between

the source and the SNSPDs.

5.3.5 Reproducibility

For large-scale applications of QD-based single photon sources, the fabrication of

multiple devices with similar performance is highly desirable. Despite the excellent

results reported in literature for individual optimized bullseyes [76, 77, 128], the

repeatability of their performance remains an open question. In this framework,

our wafer scale flip-chip process described in Section 3.3.1 offers the advantage

of yielding a large amount of material ready for the fabrication of CBGs. In

Section 5.3.1 we reported a good agreement between the reflectivity measurements

over different CBGs and the corresponding numerical simulations. Here we show

reproducibility of the emission properties of QDs embedded into CBGs with similar

design parameters by repeating the micro-PL and time-resolved characterization over

multiple devices.

The results for a second exemplary CBG (a = 600 nm, R = 520 nm) are reported

in Figure 5.12a: once again we observe a plurality of emission lines from a single QD,
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(a) (b)

(c) (d)

Figure 5.12: (a) Micro-PL signal from a CBG (blue) and from an unetched area of the

sample (orange) under above-band CW laser excitation. The signal measured on the

slab is multiplied by a factor of 10. (b) Fine structure splitting measurement with fit

of the energy offset according to [31], indicating a fine structure splitting of 84.1(±2.9)

µeV. (c) Decay trace of the brightest CX transition from the CBG at λ=1328 nm and of

an exemplary reference line from the unetched slab measured under above-band pulsed

excitation at 40 MHz. The dashed lines represent the exponential fit of the decay traces,

yielding a CX lifetime of 756 ps. (d) Example of second order photon correlation measured

on the brightest transition at λ=1328 nm under above-band CW laser excitation, with

g(2)(0) = 0.22.
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much brighter than the orange line representing a typical PL spectrum acquired on the

unetched area of the sample multiplied by a factor of 10. The comparison confirms that

the CBG provides a clear enhancement of the signal intensity, although slightly less

pronounced with respect to the device analyzed previously. Similarly to the pattern

reported in Figure 5.7b, the brightest charged transition is followed by an exciton-

biexciton pair at longer wavelength, with a fine structure splitting of 84.1(±2.9) µeV

extracted from polarization-resolved measurements (Figure 5.12b).

Figure 5.12c shows the time-resolved photoluminescence signal of the charged

transition at λ=1328 nm, which decays with a time constant of 756 ps. From the

comparison with the average lifetime of τ av = 1.584 ns measured on the slab we

estimate a Purcell factor of ∼ 2. Given the similar design parameters and the fact

that that a similar lifetime was extracted for the X line, we attribute the difference

with the CBG analyzed in the previous sections to a larger displacement of the QD

from the centre of the device. As expected, the coincidence histogram of the charged

transition (Figure 5.12d) exhibits a dip at τ=0 ns with g(2)(0) = 0.22, which confirms

the non-classical nature of the emitted light.

In Figure 5.13a we compare the integrated PL intensity at saturation Isat for

40 transitions measured on those CBGs (orange, 4 data points per device) and 40

transitions measured on various positions of the unetched slab (teal). The average PL

intensity at saturation recorded on the bare slab is Isat
slab = 297 cts/s with a standard

deviation of 190 cts/s. As for the CBGs, we observe an average PL intensity of

Isat
CBG = 24129 cts/s (standard deviation: 22129 cts/s), corresponding to an average

enhancement factor of almost two orders of magnitude with no dependence on the

operational wavelength. The Purcell-enhanced CX transition shown in Figure 5.7b

exhibits the brightest PL signal (Isat ∼ 160470 cts/s), corresponding to a remarkable

enhancement factor of ∼ 540 compared to the bare slab.

It is important to underline that more than half of the transitions included in

Figure 5.13a are not coupled to any cavity mode. Nevertheless, they still benefit

from the improved extraction efficiency over a broad spectral range guaranteed by

the CBGs. Furthermore, we observe that QDs embedded into a CBG require a lower
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(a) (b)

(c)

Figure 5.13: (a) Integrated PL intensity at saturation Isat of 40 transitions measured

on 10 different CBGs (orange) and 40 transitions measured on the unetched slab (teal).

The dashed lines and shaded areas represent the mean values and corresponding standard

deviation, respectively. (b) Laser power P sat required to reach saturation of the QD

emission. (c) Radiative lifetimes of 16 transitions measured on 10 different CBGs (orange)

and 18 transitions measured on unetched slab (teal). The dashed lines and shaded areas

represent the mean values and corresponding standard deviation, respectively.
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pump power P sat to reach saturation (Figure 5.13b). This result confirms our initial

hypothesis that the presence of the circular grating helps focusing the incoming light

towards the central disk for a more efficient laser excitation that may reduce the

charge noise around the QD.

Finally, Figure 5.13c summarizes the results of our time-resolved measurements

over multiple devices. As mentioned previously, the teal data points indicate the

radiative lifetimes of 18 transitions from 5 different locations on the bare slab. The

corresponding average lifetime of τ slab = 1.584 ns and standard deviation σslab = 254

ps are represented by the teal dashed line and shaded area, respectively. On the other

hand, the orange data points show the radiative lifetimes of 16 spectral lines from 10

different CBGs, with a mean value of τCBG = 620 ps and standard deviation σCBG

= 146 ps. Consequently, we estimate an average Purcell factor of ∼ 2.5 for the 10

devices examined with no dependence on the operational wavelength. Those results

confirm that the broadband properties of the CBGs facilitate the production of

multiple devices with similar performances even with a non-deterministic fabrication

method.

5.4 Conclusions

In conclusion, this chapter presents the design and characterization of single-photon

sources in the telecom O-band based on InAs QDs in hybrid circular Bragg gratings.

First, starting from the results of a previous theoretical work [127] we investigated

and optimized the performances of the devices using 3D FEM simulations in the

frequency domain. Then, the devices were fabricated on a GaAs sample obtained

with a flip chip post-growth process consists of thermocompression Au-Au wafer

bonding followed by mechanical lapping and a selective wet etching. It is important to

underline that this process happens on wafer scale, which is crucial for the scalability

of the technology.

Using an optimised device we showed bright single-photon emission from an

individual QD, with Purcell factor > 5 and single-photon rate > 10 MHz measured
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using SNSPDs with ∼ 60% efficiency at 1310 nm. We also demonstrated that such

a source can provide a Purcell factor > 4 over a broad wavelength range of 7 nm,

leading to the simultaneous enhancement of multiple transitions and facilitating the

spectral overlap with the cavity mode. Moreover, we showed that the non-classical

nature of the CBG emission is preserved over long distances, with a remarkable rate

of 200 kHz recorded after the propagation in 50 km of standard optical fiber. Finally,

we investigated the reproducibility of the performances and demonstrated that the

optical and quantum properties are replicated for QDs embedded into CBGs with

similar design parameters. An average Purcell factor of ∼2.5 was extracted from the

characterization of 10 different devices, proving that, even with a non-deterministic

fabrication method, the design is quite robust against common fabrication issues in

terms of imperfect sidewalls etching and lateral displacement of the QD as predicted

by a previous theoretical work [127].

The source presented in this chapter may be useful for fiber-based single-photon ap-

plications, such as long-distance quantum communications and distributed quantum

computing.
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6
Design of high-performance

single-photon sources in the

telecom C-band

In the previous chapter we showed that circular Bragg gratings fabricated on GaAs

slabs can be used for the efficient extraction of photons from InAs/GaAs QDs

emitting in the telecom O-band. Here we extend that approach to the telecom C-

band, presenting a design optimization for circular Bragg gratings fabricated on InP

slabs and operating around 1550 nm. We also study a design variation compatible

with electric field control.

6.1 Introduction

The last few years have seen an important progress in the development of single and

entangled photon sources based on semiconductor quantum dots, which have started

reshaping the landscape of optical quantum technologies [141]. However, the most

mature devices are based on InAs/GaAs QDs and operate in a wavelength range

around 900 nm[76, 77, 34]. This prevents the integration with the standard optical

fibre infrastructure, since light at 900 nm is not single mode in telecom fibres and

experiences a strong attenuation > 1 dB/km. Recent efforts have focused on devices

operating in the telecom O-band [128, 135, 142] where the attenuation is only 0.35

dB/km, but for long-distance quantum communication it is desirable to exploit the

low-loss window of silica fibres in the telecom C-band, where attenuation can be as

little as 0.12 dB/km [143].

Quantum light sources based on InAs QDs emitting directly around 1550 nm have

been recently developed using two different approaches: they can be either grown on
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GaAs-based materials by employing metamorphic buffer layers for strain relaxation

[104] or on InP substrates, which have smaller lattice mismatch with respect to

the QD material and therefore allow for the deposition of larger and less strained

islands with consequently longer emission wavelength [144, 145]. Between those two

approaches, QDs grown on InP have shown superior performances in the coherence

of the emission [146, 147], which is a crucial figure of merit for efficient quantum

communication protocols. However, those results have been achieved with simple

structures such as planar DBR microcavities and the investigation and development

of more complex devices such as circular Bragg gratings is highly desirable to improve

the efficiency of quantum light sources based on the InP material system.

Moreover, the original layout of hybrid CBGs is not compatible with electric

field control because the central disk is completely isolated from the rest of the

semiconductor slab. A recent work [148] tried to overcome this problem by combining

a CBG with a doped bottom DBR mirror, achieving an efficiency of 24%. The more

advanced concept of incorporating a CBG into a vertical hybrid passive cavity [149]

could in principle increase the efficiency up to 79% for a 8 nm bandwidth, but

appears very challenging to implement in practice because it requires etching narrow

trenches with straight sidewalls and aspect ratios around 10:1. Overall, none of

the variations proposed so far can provide the combination of moderate Purcell

enhancement and high extraction efficiency in a broad range that makes the original

design so attractive.

In this chapter we present a theoretical investigation of hybrid CBGs fabricated on

InP slabs: first we perform an in-depth analysis of the design parameters and their

influence on Purcell factor and extraction efficiency. Then we focus on the direct

coupling in a SM fibre, which is crucial for applications that require compact and

deployable quantum light sources that can be used outside of the lab environment.

Finally, we propose a modified device design that is compatible with electric field

control and maintains optical performances similar to the ones shown by the original

structure.
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6.2 Device modeling

Figure 6.1a shows a schematic cross-section of the device investigated, which consists

of an InP disk surrounded by a grating, an insulating layer of SiO2 and a backside

gold mirror. Literature values are used for the refractive indices of all materials, as

summarized in Table 6.1.

(a) (b)

Figure 6.1: (a) Schematic of the cross-section of the CBG structure investigated in this

design study, with a single quantum dot embedded in the central disk. (b) Three-dimensional

simulation domain, reduced to a quarter by exploiting the symmetry in the xz and yz

planes as explained in Section 3.2.

Material n k Ref.

InP 3.1544 0 [150]

SiO2 1.45 0 [151]

Au 0.402 10.844 [152]

Table 6.1: Refractive indicx values used in the numerical simulations.

The design parameters initially studied are the thickness of the different layers

(tInP, tSiO2, tAu), the radius R of the central disk, the number N of concentric InP

rings, their lattice constant (i.e. periodicity) a and the width of the trenches w. For

this design study we employed 3D FEM simulations in the frequency domain using

the Wave Optics module of COMSOL Multiphysics. A view of the three-dimensional

simulation domain is reported in Figure 6.1b. As already explained in Section 3.2,
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we exploit symmetry properties to reduce the size of the model and solve only one

quarter of the full domain. In particular, we set a first cut line along the xy plane

with perfect electric conductor boundary conditions (n × E = 0) and a second one

along the yz plane with perfect magnetic conductor boundary conditions (n × H = 0)

[126].

Meshing the domains is a particularly important step in simulations that involve a

3D model because it has a direct impact on both the computational requirements

(memory and time) and the accuracy of the solution. In electromagnetic simulations

each wavelength must be resolved with a minimum of three elements, even if it is good

practise to use at least five for accurate results. The main challenge is therefore given

by the elements with higher refractive index (InP in this case), where the shorter

effective wavelength requires very fine mesh elements. Since we expect the optical

mode to be confined in the central area of the CBG, the central disk and the first

three concentric rings are meshed more finely with seven elements per wavelength,

while we use only three for the outer rings. All the other domains are meshed with

five elements per wavelength. The model is also surrounded by perfectly matched

layers (PMLs, not shown in Figure 6.1b), i.e. artificial strongly absorbing layers that

simulate open boundaries and avoid undesired reflections of the emitted radiation.

The PMLs are meshed with a rectangular swept mesh. Finally, an electric dipole

source oriented along the y axis is placed in the centre of the InP disk (x=0, y=0)

at half of the slab thickness, in order to simulate the single photon emission from a

quantum dot.

6.3 Numerical simulations

6.3.1 Optimization of Purcell factor and collection efficiency

The aim of the first set of simulations is to design a device that can offer simultaneously

moderate Purcell enhancement and high efficiencies in a broad range of wavelengths.

As explained in Section 5.2.1, the Purcell factor F p is obtained as the ratio between
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the power emitted by the dipole source embedded in the CBG and the power emitted

by the same dipole in semi-infinite InP. In order to evaluate the efficiency of the

devices and identify any potential source of losses, we also define three additional

quantities [129, 127]:

1. The extraction efficiency is the percentage of emitted radiation that can escape

into the air domain above the device.

2. The far-field efficiency in a certain NA is the far-field intensity integrated on

such NA divided by the far-field intensity in the upper air hemisphere.

3. the dipole collection efficiency (DCE) in a certain NA is the product of the

extraction efficiency and the corresponding far-field efficiency.

The design process consists of a series of FEM simulations aiming to find the

best compromise between Purcell factor, extraction efficiency and bandwidth. The

choice of the initial parameters was based on previous works at shorter wavelengths

[125, 129, 127]. In particular, we set the initial thickness of InP to tInP = λeff/2 to

have only a single TE mode supported by the slab, the initial grating period to a

= λ/nTE to satisfy the second-order Bragg condition and the radius of the central

disk to R = λeff. Starting values for the width of the trenches and the thickness of

SiO22 and Au were arbitrarily set to w = 0.5·a, tSiO2 = 300 nm and tAu = 100 nm.

It is worth noting that the thickness of Au required for thermocompression wafer

bonding is usually around 1 µm. Nevertheless, we observed that a 100 nm layer is

enough to create an efficient mirror and therefore decided to keep this parameter

fixed to minimize the size of the computational domain.

Optimized design

The final set of design parameters produced by the numerical optimization is: tInP

= 280 nm, tSiO2 = 360 nm, R = 660 nm, a = 785 nm, w = 350 nm, N = 4. The

performance of the optimized device are summarized in Figure 6.2a, which shows

that collection efficiencies close to 90% in NA=0.65 are expected in the whole telecom
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C-band, together with a cavity mode exhibiting FWHM = 16 nm and Purcell factor

up to 15. It is important to underline the large bandwidth of the device, which

guarantees moderate Purcell enhancement and efficient photon collection in a broad

range of wavelengths encompassing both the X and XX spectral lines, typically

separated by 5-10 nm in InAs/InP QDs [108, 147]. Moreover, the presence of the

diffractive grating combined with the backside Au mirror makes the emission from the

CBG highly directional, which is clearly observable both in the near-field and far-field

intensity distribution. This directionality guarantees high collection efficiency even

in smaller NA, with DCE already close to 80% for NA=0.4 (Figure 6.2b).

(a) (b)

(c) (d)

Figure 6.2: (a) Performance of the optimized CBG with Purcell factor (solid line) and

DCE in NA=0.65 (dashed line) as a function of wavelength. (b) DCE of the optimized

CBG calculated for λ=1552 nm as a function of the collecting NA. (c) Near-field intensity

distribution of the optical mode localized in the central disk. (d) Corresponding far-field

intensity distribution at resonance projected on a sphere with radius r = 1 mm. The inner

circle represents NA=0.65.
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(a) (b)

(c) (d)

Figure 6.3: (a) Purcell factor (solid lines) and DCE in NA=0.65 (dashed lines) for different

positions of the dipole along the x axis (y=0). (b) Purcell factor (solid lines) and DCE in

NA=0.65 (dashed lines) for different positions of the dipole along the y axis (x=0). (c)

Purcell factor at resonance (λ=1552 nm) as a function of the dipole position along the

x axis. (d) Purcell factor at resonance (λ=1552 nm) as a function of the dipole position

along the y axis.
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When a CBG is fabricated, it is unlikely to find a quantum dot in the ideal position

(x=0, y=0) at the centre of the disk. For an accurate estimate of the behaviour of a

real device it is important to simulate this imperfection by moving the dipole source

away from the centre. Therefore, we ran a second set of simulations maintaining the

original orientation of the dipole, but placing it at different positions along the x and

y axes as shown in Figure 6.3. When the dipole is moved along the x axis the DCE

stays almost constant up to x = 100 nm, then it drops to 80% around resonance

with a more pronounced wavelength dependence. On the other hand, the Purcell

factor decreases steeply, giving F p = 5 for x = 100 nm. In order to keep F p closer to

the original value of 15, a smaller displacement up to 50 nm is desirable. A similar

behaviour of the DCE is observed for the y axis, while the Purcell factor drops slowly

as a function of the displacement. This asymmetrical behaviour originates from the

preferential orientation of the dipole source and the consequent profile of the emitted

field.

Thanks to the recent progress in marker-based fabrication techniques [153], where

first a PL imaging system is used to localize a single QD with respect to alignment

features [154, 155] and then the device is fabricated around the target emitter by

EBL, deterministic fabrication of CBGs with high lateral accuracy (< 30 nm) has

already been achieved [126, 132]. Therefore, the fabrication of the proposed InP

CBG is expected to show good robustness against a lateral displacement of the QD

embedded in the device.

Influence of the design parameters

After determining the optimal device design, it is important to analyze the individual

design parameters and understand their influence on the performance of the CBG.

First, we focus on the effect of the wafer structure (i.e. tInP and tSiO2) on the Purcell

factor and collection efficiency. As shown in Figure 6.4a, a variation of 10 nm in the

slab thickness leads to a 10 nm wavelength shift in the cavity mode, maintaining a

DCE around 90% at resonance.
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(a) (b)

Figure 6.4: Influence of the wafer structure on the performance of the CBG: Purcell factor

(solid lines) and DCE in NA=0.65 (dashed lines) as a function of wavelength for (a) three

different values of tInP and (b) six different values of tSiO2.

Modifying the thickness of SiO2 leads to stronger variations in both F p and DCE

(Figure 6.4b). As explained by Rickert et al. [127], the variation of F p originates

from the change in the Q-factor of the vertical cavity created by the presence of the

Au mirror. As a result, the maximum Purcell factor is achieved when the optical

path between the dipole source and the mirror is close to a multiple of λ/2. On

the other hand, maximizing F p does not guarantee a good collection efficiency. In

fact, tSiO2 influences also the optical path difference between the photon directly

emitted into the air and the ones reflected by the Au mirror and, consequently, the

result of their interference which determines the far-field distribution. In our case,

the choice of tSiO2 = 360 nm leads to a lower F p but allows us to achieve a high

and almost wavelength-independent DCE in the whole telecom C-band. It is worth

noting that both InP and SiO2 can be deposited with high accuracy by MBE (or

MOVPE) and PECVD respectively, therefore we do not expect any deviation from

the ideal behaviour related to fabrication imperfections.
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(a) (b)

(c) (d)

Figure 6.5: Influence of the etching parameters on the performance of the CBG. (a) Purcell

factor and DCE in NA=0.65 calculated for λ=1552 nm as a function of the number N of

concentric rings. (b-d) Purcell factor (solid lines) and DCE in NA=0.65 (dashed lines) as

a function of wavelength for three different values of (b) the central disk radius R, (c) the

lattice constant a and (d) the width of the trenches w.
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Next, we examine the effect of the individual device parameters. Figure 6.5a shows

that the InP CBG requires only 4 rings to achieve the desired performance. Such a

low number of grating elements is probably not practical in a real device since such

a small area would be challenging to find under the optical microscope. However,

this result demonstrates that only the first few rings must be free from fabrication

imperfections in order to guarantee the desired outcome. Figure 6.5b presents the

influence of the central disk radius on the optical properties of the CBG, where a 10

nm variation of R shifts the resonance wavelength by approximately 20 nm but at the

same time has negligible effect on the DCE. A similar but less pronounced red-shift

happens when the lattice constant is increased (Figur 6.5c): here the cavity mode

moves by approximately 10 nm when a is changed by 15 nm and again the DCE does

not show dramatic alterations. Finally, small variations of w have a negligible effect

on the cavity mode, but accentuate the wavelength dependence of the DCE which

may now drop faster when moving off resonance (Figure 6.5d). These calculations

demonstrate that small variations of R and a can be used to adjust the resonance

wavelength of the InP CBG with minimal impact on the collection efficiency. This

ability is crucial for the fabrication of optimized devices, with the pre-selection of

an optimal QD and the subsequent definition of the CBG by in-situ electron beam

lithography.

6.3.2 Direct coupling into SM fibre

For the development of compact and user-friendly QD-based sources intended to

be used outside the lab environment, direct fibre coupling of the emitted photons

is most desirable [156, 157]. In fact, having an optical fibre directly attached to

the devices would reduce the size and complexity of the system and guarantee high

alignment robustness [158, 159]. Therefore our second set of simulations investigates

the coupling into SM fibre: we select the best fibre to achieve high coupling efficiency

and present a further optimization of the CBG aiming to maximize this parameter,

which is the most crucial figure of merit for a bright plug-and-play quantum light

source.
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Simulations of coupling efficiency

In our study we consider 4 types of commercial SM fibres (Nufern), with specifications

at λ=1550 nm reported below (Table 6.2).

Fibre ncore dcore (um) ncladding dcladding (um) NA

980HP 1.4507 3.6 1.4457 125 0.12

UHNA1 1.4709 2.5 1.444 125 0.28

UHNA3 1.4858 1.8 1.444 125 0.35

UHNA4 1.4858 2.2 1.444 125 0.35

Table 6.2: Specifications of the SM fibres investigated in our numerical simulations.

(a) (b)

Figure 6.6: (a) Schematic of the model created to investigate the fibre coupling efficiency,

with a SM fibre at a distance z from the device. (b) Corresponding simulation domain in

Comsol.

The first step to determine the coupling efficiency is the calculation of the propagat-

ing modes supported by each fibre. Since those depend only on the characteristics of

the fibres which are invariant in the propagation direction, the simulations can be

carried out on a 2D cross-section reducing the computational requirements. Then, we

determine the profile of the field emitted by a dipole source embedded in the CBG.

The presence of a fibre near the device influences this profile and therefore must be

included in the three-dimensional model. Figure 6.6 shows our simulation domain,
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6.3 Numerical simulations

where we assume that the fibre is attached on top of the device at a distance z,

perfectly aligned in the axial direction and with vacuum (n=1) in the gap. The last

step is the evaluation of the overlap between the emitted field Es and the fundamental

mode of the fibre Em. According to [160], the overlap integral can be calculated

using the z-component of the Poynting vector:

Ss,m = 1
2

∫
Es × Hm

*dS (6.1)

where the integration is performed over a cross-section of the fibre. The power flux

coupled into the mode m is then given by:

P s,m = |Ss,m|2 (6.2)

and the mode coupling efficiency (MCE) can finally be extracted dividing P s,m by

the total power emitted by the dipole source.

In Figure 6.7a we report the coupling efficiency as a function of the distance z

between the fibre and the device calculated at λ=1550 nm for the four different SM

fibres described above. Only a small fraction (up to 22.8%) of the light emitted by

the CBG is coupled into the 980HP fibre, while using the UHNA1 (NA=0.28) fibre

allows a remarkable improvement of the MCE up to 64.4%, with an initial plateau

followed by a linear decay for z > 2 µm. Even higher efficiencies can be achieved

with the more extreme versions UHNA3 and UHNA4. All the curves also exhibit

moderate oscillations caused by Fabry-Perot interference in the gap region, with the

maximum coupling efficiency at z ∼ 800 nm.

Next, we examine the wavelength dependence of the MCE. As shown in Figure

6.7b, the coupling into 980HP suffers from significant losses, while all the UHNA

fibres enable efficient coupling in the whole telecom C-band. Once again, the best

performances are delivered by the UHNA4 fibre, which guarantees a MCE>60% in

the range 1520 nm - 1580 nm with a peak value of 68.5% at 1550nm. We attribute the

superior performances of the UHNA fibres compared to the 980HP to the small mode

field diameter (3-5 um), that is very well matched with the intensity distribution of

the CBG emission (Fig.6.8). Finally, it is worth noting that UHNA fibres can be
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(a) (b)

Figure 6.7: (a) Coupling efficiency into 4 different SM fibres calculated at resonance as a

function of the vertical distance z between each fibre and the CBG. (b) Coupling efficiency

as a function of wavelength for 4 SM fibres positioned at a distance z = 1.6 µm from the

device.

(a) (b)

Figure 6.8: Comparison between the SM fibre mode profile at λ=1550 nm and the

corresponding profile of the radiation emitted by the CBG and at a distance z=1.6 µm for

(a) UHNA4 fibre and (b) 980HP fibre. The different intensity distribution along x and y is

caused by the orientation of the dipole source.
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fusion spliced directly into standard SMF28 with very low losses (≤0.15 dB) [161],

which guarantees easy compatibility with standard fibre networks [162].

Further device optimization

After determining the optimal strategy for direct fibre coupling of the photons emitted

by the InP CBG, we analyze potential improvements in the device design aiming

to reach even higher efficiencies. Since we demonstrated that small variations of

the trench width have a negligible effect on the resonance wavelength (Figure 6.5d)

and do not reduce the Purcell factor, we focus on this parameter and report the

wavelength dependent MCE in UHNA4 fibre for different values of w. Figure 6.9a

shows that etching trenches with a width of 370 nm provides even better coupling,

with MCE above 71% at 1550 nm for z = 1.6 µm.

Moreover, we investigate an apodization of the InP grating, which is a well-known

technique to engineer the mode profile in highly efficient couplers on SOI platforms

[163, 164]. We propose an apodized design where the periodicity a = 785 nm is kept

constant and the width of the trenches is varied linearly along the length of the

structure according to the formula:

wi = a[1 − (F 0 + (i − 1)R0)] (6.3)

where F0 = (a − w)/a is the initial filling factor of the unit cell and R0 is the

apodization rate. The calculated efficiencies are presented in Figure 6.9b: the

maximum MCE=71.7% occurs for F 0 = 0.52 (i.e. w = 377 nm) and R0 = 0.005,

but it is only 0.3% higher than the one provided by the uniform grating. Therefore,

a linear variation of w does not provide any advantage in a real device. It might be

possible to achieve higher efficiencies by apodizing simultaneously both the lattice

constant and the width of the trenches [165]. However, this adds further complexity

that should be avoided at in the initial stage of this project.
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(a) (b)

Figure 6.9: (a) Coupling efficiency into UHNA4 SM fibre as a function of wavelength for

different widths w of the trenches in units of nm . The efficiency is calculated for z = 1.6

µm. (b) Coupling efficiency into UHNA4 SM fibre for an apodized CBG, as a function of

the initial filling factor F 0 and the apodization rate R0. The efficiency is calculated for z

= 1.6 µm and λ=1550 nm.

6.3.3 Proposal for an electrically driven circular Bragg grat-

ing

The structure of the CBG studied so far does not permit any direct electrical control

of the QD emission. In fact, accommodating a pin diode structure in such a thin InP

slab may be challenging because of Zn (p-dopant) diffusion [166, 167]. Furthermore,

the fully etched circular trenches isolate the central disk from any type of metal

contact placed outside the device. In the following section we present a further set of

simulations where we study a modified design compatible with electric field control.

We propose a wafer structure with increased tInP = 400 nm, which in principle is

compatible with the growth of a n-doped layer at the bottom and a p-doped layer on

top (Figure 6.10a) without making the InP slab too thick and therefore eluding losses

related to higher order modes. As shown in Figure 6.10b, we also avoid etching fully

circular trenches and leave four semiconductor bridges of width wb, which connect

the central disk to the n-type and p-type contacts placed outside the device.
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(a) (b)

Figure 6.10: (a) Schematic of the modified InP slab as grown, including n-doped and

p-doped layers. (b) Schematic of the proposed electrically controllable CBG. The metal

contacts are deposited on two of the four squares outside the CBG, which are not in scale

in this drawing.

Since the increased thickness of InP causes a significant variation in the simulation

domain, the set of design parameters presented in the previous sections is used as

starting point to run a new numerical optimization on the modified wafer structure,

aiming to find the best compromise between Purcell factor, collection efficiency and

bandwidth. Moreover, the introduction of the semiconductor bridges breaks the

circular symmetry of the CBG. As a result, we expect the optical performance to be

influenced by the orientation of the dipole source with respect to the bridges, which

is quantified by the relative angle α. For the purpose of this study, we decided to

focus on the two limit cases reported in Figure 6.11, i.e. α = 0◦ and α = 45◦, which

represent two individual photon-emission events with defined polarization. The final

set of design parameters produced by the numerical optimization keeping tInP = 400

nm fixed is: tSiO2 = 280 nm, R = 610 nm, a = 740 nm, w = 350 nm, N = 4, wb =

200 nm. The optical performance of the optimized device for the two different limit

cases are summarized in Figure 6.12, which shows that collection efficiencies close

to 70% in NA=0.65 are expected in the whole telecom C-band. In both cases, the

cavity resonance is nicely confined in the central disk, exhibiting FWHM = 10 nm

and Purcell factor up to 20. Noteworthy, the orientation of the dipole with respect

to the bridges has a negligible effect on the DCE and causes only a small red shift

97



6 Design of high-performance single-photon sources in the telecom C-band

(a) (b)

Figure 6.11: Schematic of the two limit cases studied in our simulations. The arrows

represent the orientation of the dipole source with (a) α = 0◦ and (b) α = 45◦.

(a) (b)

Figure 6.12: Performance of the optimized devices with Purcell factor (solid line) and DCE

in NA=0.65 (dashed line) as a function of wavelength for (a) α = 0◦ and (b) α = 45◦.

(∼ 3 nm) of the cavity mode. Considering the large bandwidth of the device, this

does not appear to be an obstacle to the simultaneous enhancement of the X and

XX transitions. Given the typical radiative lifetimes 1.5 ns of the excitonic states in

DE InAs/InP QDs [143], these results pave the way for the realization of an efficient

and GHz-clocked quantum light source.

To conclude our study, in Figure 6.13a we show that the performance of the CBG

are significantly affected by the width of the InP bridges, with a constant descent

of both F p and DCE for increased wb. We attribute this behaviour to a weaker

confinement of the cavity mode caused by the intermittent grating. On the other
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(a) (b)

Figure 6.13: (a) Influence of the bridges on the performance of the device: Purcell factor

(solid lines) and DCE in NA=0.65 (dashed lines) as a function of wavelength for five

different values of wb. (b) Influence of the InP thickness on the performance of the device:

Purcell factor (solid lines) and DCE in NA=0.65 (dashed lines) as a function of wavelength

for five different values of tInP.

hand, the device shows good tolerance for tInP: in fact, increasing the slab thickness

by 40 nm leads only to a 20 nm redshift of the cavity mode with small influence on

the Purcell factor and maintaining a DCE of 70% around resonance (Figure 6.13b).

This robust behaviour, together with the ability to readjust the resonance wavelength

with small variations of R and a, is essential for the fabrication of an electrically

driven CBG which may require an increased slab thickness to avoid degradation of

the device performances due to Zn diffusion.

6.4 Conclusions

In this chapter we presented a detailed study based on FEM simulations of circular

Bragg gratings etched in InP slabs and operating in the telecom C-band. These
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devices guarantee efficient extraction of photons emitted by InAs/InP QDs and

enable the simultaneous enhancement of the X and XX spectral lines.

First, we optimized the choice of the design parameters to achieve the best com-

bination of Purcell factor, collection efficiency and bandwidth: we reported a DCE

in NA=0.65 close to 90% in the whole range 1520 - 1580 nm, together with a cavity

mode exhibiting FWHM=16nm and Purcell factor up to 15. We also analyzed the

influence of each individual parameter on the optical performances of the device.

Then, we determined the optimal strategy for the direct coupling of the emitted

photons into four different SM fibres. We showed a maximum MCE of 68.5% in

UHNA4 and discussed potential improvements in the device design to achieve an

even higher coupling efficiency of 71.7%. Finally, we proposed a modified device

design which is directly compatible with electrical carrier injection, reporting Purcell

factors up to 20 and a DCE in NA=0.65 close to 70% in the whole telecom C-band.

The absence of particularly demanding features that may be challenging to fabricate

is a further advantage of our design compared to previous proposals. Our results may

benefit the development of highly efficient electrically driven semiconductor quantum

light sources and their integration with existing fiber networks for long-distance

quantum communication systems.
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This dissertation describes the experimental work towards the development of efficient

quantum light sources with potential applications in quantum information and

cryptography. In particular, we have studied InAs quantum dots, which seem

particularly attractive for the generation of single photons and entangled photon

pairs. Since those emitters suffer from relatively low efficiency, meaning that achieving

sufficient signal intensities for applications has sometimes proven challenging, we

have investigated different platforms such as one-dimensional DBR microcavities and

circular Bragg gratings that have the potential to enhance their light output.

The main conclusions of each chapter and the prospects for future work are

summarized below:

• Chapter 4 - Cavity-enhanced InAs QDs grown by droplet epitaxy on

vicinal GaAs(111)A

In this chapter we reported the integration of telecom-wavelength InAs droplet

epitaxy QDs within a DBR microcavity grown on a vicinal GaAs(111)A.

Employing a 2° miscut allowed us to increase the growth rates by approximately

one order of magnitude and reduced the propensity of twin defects in the

AlGaAs layers. We demonstrated that the presence of the optical microcavity

can produce an enhancement of the brightness by a factor > 5 in the telecom

O-band together with a remarkable reduction in the density of lines and

background, facilitating the spectroscopic investigation of single dots. Moreover,

the natural C3v symmetry on the (111)-oriented substrate is supposed to

promote the formation of highly-symmetrical QDs. Nevertheless, measuring

the fine-structure splitting over multiple spectral lines produced values similar

to the ones reported in literature for DE QDs grown on GaAs(100) substrates.

In fact, a deeper analysis revealed that the presence of a 2° miscut breaks
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the C3v symmetry of the system and introduces a privileged direction. Those

experimental observations were confirmed by numerical simulations under

the framework of the empirical pseudopotential and cofiguration interaction

methods.

In the future, linewidths and FSS could be reduced by changing the composition

of the barrier layer from InAlAs to InGaAs and employing a smaller miscut

angle respectively. Moreover, it may be beneficial to abandon the thick DBR

cavity and focus on the growth of DE QDs in thin semiconductor slabs. This

way, the extraction efficiency could be drastically improved by fabricating

hybrid circular Bragg gratings. Finally, it would be interesting to exploit

the flexibility of the DE technique to push the QD emission towards longer

wavelength and reach the telecom C-band.

• Chapter 5 - Efficient O-band quantum light sources based on circular

Bragg gratings

In this chapter we described the design and characterization of single photon

sources in the telecom O-band based on InAs QDs in hybrid circular Bragg

gratings. We proved that, even with a non-deterministic fabrication method,

the devices are robust against common fabrication issues and could deliver

bright and Purcell-enhanced single photon emission.

In order to improve the reproducibility and achieve even higher Purcell factors, it

would be desirable to develop a marker-based fabrication technique to optimize

the spatial overlap between the QD and the cavity mode. Moreover, the repro-

ducible fabrication of structures compatible with strain-tuning or Stark-tuning

would be beneficial for quantum optics experiments with interconnectable

sources, such as high-rate interference of indistinguishable photons from remote

QDs. Finally, it would be interesting to develop a room-temperature alignment

technique for the fabrication of fiber-pigtailed devices, which guarantee per-

manent and robust coupling for the integration in compact deployable systems

to be used outside the laboratory environment.
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• Chapter 6 - Design study for C-band quantum light sources based

on circular Bragg gratings

Here, we extended the investigation of hybrid circular Bragg gratings to the

telecom C-band, presenting a design optimization for devices fabricated on InP

slabs. Furthermore, we determined the optimal strategy for the direct coupling

of the emitted photons into four different SM fibres Finally, we studied an

alternative structure that enables electric field control while showing optical

properties similar to the original hybrid CBGs. The absence of particularly

demanding features that may be challenging to fabricate is a further advantage

of our design compared to previous proposals.

The fabrication of the devices presented in this chapter requires the development

of a recipe for the InP material system, including the choice of a new material for

the sacrificial layer and different chemicals for selective wet etching. Moreover,

since high temperatures are usually needed to dry etch InP effectively, ZEP

520A may need to be replaced by a different resist or a hard mask. As for the

electrically contacted device, it would be interesting to simulate more advanced

geometries where the position of the connections between consecutive rings is

shifted to minimize the losses induced by the bridges and achieve even better

performance.
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A
Single photon emitters in

WSe2 coupled to GaP

nano-antennas

This appendix presents the optical characterization of single photon emitters (SPEs)

in WSe2 monolayers coupled to GaP nano-antennas, which provide a positioning site

for the SPEs as well as an optical device to enhance the light output and improve the

collection efficiency. The data presented here were collected during my visit to Prof.

Alexander Tartakovskii’s group at the University of Sheffield, with the collaboration

and supervision of Luca Sortino and Panaiot Zotev.

A.1 Introduction

Semiconductor quantum dots integrated in optical cavities are the most mature tech-

nology for deterministic single-photon sources and established the current benchmarks

for brightness, purity and indistinguishability. However, their large-scale fabrication

requires remarkable resources [168], which still poses some challenges to the full

scalability and broad diffusion of this approach. In recent years two-dimensional

(2D) materials have emerged as a promising alternative, since a simple scotch-tape

exfoliation can yield high-quality samples with unique photonic and optoelectronic

properties [169]. In particular, transition metal dichalcogenides (TMD) monolayers

attracted a special interest due to their strong spin–orbit coupling, large exciton

binding energy, and direct bandgap in the visible region [170].

Between TMDs, WSe2 has been extensively studied since, at low temperature,

it can deliver single photons under optical [171, 172, 173] or electrical [174, 175]

excitation. The origin of such emission has been attributed to a quantum dot–like
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confinement of excitons down to tens of nanometers and recent research demonstrated

the possibility of tailoring its properties exploiting external electric and magnetic

fields [176] as well as mechanical strain [177, 178]. Moreover, WSe2 can be efficiently

coupled to a broad range of microcavities and devices such as photonic crystals and

circular Bragg gratings in order to enhance the quantum light output [179, 180, 181].

Those structures exploit the Purcell effect to increase the spontaneous emission rate

of the source, by confining the electromagnetic energy in a diffraction-limited mode

volume V eff > (λ/n)3 with selectivity measured by the quality factor Q. Since such

a V eff is relatively large, remarkable Purcell factors can be achieved only for high

values of Q, which affects the bandwidth of the devices.

Alternatively, plasmonics offers the possibility to confine light to subwavelength

scales with the use of metallic particles and nano-cavities, leading to a Purcell

enhancement comparable to the one guaranteed by photonic structures with much

lower Q. Remarkable enhancements of the PL emission have been demonstrated by

coupling WSe2 to plasmonic structures [182], however the losses caused by absorption

in the metal constitute an issue for the development of hybrid TMD-plasmonic

devices. For this reason, high-index dielectrics have recentrly emerged as a substitute

of plasmonic materials to design resonators and optical nano-antennas with low

losses, combining the advantages of plasmonic systems to interact with quantum

emitters and of dielectric cavities to manipulate radiative optical modes without

introducing nonradiative decay channels [183].

In this appendix we show that transferring a WSe2 monolayer onto GaP nano-

antennas induces the formation of localized SPEs at cryogenic temperature, with

bright photoluminescence intensity enhanced by the coupling to the optical modes

of the device. We report PL count rates up to 30 kHz, more than one order of

magnitudes brighter than those measured on plasmonic nano-structures [184], and

identify two different types of SPEs: the first one exhibits a single emission line

characterized by fine structure splitting (FSS) and long radiative lifetimes, while the

second one reveals a plurality of satellite peaks at longer wavelength, with the same

polarization axis and zero FSS. Finally, we report an evaluation of the first order
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correlation function g(1)(τ) and the power dependent dephasing time by measuring

the fringe contrast in a Mach-Zehnder interferometer.

A.2 Methods

This section contains a brief description of the additional experimental methods

employed for the investigation of single photon emitters in WSe2.

A.2.1 Device design

The nano-antennas investigated in this work were designed by Sandro Mignuzzi from

Imperial College London. Figure A.1 shows a schematic view of a device (dimer),

which consist of a couple of identical pillars defined on a GaP substrate (n = 3.2) with

etch depth h = 200 nm. The other relevant parameters are the radius r of each pillar,

and the gap g between them. For small values of the gap g ∼ 50 nm, the dimers

support an optical mode with enhanced near-field intensity localized around the

edges of the pillars, as reported in Figure A.1a. This mode extends into the visible

and near-infrared spectral ranges and is characterized by a low Q ∼ 10. Choosing

values of r between 100 and 500 nm leads to a spectral response centered around

750 nm, which is the typical emission wavelength of WSe2 monolayers [185]. When

an emitter is coupled to such a mode, it can experience an enhanced spontaneous

emission rate due to the Purcell effect. Typical Purcell factors for these structures

may vary between 5 and 15, depending on the radius of the pillars (Figure A.1b).

Meanwhile part of the emitted photons are directed vertically, increasing the amount

of radiation that can be collected by a microscope objective (Figure A.1c). Even if

the majority of the emission is still trapped in GaP due to the high refractive index

contrast at the interface with air, this enhanced directivity constitutes a remarkable

improvement compared to bare GaP [186], where less than 1% of the emitted photons

can escape from the substrate.

The devices studied in this work were fabricated by Javier Cambiasso from Imperial

College London using electron-beam lithography followed by several wet and dry

107



A Single photon emitters in WSe2 coupled to GaP nano-antennas

(a) (b)

(c)

Figure A.1: (a) Schematic of a WSe2 monolayer placed on a GaP nano-antenna and

simulated near-field distribution calculated for a GaP dimer nano-antenna (height 200

nm, radius 50 nm, gap 65 nm) illuminated with a normally incident plane wave. The

electric field amplitude E is normalised by the amplitude E0 of the incident wave. (b)

Simulated Purcell factor for a dipole source placed at different positions over the dimer,

with orientation parallel and perpendicular to axis of the device. (c) Associated radiation

pattern for an in-plane and out-of-plane dipole source placed in the middle of the gap g at

z = 200 nm. The three plots in this Figure are taken from Ref. [185].
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etching steps [187]. An atomically thin layer of WSe2 was then placed onto an array

of GaP dimers with variable radius (50 - 300 nm) by Luca Sortino and Panaiot Zotev,

as described in Section A.2.2. After the transfer the monolayer stretches and follows

the shape of the underlying device, which guarantees an optimal spatial overlap with

the supported optical mode.

A.2.2 Exfoliation and transfer of WSe2 monolayers

The sample used in these experiments was produced by mechanical exfoliation of

commercially available WSe2 bulk crystals and then transferred onto a pre-patterned

GaP (100) substrate by Luca Sortino and Panaiot Zotev at the University of Sheffield.

The fundamental steps of the exfoliation procedure, also known as "scotch-tape

method" [188], are shown in Figure A.2. First, a bulk crystal of WSe2 is placed onto

an adhesive tape and covered with a protective PET film. After applying a gentle

pressure to improve the adhesion, the crystal is carefully removed leaving just a few

layers of WSe2 on the tape. This exfoliation is then repeated a few more times with

fresh tape in order to break the interlayer bonding in the leftover material and obtain

even thinner residuals. Then, the tape is pressed on a target substrate (in our case

a 1x1 cm PDMS film on a glass slide) and pulled off to transfer the residual flakes,

which can be examined under the microscope to identify the monolayers.

The identification of the monolayers was carried out by illuminating the sample

with the white light source of a commercial optical microscope. In order to distinguish

the PL signal coming from the WSe2 monolayers, which is peaked around 750 nm,

two optical filters were added to the setup: a 550 nm shortpass filter in the excitation

path after the white light source and 600 nm longpass filter in the collection path,

before the CCD camera of the microscope. Because of their high quantum efficiency

at room temperature, under the conditions described above the WSe2 monolayers

could be immediately identified from their bright yellow PL emission. The yellow

colour is an artefact caused by the filter placed in the collection path.

Finally, the identified monolayers can be deterministically placed on top of the

target substrate. In our case that was a GaP chip with pre-etched optical nano-
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Figure A.2: Schematic of the scotch-tape method: (i) The WSe2 bulk crystal is placed on

the adhesive tape. A gentle pressure with the help of a protective PET film ensures good

adhesion. (ii) When the crystal is removed, the adhesion forces break some of the weak

interlayer bonds in WSe2, leaving a few crystal layers on the tape. (iii) The exfoliation is

repeated a few more times with fresh tape to end up with even thinner residuals. (iv) The

tape with the remaining material is pressed on a target substrate. (v) The tape is pulled

of, leaving some WSe2 flakes on the PDMS film, ready to be examined under the optical

microscope.

antennas. The procedure chosen for the transfer relies on the visco-elastic properties

of PDMS [189], which behaves as an elastic solid over short timescales but can slowly

flow over long timescales [190]. The exfoliated monolayer is aligned to the target

region with the help of a micro-manipulator and pressed against the substrate. Then

the PDMS is peeled off very slowly in order to release the WSe2 flakes. By slowly

peeling off the stamp from the surface, the visco-elastic material detaches, releasing

the flakes that remain attached to the target substrate.
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A.2.3 PL measurements

The micro-PL measurements presented in this appendix have been carrier out using

a setup assembled at the University of Sheffield by Luca Sortino. The general

structure of the setup is similar to the one represented in Figure 3.10, but in this

case the sample was mounted onto stepper motor stages in a bath cryostat and

excited with either a CW laser diode at 685 nm or a pulsed laser diode at 638 nm

(pulse width ∼ 90 ps) through an infinity corrected objective with NA=0.7. The

collected light was first coupled into a spectrometer containing two gratings (300 and

1800 grooves/mm respectively) and then sent to a CCD sensor for detection. For

time-resolved measurements, the photons belonging to the transition of interest were

recorded with an avalanche photodiode (APD) operating near the reverse breakdown

voltage.

A.2.4 First order correlation function measurements

In order to evaluate the first order correlation function g(1)(τ) of single-photon

emitters in WSe2 monolayers, we employed the setup represented in Figure A.3. Here,

the PL signal filtered by the monochromator is coupled into a fibre Mach-Zehnder

interferometer with a phase shifter in one arm and a motorized translation stage in

the other arm [191]. The fiber phase shifter is controlled by a voltage generator and

produces a phase difference ∆ϕ to measure the fringe contrast, whereas a motorised

translation stage controls the variable optical delay (∆t) between the two arms. For

each value of ∆t, the phase difference is scanned by applying a variable voltage to

the phase shifter while the output intensity is detected by an APD and recorded

electronically by a photon counter. After measuring the interference fringes, the

fringe contrast visibility υ is calculated as:

υ = Imax − Imin

Imax + Imin
(A.1)

where Imax and Imin are the average values of the local maxima and minima.
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Figure A.3: Schematic of the fiber Mach-Zehnder interferometer employed to measured the first

order correlation function g(1)(τ) and example of fringes recorded by the photon counter by changing

the voltage applied to the fiber phase shifter at ∆t = 0.

This procedure is repeated for increasing values of ∆t, until the fringes can no

longer be observed. As demonstrated in [191], the relationship between the measured

fringe contrast visibility and g(1)(τ) is given by:

g(1)(τ) = (1 − ϵ) |g(1)(τ)|
g(1)(0) (A.2)

where (1 − ϵ) s the maximum resolvable fringe contrast of the interferometer, which

in our case was limited to 0.98.

A.3 Experimental results

A.3.1 Micro-PL measurements

In Figure A.4a we report the low-temperature PL emission of a WSe2 placed on top

of a GaP dimer with radius r = 300 nm. The PL signal is recorded at a temperature

of 4 K under above-band pulsed laser excitation at 80 MHz. The spectrum is

characterized by the presence of a bright isolated peak (labelled "main") at λ=745

nm, exhibiting count rates up to 30 kHz and a linewidth of 410 µeV (FigureA.4b).
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We also observe a series of secondary peaks at longer wavelength (labelled "satellite"),

which sit on top of a broader background. This spectral structure, which is coherent

with previous observations of quantum emitters in WSe2 monolayers [171], appears

extremely stable over weeks at cryogenic temperature. The PL emission shows a small

spectral wandering over a long time scale (Figure A.4c), which we attribute to charge

or electric field fluctuations in the neighbourhood of the emitter. To investigate the

nature of the photon emission, we spectrally selected the main peak and measured

the photon statistics using Hanbury-Brown-Twiss interferometry, as explained in

Section 3.12. The corresponding diagram of photon coincidences (Figure A.4d) shows

a pronounced sign of anti-bunching, with reduced coincidences at zero delay time

indicating single photon emission. The high value of g(2)(0) = 0.46 recorded in our

experiment can be explained by the presence of residual background from 2D excitons

causing undesired multi-photon events. It is worth noting that lower values of g(2)(0)

down to 0.26 have been reported for the same class of emitters [192]. According

to previous observations, we attribute the single photon emission to the formation

of excitonic complexes associated with the local strain experienced by the WSe2

monolayer [193], which folds around the edges of the underlying nano-pillars.

Moreover, we analysed the power dependence of the PL response under optical

excitation at 638 nm and 80 MHz repetition rate. In fact, a saturation of the PL

intensity is expected for single quantum emitters, since the maximum number of

emitted single photons is limited by the lifetime of the excited state. This leads to a

nonlinear dependence of the integrated PL intensity (I) with respect to the optical

excitation power (P ) described by the equation:

I = Isat
P

P + P 0
(A.3)

where Isat is the integrated PL intensity at saturation and P 0 is the normalized

power value, i.e. the excitation power such that I(P 0) = 1
2Isat.

As reported in Figure A.5, both the main and the satellite peak at λ=752 nm

follow the expected saturation behaviour with similar values of P 0 around 50 nW.

Repeating this analysis over the other satellite peaks confirms that P 0 can change

slightly but saturation is always observed.
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(a) (b)

(c)
(d)

Figure A.4: (a) Low-temperature photoluminescence emission of a strained WSe2 monolayer

on top of a GaP nano-antenna (r = 300 nm) under pulsed laser excitation at 80MHz

(λ=638 nm), exhibiting a main emission peak at λ=745 nm and a series of satellite peaks

at longer wavelength. (b) Main emission peak fitted with a Lorentzian function (solid

line), showing a linewidth of 410 µeV. (c) Corresponding spectral wandering showing a

stable spectral emission over 500 s for both the main and the satellite peaks. (d) Second

order photon correlation measured on the main emission peak at λ=745 nm under pulsed

excitation at 80 MHz, with reduced coincidences at zero delay time indicating single photon

emission.
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(a) (b)

(c) (d)

Figure A.5: (a) Integrated intensity versus excitation power for the main emission peak

at λ=745 nm. The dashed lines represent the fit with Equation A.3, with P 0 = 56 nW.

(b) Integrated intensity versus excitation power for the satellite peak at λ=752 nm. The

dashed lines represent the fit with Equation A.3, with P 0 = 47 nW. (c) Vertical PL scan

(i.e. perpendicular to the axis connecting the nano-pillars) measured across the dimer

position to demonstrate the localization of the SPE. (d) Horizontal PL scan (i.e. along the

axis connecting the nano-pillars) measured across the dimer position.
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Next, in order to demonstrate that the GaP nano-antennas provide a deterministic

positioning site for the SPEs, we performed two perpendicular linear scans by moving

the excitation and collection spots across the position of the dimer and recording the

corresponding PL spectra. As reported in Figure A.5, the PL signal is maximized for

positions close to the centre of the device, while it vanishes when we move away from

the pillars. Unfortunately, the spatial resolution of this method does not allow us to

investigate in which area of the device the emission originates, but the correlation

between the PL intensity and the position of the dimer is a clear indication of the

deterministic localization of the SPE. We also observe that the PL emission of the

main and the satellite peaks is maximized for slightly different positions along the

horizontal direction (Figure A.5d), suggesting that multiple emitters contribute to

the complex spectral structure in Figure A.4a. In fact, excitons can be trapped in

multiple potential wells, which form in the WSe2 monolayer when it folds around the

edges of the nano-pillars, experiencing a different local strain. However, testing this

hypothesis would require a spatial resolution much higher than the one provided by

the experimental setup used.

A.3.2 Polarization-resolved spectroscopy

To gain further insight into the nature of the emission centre described in Figure

A.4, we performed polarization resolved PL measurements, where the sample is

excited with a linearly polarized pulsed laser while a rotating half-wave plate and a

linear polarizer are included in the collection arm. As reported in Figure A.6, the

main emission peak at λ=744.7 nm is accompanied by a secondary peak at shorter

wavelength (Figure A.6a), energetically separated by ∼ 700 µeV. The intensity ratio

between the two peaks is ∼ 6 under above-band excitation and the degree of linear

polarization is 74% and 87% respectively. The existence of states with high degree of

linear polarization can be explained by the presence of aligned strain, which breaks

the honeycomb crystal structure of the monolayer along a particular direction. The

resulting reduced symmetry gives rise to the high linear polarization of strain-trapped

excitons [194]. Overall, the observed polarization characteristics are coherent with
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(a) (b)

Figure A.6: (a) Polarization resolved PL spectra of the main emission peak, revealing a

doublet with a fine structure splitting of ∼ 700 µeV and intensity ratio ∼ 6. (b) Polarization

resolved PL spectra of the satellite peaks, which show no evidence of fine structure splitting.

previous results [195], although the relevant literature shows an extensive variety in

the polarization properties of PL peaks from strain-trapped excitons in WSe2. Such

a variety supports the idea that the different strain conditions experienced by the

monolayer must influence the shape of the trapping potential as reported in [196],

where directional elongations of the potential well were achieved by changing the gap

of the nanostructure underneath the WSe2. On the other hand, all the satellite peaks

are linearly polarized along the same axis, without showing any sign of fine structure

splitting. Together with the linear scan in Figure A.5d, this supports the hypothesis

that the main and the satellite peaks are not associated to the same potential well.

Instead, the satellite peaks could originate from a second well, which forms in a

slightly different area of the device and can host a larger number of quantum states

because of the different mechanical strain experienced.

A.3.3 Emission dynamics

To conclude the characterization of the emitter described above, we focussed on

the temporal evolution of the excited states and studied the photoluminescence
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Figure A.7: Photoluminescence decay traces of the main emission peak measured under

above-band excitation for three different values of the pump power: below, around and

above P 0.

dynamics of the main emission peak using time-resolved spectroscopy, as described

in Section 3.4.2. In general, the emission dynamics of SPEs in WSe2 is not yet fully

understood because it can be extremely variable: in fact, the literature includes

reports of both very long (225 ns) and very short (2 ps) lifetimes [197]. In Figure A.7

we report the luminescence decay trace measured on the main peak as a function of

the excitation power and we observe the presence of a clearly resolvable rise time.

In order to capture the combined growth and decay behaviour, we define the decay

time constant τd and the onset time τ 0 as the time where the exponential decay

starts. We notice a strong power dependence in the rise of the luminescence trace

with a reduction of τ 0 from 2.5 ns at 1 nW to 0.9 ns at 1 µW, suggesting a more

efficient capture of the excitonic complex into the strain-induced potential well for

increasing laser excitation. The effect of the pump power is visible also on the decay

trace, with τd varying from 9.7 ns at 1 nW to 7.3 ns at 1 µW. This is coherent with

previous observations [198] and can be explained by the increasing probability of

non-radiative recombination mechanisms, such as diffusion-assisted exciton-exciton

annihilation.
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A.3.4 Coherence of a strain-induced single-photon emit-

ter

To conclude our study of SPEs in WSe2, we evaluate the first order correlation

function g(1)(τ) for a different emitter localized on a GaP nano-antennas of radius r

= 200 nm. As described in Section A.2.4, we employ a Mach-Zehnder interferometer

with a phase shifter in one arm and a motorized delay line in the other arm.

Figure A.8 shows the PL emission of the SPE considered, with a main isolated

emission line at λ=752 nm exhibiting FWHM = 450 µeV and P 0 = 72 nW. In Figure

A.8d we report the measured fringe contrast visibility υ(τ) for three different values

of the excitation power: below, around and above P 0 respectively. The decay of the

fringe contrast is fitted with the function:

g(1)(τ) = e(−τ/T 2) (A.4)

from which we extract the coherence time T2.

We observe that the longest coherence time T 2 = 2.78 ± 0.14 ps is obtained with

the lowest excitation power of 25 nW. It is worth noting that the 450 µeV linewidth

of the transition investigated, which is a typical value for SPEs in WSe2, limits the

coherence time to:

T 2 = 2h̄

FWHM
= 2.9ps (A.5)

This indicates that the rapid dephasing determined by electron-phonon interac-

tions [199] is still the main limiting factor for the coherence time of this class of

emitters.
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(a) (b)

(c) (d)

Figure A.8: (a) Low-temperature PL signal from a WSe2 SPE localized on a GaP nano-

antennas of radius r = 200 nm. (b) Lorentzian fit of the emission peak, showing a linewidth

of 450 µeV. (c) Integrated PL intensity as a function of the excitation laser power. (d)

Fringe contrast visibility υ(τ) measured under above-band excitation at 638 nm for three

different values of the excitation power.
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A.4 Conclusions

In this chapter we presented a detailed characterization of SPEs in WSe2 coupled to

GaP nano-antennas. First, we demonstrated that the dimers provide a deterministic

positioning site for strain-induced SPEs as well as an optical device to enhance the

light output and improve the collection efficiency. We reported bright photolumines-

cence emission and observed the presence of two different classes of emitters with

well defined optical properties in the PL spectra. The first class appears at shorter

wavelength as an isolated peak and is characterized by the presence of a FSS doublet,

while the second one consists of a set of peaks at longer wavelength without any sign

of FSS. The origin of those emitters can be explained by the excitonic confinement

in strain-induced potential wells. We also reported a direct measurement of the first

order correlation function for a SPE coupled to a GaP dimer, extracting a coherence

time of T 2 = 2.78 ps, which appears to be mainly limited by pure dephasing.

Although more detailed measurements would be necessary, the preliminary data

suggest that GaP nano-antennas are a powerful platform to enhance the light output

of single-photon emitters in 2D semiconductors. In terms of future work, developing

a flip-chip fabrication process for the integration of a backside broad-band reflective

mirror may considerably improve the brightness by redirecting towards the collection

optics the majority of the photons currently absorbed in the GaP substrate.
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