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Abstract

In this thesis we consider Calderón’s problem for harmonic maps in real-

analytic setting. In the first chapter we provide foundational and back-

ground material such as the existence and uniqueness of a solution to

the Dirichlet problem for the connection Laplacian, and the existence and

uniqueness of the Dirichlet Green kernel. In the second chapter we dis-

cuss the properties of the Dirichlet-to-Neumann operator associated to the

connection Laplacian and prove a result on reconstruction of geometric

data on the boundary from a given Dirichlet-to-Neumann operator. We

then use this to prove a uniqueness result for Calderón’s inverse problem

for the connection Laplacian on a vector bundle. In the third chapter we

generalise the notion of the Dirichlet-to-Neumann operator to maps be-

tween manifolds and discuss what kind of difficulties arise along the way.

We conclude the chapter with the uniqueness result for Calderón’s inverse

problem for maps between real-analytic manifolds.



Notation

Rn n-dimensional Euclidean space
|g| determinant of a metric g
Trg trace with respect to a metric g
divg divergence operator with respect to a metric g
gradg gradient operator with respect to a metric g
∆g = −divg ◦ gradg , Laplace-Beltrami operator
Γ (E) space of smooth sections of a vector bundle E over a manifold N
D (E) space of test sections of E, i.e. the subspace of Γ (E) formed by

smooth sections whose supports lie in the interior of the base N
Lp p-Lebesgue space
W s (s, 2)-Sobolev space
∇E connection on a vector bundle E
∆E connection Laplacian on a vector bundle E
[X , Y ] homotopy classes of maps from X to Y
πi (X ) i-th homotopy group of X
πi (X , A) i-th relative homotopy group of a pair (X , A)
Hi (X ) i-th homology group of X
Hi (X , A) i-th relative homology group of (X , A)
H i (X ) i-th cohomology group of X
H i (X , A) i-th relative cohomology group of (X , A)
K (Γ , i) Eilenberg-MacLane space with i-th homotopy group Γ
aia

i denotes the sum
∑

i aia
i, i.e. the Einstein summation

convention is assumed throughout the text
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Chapter 0

Introduction

In this thesis we consider the generalisation of the geometric Calderón problem to

maps between manifolds. Let us state the classical geometric Calderón problem. Re-

call that the Laplace-Beltrami operator∆g on a Riemannian manifold (N , g) is defined

by

∆g = −divg ◦ gradg ,

where divg and gradg are the divergence and gradient operators associated with the

metric g. In local coordinates the Laplace-Beltrami operator is given by

∆gu= −
1

p

|g|
∂

∂ x i

�

Æ

|g|g i j ∂ u
∂ x j

�

,

where g i j represent elements of the inverse matrix to g in the associated coordinate

frame, and |g| denotes the determinant of the matrix g in this frame. Let N be a
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compact manifold with boundary ∂ N . Consider the following Dirichlet problem











∆gu= 0 in N ,

u= f on ∂ N ,
(1)

and the DtN operator

Λg ( f ) = νi g
i j ∂ u
∂ x j

Æ

|g|.

The geometric Calderón problem then is to reconstruct a Riemannian metric g from

the DtN map Λg . The problem in this form is a geometric restatement [31] of an in-

verse problem in physics, which has important applications in the real world. One

of these applications is Electrical Impedance Tomography (EIT). In short, the process

of EIT goes as follows. Electrodes are attached to the surface of an object of study;

some voltage is applied to the electrodes and the current created in the electrodes in

response to the applied voltage is measured; the inverse problem of reconstructing

the data (such as conductivity) inside the object from the voltage-to-current measure-

ments is solved; different conductivities in various parts of the object are treated as

representing different tissues, materials, or irregularities. The mathematical part of

this process is the solution of the inverse problem. It was first studied by Alberto

Calderón [4, 5] and it is customary to call it Calderón’s problem.

Let us briefly discuss the underlying physics of Calderón’s problem. It is well known

that the static electric field E⃗ can be written in the form

E⃗ = ∇⃗u,

where ∇⃗ denotes the gradient operator and u is a function called the potential of the



3

electric field E⃗. Note that we consider the opposite (to the one used in physics) sign

convention. Let us assume first, for simplicity, that the conductivity inside the object is

isotropic. Using Ohm’s law we obtain the following expression for the electric current

density

j⃗ = γE⃗ = γ∇⃗u, (2)

where the function γ represents the conductivity. Now, assuming that no charges are

created or destroyed inside the object, the continuity equation should hold for the

electric current. Mathematically this is represented by the formula

∇⃗ · j⃗ = 0, (3)

where ∇⃗· denotes the divergence operator. Combining this relation with (2) we obtain

the following equation for the potential of the electric field

∇⃗ · γ∇⃗u=
∂

∂ x i

�

γ
∂ u
∂ x i

�

= 0. (4)

Here and throughout the text we assume the summation convention over repeated

indices. When we apply some potential (voltage) f to the surface of the object an

electric field is created, such that the corresponding potential satisfies (4). Since the

potential is a continuous function, the condition u= f on the surface should be satis-

fied. Summarising everything, we obtain the following Dirichlet problem











∇⃗ · γ∇⃗u= 0 in Ω,

u= f on ∂Ω.
(5)
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Here the domain Ω represents the interior of the object, and the boundary ∂Ω rep-

resents its surface. Now, using Ohm’s law again we can write the expression for the

current flux through the surface of the object

Λγ f = j⃗
�

�

⊥
∂Ω
= γ E⃗

�

�

⊥
∂Ω
= γ

∂

∂ ν
u

�

�

�

�

∂Ω

, (6)

where ν is the outward unit normal vector to the boundary ∂Ω and ⊥ indicates the

projection to the normal vector ν. The map Λγ which sends a (voltage) function on

the boundary to a (current flux) function on the boundary is usually simply called

in physics the voltage-to-current map. In mathematics this map is usually called the

Dirichlet-to-Neumann (DtN) map (or operator) associated with the operator

Lγ = ∇⃗ · γ∇⃗, (7)

The name comes from the fact that it maps Dirichlet boundary data to Neumann

boundary data. Suppose we are given a voltage-to-current (DtN) map on the sur-

face of an object (boundary of a domain). The Calderón problem is then to decide

if the conductivity γ is uniquely determined by this voltage-to-current (DtN) map Λγ

and if it is, then to reconstruct γ from it. This isotropic inverse problem was studied

by A. Calderón in [4]. Note that the author used an equivalent formulation in terms

of the quadratic form

Qγ ( f ) =

∫

Ω

γ
�

�∇⃗u
�

�

2
dV

instead of the map Λγ. The physical meaning of Qγ ( f ) is the power necessary to main-

tain the potential f on the boundary ∂Ω. The author showed that in the case where γ

is sufficiently close to a constant it can be nearly determined by Qγ and in some cases
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it can be calculated with a relatively small error. This pioneering work of Calderón led

to many developments in inverse problems. See [43] for a comprehensive survey on

the topic of EIT and Calderón’s problem.

In principle, the conductivity γ inside the object of study need not be isotropic.

One important example of an anisotropic conductor is the muscle tissue in the human

body. Mathematically, anisotropic conductivity can be represented as a positive def-

inite, smooth, symmetric matrix function γ =
�

γi j
�

on Ω. The Dirichlet problem (in

Euclidean coordinates) in this case is











∂
∂ x i

�

γi j ∂ u
∂ x j

�

= 0 in Ω,

u= f on ∂Ω,

and the voltage-to-current (DtN) map is defined by

Λγ f = νiγ
i j ∂ u
∂ x j

�

�

�

�

∂Ω

.

Unfortunately, in this case Λγ does not determine γ uniquely. Namely, any change

of variables in Ω that leaves ∂Ω fixed gives rise to a new conductivity with the same

voltage-to-current map. Refer to [43] for a more detailed discussion on this topic.

Let us now point out how this problem is related to the geometric Calderón problem

discussed above. If N is an open, bounded subset of Rn with smooth boundary it was

noted in [31] that

Λg = Λγ,

where
�

gi j

�

= |γ|
1

n−2
�

γi j
�−1

, and
�

γi j
�

=
Æ

|g|
�

gi j

�−1
.
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So in this case the geometric problem is equivalent to the one that arises in physics.

Let us return to the geometric Calderón problem. Note that in general one has

Λψ∗g = Λg ,

where ψ is any diffeomorphism of N which is the identity on ∂ N . Here ψ∗g denotes

the pull-back metric alongψ. This fact poses an obstacle to the unique reconstruction

of a metric from the DtN map. In the two-dimensional case, the Laplace-Beltrami

operator is conformally contravariant and, as a result, the DtN operators associated

with conformal metrics that are equal on the boundary coincide, i.e.

Λcg = Λg ,

where c is a conformal factor equal to 1 on the boundary. Hence, in two dimensions

this is an additional obstacle to the unique reconstruction of the metric. The natural

question to ask is if those are the only obstructions to the unique recovery of the

metric from the DtN operator. The affirmative answer to this question was given in

[27]. Namely, the authors showed that the DtN operator given on an open subset

W ⊂ ∂ N determines a Riemannian surface N and the conformal class of metrics on

N that coincide in W . In the same paper the authors also showed a similar result for

higher dimensional manifolds (≥ 3) assuming that the structures are real analytic.

More precisely, the authors proved that the DtN operator given on an open subset

W ⊂ ∂ N , in which ∂ N is real analytic, determines a connected compact real analytic

Riemannian manifold (N , g). This result was further generalised in [28] by relaxing

the compactness hypothesis to a completeness hypothesis, assuming that ∂ N remains
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compact. At the moment the problem for general compact connected Riemannian

manifolds remains open. We refer the reader to the survey [43] for the history of the

problem and a more detailed review of the results.

One way to generalise the geometric Calderón problem is to consider an inverse

problem for harmonic forms similar to the inverse problem in Proposition A.2.2 which

we use to prove Theorem 3.2.3 in Subsection 3.2.4. This problem was considered

in [25]. The other way to extend this results is to consider an inverse problem for

the connection Laplacian on a vector bundle. We discuss and study this problem in

Chapter 2.

There is another way to define the Dirichlet-to-Neumann operator Λ, which is also

common in the literature. We will use this definition throughout the text and call the

DtN operator defined in this way the classical (or scalar) DtN operator. Namely, we

define the classical DtN operator by the formula

Λ f =
∂ u
∂ ν

�

�

�

�

∂ N

, (8)

where ν is the outward unit normal vector field and u is the unique solution to the

Dirichlet problem (1). It is well known (and will be shown later for more general

situation) that this operator has nice properties. More precisely, it is a classical elliptic

self-adjoint pseudodifferential operator of order one.

Let us talk briefly about the structure and contents of this thesis. In the first chap-

ter we provide foundational and background material. We start with the necessary

definitions and results in the theory of pseudodifferential operators, especially acting

on sections of vector bundles. For more detailed exposition we refer the reader to

the books [40, 42]. We continue with the definition and discussion of the connection
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Laplacian operator, which is a natural generalisation of the Laplace-Beltrami operator

to vector bundles with a connection. Alongside, we define and discuss the Schrödinger

(type) operators, which play an important role in the proof of the main result in Chap-

ter 3. We provide some properties of these operators, such as the symmetry and el-

lipticity, and then use them to show the existence and uniqueness of the solution to

the Dirichlet problem. Exploiting this we define the associated Dirichlet-to-Neumann

operator and discuss its properties. Our next section is devoted to the construction

of the Dirichlet Green kernel and discussion of its properties. Here we utilise a slight

modification of the classical method for the construction of Green’s function [cf. 2].

After this we give a brief explanation of a more general approach to the construction of

Green’s kernels based on the theory of pseudodifferential operators. The next section

describes a link between the Dirichlet-to-Neumann operator and single- and double-

layer potentials [41].

In the second chapter we discuss the properties of the Dirichlet-to-Neumann op-

erator associated with the connection Laplacian and prove a result on reconstruction

of geometric data on the boundary from a given Dirichlet-to-Neumann operator. This

part follows the method presented in [31], which was also used in [7] to obtain sim-

ilar results for the case of Hermitian vector bundles, though our main result for the

Schrödinger operators differs because of the way we want to apply it. We then use

this local reconstruction to prove a uniqueness result for the Calderón inverse prob-

lem for the connection Laplacian on a vector bundle. This part follows the idea of

immersions by Green’s functions (kernels) exploited in the paper [28] for the scalar

Dirichlet-to-Neumann operator. Note, that in their paper the authors consider the

manifold to be at least 3-dimensional complete real-analytic (possibly) non-compact

with compact boundary. In [27] the authors used a different approach, sheaves of an-
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alytic functions, to obtain the result for compact manifolds, including 2-dimensional

ones.

In the third chapter we generalise the notion of the Dirichlet-to-Neumann operator

to maps between manifolds and discuss the difficulties that arise in this case. Namely,

the Dirichlet-to-Neumann operator is not always well defined. The first issue arises

when we try to find harmonic extension of a map from the boundary to the whole

manifold. In contrast to the classical case where the target manifold is the Euclidean

real line we can have non-trivial homotopy type of the target manifold. Because of

this, on the one hand, it is not always possible to extend a map from the boundary to

a map from the whole manifold. On the other hand, when this extension is possible

there may be more than one homotopy class of them. These issues are illustrated in

the counterexamples section. In the next section we discuss the arising general topo-

logical extension problem and particular cases such as the case of target manifolds of

the Eilenberg-MacLane type, the case of maps between surfaces, and the case of maps

to a circle, which has a link to harmonic 1-forms. After this we give examples of gener-

alisation of Calderón’s problem for maps from domains of dimensions 1 and 2. These

examples are then followed by the statement of the general Calderón problem for

maps between manifolds. In contrast to the classical case, this problem is non-linear

and, therefore, we proceed by obtaining results on its linearisation. We then show that

the latter linearised problem is equivalent to Calderón’s problem for Schrödinger type

operators discussed in Chapter 2. We conclude the third chapter with a uniqueness

result for the Calderón inverse problem for maps between real-analytic manifolds.
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Chapter 1

Background material

1.1 Pseudodifferential operators

In this section we will recall the definition of a (standard) pseudodifferential operator

(PDO) on vector bundles. We follow the exposition by Treves in [42]. LetΩ be an open

subset ofRn. We need first to define the special class of functions called amplitudes. Let

m be any real number. We shall denote by Sm (Ω,Ω) the linear space of C∞ functions

in Ω×Ω×Rn, a (x , y,ξ), which have the following property:

To every compact subset K of Ω×Ω and to every triplet of n-tuples α,β ,γ, there

is a constant Cα,β ,γ (K )> 0 such that

�

�

�DαξDβx Dγy a (x , y,ξ)
�

�

�≤ Cα,β ,γ (K ) (1+ |ξ|)
m−|α| , ∀ (x , y) ∈K , and ∀ξ ∈ Rn, (1.1)

where Dzi
:= −i∂zi

. The elements of Sm (Ω,Ω) are called amplitudes of degree ≤ m

(in Ω × Ω). The space Sm (Ω,Ω) is endowed with a natural locally convex topology:

denote by pK ;α,β ,γ (a) the infimum of the constants Cα,β ,γ (K ) such that (1.1) is true.
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One can see then that the function pK ;α,β ,γ is a seminorm on Sm (Ω,Ω) and defines

the topology of this space when K ranges over the collection of all compact subsets

of Ω and α,β ,γ over that of all n-tuples. Thus topologised, Sm (Ω,Ω) is a Fréchet

space. We denote the subspace of amplitudes independent of y by Sm (Ω) and regard

its elements as smooth functions in Ω×Rn (rather than in Ω×Ω×Rn). The topology

on Sm (Ω) is the induced subspace topology from Sm (Ω,Ω). Hence, Sm (Ω) is a Fréchet

space, as a closed linear subspace of the Fréchet space. The intersection of all Sm (Ω) is

denoted by S−∞ (Ω). The quotient vector space Sm (Ω)/S−∞ (Ω) is denoted by Ṡm (Ω)

and its elements are called symbols of degree ≤ m. We use the term symbol for a

representative (∈ Sm (Ω)) of an equivalence class in Ṡm (Ω) as well. We shall also

introduce the notion of a formal symbol. By a formal symbol we mean a sequence of

symbols am j
∈ Sm j (Ω)whose orders m j are strictly decreasing and converging to −∞.

It is standard to represent it by the formal series

+∞
∑

j=0

am j
(x ,ξ) . (1.2)

From such a formal symbol one can build true symbols, elements of Sm0 (Ω) in the

present case, which all belong to the same class modulo S−∞ (Ω). We will denote this

class by (1.2). In order to construct a true symbol one may proceed as follows:

First, one may state that a symbol a (x ,ξ) belongs to the class (1.2) if, given any

large positive number M , there is an integer J ≥ 0 such that

a (x ,ξ)−
J
∑

j=0

am j
(x ,ξ) ∈ S−M (Ω) .
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Second, one can construct such a symbol a (x ,ξ) as a sum of a series

+∞
∑

j=0

χ j (ξ) am j
(x ,ξ) ,

where χ j (ξ) are suitable cutoff functions. By suitable we mean such that the above

series converges in the space Sm0 (Ω). Note that since we are using the cutoff functions

we are able to deal with terms am j
(x ,ξ) that are not “true” elements of Sm j (Ω), e.g.

the functions that are non-smooth or even not defined in neighborhoods of the origin

ξ= 0. (If such neighborhoods depend on x we may consider the cutoff functions that

also depend on x). The most important examples of formal symbols (1.2) with terms

am j
(x ,ξ) that are not C∞ functions of ξ at the origin are the classical symbols. The

formal symbol (1.2) is called the classical symbol if each term am j
(x ,ξ) is a positive-

homogeneous function of degree m j of ξ and if differences m j −m j+1 ∈ Z+, for all j.

Recall that a function f (ξ) is called positive-homogeneous of degree d with respect to

ξ in Rn\{0} if f (ρξ) = ρd f (ξ) for every ρ > 0 (but not necessarily for every real

ρ). For instance, the Heaviside function on R\{0} is positive-homogeneous, but not

homogeneous, of degree zero.

As is customary in the literature, we denote by D ′ (Ω) and E ′ (Ω) the spaces of dis-

tributions and compactly supported distributions, i.e. the continuous duals to C∞0 (Ω)

and C∞ (Ω), respectively, both assumed to be equipped with the weak topology. Let

us recall the Schwartz kernel theorem [22].

Theorem. Every K ∈ D ′ (Ω×Ω) defines a continuous linear map A from C∞0 (Ω) to

D ′ (Ω) via

Aϕ (ψ) = K (ϕ ⊗ψ) , ϕ,ψ ∈ C∞0 (Ω) . (1.3)



1. BACKGROUND MATERIAL 14

Conversely, to any continuous linear map A : C∞0 (Ω) → D ′ (Ω), there corresponds a

unique distribution KA (x , y) in Ω×Ω such that (1.3) holds. The distribution KA is called

the Schwartz kernel of A.

Let us continue with the definition of a (standard) PDO.

Definition. A linear operator A : C∞0 (Ω) → D ′ (Ω) is called a (standard) pseudod-

ifferential operator of order m if there is an element a ∈ Sm (Ω) such that A can be

represented in the form

Au (x) = (2π)−n

∫ ∫

ei(x−y)·ξa (x ,ξ)u (y) d ydξ, (1.4)

where it is understood that the integration with respect to y is effected first and the

one with respect to ξ last. The function a (x ,ξ) is called a (complete) symbol of the

PDO A. A PDO is called a classical pseudodifferential operator if it has a classical symbol.

The set of standard pseudodifferential operators of order m will be denoted by

Ψm (Ω). The union of these sets for all m ∈ R will be denoted by Ψ (Ω) and their

intersection by Ψ−∞ (Ω). Let us give an example of PDOs from which the motivation

to consider them originates.

Example. Consider a linear differential operator A with smooth coefficients acting in

an open subset Ω of Rn. Namely, let

A=
∑

|α|≤m

aα (x)D
α, (1.5)

where α is a multiindex, e.g. α = (α1, . . . ,αn) and α j is a non-negative integer, |α| =

α1 + · · · + αn, aα (x) are smooth functions of x ∈ Ω, Dα j = (−i)α j ∂
α j/∂ x

α j
j , and Dα =
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Dα1 . . . Dαn . Using the Fourier transform, we see that

Dαu (x) = (2π)−n

∫ ∫

ξαei(x−y)·ξu (y) d ydξ,

where ξ ∈ Rn, ξα = ξα1
1 . . .ξαn

n , and x ·ξ= x1ξ1+ · · ·+ xnξn is the standard Euclidean

product on Rn. Combining this with the expression (1.5) we obtain

Au (x) = (2π)−n

∫ ∫

ei(x−y)·ξσA (x ,ξ)u (y) d ydξ, (1.6)

where the polynomial on ξ functionσA (x ,ξ) =
∑

|α|≤m
aα (x)ξα is the usual symbol of the

differential operator A. One can see that σA (x ,ξ) ∈ Sm (Ω) and, hence, the operator A

is a pseudodifferential operator of order m. Recall that the part of a (complete) symbol

corresponding to the highest derivatives, i.e. pA (x ,ξ) =
∑

|α|=m
aα (x)ξα, is called the

principal symbol of A.

Note that we can readily generalise the notion of a principal symbol to classical

pseudodifferential operators. By a principal symbol of a classical PDO A∈ Ψm (Ω) with

formal symbol given by (1.2) we mean am0
(x ,ξ), which is the positive-homogeneous

term of highest degree m0 = m. The following properties of PDOs are well known

[40, 42].

Proposition 1.1.1. Let A be a pseudodifferential operator. Then its Schwartz kernel KA

is smooth off the diagonal, i.e. KA ∈ C∞ (Ω×Ω\diag (Ω)), where the diagonal is defined

by diag (Ω) := {(x , x) ∈ Ω×Ω}, and A defines continuous linear maps

A : C∞0 (Ω)→ C∞ (Ω) ,

A : E ′ (Ω)→D ′ (Ω) .
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Remark. It is customary in the literature to define the PDOs using amplitudes a ∈

Sm (Ω,Ω) in (1.4) instead of the symbols, but these two definitions in fact coincide

[40, 42]. Although the definition involving amplitudes has considerable expository

advantages in the general theory of PDOs it is redundant in this text, since we will be

exploiting only the symbols of PDOs.

We shall say that a PDO A is smoothing (regularizing) if it maps E ′ (Ω) to C∞ (Ω).

In order for this to be the case, it is necessary and sufficient for the associated Schwartz

kernel KA (x , y) to be C∞ in Ω×Ω. In terms of symbols, any smoothing operator has a

symbol a ∈ S−∞ (Ω). The following theorem [42, Theorem 2.1] gives a more precise

description of the “regularizing” properties of a general PDO.

Theorem 1.1.2. Let A be a pseudodifferential operator in Ω, of order ≤ m. Given any

real number s, the mapping u 7→ Au can be extended as a continuous linear mapping

W s
c (Ω)→W s−m

loc (Ω) of Sobolev spaces.

Note that we are using the definition of Sobolev spaces according to [42], that is

by W s we denote the (s, 2)-Sobolev space, i.e. the space of functions square integrable

together with first s derivatives (when s is a non-negative integer). For example, W 0

denotes L2. For a compact subset K ⊂ Rn we denote by W s
c (K) the subspace of W s (Rn)

consisting of a distributions having their support in a compact subset K . By W s
c (Ω)

we denote the union of the spaces W s
c (K) for K ranging over the collection of all

compact subsets of Ω. Finally, W s
loc (Ω) denotes the space of distributions u in Ω such

that φu ∈W s (Rn) for any smooth function φ compactly supported in Ω.

Now we are able to define pseudodifferential operators acting on vector-valued dis-

tributions. Let Fr be a r-dimensional vector space over field F(= R,C). Let D ′ (Ω;Fr)

(E ′ (Ω;Fr)) denote the space of (compactly supported) distributions in Ω. Note that if
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we chose basis in Fr then a Fr-valued distribution is a vector with coordinates consist-

ing of r scalar distributions. Using this we can give the following natural definition.

A linear operator A : E ′ (Ω;Fr)→ D ′
�

Ω;Fl
�

is called a pseudodifferential operator of

order m if in any bases of Fr and Fl it is represented by a matrix of scalar pseudodif-

ferential operators of order m.

Let F1 and F2 be two vector bundles over a smooth manifold N with fibres Fr and Fl ,

respectively. Note that any Fi-valued distribution (i = 1,2) in any local trivialisation

is represented by a vector with coordinates being scalar distributions. This allows

one to represent any linear operator Γ (F1)→ Γ (F2) in any local trivialisations as an

l× r-matrix of linear operators C∞ (N)→ C∞ (N). Therefore, it is natural to give the

following definition.

Definition. A linear operator A : E ′ (F1) → D ′ (F2) is called a pseudodifferential op-

erator (of order m) if in any pair of local trivialisations it is represented by a matrix

of scalar pseudodifferential operators (of order m). The space of such operators is

denoted by Ψm (F1, F2).

If vector bundles F1 and F2 are equal to the vector bundle F , then we say that A is a

PDO (acting) on a vector bundle F and write A∈ Ψm (F). Due to the above definition

most of the theory for scalar PDOs generalises to the case of vector bundles naturally,

e.g. the symbol calculus. In particular, if A and B are two PDOs on a vector bundle

F , then in a local trivialisation the symbol of the composition A ◦ B is defined by the

formal symbol
∑

α

1
α!
∂ α
ξ

a (x ,ξ)Dαx b (x ,ξ) , (1.7)

where a (x ,ξ) and b (x ,ξ) are the local symbols of A and B, respectively. Note that the

notion of a classical PDO in Ψm (F1, F2) and its principal symbol make sense [40, 42].
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Moreover, the latter can be seen as a smooth section of π∗HomN (F1, F2) over T ∗N\0,

positive-homogeneous of degree m on ξ ∈ T ∗Nx\{0}, where π : T ∗N\0 → N is the

canonical projection to the base.

We shall introduce the notion of ellipticity for a classical PDO. We say that a (clas-

sical) PDO A acting on a vector bundle F over a manifold N is elliptic if its principal

symbol p (x ,ξ)maps a fiber Fx to Fx bijectively for all x ∈ N , ξ ∈ T ∗x N\{0}. Note that

in any chosen basis of Fx this is equivalent to the requirement det p (x ,ξ) ̸= 0 for all

x ∈ N , ξ ∈ T ∗x N\{0}. An important property of a classical elliptic PDO is that it has

a two-sided parametrix. More precisely, the following theorem can be found in [42,

Chapter II, Theorem 2.4].

Theorem 1.1.3. Let A be a classical elliptic pseudodifferential operator of order m on a

closed (i.e. compact without boundary) manifold M acting on sections of a vector bundle

F, and a (x ,ξ) be its principal symbol. Then there is an elliptic pseudodifferential oper-

ator B of order −m on N, with principal symbol a−1 (x ,ξ) (the inverse of a (x ,ξ)), such

that

A◦ B − IdF and B ◦ A− IdF

are smoothing. This operator B is called the (two-sided) parametrix of A.

In conclusion of this section, let us note that the Schwartz kernel theorem gener-

alises to the case of operators on vector bundles, but to make it precise one should

consider the distributional densities or currents on manifolds [42].
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1.2 Dirichlet-to-Neumann operator

1.2.1 Definition of the Dirichlet-to-Neumann operator

Let (N , g) be a compact connected Riemannian manifold with boundary ∂ N and
�

E,∇E
�

be a vector bundle over N of rank r with a connection∇E : Γ (E)→ Γ (E ⊗ T ∗N).

We assume that E is equipped with a compatible inner product 〈·, ·〉E, i.e. the relation

d 〈u, v〉E =



∇Eu, v
�

E
+



u,∇E v
�

E

holds for any pair of smooth sections u, v ∈ Γ (E). Note that both sides of the above

identity are differential forms. We use the standard notation Γ (E) for C∞-smooth

sections of the vector bundle E, D (E) for smooth compactly supported in N int (the

interior of N) sections of E, and W s (E) for W s-smooth sections, where W s = W s,2

and W s,p denotes the (s, p)-Sobolev space. Note that in this notation W 0 (E) = L2 (E).

The continuous dual of D (E) is denoted by D ′ (E) and assumed to be endowed with

weak topology.

We can define the L2−inner product of sections by

〈u, v〉L2 =

∫

N

〈u, v〉E dVg ,

where dVg is the Riemannian volume measure of (N , g). Similarly, we can define the

L2−inner product in Γ (E ⊗ T ∗N) by

〈α,β〉L2(E⊗T ∗N) =

∫

N

Trg 〈α,β〉E dVg ,
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where the sections α,β ∈ Γ (E ⊗ T ∗N) considered as the E−valued 1−forms, and Trg

denotes the trace with respect to g.

Let us consider the connection Laplacian ∆E defined by

∆E = −Trg ∇̄E∇E,

where ∇̄E =∇E ⊗∇LC : Γ (E ⊗ T ∗N)→ Γ (E ⊗ T ∗N ⊗ T ∗N) and ∇LC is the Levi-Civita

connection on (N , g). Note that we have the following equality [11]

∆E =
�

∇E
�∗
∇E,

where
�

∇E
�∗

is the adjoint of∇E with respect to the L2−inner products defined above.

We will occasionally omit the word “connection” and call this operator the Laplacian

for brevity. When it will not make any confusion, we will also sometimes omit the

superscript E in the notation of the connection ∇E.

Let us consider the Dirichlet problem for the Laplacian on a Euclidean vector bun-

dle E over a compact connected Riemannian manifold (N , g) with boundary ∂ N :











∆Eu= 0 on N ,

u|∂ N = σ u ∈ Γ (E) , σ ∈ Γ (E|∂ N ) .
(1.8)

It has a unique solution for every σ ∈ Γ (E|∂ N ). We briefly explain why this is true in

the next subsection. Now this allows us to introduce the Dirichlet-to-Neumann operator

Λg,∇E : Γ (E|∂ N )→ Γ (E|∂ N ) associated with the connection Laplacian ∇E by

Λg,∇Eσ = ∇E
ν
u
�

�

∂ N ,
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where u is the solution to (1.8), and ν is the outward unit normal vector field on ∂ N .

A slight variation occurs when we consider the case of the connection Laplacian plus

a symmetric potential. Namely, when we adjust the Laplacian as

LP =∆
E + P,

where P is a (Hermitian) symmetric endomorphism of a (Hermitian) vector bundle E.

Recall, that the endomorphism P of a (Hermitian) vector bundle E is called (Hermi-

tian) symmetric if for any two sections u, v ∈ Γ (E) the following relation holds

〈Pu, v〉E = 〈u, Pv〉E .

This means, in particular, that in a local orthonormal frame the matrix Pα
β

representing

P is (Hermitian) symmetric. We assume that 0 is not in the Dirichlet spectrum of LP .

This holds, for example, when P is positive semi-definite, i.e. when

〈Pu, u〉E ≥ 0,

for any u ∈ Γ (E). We will call this type of operator LP a Schrödinger (type) operator.

In this case the Dirichlet problem











LPu= 0, u ∈W s+ 1
2 (E) ,

u|∂ N = σ, σ ∈W s (E|∂ N ) ,
(1.9)

also has a unique solution for s ≥ 1
2 . Therefore, we can similarly define the Dirichlet-

to-Neumann operator Λg,P,∇E : Γ (E|∂ N ) → Γ (E|∂ N ) associated with the operator LP
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by

Λg,P,∇Eσ = ∇E
ν
u
�

�

∂ N ,

where u is the solution to (1.9), and ν is the outward unit normal vector field on ∂ N .

The results for Schrödinger operators will be of importance in the third chapter. For

this reason, for each statement concerning the connection Laplacian we will discuss

its Schrödinger counterpart alongside or afterwards.

1.2.2 Discussion on the Dirichlet problem

We start with well-known Green’s identities. Let w ∈ Γ (E ⊗ T ∗N) and v ∈ Γ (E). Then

we have the first Green’s identity

〈∇∗w, v〉L2 − 〈w,∇v〉L2(E⊗T ∗N) =

∫

∂ N

〈ινw, v〉 dSg ,

where dSg is the associated volume form on the boundary ∂ N , and ν is the outward

unit normal vector field on ∂ N . Now let w = ∇u, where u ∈ Γ (E). Then we obtain

the following identity for the Laplacian




∆Eu, v
�

L2 = 〈∇∗∇u, v〉L2 = 〈∇u,∇v〉L2(E⊗T ∗N) +

∫

∂ N

〈ιν∇u, v〉 dSg , (1.10)

which gives us the second Green’s identity




∆Eu, v
�

L2 −



u,∆E v
�

L2 =

∫

∂ N

〈ιν∇u, v〉 dSg −
∫

∂ N

〈u, ιν∇v〉 dSg . (1.11)
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It follows from this identity that the connection Laplacian is symmetric, namely, the

equality



∆Eu, v
�

L2 =



u,∆E v
�

L2 (1.12)

holds for all u, v ∈D (E).

Let us show the uniqueness of the solution to (1.8). Suppose u1 and u2 are two

solutions of (1.8). Then their difference u = u1 − u2 is a solution to (1.8) with the

boundary condition u|∂ N = 0. From (1.10) we obtain

0=



∆Eu, u
�

L2 = 〈∇u,∇u〉L2(E⊗T ∗N) +

∫

∂ N

〈ιν∇u, u〉 dSg =

= 〈∇u,∇u〉L2(E⊗T ∗N) = ∥∇u∥2
L2(E⊗T ∗N) ,

which implies

∇u= 0,

and therefore

d 〈u, u〉E = 2 〈∇u, u〉E = 0.

From this we conclude that 〈u, u〉E is constant on N and since u vanishes on the

boundary it has to be identically zero on the whole manifold N . Hence, we have

u1 − u2 = u = 0, which shows that u1 and u2 are equal. This completes the proof of

uniqueness.

Remark. Since the potential of the Schrödinger operator is symmetric the identities

(1.11) and (1.12) hold also for LP . Moreover, since it is positive semi-definite we also

have

0= 〈LPu, u〉L2 = ∥∇u∥2
L2(E⊗T ∗N) + 〈Pu, u〉E ,
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which gives the uniqueness of the solution to the Dirichlet problem for LP .

Existence of the solution can be shown in two steps. First, we use the Lax-Milgram

theorem to prove the existence of a weak solution u ∈ W 1 (E) to the inhomogeneous

Dirichlet problem










∆Eu= −∆Eσ̃,

u|∂ N = 0,
(1.13)

where σ̃ ∈W 1 (E) in the right hand side is a given function. Then we use the elliptic

regularity to show that this solution is smooth if σ̃ is. Note that the connection Lapla-

cian and Schrödinger operator are elliptic, which is shown in Corollary 1.3.9. Below

we briefly discuss both steps.

Let us recall the Lax-Milgram theorem [15].

Theorem (Lax-Milgram). Let V be a Hilbert space and a (·, ·) a bilinear form on V ,

which is

1. Bounded: |a (u, v)| ≤ C ∥u∥∥v∥ and

2. Coercive: |a (u, u)| ≥ c ∥u∥2.

Then for any continuous linear functional f ∈ V ′ there is a unique solution u ∈ V to the

equation

a (u, v) = f (v) , ∀v ∈ V

and the following inequality holds

∥u∥ ≤
1
c
∥ f ∥V ′ .
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Let W 1
0 (E) be the Sobolev space of sections vanishing on the boundary ∂ N . Con-

sider a bilinear form a (·, ·) which acts on u, v ∈W 1
0 (E) as

a (u, v) = 〈∇u,∇v〉L2(E⊗T ∗N) .

We see that a (u, v) is a bounded bilinear form on W 1
0 (E). For a given σ̃ ∈W 1 (E) let

us take the functional

fσ̃ (v) = −〈∇σ̃,∇v〉L2(E⊗T ∗N) .

Clearly, this is a bounded linear functional on W 1
0 (E). So it is left to show that a (u, v)

is coercive, i.e. there exists c such that

∥∇u∥2
L2(E⊗T ∗N)

∥u∥2
L2

≥ c > 0. (1.14)

This follows, for instance, from the Sobolev embedding theorem [35]. We showed

that all the conditions of the Lax-Milgram theorem are satisfied, therefore, there is

a unique weak solution u ∈ W 1
0 (E) to (1.13). Note that in a similar manner we can

show the existence and uniqueness of a weak solution to the inhomogeneous Dirichlet

problem










∆Eu= ϕ, ϕ ∈ L2 (E) ,

u|∂ N = 0.
(1.15)

For this we have to choose the bounded linear functional f to be

f (v) = 〈ϕ, v〉L2(E) .

Let us now state the elliptic regularity theorem (see, for example, [35]).
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Theorem (Elliptic regularity). Let L be an elliptic operator acting on E. Suppose ϕ ∈

W s (E) (smooth), and u ∈D ′ (E) solves the equation

L u= ϕ.

Then u ∈W s+2 (E) (respectively smooth).

Using this theorem we conclude that if σ̃ or ϕ is smooth then the solution u to

(1.13) or (1.15), respectively, is also smooth. Note that the elliptic regularity theorem

is a direct consequence of the existence of a parametrix for elliptic operators Theorem

1.1.3.

To obtain the solution to the boundary value problem (1.8) we take a smooth

extension σ̃ ∈ Γ (E) of σ, and write u= w+ σ̃. We see that











∆Eu=∆Ew+∆Eσ̃,

u|∂ N = w|∂ N + σ̃|∂ N = w|∂ N +σ.

Now if w is the solution to (1.13), then u is the solution to (1.8).

Remark. The existence of a solution to the inhomogeneous Dirichlet problem











LPu= −LPσ̃,

u|∂ N = 0,

is similar. In the Lax-Milgram theorem we consider the bilinear form

aP (u, v) = a (u, v) + 〈Pu, v〉L2 = 〈∇u,∇v〉L2(E⊗T ∗N) + 〈Pu, v〉L2 ,
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which is clearly bounded. It is also coercive, since a is coercive and P is positive

semi-definite. The linear functional in this case will be

fσ̃ (v) = −〈∇σ̃,∇v〉L2(E⊗T ∗N) − 〈Pσ̃, v〉L2 ,

which is also bounded since P is bounded. The existence of a solution to the inhomo-

geneous Dirichlet problem











LPu= ϕ, ϕ ∈ L2 (E) ,

u|∂ N = 0,

can be obtained similarly. Since LP is elliptic one obtains also the smoothness results

from the elliptic regularity theorem. Note that the requirement that P be positive semi-

definite is not necessary, in general, for the existence and uniqueness of the solution

to the Dirichlet problem. But if it is dropped then one has to use some alternative to

the Lax-Milgram theorem.

Note that the restriction to the boundary extends to the trace map

T : W s (E)→W s− 1
2 (E|∂ N ) , (1.16)

which has a right inverse

E : W s− 1
2 (E|∂ N )→W s (E) , (1.17)

i.e. the map such that the equality T ◦ E = Id holds; both maps are linear bounded

operators [3]. Using this we can show existence and uniqueness of the solution to the
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boundary value problem











∆Eu= 0, u ∈W s+ 1
2 (E) ,

T (u) = σ, σ ∈W s (E|∂ N ) ,
(1.18)

(and its Schrödinger counterpart) for s ≥ 1/2. Note that from the elliptic regularity the

solution u is smooth in the interior of N .

Consider the complexification C ⊗ E ∼= E ⊕ iE of the Euclidean vector bundle E.

It has a natural structure of Hermitian vector bundle and a compatible connection

∇C⊗E =∇E ⊕∇E. The associated Laplacian is

∆C⊗E =∆E ⊕∆E,

and we see that the complex analogue of the problem (1.15) decomposes into two real

ones. The same holds for the Schrödinger operator. So all the results on the existence

and uniqueness are straightforward from the real case. In the next chapter we will

consider the complexified objects (vector bundle, connection, Laplacian) and use the

same notation for them as for their real counterparts.

1.3 Green’s kernel

In this section we discuss Green’s kernel for the connection Laplacian and Schrödinger

operator on a compact manifold. Let us define Green’s kernel for the connection Lapla-

cian. Suppose we have a Euclidean (or Hermitian) vector bundle E over N . Then we

can define the vector bundle E⊠ E over N ×N whose fiber at the point (x , y) ∈ N ×N

is Ex ⊗ Ey .
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Definition. A smooth section G of the vector bundle E⊠E defined away from the diag-

onal diag(N) = {(x , x) ∈ N × N} is called the Green kernel of the connection Laplacian

on N if:

1. the integral of the function y 7→ |G (x , y)|E⊠E is finite for all x ∈ N ;

2. the relation
∫

N




G (x , y) ,∆Es (y)
�

E
dVg,y = s (x) ,

holds for all s ∈D (E);

It is called the Dirichlet Green kernel if in addition it satisfies G (x , y) = 0 for all x ∈ N ,

y ∈ ∂ N , x ̸= y . Let us define a point analogue of this definition and prove the lemma

which implies the uniqueness of the Dirichlet Green kernel.

Definition. For any interior point x ∈ N we call a smooth section F (y) of Ex ⊗ E

defined away from the point x an x-point potential if:

1. the integral of the function |F (y)| is finite;

2. the relation
∫

N




F (y) ,∆Es (y)
�

E
dVg,y = s (x) ,

holds for all s ∈D (E);

3. F (y) = 0 for y ∈ ∂ N .

The above definitions are naturally generalised to the case of a Schrödinger oper-

ator.

Lemma 1.3.1. For any interior point x ∈ N the x-point potential F (y) is unique.



1. BACKGROUND MATERIAL 30

Proof. Suppose H (y) is another x-point potential. Then

∫

N




F (y) ,∆Es (y)
�

E
dVg,y −

∫

N




H (y) ,∆Es (y)
�

E
dVg,y = s (x)− s (x) = 0,

for any s ∈D (E). If K (y) denotes the difference F (y)−H (y), then we have

∫

N




K (y) ,∆Es (y)
�

E
dVg,y = 0,

K (y) = 0, y ∈ ∂ N .

Clearly, this difference is a smooth section of Ex ⊗ E defined away from the point x .

We see that the distribution defined by K (y) is a weak solution to (1.15) with ϕ = 0.

Sinceϕ = 0 is smooth, the elliptic regularity implies that K (y) extends smoothly to the

point y = x . Therefore, K (y) is smooth on the whole of N and from the uniqueness

of a solution we have K (y) = 0 for all y ∈ N . It follows that F (y)−H (y) = 0, which

implies H (y) = F (y).

Corollary 1.3.2. The Dirichlet Green kernel of the connection Laplacian is unique.

Proof. For the interior points x it follows from Lemma 1.3.1, since G (x , y) is the x-

point potential. For x ∈ ∂ N , x ̸= y it follows from the smoothness of G and the fact

that the interior of N is dense in N .

The main ingredient in the proof of the above results is the elliptic regularity the-

orem. Therefore, the same results continue to hold for the Schrödinger operator.

We will be dealing mostly with the Dirichlet Green kernel. Therefore, we will

occasionally omit the word “Dirichlet” for brevity. Hopefully, this will not make any

confusion. One can see that in the sense of distributions the Green kernel can be
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thought of as a fundamental solution of the connection Laplacian, which is customary

to write as the symbolic identity

∆E
y G (x , y) = Id ·δx (y) ,

where δx (y) denotes the Dirac delta centered at x . Note that this means, in particular,

that the left hand side vanishes for x ̸= y . This is also true for the x-point potential

and justifies its name, since it can be thought of as “the potential created by an el-

ementary charge placed at x”. In the sense of operators, G (x , y) can be thought of

as the Schwartz kernel of the left inverse to the connection Laplacian. (Note that the

necessary condition for a linear operator L to have a left inverse is ker L = 0, which

is satisfied for the Dirichlet Laplacian.) Taking this into account and the fact that ∆E

is symmetric (1.12) we may expect that G is also symmetric. And this is indeed the

case, which we will prove using the following lemma.

Lemma 1.3.3. Let x1 and x2 be two interior points of N with corresponding point po-

tentials F1 (y) and F2 (y). Then

F1 (x2) = τ ◦ F2 (x1) ,

where τ : Ex2
⊗ Ex1

→ Ex1
⊗ Ex2

is the canonical isomorphism.

Proof. Let us pick any two vectors ξx1
∈ Ex1

, ηx2
∈ Ex2

and define two sections u (y) =



ξx1
, F1 (y)

�

Ex1
and v (y) =




ηx2
, F2 (y)

�

Ex2
of E. Note that∆Eu (y) and∆E v (y) vanish

for y ̸= x1 and y ̸= x2, respectively, and both vanish at the boundary ∂ N . Using the
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identity (1.11) we can write

0= lim
ϵ→0





∫

N\(Bϵ(x1)∪Bϵ(x2))




u (y) ,∆E v (y)
�

E
dVg,y −

−
∫

N\(Bϵ(x1)∪Bϵ(x2))




∆Eu (y) , v (y)
�

E
dVg,y



=

= −lim
ϵ→0





∫

∂ Bϵ(x1)∪∂ Bϵ(x2)

〈u (y) , ιν∇v (y)〉E dSg,y −

−
∫

∂ Bϵ(x1)∪∂ Bϵ(x2)

〈ιν∇u (y) , v (y)〉E dSg,y



 .

From this we conclude that

lim
ϵ→0





∫

∂ Bϵ(x1)

�

〈u (y) , ιν∇v (y)〉E − 〈ιν∇u (y) , v (y)〉E
�

dVg,y



=

lim
ϵ→0





∫

∂ Bϵ(x2)

�

〈ιν∇u (y) , v (y)〉E − 〈u (y) , ιν∇v (y)〉E
�

dVg,y



 .

Let us now multiply the section v (y) in the first integral by χx1
(y) and the section

u (y) in the second integral by χx2
(y), where χx1

(y) and χx2
(y) have disjoint supports

and are equal to 1 in a small neighborhood of x1 and x2, respectively. The first integral
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then

lim
ϵ→0





∫

∂ Bϵ(x1)

�


u (y) , ιν∇
�

χx1
(y) v (y)

��

E
−



ιν∇u (y) ,χx1
(y) v (y)

�

E

�

dVg,y



=

lim
ϵ→0





∫

N\Bϵ(x1)




u (y) ,∆E
�

χx1
(y) v (y)

��

E
dVg,y −

−
∫

N\Bϵ(x1)




∆Eu (y) ,χx1
(y) v (y)

�

E
dVg,y



=

lim
ϵ→0

∫

N\Bϵ(x1)




u (y) ,∆E
�

χx1
(y) v (y)

��

E
dVg,y =

= lim
ϵ→0

*

ξx1
,

∫

N\Bϵ(x1)




F1 (y) ,∆
E
�

χx1
(y) v (y)

��

E
dVg,y

+

Ex1

=




ξx1
, v (x1)

�

E
.

Similarly, the second integral is equal to



ηx2
, u (x2)

�

E
, so we get the equality




ξx1
,



ηx2
, F2 (x1)

�

E

�

E
=



ηx2
,



ξx1
, F1 (x2)

�

E

�

E
,

for any two vectors ξx1
∈ Ex1

, ηx2
∈ Ex2

. This implies the desired equality

F1 (x2) = τ ◦ F2 (x1) ,

where τ : Ex2
⊗ Ex1

→ Ex1
⊗ Ex2

is the canonical isomorphism.
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Corollary 1.3.4. The Dirichlet Green kernel is symmetric, i.e. it satisfies

G (x , y) = τ ◦ G (y, x) ,

where τ : Ey ⊗ Ex → Ex ⊗ Ey is the canonical isomorphism. In particular, G (x , y) = 0

whenever x or y lies on the boundary of N, x ̸= y.

Proof. For distinct interior points x , y ∈ N it follows from Lemma 1.3.3. If at least one

of the points x , y lies on the boundary ∂ N it follows from the smoothness of G and the

fact that the interior of N is dense in N . More precisely, let x ∈ ∂ N , y be any interior

point of N and {xk} be a sequence of interior points disjoint with y and converging to

x . Then

|G (x , y)|= lim
k→∞

|G (xk, y)|= lim
k→∞

|G (y, xk)|= |G (y, x)|= 0,

which implies G (x , y) = 0. Based on this we can similarly prove the result for both x

and y lying on the boundary.

The proof of the above results relies on the identity (1.11), which holds also for the

Schrödinger operator. Therefore, there are Schrödinger counterparts for these results.

The definition of the Green kernel for the connection Laplacian is just the gener-

alisation of the notion of Green’s function for the Laplace-Beltrami operator. The ex-

istence and uniqueness as well as the properties (e.g. symmetry) of Green’s function

are well known (see, for example, Aubin 2). The classical approach to the construc-

tion of Green’s function is to take Green’s function in Rn as the first approximation

locally, and then iteratively regularise the difference with the true Green’s function

until this difference becomes regular enough to use the Lax-Milgram theorem. In our
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considerations we will shortcut this path by taking a local fundamental solution as a

first approximation to the global Green’s kernel. The difference between these two

will then be a smooth section straight away, and we will deal with it by the use of the

Lax-Milgram theorem.

We shall start with the results on the existence of a local fundamental solution

for general elliptic systems in Rn, and then we restrict ourselves to the case of the

connection Laplacian.

1.3.1 Local fundamental solution for general elliptic systems

Consider a linear differential equation in an open subset U of Rn

Mu= f ,

where M is a differential operator acting on vector-valued functions, and u, f are

functions valued in Fr (real or complex r-dimensional vector space). This is the same

as the system of r linear differential equations in U ⊂ Rn

Mα
β
uβ (x) = f α (x) , (1.19)

where α,β = 1, . . . , r, x =
�

x1, . . . , xn
�

, and Mα
β

are linear differential operators. Note

that here and throughout the text we assume the Einstein summation convention, i.e.

whenever an index in an expression repeats the sum over this index is assumed. The

system is called elliptic in the sense of Petrowsky if

det p (x ,ξ) ̸= 0 forξ ̸= 0,
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where p (x ,ξ) is the principal symbol of M, i.e. if the operator M is elliptic. Let L be

a second or first order linear differential operator with smooth coefficients given in a

domain of Rn by

Lu=
∂

∂ x i

�

aik ∂ u
∂ x k

�

+ bi ∂ u
∂ x i

+ cu,

where aik assumed to be identically zero for a first order operator. Then its formal

formal adjoint R is defined as

Rv =
∂

∂ x k

�

aik
∂ v
∂ x i

�

−
∂

∂ x i

�

bi v
�

+ cv.

Given this we say that the system of operators R is the formal adjoint to M if the linear

differential operator Rαβ is the formal adjoint of Mβα for each pair α,β = 1, . . . , r.

Note that the formal adjoint of the formal adjoint of an operator L is L itself, and a

system is called formally self-adjoint if it is equal to its formal adjoint. One can see

that in the definition of a formal adjoint the indices of R and M are lowered. This

brings us to the idea that we should consider R and M as bilinear forms. Indeed, the

motivation to consider this definition unfolds in the following proposition.

Proposition 1.3.5. For any smooth Fr-valued functions u, v compactly supported in an

open subset V ⊂ U the following relation holds

∫

V

〈Mu, v〉Fr d x =

∫

V

〈u,Rv〉Fr d x ,

where 〈, 〉Fr is the standard Hermitian (Euclidean) product in Fr and d x is the standard

measure in Rn.

Proof. Let us consider the Hermitian case, the Euclidean one will follow. The matrix
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of 〈, 〉Fr is given by the Kronecker delta δγβ , so we can write

∫

V

〈Mu, v〉Fr d x =

∫

V

�

Mγ
α
uα
�

δγβ vβd x =

∫

V

�

Mβαu
α
�

vβd x =

=

∫

V

�

Mβαu
α
�

vβd x =

∫

V

�

∂

∂ x i

�

aik
βα

∂ uα

∂ xk

�

+ bi
βα

∂ uα

∂ x i
+ cβαu

α

�

vβd x ,

where z denotes the complex conjugate of z ∈ C. Taking into account that u and v are

identically zero near the boundary of V we can integrate by parts to get

∫

V

uα
�

∂

∂ xk

�

aik
βα

∂

∂ x i
vβ
�

+
∂

∂ x i

�

bi
βα

vβ
�

+ cβαvβ
�

d x =

=

∫

V

uα
�

∂

∂ xk

�

aik
βα

∂

∂ x i
vβ
�

+
∂

∂ x i

�

bi
βα

vβ
�

+ cβαvβ
�

d x =

=

∫

V

uαRαβ vβd x =

∫

V

uαδαγR
γ

β
vβd x =

∫

V

〈u,Rv〉Fr d x .

We shall say that an r × r matrix G(x , y) is a fundamental matrix in a domain

W ⊂ U of the system (1.19) if for every sufficiently differentiable vector function v

compactly supported in the interior of W we have

v (x) =

∫

W

G (x , y)Rv (y)d y,

where R is the formal adjoint of M.

There are many results concerning fundamental system of solutions to elliptic sys-

tem of equations with coefficients of different regularities. We restrict ourselves to
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the case of elliptic systems with smooth coefficients. The following proposition sum-

marises known results on the existence of a fundamental matrix for elliptic systems

with smooth and analytic coefficients.

Proposition 1.3.6. Let Mα
β

be an elliptic (in the sense of Petrowsky) system of r linear

differential operators with smooth (analytic) coefficients in an open neighborhood U ∈ Rn

of the origin. Then there exists an open neighborhood W of the origin and a fundamental

matrix G (x , y) in W of the system M. The system of functions Gβ
γ
(x , y) form a smooth

(analytic) solution to

Mα
β
Gβ
γ
(x , y) = 0

for y ̸= x, where M acts on y coordinate. Moreover, there is the following representation

of the fundamental matrix

Gβ
γ
(x , y) = rmγ−n

h

Aβ
γ
(x , y, r,ζ) + Bβ

γ
(x , y, r,ζ) log r

i

, (1.20)

where we do not sum over γ, x − y = rζ with r ∈ R≥0, |ζ| = 1, Aβ
γ
(x , y, r,ζ) and

Bβ
γ
(x , y, r,ζ) are smooth (analytic) in their arguments, Bβ

γ
= 0 for odd n.

The existence of a fundamental matrix for elliptic systems with smooth coefficients

was proven in [32, 33]. Note that Petrowsky in [36] proves the analyticity of a solution

to general (possibly non-linear) analytic elliptic systems. These two works imply the

result in the case of analytic coefficients. The latter is also obtained by the use of a

separate self-contained approach utilizing plane waves in [23].

Note that a restriction of a fundamental matrix in W to an open subset W ′ ⊂W is

a fundamental matrix in W ′.

We conclude this section with the notion of a strongly elliptic system. The system
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of equations (1.19) is called strongly elliptic in the sense of Petrowsky if

Re
�

pα
β
(x ,ξ)ηαη

β
�

̸= 0,

for real ξ and real or complex η, both not equal to zero. Note that this notion of

ellipticity for systems is the strongest one. One may refer to [34] for an overview of

the different notions of ellipticity for systems and related results.

1.3.2 Local Green’s kernel for the connection Laplacian

Here we specialise the results of the previous section to the case of the connection

Laplacian and Schrödinger operators. Throughout this and the next sections we sup-

pose that the connection Laplacian is acting on a real vector bundle, though we should

note that there is a straightforward generalisation to the complex case. Consider the

connection Laplacian in local coordinates and local orthonormal frame and define a

system of linear differential operators L =
p

|g|∆E, where |g| denotes the determinant

of a metric g in these coordinates. We will show next that this system is elliptic and

formally self-adjoint. Let p ∈ N ,
�

x1, . . . , xn
�

be local coordinates and (ϵ1, . . . ,ϵr) be a

smooth local orthonormal frame in a neighborhood U of p in N , such that x (p) = 0.

We can write

�
Æ

|g|∆Es
�α

= Lα
β
sβ = −

h

δα
β
∂x i

�
Æ

|g|g i j∂x j

�

+ 2
�

bα
β

� j
∂x j + cα

β
+ dα

β

i

sβ , (1.21)
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where δα
β

is the Kronecker delta, s = sβϵβ is any local section, and the coefficients are

�

bα
β

� j
=
Æ

|g|g jk
�

ωα
β

�

k
, (1.22)

cα
β
= ∂x j

�

bα
β

� j
, (1.23)

dα
β
=
Æ

|g|g jk
�

ωα
γ

�

j

�

ω
γ

β

�

k
, j, k = 1, . . . , n, (1.24)

where ωα
β

denote the connection form of ∇E in this frame, i.e. we have ∇Eϵβ =ωαβϵα

and
�

ωα
β

�

k
=ωα

β
(∂xk).

If a connection ∇E is compatible with an inner product 〈·, ·〉E on E, we have the

following relation

d 〈u, v〉E =



∇Eu, v
�

E
+



u,∇E v
�

E
. (1.25)

Note that in the orthonormal frame (ϵ1, . . . ,ϵr) the connection form of a compatible

connection is skew-symmetric. This can be seen by applying (1.25) to the orthonormal

frame

0= dδαβ = d



ϵα,ϵβ
�

E
=



ϵτω
τ
α
,ϵβ
�

E
+
¬

ϵα,ϵτω
τ
β

¶

E
=

= δτβω
τ
α
+δατω

τ
β
=ωβα +ωαβ , for i = 1, . . . , n,

and concluding thatω= −ωT , where the superscript T denotes the transposed matrix.

Using this we can prove the following simple lemma.

Lemma 1.3.7. The coefficients
�

bαβ
� j

and cαβ are skew-symmetric while the coefficient

dαβ is symmetric.

Proof. Skew-symmetry of
�

bαβ
� j

and cαβ follows directly from the skew symmetry of
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the connection form ω. For dαβ we have

dβα =
Æ

|g|g jk
�

ωβγ
�

j
δγρ

�

ωρα
�

k
=
Æ

|g|g jk (−1)
�

ωγβ
�

j
δργ (−1)

�

ωαρ
�

k
=

Æ

|g|g jk
�

ωαρ
�

k
δργ

�

ωγβ
�

j
=
Æ

|g|gk j
�

ωαρ
�

k

�

ω
ρ

β

�

j
= dαβ ,

where we used the fact that g jk is symmetric.

For the Schrödinger operator the only difference is in the coefficient dαβ , which

will have an additional symmetric term
p

|g|Pαβ , and, hence, the result also holds in

this case.

Now we are ready to prove an important proposition.

Proposition 1.3.8. The system Lα
β

associated to the connection Laplacian (or the Schrö-

dinger operator) is (strongly) elliptic in the sense of Petrowsky and formally self-adjoint.

Proof. One can see that the principal symbols of L is

pα
β
(x ,ξ) = δα

β

Æ

|g|gkl (x)ξkξl ,

and since
p

|g| is a positive function this guarantees that the system L is strongly

elliptic in the sense of Petrowsky. Indeed, we see that

Re
�

pα
β
(x ,ξ)ηαη

β
�

= Re
�

δα
β

Æ

|g|gkl (x)ξkξlηαη
β
�

=

Re
�
Æ

|g| ∥ξ∥2
g ∥η∥

2
�

=
Æ

|g| ∥ξ∥2
g ∥η∥

2 ̸= 0,

for non-zero vectors ξ and η. Let us now show the formal self-adjointness of Lα
β
. For
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this we find its formal adjoint R to be

Rαβ = −
�

δβα∂x j

�
Æ

|g|g i j∂x i

�

− 2∂x j ◦
�

bβα
� j
+ cβα + dβα

�

.

Using the symmetry of g i j and Lemma 1.3.7 we obtain

Rαβ = −
�

δαβ∂x i

�
Æ

|g|g i j∂x j

�

+ 2∂x j ◦
�

bαβ
� j
− cαβ + dαβ

�

.

It is left to see that the operator in the second term acts as

2∂x j ◦
�

bαβ
� j
= 2

�

bαβ
� j
∂x j + 2

�

∂x j

�

bαβ
� j�

= 2
�

bαβ
� j
∂x j + 2cαβ ,

so we have

Rαβ = −
�

δαβ∂x i

�
Æ

|g|g i j∂x j

�

+ 2
�

bαβ
� j
∂x j + 2cαβ − cαβ + dαβ

�

=

= −
�

δαβ∂x i

�
Æ

|g|g i j∂x j

�

+ 2
�

bαβ
� j
∂x j + cαβ + dαβ

�

= Lαβ ,

showing that L is formally self-adjoint.

Corollary 1.3.9. The connection Laplacian ∆E and the Schrödinger operator LP are

elliptic (pseudo)differential operators.

Proof. The principal symbols of both operators coincide and are equal to

pα
β
(x ,ξ) = δα

β
gkl (x)ξkξl ,
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which has a determinant equal to

�

gkl (x)ξkξl

�r
= |ξ|2r

g > 0,

for all x ∈ N , ξ ∈ T ∗x N\{0}.

In order to construct the global Green kernel on N we need to show that there is

a local Green kernel near the interior point p ∈ N . Namely, there is an open subset

U ∋ p trivializing E and a Green kernel G on U . This means that for any v ∈ D (E|U)

we should have the identity

v (x) =

∫

U




G (x , y) ,∆E v (y)
�

E
dVg,y .

Using the results in the previous section we prove the following lemma.

Lemma 1.3.10. For any interior point p of N there is a local Green kernel (for the

connection Laplacian or the Schrödinger operator) near p.

Proof. By Proposition 1.3.8 the system Lα
β

is elliptic and formally self-adjoint, there-

fore, by Proposition 1.3.6 there is an open neighborhood W of x (p) and a fundamental

matrix Gα
β
(x , y) satisfying

vα (x) =

∫

W

Gα
β
(x , y) Lβ

γ
vγ (y) d y,

where d y is the standard measure on Rn, and we used the fact that L is formally



1. BACKGROUND MATERIAL 44

self-adjoint. Note that this can be rewritten as

vα (x) =

∫

W

Gα
β
(x , y)

Æ

|g (y)|
�

∆E v (y)
�β

d y =

=

∫

W

Gαγ (x , y)δγβ
�

∆E v (y)
�βÆ

|g (y)|d y =

=

∫

W




Gα (x , y) ,∆E v (y)
�

E
dVg , (1.26)

where δγβ represents the fiber inner product in the chosen orthonormal frame. From

(1.26) we see that Gαβ (x , y) represents the local Green kernel near p.

Note that this follows also from Theorem 1.1.3 and the existence of a solution to

the Dirichlet problem for the connection Laplacian. Let us point out that a restriction

of a Green kernel on U to an open subset U ′ ⊂ U is a Green kernel on U ′. In conclusion,

let us prove the lemma which will be used in the next section.

Lemma 1.3.11. Let p ∈ N,
�

x1, . . . , xn
�

be local coordinates and (ϵ1, . . . ,ϵr) be a smooth

local orthonormal frame in a neighborhood U of p in N. Let X = X i∂i be a smooth vector

field in U. Then L =
�

�

p
g
�

�∇E
X is a first order linear differential operator (system) with

smooth coefficients and its formal adjoint is

R = |pg|∇E
X − |
p

g| Id · divX ,

where divX = 1

|pg|∂x i

��

�

p
g
�

�X i
�

is the divergence of X . In particular, the relation

∫

U




∇E
X u, v

�

E
dVg = −

∫

U




u,∇E
X v
�

E
dVg −

∫

U

(divX ) 〈u, v〉E dVg
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holds for all u, v ∈D (E|U).

Proof. For any local section s = sβϵβ we have

�

|pg|∇E
X s
�α
=L α

β
sβ =

�

δα
β
· |pg|X i∂x i + |

p
g|X i

�

ωα
β

�

i

�

sβ ,

so
�

�

p
g
�

�∇E
X is indeed a first order linear differential operator with smooth coefficients.

To find its formal adjoint we write

Rαβ = −δβα · ∂x i ◦
�

|pg|X i
�

+ |pg|X i
�

ωβα
�

i
.

Note that the first term acts as

−δαβ · |
p

g|X i∂x i −δαβ ·
�

∂x i

�

|pg|X i
��

,

and ω is skew-symmetric. Therefore, we obtain

Rαβ = −δαβ · |
p

g|X i∂x i − |
p

g|X i
�

ωαβ
�

i
−δαβ ·

�

∂x i

�

|pg|X i
��

=

= −Lαβ − |
p

g|δαβ ·
1

�

�

p
g
�

�

�

∂x i

�

|pg|X i
��

= −Lαβ − |
p

g|δαβ · divX ,

which proves the desired

R = |pg|∇E
X − |
p

g| Id · divX .

Finally, the integral relation follows from Proposition 1.3.5.
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1.3.3 Green’s kernel for the connection Laplacian

This section is devoted to the proof of the existence of the global Dirichlet Green kernel

for the connection Laplacian and the Schrödinger operator.

Proposition 1.3.12. Let N be a compact smooth (analytic) Riemannian manifold with

boundary, E be a smooth (analytic) Euclidean bundle over N with a compatible (an-

alytic) connection ∇E. Then there exists a unique (analytic) Dirichlet Green kernel G

for the associated connection Laplacian ∆E (or the Schrödinger operator with (analytic)

potential).

Proof. We showed the uniqueness of G in Corollary 1.3.2. Let us now prove the ex-

istence of the Green kernel for the connection Laplacian. Let us fix a point p in the

interior of N . By Lemma 1.3.10 there is an open neighborhood U ∋ p and a local

Green kernel G̃ (x , y). Let µ (y) be a smooth cutoff function on N , such that µ (y) is

equal to 1 in some open neighborhood V ⊂ U of p and has a compact support in U .

Consider a smooth section µ (y) G̃ (x , y) defined on V × N away from the diagonal.

For any section s ∈D (E) we have

∫

N




µ (y) G̃ (x , y) ,∆Es (y)
�

E
dVg,y =

=

∫

U




µ (y) G̃ (x , y) ,∆Es (y)
�

E
dVg,y =

=

∫

U




G̃ (x , y) ,µ (y)∆Es (y)
�

E
dVg,y ,

where the first equality is due to µ being compactly supported in U . Note that the
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following identity holds

µ∆Es =∆E(µs) +
�

∆gµ
�

s− 2∇E
gradg µ

s,

where ∆g = −divg ◦ gradg is the positive Laplace-Beltrami operator. Plugging it into

the integral we have

∫

U

¬

G̃ (x , y) ,∆E(µs)−
�

∆gµ
�

s− 2∇E
gradg µ

s
¶

E
dVg,y =

= µ (x) s (x) +

∫

U


�

∆gµ
�

(y) G̃ (x , y) , s (y)
�

E
dVg,y−

−
∫

U

¬

G̃ (x , y) , 2∇E
gradg µ

s (y)
¶

E
dVg,y .

Using Lemma 1.3.11 we see that the last integral is equal to

−2

∫

U

¬

∇E
gradµG̃ (x , y) , s (y)

¶

E
dVg,y + 2

∫

U

�

∆gµ
�

(y)



G̃ (x , y) , s (y)
�

E
dVg,y ,

where we used the fact that µ is compactly supported and equals to 1 on V ∋ x .

Therefore we obtain

∫

N




µ (y) G̃ (x , y) ,∆Es (y)
�

E
dVg,y =

= s (x)−
∫

N

¬�

∆gµ (y) + 2∇E
gradg µ

�

G̃ (x , y) , s (y)
¶

E
dVg,y =

= s (x)−
∫

N

〈R (x , y) , s (y)〉E dVg,y .
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Note that the section

R (x , y) =
�

∆gµ (y) + 2∇E
gradg µ(y)

�

G̃ (x , y)

is well defined and smooth on V × N due to the properties of µ. Now let us define

Gp (x , y) = µ (y) G̃ (x , y) + Ǧ (x , y), where Ǧ (x , y) is the smooth solution to (1.15)

with ϕ (y) = R (x , y), i.e. we have











∆E
y Ǧ (x , y) = R (x , y) y ∈ N ,

Ǧ (x , y) = 0 y ∈ ∂ N .

We argue that Gp (x , y) is the desired Green kernel for x near p. Indeed, we have

∫

N




Gp (x , y) ,∆Es (y)
�

E
dVg,y =

=

∫

N




µ (y) G̃ (x , y) + Ǧ (x , y) ,∆Es (y)
�

E
dVg,y =

= s (x)−
∫

N

〈R (x , y) , s (y)〉E dVg,y +

∫

N

¬

∆E
y Ǧ (x , y) , s (y)

¶

E
dVg,y = s (x) .

In addition, in light of Proposition 1.3.6 and our construction of Gp we conclude that

it is smooth on V × N\diag (V ), Gp (x , y) = 0 for y ∈ ∂ N , and the integral of y 7→
�

�Gp (x , y)
�

� is finite. The global Dirichlet Green kernel G (p, y) for any interior point

p can be defined now as Gp (p, y). This will not depend on the choices we made

when constructed Gp due to Lemma 1.3.1. Note that G (x , y) = Gp (x , y) for x ∈ V ,

y ∈ N by Lemma 1.3.1, which gives the smoothness of G (x , y) for x ∈ N int , y ∈ N .

Now by symmetry from Lemma 1.3.3 we can continue G (x , y) smoothly to x ∈ ∂ N ,
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x ̸= y ∈ N . Finally, in the analytic case the analyticity of G is due to the fact that

∆E
y G (x , y) = 0,

for y ̸= x , and the analyticity of a solution to elliptic system with analytic coefficients

[23, 36]. One can see that the proof for the Schrödinger operator is a straightforward

generalisation.

We know that in the sense of distributions we have for the connection Laplacian

(or the Schrödinger operator)

∆E
y G (x , y) = Id ·δx (y) . (1.27)

In other words G (x , ·) ∈D ′ (E) is a distribution for each x ∈ N . It is well known that

the right hand side of (1.27) belongs to the Sobolev space W −k (E) with k > n
2 , where

n= dim N . Therefore, from the elliptic regularity theorem we have

G (x , ·) ∈W 2−k (E) , (1.28)

where k > n
2 .

1.3.4 Construction of the Green kernel using parametrix

In this section we sketch a construction of the Green kernel using a general the-

ory of PDOs. Let us consider
�

N , g, E,∇E, 〈, 〉E
�

as the restriction of the structure
�

Ñ , g, E,∇E, 〈, 〉E
�

to N , where N ⊂ Ñ and
�

Ñ , g
�

is a closed (i.e. compact without

boundary) Riemannian manifold. The connection Laplacian ∆E is an elliptic differen-
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tial operator. Using Theorem 1.1.3 we see that it has a parametrix G0, i.e. we have

the equality

G0∆
E = Id +R,

in Ñ , where R is a smoothing operator. Since R is a smoothing operator it has a

smooth kernel R (x , y) ∈ C∞
�

Ñ × Ñ ; E ⊠ E
�

, meaning that

Ru (x) =

∫

Ñ

〈R (x , y) , u (y)〉Ey
dVg,y .

Now, we know that there is a smooth section K (x , y) ∈ C∞ (N × N ; E ⊠ E) such that











∆E
y K (x , y) = R (x , y) in N ,

K (x , y) = 0 on ∂ N .

This section defines a smoothing operator

K u (x) =

∫

N

〈K (x , y) , u (y)〉Ey
dVg,y .

Let us consider the difference G0 −K . Its composition with the Laplacian acts on

u ∈D(E|N ) as

(G0 −K )∆Eu= G0∆
Eu−K ∆Eu= u+Ru−K ∆Eu=

= u+Ru−
∫

N




K (x , y) ,∆Eu (y)
�

Ey
dVg,y ,
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and using the symmetry of the connection Laplacian we get

u+Ru−
∫

N

¬

∆E
y K (x , y) , u (y)

¶

Ey
dVg,y+

+

∫

∂ N

¬

∇E
νy

K (x , y) , u (y)
¶

Ey

dSy = u.

Therefore, we see that the pseudodifferential operator G = G0−K is the left inverse

to the connection Laplacian. Its kernel G (x , y) is a Green kernel of the connection

Laplacian.

1.4 Method of the layer potentials for the scalar DtN

operator

1.4.1 Single- and double- layer potentials

By the scalar Dirichlet-to-Neumann operator we mean the DtN operator associated with

the Laplace-Beltrami operator ∆. In this section we obtain some properties of the

scalar DtN operator using the method of layer potentials. We start by introducing the

layer potentials and their relation to the DtN operator. This material is well known and

we follow closely the exposition in [41, Chapter 7]. Let Ω be a compact n-dimensional

Riemannian manifold with boundary. Suppose Ω ⊂ M , where M is an n-dimensional

Riemannian manifold without boundary, and on M there is a fundamental solution

E(x , y) to the equation

∆x E(x , y) = δy(x), (1.29)
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where E(x , y) can be thought of as the Schwartz kernel of an operator E(x , D) ∈

Ψ−2(M). Assume that E(x , y) = E(y, x). Then we have as x → y

E(x , y)∼ cndist(x , y)2−n + . . . , n≥ 3, (1.30)

E(x , y)∼ c2 log dist(x , y) + . . . , n= 2,

where cn = −[(n− 2)Area(Sn−1)]−1 for n ≥ 3, c2 = 1/2π, and dist (x , y) denotes the

distance between x and y [2, 41]. We define the single- and double-layer potentials

of function f on ∂Ω as follows

S l f (x) =

∫

∂Ω

f (y)E(x , y)dS(y), (1.31)

and

D l f (x) =

∫

∂Ω

f (y)
∂ E
∂ νy
(x , y)dS(y), (1.32)

for x ∈ M \∂Ω. Given a function v on M \∂Ω, for x ∈ ∂Ω, let v+(x) and v−(x) denote

the limits of v(z) as z → x , from z ∈ Ω and z ∈ M \Ω = O , respectively, when these

limits exist. Then we can write the following properties of these layer potentials [41,

Chapter 7, Proposition 11.1]. For x ∈ ∂Ω we have

S l+ f (x) = S l− f (x) = S f (x), (1.33)

D l± f (x) = ±
1
2

f (x) +
1
2

N f (x), (1.34)
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where S l± f (x) and D l± f (x) denote (S l f )± (x) and (D l f )± (x), respectively, and

for x ∈ ∂Ω

S f (x) =

∫

∂Ω

f (y)E(x , y)dS(y), (1.35)

N f (x) = 2

∫

∂Ω

f (y)
∂ E
∂ νy
(x , y)dS(y). (1.36)

By [41, Chapter 7, Proposition 11.2] we have the following

S, N ∈ Ψ−1(∂Ω), S is elliptic. (1.37)

Now, recalling the definition of the Dirichlet-to-Neumann operator Λ, we can write

∫

∂Ω

�

f (y)
∂ E
∂ νy
(x , y)dS(y)−Λ f (y)E(x , y)

�

dS(y) = D l f (x)−S l Λ f (x), (1.38)

for x ∈ M \ ∂Ω, and using Green’s formula, we conclude

D l f (x)−S l Λ f (x) =











u(x), x ∈ Ω,

0 x ∈ M \Ω,
(1.39)

where u is a harmonic extension of f to Ω. Taking the limit of (1.39) from within Ω,

and using (1.33) and (1.34), we get f = (1/2) f +(1/2)N f − SΛ f , which implies the

identity

SΛ= −
1
2
(I − N). (1.40)
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Now, by Green’s formula,

(Λ f , g)L2(∂Ω) = −(du, dv)L2(Ω) = ( f ,Λg)L2(∂Ω), (1.41)

where u and v are harmonic extensions to Ω of f and g, respectively. In other words,

we see that Λ is symmetric.

Proposition 1.4.1. The Dirichlet-to-Neumann operator Λ in ∂Ω is an elliptic pseudod-

ifferential operator of order 1.

Proof. By (1.37) the operator S is elliptic and so admits a left parametrix R, i.e. an

operator R such that R ∈ Ψ1(∂Ω) and RS = I +R−∞ with R−∞ ∈ Ψ−∞(∂Ω). Multiply-

ing (1.40) by R from the left we get Λ= −1
2(R−RN)−R−∞Λ. Therefore, we see that

Λ ∈ Ψ1(∂Ω). The ellipticity of Λ follows from the ellipticity of R, as a parametrix of

the elliptic (1.37) operator S.

1.4.2 Neumann Green’s function

Let us take a closer look at the relation (1.40). We see that if we could make N

to be identically zero, then the operator −2S would be the left inverse to Λ. This

is equivalent to the requirement that E is the Green function on Ω with Neumann

boundary condition, i.e. we should have











∆y E (x , y) = δx (y) in Ω,

∂ E
∂ νy
(x , y) = 0 on ∂Ω.
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Unfortunately, this boundary value problem does not have a solution. Indeed, due to

Green’s identity we ought to have

∫

∂Ω

∂ E
∂ νy
(x , y)dS (y) =

∫

Ω

∆y E (x , y) dS (y) =

∫

Ω

δx (y) dS (y) = 1, (1.42)

which contradicts ∂ E
∂ νy
(x , y) being identically zero on the boundary. On the other hand,

if we require
∂ E
∂ νy
(x , y) =

1
Vol (∂Ω)

for any x ∈ Ω and any y ∈ ∂Ω, then the condition (1.42) will be met. Therefore, it

is natural to define the Neumann Green’s function as a solution to the boundary value

problem










∆y G (x , y) = δx (y) in Ω,

∂ G
∂ νy
(x , y) = 1

Vol(∂Ω) on ∂Ω.
(1.43)

If this problem has a solution then it is unique up to a constant if we add the symmetry

condition. More precisely, we have the following result.

Proposition 1.4.2. Let Ω be a compact Riemannian manifold with boundary ∂Ω. Sup-

pose there is a symmetric Neumann Green’s function G (x , y) on Ω. Then it is unique up

to a constant. In particular, if we add the normalisation condition, e.g.

∫

∂Ω

G (x , y) dS (y) = 0,

then the normalised symmetric Neumann Green’s function is unique.

Proof. Suppose G̃ (x , y) is another Neumann Green’s function. Then the difference
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H (x , y) = G (x , y)− G̃ (x , y) satisfies











∆y H (x , y) = 0 in Ω,

∂ H
∂ νy
(x , y) = 0 on ∂Ω.

By elliptic regularity H (x , y) is smooth on y variable in Ω. Using the boundary condi-

tion, we see that H (x , y) belongs to the kernel of the Dirichlet-to-Neumann operator,

which consists of constants. Hence, H does not depend on y , and by symmetry it does

not depend on x also, i.e. H is constant. The last statement follows immediately.

Now, if we define the single- and double- layer potentials using this Neumann

Green’s function, then from the identity (1.40) we obtain

−2SΛ= I

on the subspace of functions orthogonal to constants. From this identity we conclude

that the Dirichlet-to-Neumann operator defines the restriction of the normalised Neu-

mann Green’s function to the boundary. In particular, if there are two compact mani-

folds with diffeomorphic boundaries such that the DtN operators are naturally equiv-

alent under this diffeomorphism, then the restrictions of the normalised Neumann

Green’s functions to the boundary are naturally equivalent under this diffeomorphism.
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1.4.3 Cases when S is invertible

Let us look closer at the operator S defined before. We can try to solve the problem











∆u= 0, in Ω,

u= f , on ∂Ω,
(1.44)

in terms of single-layer potential. If we consider

u(x) = S l h(x), x ∈ Ω, (1.45)

then (1.44) is equivalent to

f = Sh. (1.46)

The single-layer potential has the following important property [41, Chapter 7, Propo-

sition 11.3]. For x ∈ ∂Ω, we have

∂

∂ ν
S l+ h(x)−

∂

∂ ν
S l− h(x) = −h. (1.47)

Now we can prove the following theorem concerning the kernel of S.

Theorem 1.4.3. Let M be a complete simply connected n-dimensional manifold with

E(x , y)→ 0 as dist(x , y)→∞, where n ≥ 3 and E(x , y) is a fundamental solution of

the Laplace operator on M. If Ω is a compact connected domain of M with non-empty

smooth boundary and connected complement, then S has a trivial kernel.

Proof. Suppose h ∈ C∞(∂Ω) belongs to the null space of S. Then, by (1.46) and the

uniqueness of the solution to (1.44) with f = 0, we have S l h(x) = 0 on Ω. By

(1.47), the jump of (∂ /∂ ν)S l h(x) across ∂Ω is −h, so we have for w = S l h|O on
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the complement O = M \Ω that

∆w= 0 on O ,
∂ w
∂ ν

�

�

�

�

∂Ω

= h. (1.48)

Note also that w(x) → 0 as dist(x ,∂Ω) → +∞, this is a consequence of w = S l h

and the definition (1.31) of the single-layer potential. From (1.33) we see that S l h

does not jump across ∂Ω, and since, by supposition, Sh = 0, we also have w = 0 on

∂Ω. The maximum principle for harmonic functions [17, Chapter 8] forces w = 0 on

O , so h= 0, which completes the proof.

This theorem is a slight generalisation of the result in [41, Proposition 11.5] con-

cerning the case M = Rn.

Remark. Using Theorem 1.4.3 we can give a different definition of the Dirichlet-to-

Neumann operator on manifolds satisfying the conditions of the theorem. We simply

multiply (1.40) on the left by the inverse of S to get

Λ= −
1
2

S−1(I − N). (1.49)

Note that for an arbitrary compact manifold Ω with boundary we can always define

the DtN operator via (1.49) by an appropriate choice of M and E (x , y). Namely, we

can chose M to be a compact manifold with boundary ∂M , such that Ω is contained

in the interior of M , and E (x , y) to be the Dirichlet Green’s function on M . The proof

of the invertibility of S in this case is almost identical to the proof of Theorem 1.4.3.

Indeed, instead of the convergence of w (x) to zero at infinity we have w (x) = 0 on
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∂M , which follows from

w(x) = S l h (x) =

∫

∂Ω

h(y)E(x , y)dS(y),

and the fact that E (x , y) is the Dirichlet Green’s function, i.e. E (x , y) = 0 for x ∈ ∂M .

In the next two sections we discuss the possible circumstances under which the

required asymptotic behavior in Theorem 1.4.3 takes place. We show that these can

be non-positivity of the sectional curvature or non-negativity of the Ricci curvature.

In the former case we derive the required behavior from the heat kernel comparison,

and in the latter case from the Li-Yau estimates for Green’s function, when it exists.

1.4.4 Comparison theorem for heat kernel on manifolds with non-

positive sectional curvature

We know from [37] that if M is a complete Riemannian manifold, then there exists a

heat kernel H(x , y, t) ∈ C∞(M ×M ×R+) such that

H(x , y, t) = H(y, x , t), lim
t→0

H(x , y, t) = δx(y), (1.50)
�

∆−
∂

∂ t

�

H = 0, H(x , y, t) =

∫

H(x , z, t − s)H(z, y, s)dz.

The last equality is a heat semigroup property. If M is compact with non-empty bound-

ary then there exists a heat kernel subject to Dirichlet or Neumann boundary condi-

tions [17, 37]. We will need the following additional properties of the heat kernel for

the proof of the heat kernel comparison theorem. Let us state them according to [37].

Lemma 1.4.4. On a complete Riemannian manifold the heat kernel H(x , y, t) is a strictly
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positive function for all t.

Lemma 1.4.5. Let B(x , R) be a geodesic ball of radius R with center x in a space form

(i.e. complete connected Riemannian manifold of constant sectional curvature), then its

heat kernel H(x , y, t) is only a function of r = dist(x , y) and t, moreover, ∂ H
∂ r < 0.

Using these Lemmas, we can prove the following heat kernels comparison theorem

for manifolds of non-positive sectional curvature, which is a counterpart of Cheeger-

Yau comparison theorem for manifolds with non-negative Ricci curvature [37, Chapter

III, Theorem 2].

Theorem 1.4.6. Let M be a complete Riemannian manifold with sectional curvature

κM(σ) ≤ κ ≤ 0. Fixing an arbitrary point x ∈ M and a r0 > 0, the heat kernel

Hr0
(x , y, t) of B(x , r0) and the heat kernel Er0

(r(x , y), t) of V (κ, r0) satisfy

Er0
(r(x , y), t)≥ Hr0

(x , y, t), (1.51)

where B(x , r0) ⊂ M is the ball of radius r0 centered at x, V (κ, r0) is the ball of radius

r0 in the space form of curvature κ, and boundary conditions will either be Dirichlet or

Neumann.

Proof. Let us follow the proof of [37, Chapter III, Theorem 2] adjusting it to our case.

Using the properties of the heat kernels (1.50) we can write the following sequence
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of equalities

H(x , y, t)−E (r(x , y), t) =

∫ t

0

∫

B(x ,r0)

d
ds
(E (x , z, t − s)H(z, y, s))dzds =

= −
∫ t

0

∫

B(x ,r0)

∂

∂ (t − s)
[E (r(x , z), t − s)]H(z, y, s)dzds+

+

∫ t

0

∫

B(x ,r0)

E (r(x , z), t − s)
∂

∂ s
H(z, y, s)dzds =

= −
∫ t

0

∫

B(x ,r0)

∆̃E (r(x , z), t − s)H(z, y, s)dzds+

+

∫ t

0

∫

B(x ,r0)

E (r(x , z), t − s)∆H(z, y, s)dzds,

where ∆̃, ∆ are respectively the Laplacian operators on the space form and M . Using

the second Green’s identity and either Dirichlet or Neumann boundary conditions, we

get
∫

B(x ,r0)

E ·∆H =

∫

B(x ,r0)

∆E ·H.

Hence,

H(x , y, t)−E (r(x , y), t) =

∫ t

0

∫

B(x ,r0)

(−∆̃E +∆E ) ·Hdzd t.

By Lemma 1.4.4, we know that H > 0. Thus, for the proof of the theorem it is sufficient

to show that (∆−∆̃)E < 0. Let (r,ξ), where r ∈ (0, r0), ξ ∈ Sn−1, be geodesic spherical

coordinates on the ball B(x , r0). Then the operators ∆̃ and∆ have the following forms:

∆̃=
∂ 2

∂ r2
+φ(r)

∂

∂ r
, φ(r) =

d log
p

det g̃
d r

,

∆=
∂ 2

∂ r2
+φ(r,ξ)

∂

∂ r
, φ(r,ξ) =

d log
p

det g
dr

,

where g and g̃ are Riemannian metrics on the ball B(x , r0) ⊂ M and the ball V (κ, r0) in
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the space form of curvature κ, respectively, and det g is the determinant of the metric

g. Since sectional curvature κM(σ) ≤ κ ≤ 0 by the Volume Comparison Theorem

of P. Gunther and R. L. Bishop (see, for instance, Theorem III.4.1 in [8]) we have

φ(r,ξ) ≥ φ(r). Therefore (∆− ∆̃)E = (φ(r,ξ)−φ(r)) ∂ E∂ r ≤ 0, where we have used

the inequality ∂ E
∂ r < 0 provided by Lemma 1.4.5.

Let Gr0
(x , y) be the Dirichlet Green’s function for the ball B(y, r0) ⊂ M . From

[17, 37] we know that it can be defined by

Gr0
(x , y) =

∞
∫

0

Hr0
(x , y, t)d t,

where Hr0
(x , y, t) denotes the Dirichlet heat kernel on the ball B(y, r0), assuming that

the integral on the right converges. Using Theorem 1.4.6 we can derive the compari-

son for Dirichlet Green’s functions on balls in M and Rn. Indeed, it follows easily from

the theorem and (1.50) that for a fixed y ∈ M , x ̸= y , and all r0 > 0 we have

Gr0
(x , y) =

∞
∫

0

Hr0
(x , y, t)d t ≤

∞
∫

0

Er0
(r(x , y), t)d t = Gr0;0(r(x , y)), (1.52)

where Gr0;0(r(x , y)) is the Dirichlet Green’s function for the ball of radius r0 in Rn. By

[2, Theorem 4.4] the spectrum of the Dirichlet Laplacian on a ball is strictly positive.

Combining this with [17, Theorem 13.4]we see that both integrals in (1.52) converge

for distinct x and y . As a consequence of properties (1.50) Dirichlet Green’s function
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is smooth for x ̸= y , and satisfies

∆x Gr0
(x , y) = δy(x), Gr0

(x , y)≥ 0, (1.53)

Gr0
(x , y) = 0, for all x ∈ ∂ B(y, r0).

Now, assuming that M is simply connected, we have the following useful corollary.

Corollary 1.4.7. Let M be a simply connected complete n-dimensional Riemannian man-

ifold with sectional curvature κM(σ)≤ 0, n≥ 3. Then there exists a positive fundamental

solution with the following asymptotic behavior

E(x , y)→ 0 as dist(x , y)→∞, (1.54)

where E(x , y) is a fundamental solution to the Laplace equation (1.29) (an entire Green’s

function on M).

Proof. Fix an arbitrary point y ∈ M . Let R2 ≥ R1 > 0 and x ∈ B(y, R1). By the

maximum principle for harmonic functions [17, Chapter 8], we have

GR2
(x , y)≥ GR1

(x , y) ∀x ∈ B(y, R1) \ {y}. (1.55)

The Dirichlet Green’s function for a ball B(y, R) in Rn is GR;0(r(x , y)) = cn |x − y|2−n−

cnR2−n. Proceeding to the limit R→∞, we get

E0(r(x , y)) = cn |x − y|2−n (1.56)
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the entire Green’s function on Rn. From (1.55) and (1.52) we have

GR(x , y)≤ E0(r(x , y)), (1.57)

for any R> 0. This allows us to define

E(x , y) = lim
R→∞

GR(x , y) (1.58)

and check that E(x , y) is an entire Green’s function on M . This can be done by using

the bound (1.57), the monotonicity (1.55), and Harnack’s principle (see, for example,

[17, Corollary 13.13]). Now, varying y ∈ M , we get E(x , y) as a smooth symmetric

function of (x , y) ∈ M × M \ diag(M). From (1.56), (1.57), and (1.58) we get the

desired behavior, since |x − y|2−n→ 0 as dist(x , y)→∞.

1.4.5 Li-Yau estimates for Green’s function on manifolds with non-

negative Ricci curvature

The second class of manifolds that admit vanishing at infinity entire Green’s function is

complete Riemannian manifolds with non-negative Ricci curvature. We define Green’s

function on a complete Riemannian manifold as before by

G(x , y) =

∫ ∞

0

H(x , y, t)d t,

if the right hand side converges. According to [17] it is not always the case. For

example, if M is compact then the right hand side is infinite everywhere and there is

no fundamental solution of the Laplace operator on M . On the other hand, if G(x , y)



65 1.4 Method of the layer potentials for the scalar DtN operator

is finite (for all distinct x , y ∈ M), then it is positive by Lemma 1.4.4 and represents

a fundamental solution of the Laplace operator. In particular, we see that for the

Euclidean plane the Green function defined in the above way does not exist (not finite),

since the integral diverges, see details in [17, p. 342].

Under the above assumptions on a manifold we have the following estimate [37,

Theorem 4.13].

Theorem 1.4.8. Let M be a complete Riemannian manifold without boundary and with

Ric(M)≥ 0, if G(x , y) exists, then

C1(n)

∫ ∞

r2(x ,y)

d t
Vx(
p

t)
≤ G(x , y)≤ C2(n)

∫ ∞

r2(x ,y)

d t
Vx(
p

t)

and

C1(n)

∫ ∞

r2(x ,y)

d t
q

Vx(
p

t)Vy(
p

t)
≤ G(x , y)≤ C2(n)

∫ ∞

r2(x ,y)

d t
q

Vx(
p

t)Vy(
p

t)
,

where Vx(
p

t) = Vol(Bx(
p

t)) and C1(n), C2(n) are positive constants depending only on

the dimension n of M.

From the above theorem we get the following result for an asymptotic behavior of

Green’s function.

Corollary 1.4.9. Let M be a complete Riemannian manifold without boundary and with

Ric(M)≥ 0, if G(x , y) exists, then G(x , y)→ 0 as dist(x , y)→ +∞.

Using Theorem 1.4.8, we can also find an examples of manifolds that do not admit

a positive Green’s function. Indeed, let us take, for example, a cylinder Sn−1 ×R with

a product metric of canonical metrics on Sn−1 and R. We have Ric(Sn ×R) ≥ 0. Note



1. BACKGROUND MATERIAL 66

that for a point x = (p,τ) ∈ Sn−1 × R the ball Bx(
p

t) is contained in the product

Sn−1 × [τ−
p

t,τ+
p

t]. Hence, we conclude that Vx(
p

t) ≤ 2Vol(Sn−1)
p

t. Then for

any ϵ > 0 we have

∫ ∞

ϵ

d t
Vx(
p

t)
≥

1
2Vol(Sn−1)

∫ ∞

ϵ

d t
p

t
= +∞.

This leads to a contradiction if we suppose that G(x , y) exists and then apply Theorem

1.4.8. So we conclude that there is no positive Green’s function on Sn−1 ×R with the

canonical metric.



Chapter 2

Calderón’s problem for the connection

Laplacian

2.1 Introduction

Let (N , g) be a compact connected Riemannian manifold with non-emtpy boundary

∂ N , and let E→ N be a Euclidean vector bundle endowed with a compatible connec-

tion ∇E. Consider the connection Laplacian ∆E associated with the connection ∇E.

It is a natural generalisation of the Laplace-Beltrami operator. We define the corre-

sponding Dirichlet-to-Neumann (DtN) operator Λg,∇E by sending a section σ on the

boundary ∂ N to the outward normal covariant derivative of its harmonic extension.

In this chapter we study the DtN operator Λg,∇E as a pseudodifferential operator

on the boundary. We follow the strategy in the paper [31] by Lee and Uhlmann for the

Laplace-Beltrami operator. They showed that the Riemannian metric on the boundary

can be recovered from a given DtN operator. In addition, if the dimension of the man-

ifold is greater than 2, they showed that all the normal derivatives of the metric can
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be recovered as well. This result was used in [31] to recover a Riemannian manifold

from the DtN operator under some assumptions on the geometry and topology of a

manifold, and subsequently in [27, 28] under the assumption of real-analyticity. This

method also appears in the work of Cekić [7] on Calderón’s problem for Yang-Mills

connections.

It is well known that a Riemannian metric on a manifold can be recovered from

the Laplace-Beltrami operator. This can be done by considering the principal symbol

of the Laplacian which is equal to |ξ|2g(x), where ξ ∈ T ∗x N , x ∈ N . The Dirichlet-to-

Neumann operator is a classical elliptic pseudodifferential operator of order one on the

boundary. Therefore, it is natural to use the same idea for the recovery of the geometric

data on the boundary from the DtN operator. There is a local factorisation of the

Laplacian into the composition of two operators near the boundary which establishes

the relationship between the symbols of the DtN operator and Laplacian. In particular,

it turns out that the principal symbol of the DtN operator is the (minus) square root

of the principal symbol of the boundary Laplacian. Therefore, the principal symbol of

the DtN operator is equal to −|ξ| g|∂ N
, and it is straightforward to determine the metric

from it. The rest part of the symbol is expressed in terms of the local geometric data

in a more sophisticated way. By analysing these expressions we are able to recover

the geometric data on the boundary from the full symbol of the DtN operator. More

precisely, we prove the following result.

Theorem 2.1.1. Suppose dim N = n ≥ 3. Let
�

x1, . . . , xn−1
�

be any local coordinates

for an open set W ⊂∂ N and (ε1, . . . ,εr) any local frame of E over W, and let
�

λ j, j ≤ 1
	

be the full symbol of the DtN operator Λ in these coordinates and local frame. For any

p ∈ W, the full Taylor series of g and ∇E at p in boundary normal coordinates and

boundary normal frame is given by an explicit formula in terms of the matrix functions
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�

λ j

	

and their tangential derivatives at p.

On surfaces, the DtN operator naturally scales under the conformal changes of a

metric. As a consequence, we cannot recover the normal derivatives of a metric and

a connection at the boundary. So the result in this case is a bit weaker.

Theorem 2.1.2. Let (N , g) be a Riemannian surface. Let
�

x1
�

be any local coordinate

for an open set W ⊂∂ N and (ε1, . . . ,εr) any local frame of E over W. Let
�

λ j, j ≤ 1
	

be

the full symbol of the DtN operator Λ in these coordinate and local frame. Then for any

p ∈W the metric g and the connection∇E at p in these coordinate and frame is given by

an explicit formula in terms of the matrix functions
�

λ j

	

and their tangential derivatives

at p.

2.1.1 Well-posedness of the generalised heat equation and regu-

larity of its solution.

In this subsection we describe the result by Trèves [42, III.1]. In order to be precise

we introduce the original setting. Let X be a smooth manifold; n = dim X ; t be the

variable in the closed half-line R+; T be some positive real number.

We shall deal with functions and distributions valued in a finite-dimensional Hilbert

space H over C. The norm in H will be denoted by |·|H , whereas the operator norm in

L (H), the space of (bounded) linear operators in H, will be denoted by ∥·∥. The inner

product in H will be denoted by (·, ·)H . The space of H-valued distributions in X will

be denoted by D ′ (X ; H).

Let A(t) be a pseudodifferential operator of order 1 in X , valued in L (H), de-

pending smoothly on t ∈ [0, T ). If we fix basis in H, then A(t) is a matrix whose

entries are scalar pseudodifferential operators in X . This means that in every local
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chart (Ω, x1, . . . , xn), A(t) is congruent modulo smoothing operators which are C∞-

functions of t to an operator

AΩ (t)u (x) = (2π)
−n

∫

ei x ·ξaΩ (x , t,ξ) û (ξ) dξ, u ∈ C∞c (Ω; H) ,

where aΩ (x , t,ξ) is a smooth function of t ∈ [0, T ) valued in S1 (Ω; L (H)), the space

of symbols valued in L (H).

According to Trèves [42, III.1], the heat equation for A(t) is well-posed and pos-

sesses a regularity property described below if the following conditions are satisfied:

1. Let (Ω, x1, . . . , xn) be any local chart in X . There is a symbol aΩ (x , t,ξ) satisfying

aΩ (x , t,ξ) is a C∞ function of t ∈ [0, T ) valued in S1 (Ω; L (H)),

and defining the operator AΩ (t) congruent to A(t)modulo smoothing operators

in Ω depending smoothly on t ∈ [0, T ), such that

2. to every compact subset K of Ω× [0, T ) there is a compact subset K ′ of the open

half-plane C− = {z ∈ C; Rez < 0} such that

3. the map

z · Id −
aΩ (x , t,ξ)
�

1+ |ξ|2
�1/2

: H → H

is a bijection (hence also a homeomorphism), for all (x , t) ∈ K , ξ ∈ Rn, z ∈ C\K ′.

The regularity property that we are interested in is described in the following theorem

[42, III, Theorem 1.2].

Theorem 2.1.3. Let O be an open subset of X , u a C∞ function of t in [0, T ) valued in

D ′ (X ; H) .
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Suppose that u (0) ∈ C∞ (O; H) and that

∂ u
∂ t
− A(t)u ∈ C∞ (O × [0, T ) ; H) .

Then u ∈ C∞ (O × [0, T ) ; H).

This theorem is one of the main ingredients in the proof of Proposition 2.2.4, which

relates the symbol of the DtN operator to the symbol of the connection Laplacian.

2.2 Reconstruction of the geometric data on the bound-

ary

In this section we find the relation between full symbols of the DtN operator and the

connection Laplacian, and then use this relation to prove Theorem 2.1.1. We follow

the general strategy used in [31] for the DtN operator associated with the Laplace-

Beltrami operator.

2.2.1 Local factorisation of the connection Laplacian

Let us recall the construction of geodesic coordinates with respect to the boundary.

For each q ∈ ∂ N , let γq : [0,ε)→ N denote the unit-speed geodesic starting at q and

normal to ∂ N . If
�

x1, . . . , xn−1
	

are any local coordinates for ∂ N near p ∈ ∂ N , we can

extend them smoothly to functions on a neighborhood of p in N by letting them be

constant along each normal geodesic γq. If we then define xn to be the parameter along

each γq, it follows that
�

x1, . . . , xn
	

form coordinates for N in some neighborhood of p,

which we call the boundary normal coordinates determined by
�

x1, . . . , xn−1
	

. In these
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coordinates xn > 0 in the interior of N , and ∂ N is locally characterised by xn = 0.

The metric in these coordinates has the form

g =
n−1
∑

i, j=1

gi j

�

x1, . . . , xn
�

d x id x j + (d xn)2 .

Let (ε1, . . . ,εr) be a smooth local frame of E|∂ N near p ∈ ∂ N , we can extend it to

a smooth local frame (ϵ1, . . . ,ϵr) in a neighborhood of p in N by means of parallel

transport along each γq, i.e. for each q we find the unique solution to the parallel

transport equation

∇E
γ̇q
ϵα = 0,

ϵα|γq(0) = εα, forα= 1, . . . , r.

We call this frame the boundary normal frame determined by (ε1, . . . ,εr). In boundary

normal coordinates we have then

∇E
∂/∂ xnϵα = 0. (2.1)

In local frame a section u is represented as a vector-valued function on N and the

connection ∇E acts as

∇E
· u= du (·) +ω (·)u,

where ω = ωkd x k denotes the matrix of the connection form of ∇E. From (2.1) we

have then

ωn =ω
�

∂

∂ xn

�

= 0.

Remark 2.2.1. If the connection ∇E is compatible with an inner product 〈·, ·〉E on E,
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we have the following relation

d 〈u, v〉E =



∇Eu, v
�

E
+



u,∇E v
�

E
. (2.2)

Note that if the frame (ε1, . . . ,εr) is orthonormal then the associated boundary normal

frame is also orthonormal, since we have

∂

∂ t




ϵα,ϵβ
�

E
=
¬

∇E
γ̇
ϵα,ϵβ

¶

E
+
¬

ϵα,∇E
γ̇
ϵβ

¶

E
= 0




ϵα,ϵβ
�

E

�

�

t=0
=



εα,εβ
�

E
= 0, α ̸= β ,

〈ϵα,ϵα〉E
�

�

t=0 = 〈εα,εα〉E = 1.

We will use further the following notation, x = (x ′, xn), x ′ =
�

x1, . . . , xn−1
�

, ∂x j =

∂/∂ x j, Dx j = −i∂x j , and Dx = (Dx1 , . . . , Dxn), with similar definitions for Dx ′ , ∂x , and ∂x ′ .

As usual the Einstein summation convention will be assumed throughout.

In boundary normal coordinates and boundary normal frame, the connection Lapla-

cian is

∆Eu=∆u+ g i j
�

2ωi∂x j u+
��

∇∂x i
ω
�

(∂x j) +ωiω j

�

u
�

,

where
�

g i j
�

is the inverse of the matrix
�

gi j

�

, ∆ is the (scalar) Laplace-Beltrami oper-

ator on N . We can write

Lu :=∆Eu=

�

∆+ i
n−1
∑

j=1

V j Dx j + Q̃

�

u,
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where

V j = 2g jkωk, j = 1, . . . , n− 1

Q̃ =
n−1
∑

i, j=1

g i j
��

∇∂x i
ω
�

(∂x j) +ωiω j

�

.

The Laplace-Beltrami operator in boundary normal coordinates can be written as

∆u=
n
∑

i, j=1

ϱ−
1/2∂x i

�

ϱ
1/2 g i ju

�

= ∂xn∂xnu+
1
2
(∂xn logϱ)∂xnu+

+
n−1
∑

i, j=1

�

g i j∂x i∂x j u+
1
2

g i j (∂x i logϱ)∂x j u+
�

∂x i g i j
�

∂x j u
�

,

where ϱ = det
�

gi j

�

. Using this we can write

−L = −∆− iV l Dx l − Q̃ = D2
xn + iF (x)Dxn +Q (x , Dx ′) , (2.3)

where

F (x) = −
1
2

n−1
∑

k,l=1

gkl (x)∂xn gkl (x) ,

Q (x , Dx ′) =
n−1
∑

k,l=1

gkl (x)Dxk Dx l−

− i
n−1
∑

k,l=1

�

1
2

gkl (x)∂xk logϱ (x) + ∂xk gkl (x) + V l
�

Dx l − Q̃.

The Dirichlet-to-Neumann operator in boundary normal coordinates and boundary
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normal frame is

Λg,∇Eσ = ∇E
ν
u
�

�

∂ N =
�

∂

∂ xn
+ωn

�

u

�

�

�

�

∂ N

=
∂ u
∂ xn

�

�

�

�

∂ N

, (2.4)

where u is the harmonic extension of σ. The next proposition shows that there is a

useful local factorisation of the Laplacian into a composition of two first-order pseu-

dodifferential operators.

Proposition 2.2.2. There exists a pseudodifferential operator A(x , Dx ′) of order one in

x ′ depending smoothly on xn ∈ [0, T], for some T > 0, such that

−L ≡ (Dxn + iF (x)− iA(x , Dx ′)) ◦ (Dxn + iA(x , Dx ′)) (2.5)

modulo a smoothing operator.

Proof. We use the symbol calculus to construct such an operator A(x , Dx ′). From (2.3)

we get

L + (Dxn + iF − iA) ◦ (Dxn + iA) = −D2
xn − iF Dxn −Q+ D2

xn + iF Dxn−

− iADxn + iDxnA− FA+ AA= AA−Q+ i [Dxn , A]− FA. (2.6)

Let a denote the full symbol of A(x , Dx ′) and q denote the full symbol of Q (x , Dx ′).

Then, by (1.7) the full symbol of (2.6) is

∑

K

1
K!
∂ K
ξ

aDK
x a− q+ ∂xn a− Fa,
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and q splits into three terms

q
�

x ,ξ′
�

=
n−1
∑

k,l=1

gkl (x)ξkξl−

− i
n−1
∑

l=1

�

n−1
∑

k=1

�

1
2

gkl (x)∂xk logδ (x) + ∂xk gkl (x)
�

+ V l

�

ξl − Q̃ =

= q2

�

x ,ξ′
�

+ q1

�

x ,ξ′
�

+ q0 (x) ,

where q2 (x ,ξ′), q1 (x ,ξ′) and q0 (x) are the quadratic, linear and constant in ξ′ parts

of q (x ,ξ′), respectively. Let us write

a
�

x ,ξ′
�

∼
∑

j≤1

a j

�

x ,ξ′
�

,

where a j are positive-homogeneous of degree j in ξ′, that is we will define A by a

formal symbol. We shall determine a j recursively so that (2.6) is zero modulo symbols

of smoothing operators.

The homogeneous terms of degree two in (2.6) give us

a1a1 − q2 = 0,

so we can choose

a1 = −
p

q2. (2.7)

Note that q2 and, therefore, also a1 are scalar matrices. The terms of degree one in

(2.6) give us

a0a1 + a1a0+
n−1
∑

l

∂ξl a1Dx l a1 − q1 + ∂xn a1 − Fa1 = 0,
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and using relation (2.7), we get

−2
p

q2a0+
n−1
∑

l

∂ξl
p

q2Dx l
p

q2 − q1 − ∂xn
p

q2 + F
p

q2 = 0,

thus we have

a0 =
1

2
p

q2

�

n−1
∑

l

∂ξl
p

q2Dx l
p

q2 − q1 − ∂xn
p

q2 + F
p

q2

�

. (2.8)

The terms of degree zero in (2.6) give us

a−1a1 + a1a−1+
n−1
∑

l

∂ξl a1Dx l a0+
n−1
∑

l

∂ξl a0Dx l a1+

+
1
2

n−1
∑

k,l

∂ξk∂ξl a1Dxk Dx l a1 − q0 + ∂xn a0 − Fa0 = 0,

and using relation (2.7) again, we get

a−1 =
1

2
p

q2

�

−
n−1
∑

l

∂ξl
p

q2Dx l a0−
n−1
∑

l

∂ξl a0Dx l
p

q2+

+
1
2

n−1
∑

k,l

∂ξk∂ξl
p

q2Dxk Dx l
p

q2 − q0 + ∂xn a0 − Fa0

�

, (2.9)

where a0 is given by (2.8). Continuing the recursion for the terms of degree m ≤ −1

we have

−2
p

q2am−1 +
∑

j,k,K
m≤ j,k≤1
|K |= j+k−m

1
K!
∂ K
ξ

a j D
K
x ak + ∂xn am − Fam = 0.
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Therefore we get

am−1 =
1

2
p

q2











∑

j,k,K
m≤ j,k≤1
|K |= j+k−m

1
K!
∂ K
ξ

a j D
K
x ak + ∂xn am − Fam











. (2.10)

Remark 2.2.3. Let p ∈ ∂ N . Note that we can extend
�

N , g, E,∇E
�

along the boundary

∂ N near p. This means that there is a vector bundle
�

Ẽ,∇Ẽ
�

over a Riemannian

manifold
�

Ñ , g̃
�

such that N is included in Ñ isometrically, the restriction of
�

Ẽ,∇Ẽ
�

to N coincides with
�

E,∇E
�

, and the point p lies in the interior of Ñ . Clearly, near

p ∈ Ñ there is an extension of boundary normal coordinates (so that xn ∈(−ε,ε))

and boundary normal frame. Due to the construction of A(x , Dx ′) one sees that the

factorisation in Proposition 2.2.2 extends to a neighborhood of p in Ñ , i.e. there

exists a PDO Ã(x , Dx ′) of order one in x ′ depending smoothly on xn ∈
�

−T̃ , T̃
�

, for

some positive T̃ < T , such that it coincides with A(x , Dx ′) for xn ∈
�

0, T̃
�

.

2.2.2 The full symbol of the Dirichlet-to-Neumann operator Λg,∇E .

Our next step is to relate the operator A(x , Dx ′) with the Dirichlet-to-Neumann oper-

ator Λg,∇E . It turns out that this relation is quite simple.

Proposition 2.2.4. The operator A satisfies the following relation

A(x , Dx ′)|∂ N σ ≡ ∂xnu|∂ N = Λg,∇Eσ

modulo a smoothing operator, where u is the harmonic extension of σ.
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Proof. Let p ∈ ∂ N . Using Remark 2.2.3 we consider an extension
�

Ñ , g̃, Ẽ,∇Ẽ
�

along

∂ N near p. Choose a coordinate chart (Ω, x ′) in ∂ N containing p and denote by

(x ′, xn) the corresponding boundary normal coordinates in Ñ . LetΩ′ ⊂ Ω be a precom-

pact open subset and σ a section in W 1/2 (E|∂ N ) compactly supported in Ω′. Consider

a solution u ∈W 1
�

Ẽ
�

⊂D ′
�

Ñ ; Ẽ
�

to











∆Ẽu= 0, in Ñ

u|∂ N = σ.

By Proposition 2.2.2 and Remark 2.2.3, this problem is locally equivalent up to some

smooth section h to the following system of equalities for u, v:

�

Id · Dxn + iÃ(x , Dx ′)
�

u= v, u|xn=0 = σ,
�

Id · Dxn + iF (x)− iÃ(x , Dx ′)
�

v = h ∈ C∞
��

−T̃ , T̃
�

×Ω′;Cr
�

.

The second equation above can be viewed as a backwards generalised heat equation;

making the substitution t = T̃ − xn, it is equivalent to

Id · ∂t v −
�

Ã− F
�

v = −ih, t ∈
�

0,2T̃
�

(2.11)

Since h is smooth and Ã−F depends smoothly on t, by the transposed Leibniz formula

we conclude that v ∈ C∞
��

−T̃ , T̃
�

;D ′ (Ω′;Cr)
�

(cf. [42, Remark 1.2]). By elliptic

regularity for the Laplacian ∆E, u (and therefore also v) is smooth in the interior of

N , and so v|xn=T is smooth. Now, if we were to show that the solution to (2.11) is
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smooth for t ∈
�

0,2T̃
�

then we are done. Indeed, we would have

Id · Dxnu+ iÃ(x , Dx ′)u= v ∈ C∞
��

−T̃ , T̃
�

,×Ω′;Cr
�

,

and in particular, the restriction to the boundary v|xn=0 is smooth. Now, if we set

Rσ = v|∂ N , then

Id · Dxnu|∂ N = −i Ãu
�

�

∂ N + Rσ = −i Ã
�

�

∂ N σ+ Rσ = −i A|∂ N σ+ Rσ,

and we will get the desired result since R is a smoothing operator. So in order to

conclude the proof it is left to show that v is smooth for t ∈
�

0,2T̃
�

. We will do this

in the subsequent lemma.

Lemma. There is an operator B in the congruence class of Ã − F which satisfies the

conditions for a well-posed heat equation in Section 2.1.1. As a result, the solution v to

the equation (2.11) is smooth for t ∈
�

0,2T̃
�

.

Proof. We will start by checking the conditions for the operator Ã− F . If some of them

will not be satisfied then we will adjust the symbol of Ã− F to obtain B. The first

condition is satisfied due to the construction of Ã. Denote by a1 = −Id · pq2 and a≤0

the principal part and the reminder part, respectively, of the full symbol of Ã−F (F has

order zero). Let ∥∥ be the (operator) norm on complex r × r-matrices induced from

the Hermitian norm on Cr . Note that for any matrix M we have ∥M∥ ≥ |λ|, where λ

is any eigenvalue of M , which implies that the matrix

Id · z −M
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is non-degenerate when |z|> ∥M∥. Indeed, its eigenvalues are equal to z −λ and we

have

|z −λ| ≥ |z| − |λ| ≥ |z| − ∥M∥> 0.

Since Ã−F is an elliptic PDO of order 1 inΩ andΩ′ is precompact we have the following

uniform in
�

−T̃ , T̃
�

×Ω′ bounds

c |ξ| ≤ |a1| ≤ C1

�

1+ |ξ|2
�1/2

; (2.12)
�

�a≤0

�

�≤ C0, (2.13)

where c, C0, and C1 are some positive constants. Using this we see that the matrix

Id · z −
a1 + a≤0
�

1+ |ξ|2
�1/2

(2.14)

is non-degenerate for |z| > C1 + C0. Indeed, from (2.12),(2.13) the norm of the quo-

tient term is bounded from above by the constant C1 + C0. It is left to check if (2.14)

is non-degenerate when z = x+ i y with −ε < x , for some sufficiently small ε > 0. We

have

Id ·

 

x + i y +
p

q2
�

1+ |ξ|2
�1/2

!

−
a≤0

�

1+ |ξ|2
�1/2
= Id ·ρ − A≤0, (2.15)

where

ρ = x + i y +
p

q2
�

1+ |ξ|2
�1/2

,

and

A≤0 =
a≤0

�

1+ |ξ|2
�1/2

.

We know that the matrix (2.15) is non-degenerate when |ρ|>


A≤0



. Since q2 can be
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arbitrarily small for ξ close to 0 we cannot guarantee that ρ will not vanish for any

small ε > 0. Therefore, we have to adjust the symbol of Ã− F . From (2.12) we obtain

p
q2

�

1+ |ξ|2
�1/2
≥

c
2

,

when |ξ| ≥ 1. Hence, when ε < c
2 we have

|ρ|2 = y2 +

 

x +
p

q2
�

1+ |ξ|2
�1/2

!2

>
� c

2
− ε
�2

,

for |ξ| ≥ 1. From (2.13) we see that



A≤0





2 ≤
C2

0

1+ |ξ|2
,

which is less than
�

c
2 − ε

�2
when |ξ| ≥ C0

�

c
2 − ε

�−1
. Let R = max

�

1, C0

�

c
2 − ε

�−1�

,

then the matrix (2.15) is non-degenerate for |ξ| ≥ R. On the other hand, for |ξ| < R

we know that


A≤0



 ≤ C0. Now let us consider the congruent operator B (t, x ′, Dx ′)

by adjusting the full symbol as

a1 + a≤0 − Id ·ψ (ξ) ,

where ψ (ξ) = Ce−
|ξ|2

R2 and the constant C is equal to e
�

1+ R2
�1/2 �

C0 +
c
2

�

. One sees

that now for |ξ|< R we have

|ρ|2 = y2 +

 

x +
p

q2 +ψ (ξ)
�

1+ |ξ|2
�1/2

!2

>
�

C0 +
c
2
− ε
�2
> C2

0 ≥


A≤0



 ,

so the matrix (2.14) for the adjusted operator is non-degenerate in this case. In the
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other cases it is clear that it remains non-degenerate, which guarantees that the oper-

ator B (t, x ′, Dx ′) satisfies the conditions for a well-posed heat equation. The second

part of the lemma follows immediately. Indeed, since B is congruent to Ã− F we have

Id · ∂t v − B (t) v ∈ C∞
��

−T̃ , T̃
�

×Ω′;Cr
�

and, therefore, by Theorem 2.1.3 the solution v is smooth for t ∈
�

0, 2T̃
�

.

Corollary 2.2.5. The full symbol of the DtN operator Λg,∇E is the same as the full symbol

of A(x , Dx ′)|∂ N . In particular, the DtN operator is a classical elliptic pseudodifferential

operator of order 1.

We are now in a position to recover the geometric data (the metric g and the

connection ∇E) on the boundary ∂ N from the given DtN operator Λ.

2.2.3 Proof of Theorem 2.1.1

Let
�

x1, . . . , xn
	

denote boundary normal coordinates associated with
�

x1, . . . , xn−1
	

and (ϵ1, . . . ,ϵr) denote boundary normal frame defined by (ε1, . . . ,εr). Note that since

∂xn gkl = −
∑

η,µ

gkη (∂xn gηµ) gµl ,

it also suffices to determine the inverse matrix
�

gkl
�

and its normal derivatives instead

of (gkl) and its normal derivatives. Using Corollary 2.2.5 and (2.7) we get

λ1 = −
p

q2,
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and we have at any p ∈ ∂ N ,

q2

�

p,ξ′
�

=
n−1
∑

k,l=1

gkl (p)ξkξl =
�

Traceλ1

r

�2

,

where r is the dimension of the vector bundle E. Thus, the principal symbol of the

DtN operator determines gkl at each boundary point p.

Next from Corollary 2.2.5 and (2.8) we have

λ0 =
1

2
p

q2

�

n−1
∑

l

∂ξl
p

q2Dx l
p

q2 − q1 − ∂xn
p

q2 + F
p

q2

�

=

= −
1

2
p

q2
∂xn
p

q2 +
i

2
p

q2

n−1
∑

l=1

V lξl −
1
4

n−1
∑

k,l=1

gkl (x)∂xn gkl (x) + T0, (2.16)

where

T0 =
1

2
p

q2

n−1
∑

l

∂ξl
p

q2Dx l
p

q2 +
i

2
p

q2

n−1
∑

k,l=1

�

1
2

gkl (x)∂xk logδ (x) + ∂xk gkl (x)
�

ξl

is an expression involving only gkl , gkl , and their tangential derivatives along ∂ N .

Note that
∑

gkl gkl = n− 1, and so

−
n−1
∑

k,l=1

gkl (x)∂xn gkl (x) =
n−1
∑

k,l=1

gkl (x)∂xn gkl (x) .

If we set hkl = ∂xn gkl , h =
∑

gklh
kl , and ∥ξ′∥2 =

∑

gklξkξl = q2, we can rewrite

(2.16) in the form

λ0 (ξ) = −
1

4∥ξ′∥2

n−1
∑

k,l=1

�

hkl − hgkl
�

ξkξl +
i

2∥ξ′∥

n−1
∑

l=1

V lξl + T0. (2.17)
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From antisymmetric part λ0 (ξ)−λ0 (−ξ) we obtain

i
∥ξ′∥

n−1
∑

l=1

V lξl ,

which allows us to determine V l and multiplying by 1/2gkl we get

1
2

gkl V
l = gkl g

l jω j = δ
j
kω j =ωk,

so we determined the connection matrix ωk for k = 1, . . . , n−1 on the boundary ∂ N .

Let us look at the remaining terms. Only the first term in (2.17) is unknown yet. But

we can recover it from all the other terms. Thus, we can recover the quadratic form

κkl = hkl − hgkl .

When n> 2, this in turn determines hkl = ∂xn gkl , since

hkl = κkl +
1

2− n

�

∑

p,q

κpq gpq

�

gkl . (2.18)

Now let us look at (2.9). We have

λ−1 =
1

2
p

q2

�

−
n−1
∑

l

∂ξl
p

q2Dx lλ0−
n−1
∑

l

∂ξlλ0Dx l
p

q2+

+
1
2

n−1
∑

k,l

∂ξk∂ξl
p

q2Dxk Dx l
p

q2 − q0 + ∂xnλ0 − Fλ0

�

= −
1

2
p

q2
q0 +

1
2
p

q2
∂xnλ0 + T−1 (gkl ,ωl) =

−
1

8∥ξ′∥3

n−1
∑

k,l=1

∂xnκklξkξl +
i

4∥ξ′∥2

n−1
∑

l=1

∂xn V lξl + T−1 (gkl ,ωl) , (2.19)
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where T−1 (gkl ,ωl) is an expression involving only gkl , gkl , their first normal deriva-

tives and the boundary values of ωl . Here again looking at the antisymmetric part of

λ−1 we determine ∂xn V l and subsequently ∂xnωk for k = 1, . . . , n−1. The first term of

(2.19) is again determined by the other terms, which allows us to recover

−
1

8∥ξ′∥3

n−1
∑

k,l=1

∂xnκklξkξl ,

and hence also ∂xnκkl . Due to (2.18) the latter determines ∂xnhkl = ∂ 2
xn gkl .

Proceeding by induction, let m ≤ −1, and suppose we have shown that, when

−1≥ j ≥ m,

λ j = −
1

∥2ξ′∥2− j

n−1
∑

k,l=1

�

∂
| j|
xn κ

kl
�

ξkξl +
i

∥2ξ′∥1− j

n−1
∑

l=1

∂
| j|
xn V lξl + T j (gkl ,ωl) ,

where T j (gkl ,ωl) involves only the boundary values of gkl , gkl , their normal deriva-

tives of order at most | j|, and also for j ≤ −1 involves the boundary values of ωl , and

their normal derivatives of order at most | j| − 1. From Corollary 2.2.5 and (2.10) we

get

λm−1 =
1

2
p

q2











∂xnλm +
∑

j,k,K
m≤ j,k≤1
|K |= j+k−m

1
K!
∂ K
ξ
λ j D

K
x λk − Fλm











=

= −
1

∥2ξ′∥3−m

n−1
∑

k,l=1

�

∂
|m−1|
xn κkl

�

ξkξl +
i

∥2ξ′∥2−m

n−1
∑

l=1

∂
|m−1|
xn V lξl + Tm−1 (gkl ,ωl) .

Taking the antisymmetric part of λm−1 we can determine ∂ |m−1|
xn V l and, therefore, also

∂
|m−1|
xn ωk. The first term is again determined by the other terms. So we can recover
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∂
|m−1|
xn κkl and thus ∂ |m−2|

xn gkl also. This completes the induction step.

2.2.4 The case of Schrödinger type operators

One can see that the Schrödinger operator LP differs from the connection Laplacian

only in order zero. So we can think of the former locally as of the latter but with Q̃

adjusted by P. Therefore, it is straightforward to adapt the Propositions 2.2.2 and

2.2.4 to this case. Namely, the operator LP will have the similar factorisation

−LP ≡ (Id · Dxn + iF (x)− iAP (x , Dx ′)) ◦ (Id · Dxn + iAP (x , Dx ′)) ,

and the following equality will hold

AP (x , Dx ′)|∂ N σ = Λg,P,∇Eσ.

So the full symbols of these two operators coincide.

Example 2.2.1. The operator

Lg =∆g +
n− 2

4 (n− 1)
Sg

is called the conformal Laplacian, where ∆g = −divg ◦ gradg is the Laplace-Beltrami

operator and Sg is the scalar curvature of g. Clearly, it is equal to LP with the (sym-

metric) potential

P =
n− 2

4 (n− 1)
Sg . (2.20)
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The conformal Laplacian has the following conformal scaling property

Lcgu= c−
n+2

4 Lg

�

c
n−2

4 u
�

for any conformal factor c, i.e. any smooth positive function on N . As a result, the

Dirichlet-to-Neumann operator associated with Lg is invariant under the conformal

transformations of the metric with conformal factor satisfying











c|∂ N = 1,

∂νc|∂ N = 0.
(2.21)

Namely, for these transformations we have

Λcg = Λg ,

where Λg is the DtN operator associated with Lg . Because of this conformal invariance

we can only expect to recover the metric up to conformal scaling by conformal factors

satisfying (2.21). Let c = e2ρ for some smooth function ρ, then the conditions (2.21)

are equivalent to










ρ|∂ N = 0,

∂νρ|∂ N = 0.
(2.22)

Assuming these conditions are satisfied the formula for the transformation of the scalar

curvature on the boundary is

Se2ρ g = Sg − 2 (n− 1)∆gρ = Sg − 2 (n− 1)∂ 2
ν
ρ.
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Since there is no restriction on ∂ 2
ν
ρ on the boundary we see that the potential (2.20)

cannot be uniquely determined from the DtN operator in this case. Moreover, it cannot

be uniquely determined even in the real-analytic setting, since there exist real-analytic

functions satisfying (2.22). For further details on this topic we refer the reader to [29].

This leads us to the extension of our main result to the case of the added potential.

Theorem 2.2.6. Suppose dim N = n≥ 3. Let
�

x1, . . . , xn−1
�

be any local coordinates for

an open set W ⊂∂ N and (ε1, . . . ,εr) be any local frame of E over W, and let
�

λ j, j ≤ 1
	

denote the full symbol of the DtN operator Λg,P,∇E in these coordinates and local frame.

For any p ∈W, the metric on a boundary gkl , its normal derivative gkl and the connection

matrixωk are given by explicit formulae in terms of principal (λ1) and subprincipal (λ2)

symbols of Λg,P,∇E . In addition,

1. If the full Taylor series of P at p is known then the full Taylor series of g and ∇E

at p in boundary normal coordinates and boundary normal frame are given by an

explicit formula in terms of the matrix functions
�

λ j

	

, their tangential derivatives

and the full Taylor series of P at p.

2. If all normal derivatives of order ≥ 2 of g at p are known then the full Taylor

series of g, P, and ∇E at p in boundary normal coordinates and boundary normal

frame are given by an explicit formula in terms of the matrix functions
�

λ j

	

, their

tangential derivatives and the normal derivatives of order ≥ 2 of g at p.

The proof of this result is similar to that of Theorem 2.1.1.

Proof of Theorem 2.2.6. The proof follows the same steps as the proof of Theorem

2.1.1. In particular, one can see that the first two symbols of Λg,P,∇E and Λg,∇E co-

incide. Therefore, we can recover the metric gkl , its normal derivative ∂xn gkl , and
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the connection matrix ωk on the boundary. Now, the symbol of order −1 is slightly

different and is equal to

λ−1 = −
1

8∥ξ′∥3

n−1
∑

k,l=1

∂xnκklξkξl +
i

4∥ξ′∥2

n−1
∑

l=1

∂xn V lξl +
1

2∥ξ′∥
P + T−1 (gkl ,ωl) .

Now, depending on what is known (normal derivatives of g or the full Taylor series

of P), in addition to what was recovered in the proof of Theorem 2.1.1 we can also

recover the potential P or the second normal derivative of g on the boundary. Pro-

ceeding by induction, let m≤ −1, and suppose we have shown that, when −1≥ j ≥ m

λ j = −
1

∥2ξ′∥2− j

n−1
∑

k,l=1

�

∂
| j|
xn κ

kl
�

ξkξl+

+
i

∥2ξ′∥1− j

n−1
∑

l=1

∂
| j|
xn V lξl +

1

∥2ξ′∥− j ∂
| j+1|
xn P + T j (gkl ,ωl , P) ,

where T j (gkl ,ωl , P) involves only the boundary values of gkl , gkl , their normal deriva-

tives of order at most | j|, and also for j ≤ −1 involves the boundary values of ωl and

P, and their normal derivatives of order at most | j| − 1 and | j + 1| − 1, respectively.

Thus, we get

λm−1 =
1

2
p

q2











∂xnλm +
∑

j,k,K
m≤ j,k≤1
|K |= j+k−m

1
K!
∂ K
ξ
λ j D

K
x λk − Fλm











=

= −
1

∥2ξ′∥3−m

n−1
∑

k,l=1

�

∂
|m−1|
xn κkl

�

ξkξl +
i

∥2ξ′∥2−m

n−1
∑

l=1

∂
|m−1|
xn V lξl+

+
1

∥2ξ′∥1−m∂
|m|
xn P + Tm−1 (gkl ,ωl , P) ,
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which allows us to determine ∂ |m−1|
xn V l , ∂ |m−1|

xn κkl (and, therefore, also ∂ |m−2|
xn gkl) or

∂
|m|
xn P. This completes the induction step.

Remark 2.2.7. In general, if we do not want to assume that the metric or potential are

known, then from the symbol λ j we can recover the expression

n−1
∑

k,l=1

�

∂
| j|
xn κ

kl
�

ξkξl + 4


ξ′




2
∂
| j+1|
xn P =

n−1
∑

k,l=1

�

∂
| j|
xn κ

kl + 4gkl∂
| j+1|
xn P

�

ξkξl ,

and, consequently, the expression

∂
| j|
xn κ

kl · Id + 4gkl∂
| j+1|
xn P.

Note that since the first term is scalar we can recover the off-diagonal components of

P. Taking the traces both with respect to the metric and inner product on fibers we

can see that modulo all the lower order derivatives we can recover the expression

(2− n)∂ | j|xn h+ 4(n− 1)Tr ∂ | j+1|
xn P = (2− n)∂ | j|xn h+ 4(n− 1)∂ | j+1|

xn Tr P. (2.23)

It is clear that we cannot say anything about the first and the second term of the sum

separately. This fact agrees with what we saw in Example 2.2.1 with the potential

given by scalar curvature. So, for each j in order to recover one of the terms in the

sum (2.23) we should know the other one. For example, if the potential is given in

the form

P = gkl Flk (2.24)

with some known functions Flk, then the second term of (2.23) will be known from

the previously obtained derivatives of gkl up to order | j + 1|. This will allow to de-
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termine ∂ | j|xn h and, therefore, the derivatives of g up to order | j|+ 2. So, for this type

of potentials the full Taylor series of g (and, therefore, of P) on the boundary can be

recovered from the full symbol of the DtN operator.

2.2.5 Gauge equivalence of the reconstructed connection

Let πE : E→ X and πF : F → Y be two smooth vector bundles over smooth manifolds.

We say that a morphism of vector bundles φ : E→ F covers a smooth map ψ : X → Y

if the relation πF ◦φ =ψ ◦πE holds, that is the following diagram is commutative

E
φ
//

πE
��

F
πF
��

X
ψ
// Y

Note that any morphism φ covers a unique underlying smooth map of the bases. We

say that an isomorphismφ intertwines with linear operators AE and BF acting on vector

bundles E and F , respectively, if

AE

�

φ−1 ◦ s ◦ψ
�

= φ−1 ◦ BF (s) ◦ψ,

for any section s ∈ Γ (F). One of the corollaries of the local reconstruction result is the

following proposition on gauge equivalence.

Proposition 2.2.8. Let
�

Ni, gi, Ei,∇i
�

, where i = 1, 2, be two Euclidean smooth vector

bundles defined over connected compact Riemannian manifolds with boundary. Suppose

that for some open subsetsΣi ⊂ ∂ Ni there exists a vector bundle isomorphismφ : E1|Σ1
→

E2|Σ2
that intertwines with the corresponding Dirichlet-to-Neumann operators ΛΣ1

and

ΛΣ2
. Then the isomorphismφ is a gauge equivalence,φ∗∇2 =∇1, and covers an isometry
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ψ : (Σ1, g1)→ (Σ2, g2).

Proof. Clearly, the isomorphism φ intertwining the DtN operators ΛΣ1
and ΛΣ2

is

equivalent to having the equality of operators

ΛΣ1
(s) = φ−1 ◦ΛΣ2

�

φ ◦ s ◦ψ−1
�

◦ψ.

The operator on the right hand side is a natural pull-back of the operator ΛΣ2
along φ.

Therefore, the metric and connection on (E1,Σ1) reconstructed from its full symbol

are equal to ψ∗g2 and φ∗∇2, respectively. On the other hand the full symbols of the

above two operators coincide. Hence, we have g1 = ψ∗g2 and ∇1 = φ∗∇2, which

completes the proof.

Remark 2.2.9. In order to reconstruct the metric and connection we only need to

know the principal and subprincipal symbols of the DtN operator. Therefore, since

these symbols coincide for the connection Laplacian and the Schrödinger operator,

Proposition 2.2.8 holds for the latter one as well. Though, due to Remark 2.2.7 we can

conclude that there should be imposed some additional requirements on a potential

(e.g. (2.24)) in order to recover it on the boundary from the full symbol of the DtN

operator.

2.2.6 The case of surfaces

In two dimensions, we can only aim to reconstruct a conformal class of metrics from

the DtN operator. This is because the connection Laplacian is conformally contravari-

ant in two dimensions. Indeed, from the definition of the connection Laplacian we
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have

∆E
eµg = e−µ∆E

g ,

where the subscript indicates the metric used to define the connection Laplacian.

Clearly, ∆E
gu= 0 if and only if ∆E

eµgu= 0. The unit normal vector at the boundary for

the conformal metric is equal to

e−µ/2
�

�

∂ N ·
∂

∂ ν
.

Therefore, we have the following identity for the DtN operators

Λeµg,∇E = e−µ/2
�

�

∂ N ·Λg,∇E .

This identity shows that the DtN operators constructed using conformal metrics coin-

cide if a conformal factor eµ equals to 1 at the boundary. This fact poses obstacles to

the recovery of the normal derivatives of the geometric data at the boundary of sur-

faces. However, we can still recover the metric and the connection on the boundary

from the symbol of the DtN operator. This follows immediately from the proof of the

Theorem 2.1.1.

2.3 Global reconstruction of the geometric data

In this section we prove a uniqueness result for the Calderón inverse problem for the

connection Laplacian on a vector bundle. Our main hypothesis is that the geometry of

a vector bundle, that is a connection, a compatible inner product, and a Riemannian

metric on the base manifold, are real-analytic. This Calderón problem is motivated by
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the Aharonov-Bohm effect that says that different gauge equivalence classes of elec-

tromagnetic potentials have different physical effects that can be detected by exper-

iments. Thus, our uniqueness result shows that different gauge equivalence classes

of connections have different boundary data, that is such classes are detectable by

boundary measurements.

We discuss some of the related literature on this problem in due course, but now say

a few words about the classical Calderón problem. Recall that the classical result by

Lassas and Uhlmann [27], see also [28, 30], says that the topology and geometry of a

real-analytic Riemannian manifold with boundary can be recovered from the Dirichlet-

to-Neumann map for the Laplace-Beltrami operator. The main result of this chapter

can be viewed as a version of the Lassas-Uhlmann theorem in the setting of vector

bundles, which allows us to recover additional topological and geometric structures.

We proceed with the statement of related hypotheses and conclusions in more detail.

2.3.1 Main result

Let (Ni gi), where i = 1, 2, be two connected compact Riemannian manifolds with

boundary, and let Ei be vector bundles over Ni. We assume that each Ei is equipped

with a connection ∇i and a Euclidean structure, that is a compatible inner product

〈·, ·〉Ei
. For open subsets Σi ⊂ ∂ Ni we denote by ΛΣi

the corresponding Dirichlet-to-

Neumann operators defined on a compactly supported sections of Ei|Σi
. Recall that

a vector bundle isomorphism is called Euclidean, if it preserves Euclidean structures.

Our main result in this section is the following theorem.

Theorem 2.3.1. Let
�

Ni, gi, Ei,∇i
�

, where i = 1, 2, be two Euclidean real-analytic vec-

tor bundles defined over connected compact real-analytic Riemannian manifolds with
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boundary, equipped with real-analytic connections. Suppose that dim Ni ≥ 3 for each

i = 1,2, and for some open subsets Σi ⊂ ∂ Ni there exists a real-analytic Euclidean vector

bundle isomorphismφ : E1|Σ1
→ E2|Σ2

that intertwines with the corresponding Dirichlet-

to-Neumann operators ΛΣ1
and ΛΣ2

. Then the bundles E1 and E2 are isomorphic, and

moreover, there exists a real-analytic Euclidean vector bundle isomorphism Φ : E1 → E2

that covers an isometry Ψ : (N1, g1)→ (N2, g2), such that Φ∗∇2 =∇1 and Φ|Σ1
= φ.

We will see further (Remark 2.3.12) that this result continues to hold in the case

of a Schrödinger operator with a real-analytic potential of the form (2.24).

We note that the presence of Euclidean structures on vector bundles Ei in Theorem

2.3.1 plays an auxiliary, but important role. On the one hand, neither the connection

Laplacian nor the associated DtN operator depend on them. On the other, we do not

know whether the assumption that the isomorphism φ in Theorem 2.3.1 is Euclidean,

and the conclusion that so is its extension Φ, can be dropped.

It is an open problem whether the conclusions in Theorem 2.3.1 hold for arbitrary

smooth geometric data, connections and Riemannian metrics, of vector bundles. Un-

der different conditions a similar problem has been considered by Cekić [6, 7]. Let

us also mention that in [26] the authors consider the Calderón problem for the wave

operator of the connection Laplacian on Hermitian vector bundles, and obtain conclu-

sions similar to the ones in Theorem 2.3.1 without any hypotheses on the geometry

of vector bundles.

Note that the hypothesis on the dimension of the base manifolds Ni in our results

is essential for the conclusions to hold. In dimension two the connection Laplacian

behaves differently when a Riemannian metric on the base changes conformally, see

2.2.6, and the Riemannian metric on the base cannot be recovered. Results on related

problems in dimension two can be found in [1, 19].
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The proof of Theorem 2.3.1 builds on an elegant idea in [28]. Using Green kernels

for the connection Laplacian, we construct immersions of our vector bundles into some

function space, and recover the geometry and topology from their images. We believe

that some technical details of our argument in the setting of vector bundles might

be of independent interest, and the improvements give a more streamlined proof of

the original results in [28]. We believe that the result in Theorem 2.3.1 can be ex-

tended to vector bundles over non-compact complete manifolds with compact bound-

aries. We will also explain why the conclusions of Theorem 2.3.1 continue to hold for

the Dirichlet-to-Neumann operators associated with Schrödinger operators of special

type, that is connection Laplacians with symmetric real-analytic potentials of the form

(2.24). The result for these operators will play an important role in the proof of the

main theorem in Chapter 3.

2.3.2 Preliminaries

Let us briefly discuss the behavior of the connection Laplacian when a Riemannian

metric or a connection change. First, if g̃ = exp (2ϕ) g is another Riemannian metric,

then a direct computation shows that

∆E
g̃s = exp (−2ϕ)

�

∆E
gs− (n− 2)∇E

X s
�

,

where X = grad (ϕ) is the gradient vector field with respect to a metric g, and n

is the dimension of N . In particular, when n = 2, the operator ∆E
g is conformally

contravariant, and a section s ∈ Γ (E) is harmonic or not with respect to g and g̃

simultaneously. Second, consider another connection ∇̃E on E, and denote by ∆̃E
g

the corresponding connection Laplacian. Recall that a vector bundle isomorphism
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Φ : E→ E is called a gauge equivalence if Φ∗∇̃E =∇E, that is

∇E
X s = Φ−1 ◦ ∇̃E

X (Φ ◦ s)

for any section s ∈ Γ (E). In a local frame for E, this relation is equivalent to

ω= γ−1ω̃γ+ γ−1dγ,

where ω and ω̃ are the connection forms of ∇E and ∇̃E respectively, and γ is the

matrix of Φ. A straightforward calculation shows that the connection Laplacians of

gauge equivalent connections are related by the formula

∆E
g = Φ

−1 ◦ ∆̃E
g (Φ ◦ s) (2.25)

for any section s ∈ Γ (E). These properties determine the behavior of other quantities

closely related to the Laplacian, such as its Green kernel and Dirichlet-to-Neumann

operator.

Now let
�

Ni, Ei,∇i
�

, where i = 1,2, be two vector bundles over compact Rieman-

nian manifolds with boundary (Ni gi), equipped with connections ∇i. Suppose that

these data are gauge equivalent in the following sense: there exists a vector bundle

isomorphism Φ : E1 → E2 that covers an isometry Ψ : (N1, g1) → (N2, g2) such that

Φ∗∇2 = ∇1. Then, using relation (2.25) it is straightforward to conclude that the

corresponding Dirichlet-to-Neumann operators Λ1 and Λ2 intertwine, that is

Λ1

�

φ−1 ◦ s ◦ψ
�

= φ−1 ◦Λ2 (s) ◦ψ
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for any smooth section s of E2|∂ N2
, where ψ = Ψ|∂ N1

and φ = Φ|∂M1
. Recall that

the converse of this is given by Proposition 2.2.8 and can be viewed as the boundary

version of Theorem 2.3.1. Note that there is no restriction on dimension of N in Propo-

sition 2.2.8. Similar results continue to hold for the Dirichlet-to-Neumann operator

associated with the connection Laplacian with a symmetric real-analytic potential.

2.3.3 Immersions by Green kernels

Let E be a Euclidean real-analytic vector bundle over a connected compact real-analytic

manifold N with boundary, equipped with a real-analytic connection ∇E. In this sec-

tion we assume that n= dim N ⩾ 3, and describe how one can reconstruct E from the

Dirichlet-to-Neumann operator ΛΣ, where Σ ⊂ ∂ N is an open subset. Our argument

develops the ideas from [28] to the setting of vector bundles, and we attempt to make

the related technical details to be rather explicit.

Fix a point p ∈ Σ. First, note that we may consider N as a subset of a larger real-

analytic manifold Ñ . More precisely, choosing boundary normal coordinates
�

x1, . . . , xn
�

around p, we may identify a neighborhood of p in N with the Euclidean

half-ball

B+ (0,ρ) =
��

x1, . . . , xn
�

∈ Bn (0,ρ) : xn ⩾ 0
	

,

where Bn (0,ρ) is an open Euclidean ball of radius ρ > 0 in Rn. Then, as the manifold

Ñ one can take the manifold obtained by gluing Bn (0,ρ) to N such that points in

B+ (0,ρ) are identified with points in N by means of boundary normal coordinates.

Below by U we denote the open set Ñ\N̄ . For the sequel it is important to note that

the set U does not really depend on N . In other words, if there are two manifolds Ni

of the same dimension and two points pi ∈ Σi ⊂ ∂ Ni, where i = 1, 2, then choosing a
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sufficiently small ρ > 0 we may assume that the sets Ñ1\N̄1 and Ñ2\N̄2 coincide.

It is straightforward to see that a real-analytic metric g on N extends to a real-

analytic metric g̃ on Ñ , if ρ is sufficiently small. Similarly, the above construct shows

that a real-analytic vector bundle E over N extends to a real-analytic vector bundle Ẽ

over Ñ such that Ẽ
�

�

U is trivial. Making ρ > 0 smaller if necessary, we may also assume

that a real-analytic Euclidean structure and a real-analytic connection ∇ on E extend

to a Euclidean structure and a connection ∇̃ on Ẽ. If the former were compatible on

E, then by real-analyticity so are the latter on Ẽ. Note that in the case of Schrödinger

operators with real-analytic potentials we may also assume that the potential P ex-

tends to a real-analytic potential P̃ on Ñ . Below by G̃ we denote the Dirichlet Green

kernel (for the connection Laplacian or Schrödinger operator) on Ẽ.

Denote by E the trivial vector bundle Ẽ
�

�

U . For a given integer ℓ < 2− n/2, where

n is the dimension of N , we define the map G : Ẽ→W ℓ (E ) by setting

Ẽx ∋ vx 7−→



vx , G̃ (x , ·)
�

x ,Ẽ
∈W ℓ (E ) , (2.26)

where x ∈ Ñ . The condition on ℓ guarantees that the space W 2−ℓ
0 (E ) embeds into the

Hölder space C0,α (E ) for some α > 0, and hence, the dual space W ℓ−2 contains the

delta function. Then, by elliptic regularity we conclude that G̃ (x , ·) lies in W ℓ (E ). In

addition, it is straightforward to show that

�

�G̃ (x1, ·)− G̃ (x2, ·)
�

�

W ℓ ⩽ C1dist (x1, x2)
α

for some constant C1 > 0, where for simplicity we may assume that the points x1

and x2 ∈ Ñ lie in the same chart. Thus, we conclude that the map G is continuous.
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Note that the map (2.26) can be also defined for Schrödinger operators and the above

results are true in this case as well. Similarly, we have the following statement.

Lemma 2.3.2. Let ℓ be an integer such that ℓ < 1−n/2. Then the map G : Ẽ→W ℓ (E )

defined by (2.26) is C1-smooth.

Proof. Since the map G : Ẽ→W ℓ (E ) is linear on each fibre, for a proof of the lemma

it is sufficient to show that the map that sends a point x ∈ Ñ to the function G̃ (x , ·),

viewed as an element in the Sobolev space W ℓ, is smooth. Below we assume that x

ranges in a chart on Ñ where the vector bundle Ẽ is trivial. First, we claim that for

any section ϕ ∈W −ℓ
0 (E ) the section

ψ̃ (x) =

∫

Ñ




G̃ (x , y) , ϕ̃ (y)
�

y
dVol (y) ,

is differentiable, where ϕ̃ is an extension of ϕ by zero, and for any h ∈ Rn the linear

functional

ϕ 7−→
∑

i

hi
∂

∂ x i
ψ̃ (x) =

∑

i

hi
∂

∂ x i

∫

Ñ




G̃ (x , y) , ϕ̃ (y)
�

y
dVol (y) (2.27)

defines an element in W ℓ (E ). Indeed, by standard theory the section ψ̃ can be viewed

as the solution to the Dirichlet problem

∆Ẽψ̃= ϕ̃, ψ̃
�

�

∂ Ñ = 0,

in the Sobolev space W −ℓ+2
0 , and since ℓ < 1 − n/2, it lies in the Hölder space C1,α

for some α > 0. To show that the functional defined by (2.27) lies in W ℓ (E ), it is



2. CALDERÓN’S PROBLEM FOR THE CONNECTION LAPLACIAN 102

sufficient to show that
�

�

�

�

�

∑

i

hi
∂

∂ x i
ψ̃ (x)

�

�

�

�

�

⩽ C |h| |ϕ|−ℓ

for some constant C > 0, where | · |−ℓ stands for the Sobolev norm. The latter is a

direct consequence of the inequality
�

�ψ̃
�

�

−ℓ+2 ⩽ C ′ |ϕ̃|−ℓ, which follows from standard

theory, together with the Sobolev embedding theorem. Thus, we obtain the linear

operator

Lx : Rn ∋ h 7−→
∑

i

hi
∂

∂ x i
G̃ (x , ·) ∈W ℓ (E ) ,

and claim that it is the differential of the map x 7→ G̃ (x , ·). In other words, we claim

that for any ϵ > 0 the inequality

�

�G̃ (x + h, ·)− G̃ (x , ·)− Lx (h)
�

�

ℓ
⩽ ϵ |h|

holds, for any h ∈ Rn such that |h| < δ for an appropriate δ > 0. In the notation

above, for the latter it is sufficient to show that

�

�

�

�

�

ψ̃ (x + h)− ψ̃ (x)−
∑

i

hi
∂

∂ x i
ψ̃ (x)

�

�

�

�

�

⩽ C |h|1+α |ϕ|−ℓ (2.28)

for some positive constants C and α, and arbitrary h ∈ Rn. Recall the so-called

Hadamard formula:

ψ̃ (x + h)− ψ̃ (x) =
∑

i

γi (x)hi, where γi (x) =

1
∫

0

∂ ψ̃

∂ x i
(x + th) d t,

where we use a trivialisation of Ẽ to view sections around x as vector-functions. Using
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this relation, we obtain

�

�

�

�

�

ψ̃ (x + h)− ψ̃ (x)−
∑

i

hi
∂

∂ x i
ψ̃ (x)

�

�

�

�

�

=

�

�

�

�

�

∑

i

�

γi (x)−
∂

∂ x i
ψ̃ (x)

�

hi

�

�

�

�

�

⩽ |h|

�

∫ 1

0

�

�Dψ̃ (x + th)− Dψ̃ (x)
�

�

2
d t

�1/2

⩽
�

�ψ̃
�

�

C1,α |h|
1+α ⩽ C ′′

�

�ψ̃
�

�

−ℓ+2 |h|
1+α

⩽ C ′C ′′ |ϕ̃|−ℓ |h|
1+α ⩽ C |ϕ|−ℓ |h|

1+α ,

where in the second inequality we estimate the integral via the Hölder norm and |h|α,

and in the third we use the Sobolev embedding theorem. Thus, relation (2.28) is

demonstrated, and we conclude that the map x 7→ G̃ (x , ·) is differentiable. Finally,

for a proof that it is smooth, it remains to show that the map x 7→ Lx is continuous.

The latter is a consequence of the inequality

�

�

�

�

�

∑

i

�

∂

∂ x i
ψ̃ (x1)−

∂

∂ x i
ψ̃ (x2)

�

hi

�

�

�

�

�

⩽ C |h| |x1 − x2|
α |ϕ|−ℓ

for some positive constants C and α, which can be proved in a fashion similar to the

one above. Thus, we are done.

One can see that the main ingredient of the proof is that∆E is an elliptic operator of

order two, and as a result G̃ (x , ·) belongs to the Sobolev space W ℓ. As we mentioned

before, Schrödinger operators have the same properties. Therefore, Lemma 2.3.2 is

true in the Schrödinger setting also. It allows us to study the map G from a viewpoint

of differential geometry. As we shall see below, the map G is a linear embedding on

each fibre Ẽx for x /∈ ∂ Ñ , and collapses the fibre to the origin for x ∈ ∂ Ñ . Further,

it maps the base manifold Ñ , viewed as the image of the zero section, to zero in

W ℓ (E ). To avoid these degeneracies we often restrict it to the open set Ẽ0 obtained
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by considering Ẽ on the interior of Ñ and removing the zero section. The following

statement shows that the map G is well-behaved on Ẽ0.

Lemma 2.3.3. Let ℓ be an integer such that ℓ < 1−n/2. Then the map G : Ẽ→W ℓ (E )

defined by (2.26) is a linear embedding on each fibre Ẽx , where x /∈ ∂ Ñ . Moreover, it is

an injective immersion on the set Ẽ0, obtained by removing the image of the zero section

from Ẽ over the interior of Ñ .

Proof. First, we show that the map G is a linear embedding on each fibre Ẽx . For

otherwise, there exists a point x in the interior of Ñ and a non-zero vector vx ∈ Ẽx

such that the product



vx , G̃ (x , ·)
�

x
equals zero in W ℓ (E ). The latter in particular

implies that



vx , G̃ (x , y)
�

x
= 0 for all y ∈ U\{x} . (2.29)

Since the left-hand side above is real-analytic, we conclude that relation 2.29 continues

to hold on Ñ\{x}. Now let s ∈ D
�

Ẽ
�

be a compactly supported section such that

s (x) = vx . Then, we obtain

0=

∫

Ñ





vx , G̃ (x , y)
�

x
,∆Ẽs (y)

�

y
dVol (y) =

=

*

vx ,

∫

Ñ




G̃ (x , y) ,∆Ẽs (y)
�

y
dVol (y)

+

x

= 〈vx , vx〉 ,

where we changed the order of operations in independent variables x and y in the

second relation, and used the definition of the Dirichlet Green kernel in the third.

Thus, we conclude that the vector vx has to vanish, and the kernel of a linear operator

given by (2.26) is trivial, that is the map G is indeed a linear embedding on each fibre.

A similar argument shows that the map G is injective everywhere on Ẽ0. Indeed,



105 2.3 Global reconstruction of the geometric data

suppose that there exist two points x1 and x2 in the interior of Ñ and non-zero vectors

vx1
and vx2

in the fibres over them such that



vx1
, G̃ (x1, ·)

�

and



vx2
, G̃ (x2, ·)

�

coincide

in W ℓ (E ). Then, it is straightforward to see that




vx1
, G̃ (x1, y)

�

x1
=



vx2
, G̃ (x2, y)

�

x2
for all y ∈ U\{x1, x2} . (2.30)

As above, by unique continuation we may assume that relation 2.30 holds for all y ∈

Ñ\{x1, x2}. In addition, since the map G is injective on fibres, we may assume that

x1 ̸= x2. Let s ∈ D
�

Ẽ
�

be a compactly supported section such that s (x1) = vx1
and

s (x2) = 0. Then, we obtain




vx1
, vx1

�

=

*

vx1
,

∫

Ñ




G̃ (x1, y) ,∆Ẽs (y)
�

y
dVol (y)

+

x1

=

=

∫

Ñ

¬




vx1
, G̃ (x1, y)

�

x1
,∆Ẽs (y)

¶

y
dVol (y) ,

and due to 2.30 this is equal to

∫

Ñ

¬




vx2
, G̃ (x2, y)

�

x2
,∆Ẽs (y)

¶

y
dVol (y) =

=

*

vx2
,

∫

Ñ




G̃ (x2, y) ,∆Ẽs (y)
�

y
dVol (y)

+

x2

=



vx2
, s (x2)

�

=



vx2
, 0
�

= 0.

Thus, the vector vx1
vanishes, and we arrive at a contradiction.

Finally, to show that the map G is an immersion we analyse its differential Dvx
:

Tvx
Ẽ → W ℓ (E ). First, note that a connection on the vector bundle Ẽ defines the

decomposition of the tangent space Tvx
Ẽ as the direct sum Hvx

⊕Ẽx , where Hvx
is the so-
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called horizontal subspace, see [18]. Since the differential of the projection π̃ : Ẽ→ Ñ

establishes an isomorphism Dvx
π̃ : Hvx

→ Tx Ñ , we may view tangent vectors from

Tvx
Ẽ as pairs (X ,ξ), where X ∈ Tx Ñ , and ξ ∈ Ẽx . With these identifications, it is

straightforward to show that

Dvx
G (X ,ξ) =




vx ,∇X G̃ (x , ·)
�

x ,Ẽ
+



ξ, G̃ (x , ·)
�

x ,Ẽ
, (2.31)

where by the covariant derivative ∇X G̃ (x , ·) we mean the derivative with respect to

the variable x on Ẽ ⊠ Ẽ, that is given by ∇X

�

ux ⊗ uy

�

= ∇Ẽ
X ux ⊗ uy . Now choosing

appropriate test-sections in the fashion similar to the one above, it is straightforward

to show that the differential Dvx
G is injective. In more detail, assume that the right-

hand side of relation 2.31 equals zero for some X ∈ Tx Ñ and ξ ∈ Ẽx . Then, by unique

continuation we may assume that




vx ,∇X G̃ (x , y)
�

x ,Ẽ
+



ξ, G̃ (x , y)
�

x ,Ẽ
= 0 for all y ∈ Ñ\{x} . (2.32)

Now choosing a compactly supported section s ∈ D
�

Ẽ
�

such that s (x) = ξ and

∇Ẽ
X s
�

�

x = 0, we obtain

0=

∫

Ñ





vx ,∇X G̃ (x , y)
�

x
,∆Ẽs (y)

�

y
dVol (y)+

+

∫

Ñ





ξ, G̃ (x , y)
�

x
,∆Ẽs (y)

�

y
dVol (y) ,

and changing the order of scalar product and integration we get
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*

vx ,∇X

∫

Ñ




G̃ (x , y) ,∆Ẽs (y)
�

y
dVol (y)

+

x

+

+

*

ξ,

∫

Ñ




G̃ (x , y) ,∆Ẽs (y)
�

y
dVol (y)

+

x

=



vx ,∇Ẽ
X s
�

+ 〈ξ,ξ〉= 0+ 〈ξ,ξ〉 .

Thus, the vector ξ ∈ Ẽx vanishes, and by relation 2.32 we conclude that the term



vx ,∇X G̃ (x , ·)
�

x
equals zero. Now choosing a test-section s ∈D

�

Ẽ
�

such that ∇X s|x =

vx , it is straightforward to see that the vector vx equals zero as well. Thus, the differ-

ential Dvx
G is indeed injective, and we are done.

The main ingredients in the proof of this lemma are the definition of the Dirich-

let Green kernel and unique continuation due to real-analyticity. Both of these are

also present in the setting of the Schrödinger operators with real-analytic potentials.

Hence, Lemma 2.3.3 holds in this setting as well. Note that the image of the total

space Ẽ under G can be viewed as the cone whose link is the image of the subset S1 Ẽ

that is formed by vectors of unit length. Then the image of G
�

Ẽ0
�

is precisely the set

obtained by removing the origin from this cone. By Lemma 2.3.2 and Lemma 2.3.3 it is

straightforward to see that the set G
�

Ẽ0
�

is a C1-smooth submanifold of W ℓ (E ). The

main idea behind the proof of Theorem 2.3.1 is to recover the topology and geometry

of Ẽ from this image.

We end this discussion with a lemma that describes another property of the image

of G .

Lemma 2.3.4. For given two distinct points q1 and q2 in the interior of Ñ let V⊕ be the

direct sum G
�

�

Ẽ
�

q1

�

⊕G
�

�

Ẽ
�

q2

�

, viewed as subspace of W ℓ (E ). Suppose that for some
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point x ∈ Ñ the intersection G
��

Ẽ
�

x

�

∩V⊕ is non-trivial. Then the point x has to coincide

with one of the points q1 or q2.

Proof. Suppose the contrary, the point x does not coincide neither with q1 nor with

q2. Then there are vectors vx ∈ Ẽx , wq1
∈ Ẽq1

, wq2
∈ Ẽq2

such that vx is non-zero and

satisfies the equality




vx , G̃ (x , y)
�

x ,Ẽ
=



wq1
, G̃ (q1, y)

�

q1,Ẽ
+



wq2
, G̃ (q2, y)

�

q2,Ẽ
(2.33)

for any y ∈ U . Since both parts of this identity are real-analytic functions of y , we

conclude that it continues to hold for all y in the complement of the points x , q1, and

q2 in Ñ . Since x does not coincide neither with q1 nor with q2, there exists a smooth

section s ∈D
�

Ẽ
�

whose support does not contain q1 and q2, and such that s (x) = vx .

Then, by definition of the Dirichlet Green kernel we obtain

〈vx , vx〉=

*

vx ,

∫

Ñ




G̃ (x , y) ,∆Ẽs (y)
�

y
dVol (y)

+

x

=

=

∫

Ñ





vx , G̃ (x , y)
�

x
,∆Ẽs (y)

�

y
dVol (y) ,

applying 2.33 we get

∫

Ñ

¬




wq1
, G̃ (q1, y)

�

q1
,∆Ẽs (y)

¶

y
dVol (y) +

∫

Ñ

¬




wq2
, G̃ (q2, y)

�

q2
,∆Ẽs (y)

¶

y
dVol (y)

and changing the order of scalar product and integration we have
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*

wq1
,

∫

Ñ




G̃ (q1, y) ,∆Ẽs (y)
�

y
dVol (y)

+

q1

+

+

*

wq2
,

∫

Ñ




G̃ (q2, y) ,∆Ẽs (y)
�

y
dVol (y)

+

q2

=

=



wq1
, s (q1)

�

+



wq2
, s (q2)

�

= 0,

where we used the fact that the section s is chosen so that it vanishes at q1 and q2 in the

last equality. Thus, we conclude that vx equals zero and arrive at a contradiction.

This proof again uses only the definition of the Dirichlet Green kernel and unique

continuation, which are present also in the case of Schrödinger operators with real-

analytic potentials. Thus, Lemma 2.3.4 continues to hold in this case as well.

Remark 2.3.5. Summarising the comments on Schrödinger setting throughout this

section we see that all of the results in this section continue to hold if we replace the

connection Laplacian by the Schrödinger operator with real-analytic potential.

2.3.4 Proof of the main result

Now let Ei be two real-analytic vector bundles over real-analytic manifolds Ni, where

i = 1,2, and suppose that for some open sets Σi ⊂ ∂ Ni there exists a vector bundle

isomorphism φ : E1|Σ1
→ E2|Σ2

that intertwines with the Dirichlet-to-Neumann oper-

ators ΛΣ1
and ΛΣ2

. Suppose that φ covers a diffeomorphism ψ : Σ1→ Σ2. For a fixed

point p1 ∈ Σ1 we set p2 = ψ (p1), and choose local coordinates on the Σi ’s around

these points that are related byψ. Note that by Theorem 2.1.1 the metrics gi coincide
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in such coordinates. Thus, making the Σi ’s smaller if necessary, we see that the map

ψ : Σ1 → Σ2 is an isometry. Since the metrics are real-analytic, by Theorem 2.1.1

we also conclude that their extensions g̃i coincide in neighbourhoods of the points pi

in Ñi. In other words, the isometry ψ : Σ1 → Σ2 extends to a real-analytic isometry

Ψ : W1 → W2, defined by identifying boundary normal coordinates, where Wi is a

neighbourhood of the point pi in Ñi. In the sequel, we also identify the sets W1\N̄1

and W2\N̄2, and denote them by U .

Similarly, choosing frames related byφ, we may identify the trivialisations of E1|Σ1

and E2|Σ2
around the points p1 and p2 =ψ (p1). They extend to trivial vector bundles,

which we may assume are defined over W1 and W2, and the isomorphism φ extends to

the isomorphism Φ : Ẽ1

�

�

W1
→ Ẽ2

�

�

W2
, defined by identifying the corresponding bound-

ary normal frames. Note that Φ covers the isometry Ψ : W1 →W2. By Theorem 2.1.1

the real-analytic connection matrices of ∇1 and ∇2 coincide in such frames, and we

conclude that the isomorphism Φ is a gauge equivalence, that is Φ∗∇̃2 = ∇̃1. We

continue to use the notation E for the vector bundles Ẽi

�

�

U .

In the presence of a potential as we saw in Theorem 2.2.6 it is not possible to

recover it simultaneously with a metric even if it is real-analytic. Due to this fact

we have to restrict the Schrödinger setting to the real-analytic potentials of the form

(2.24) for which the reconstruction result on the boundary continues to hold as was

noted in Remark 2.2.7. One can see then that in this restricted Schrödinger setting the

potentials P̃1 and P̃2 coincide in U .

Theorem 2.3.1 is a consequence of the following statement. Below by Ẽ0
i we denote

the vector bundles Ẽi with removed zero sections over the interiors of Ñi, where i =

1, 2.

Theorem 2.3.6. Under the hypotheses of Theorem 2.3.1, consider the maps Gi : Ẽi →
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W ℓ (E ) defined by (2.26), where i = 1,2. Suppose that the vector bundle isomorphism

Φ : E → E , described above, intertwines with the Gi ’s, that is

G2 ◦Φ= Φ ◦ G1 on E . (2.34)

Then the images G2

�

Ẽ0
2

�

and Φ ◦ G1

�

Ẽ0
1

�

coincide as subsets in W ℓ (E ), and the map

G−1
2 ◦Φ ◦G1 : Ẽ0

1 → Ẽ0
2 extends to a real-analytic vector bundle isomorphism J : Ẽ1→ Ẽ2

that covers an isometry j : Ñ1→ Ñ2 such that J∗∇̃2 = ∇̃1.

Now we show how Theorem 2.3.6 implies Theorem 2.3.1.

Proof of Theorem 2.3.1. First, note that if a vector bundle isomorphism φ : E1|Σ1
→

E2|Σ2
preserves inner products on E1 and E2, then so does its extension Φ : E →

E . This statement follows directly from the definition of Φ as an isomorphism that

identifies boundary normal frames. Now we claim that the conclusion of Theorem

2.3.6 implies Theorem 2.3.1. Indeed, by relation (2.34), we see that the vector bundle

isomorphism J : Ẽ1→ Ẽ2 coincides with Φ on the set Ẽ1

�

�

U , and the isometry j : Ñ1→

Ñ2 coincides with Ψ on U . Thus, they are genuine extensions of the isomorphism

φ and the isometry ψ from the boundary, and satisfy the conclusions of Theorem

2.3.1. Since Φ preserves the inner products, we conclude that the products 〈·, ·〉Ẽ1
and

J∗ 〈·, ·〉Ẽ2
coincide on Ẽ1

�

�

U , and hence, by unique continuation coincide everywhere on

Ẽ1. Thus, the isomorphism J preserves inner products, and its restriction to E1 satisfies

all conclusions of Theorem 2.3.1.

For a proof of Theorem 2.3.1 we need to prove relation (2.34), that is the vec-

tor bundle isomorphism Φ : E → E intertwines with the immersions Gi ’s. Since Φ
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preserves Euclidean structures, for the latter it is sufficient to show that

G̃2 (Ψ (x) ,Ψ (y)) = Φ
⊠G̃1 (x , y) for all (x , y) ∈ U × U .

Choosing coordinates on W1 and W2 related by Ψ, we may assume that Ψ : W1 →W2

is the identity. Similarly, choosing local trivialisations of the Ẽi

�

�

Wi
≃ E related by Φ,

we assume that so is Φ. Thus, it remains to show that the Green matrices G̃1 and G̃2,

viewed as sections of the trivial bundle E ⊠E , coincide. For classical Green functions,

that is when the rank of E equals one, this statement is well known, see [28, Lemma

2.1]. It is a consequence of standard regularity theory together with uniqueness of

Dirichlet Green functions. Below we outline a version of this argument in our setting.

First, since under our assumptions the isomorphism Φ is the identity on E , the

hypothesis in Theorem 2.3.1 means that the Dirichlet-to-Neumann operators Λ1 and

Λ2 restricted to sections supported in W1 ∩ ∂ N1 and W2 ∩ ∂ N2, respectively, coincide.

Pick a point x ∈ U , and for a non-zero vector vx in the fibre Ex consider a solution s

to the Dirichlet problem

∆E2s = 0, s|∂ N2
=



vx , G̃1 (x , ·)
�

x ,Ẽ1
,

on N2. We define a continuous section s̃ of Ẽ2 away from x by extending s as



vx , G̃1 (x , ·)
�

x ,Ẽ1
on U\{x}. Note that the section




vx , G̃1 (x , ·)
�

x ,Ẽ1
solves the Dirichlet

problem

∆E1s = 0, s|∂ N1
=



vx , G̃1 (x , ·)
�

x ,Ẽ1
,

and since the Dirichlet-to-Neumann operators coincide, we conclude that so do the

normal derivatives of s and



vx , G̃1 (x , ·)
�

x ,Ẽ1
on the boundary W2 ∩ ∂ N2. Thus, the
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section s̃ is C1-smooth, and the standard application of Green’s formulae shows that

s̃ is weakly harmonic on Ñ2\{x}, and hence, is smooth. Since a vector vx ∈ Ex is

arbitrary, and the Euclidean structures agree, this construction yields a smooth section

H (x , y) ∈
�

Ẽ2

�

x
⊗
�

Ẽ2

�

y
such that:

• ∆E2
y H (x , y) = 0 for y ∈ N2;

• H (x , y) = G̃1 (x , y) for y ∈ U , y ̸= x;

• H (x , y) = 0 for y ∈ ∂ Ñ2.

In particular, we see that ∆E2
y H (x , ·) = δx on Ñ2, and the standard argument used to

prove uniqueness of the Dirichlet Green kernel shows that H (x , y) coincides with the

Dirichlet Green kernel G̃2 (x , y) for all y ∈ Ñ2. Thus, the Green matrices G̃1 (x , ·) and

G̃2 (x , ·) indeed coincide on the set U\{x}, and we are done.

Remark 2.3.7. Theorem 2.3.6 continues to hold in the restricted Schrödinger setting

with an additional relation

P̃1 = J−1 P̃2J .

Indeed, the proof essentially uses real-analyticity and the existence and uniqueness

of a solution to the Dirichlet problem for the connection Laplacian, and as we saw

previously those are the features of the restricted Schrödinger setting as well.

2.3.5 Proof of Theorem 2.3.6

We start with outlining the general strategy of a proof. Let B1 ⊂ Ñ1 be the largest

connected open set containing the fixed point p1 ∈ ∂ N1 and such that for any x ∈ B1

there exists a unique j (x) ∈ Ñ2 such that the images of fibres Φ ◦ G1

��

Ẽ1

�

x

�

and
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G2

�

�

Ẽ2

�

j(x)

�

coincide and the operator

Jx = G−1
2 ◦Φ ◦ G1 :

�

Ẽ1

�

x
−→

�

Ẽ2

�

j(x) (2.35)

is an isometry with respect to the inner products on the fibres. Note that if the sub-

spaces Φ ◦ G1

��

Ẽ1

�

x

�

and G2

�

�

Ẽ2

�

j(x)

�

, by Lemma 2.3.3 the map Jx , defined in 2.35,

is automatically an isomorphism of the fibres, and defines a fibre preserving map

J : Ẽ1

�

�

B1
→ Ẽ2. Note that the set B1 contains the neighbourhood W1 of p1 constructed

above. Indeed, since Φ intertwines with the maps G1 and G2 on E , we have

Φy




vx , G̃1 (x , y)
�

x
=



ΦΨ(x)vΨ(x), G̃2 (Ψ (x) ,Ψ (y))
�

x
(2.36)

for all x , y ∈ U , and vx ∈
�

Ẽ1

�

x
. Choosing a real-analytic non-zero section v on W1,

since both sides in the relation above are real-analytic, we conclude that this relation

continues to hold for all x ∈ W1, y ∈ U . Since vx may take arbitrary values, it is

straightforward to see that for any x ∈ W1 we may choose Ψ (x) as the point j (x)

in the definition of the set B1. Indeed, relation (2.36) implies that for any x ∈ W1

the operator Jx coincides with Φ :
�

Ẽ1

�

x
−→

�

Ẽ2

�

j(x), which is an isometry by its own

definition. By Lemma 2.3.3 it is a unique point that satisfies this condition. Thus, the

set W1 indeed lies in B1. This is true in the restricted Schrödinger setting also since as

we saw before Lemma 2.3.3 remains valid.

Our main aim is to show that the set B1 coincides with Ñ1. Once this statement

is proved, we shall show that the map J : Ẽ1 → Ẽ2, defined on each fibre by relation

2.35, is a vector bundle isomorphism that satisfies the conclusions of the theorem.

Suppose the contrary, B1 ̸= Ñ1. Then there exists a point x1 ∈ ∂ B1 that lies in the
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interior of Ñ1, that is x1 /∈ ∂ Ñ1. Since W1 ⊂ B1, the point x1 lies in the complement

Ñ1\W1, and in particular, we see that x1 /∈ Ū .

Step 1. First, we claim that the map J can be extended to the fibre
�

Ẽ1

�

x1
over x1.

Lemma 2.3.8. Let x1 ∈ ∂ B1 be a point such that x1 /∈ ∂ Ñ1. Then there exists a unique

point x2 in the interior of Ñ2 such that the images of fibres Φ◦G1

�

�

Ẽ1

�

x1

�

andG2

�

�

Ẽ2

�

x2

�

coincide, and the corresponding operator Jx1
is an isometry. Moreover, for any non-zero

vector vx1
∈
�

Ẽ1

�

x1
there exists a unique non-zero vector wx2

∈
�

Ẽ2

�

x2
such that

Φ ◦ G1

�

vx1

�

= G2

�

wx2

�

,
�

�vx1

�

�

Ẽ1
=
�

�wx2

�

�

Ẽ2
,

and for any converging sequence vpk
→ vx1

, where pk → x1, we have J
�

vpk

�

→ wx2
as

k→ +∞.

Proof. Let pk ∈ B1 be a sequence of points that converges to the point x1 ∈ ∂ B1, and qk

be the corresponding sequence of points such that the images of fibres Φ◦G1

�

�

Ẽ1

�

pk

�

and G2

�

�

Ẽ2

�

qk

�

coincide. Since Ñ2 ∪ ∂ Ñ2 is compact, then choosing a subsequence,

which we denote by the same symbol qk, we may assume that qk → q0 ∈ Ñ2 as k →

+∞. For a non-zero vector vx1
∈
�

Ẽ1

�

x1
pick a sequence vk ∈

�

Ẽ1

�

pk
that converges to

vx1
, and let wk ∈

�

Ẽ2

�

qk
be the corresponding sequence such that

Φ ◦ G1 (vk) = G2 (wk) and |vk|Ẽ1
= |wk|Ẽ2

.

Since the sequence wk is bounded, we may assume, again after choosing a subse-

quence, that wk converges to some vector wq0
∈
�

Ẽ2

�

q0
as k→ +∞. It is straightfor-

ward to see that the norm of wq0
equals the one of vx1

. Now for a proof of the lemma

it remains to show that q0 /∈ ∂ Ñ2. If the latter holds, then we may take q0 as x2, and
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the statement follows directly by continuity of Φ ◦ G1 and G2.

Suppose the contrary, q0 ∈ ∂ Ñ2. Then by continuity we obtain

Φ ◦ G1

�

vx1

�

= lim
k→+∞

Φ ◦ G1 (vk) = lim
k→+∞

G2 (wk) = G2

�

wq0

�

.

Since the point x1 lies in the interior of Ñ1, by Lemma 2.3.3 the left-hand side above

is non-zero, while since q0 ∈ ∂ Ñ2, the right-hand side vanishes. Thus, we arrive at a

contradiction.

Let us prove the uniqueness. Suppose there is another pair
�

x̂2, w x̂2

�

∈ Ẽ2 such that

Φ ◦ G1

�

vx1

�

= G2

�

w x̂2

�

,

where w x̂2
is non-zero. Then we have the equality

G2

�

w x̂2

�

= G2

�

wx2

�

,

and the last part of Lemma 2.3.3 implies that x̂2 = x2 and w x̂2
= wx2

.

Step 2. Now we analyse the images Ri of the maps Gi in W ℓ (E ), where i = 1, 2.

Take a non-zero vector vx1
∈
�

Ẽ1

�

x1
, and let x2 ∈ Ñ2 and wx2

∈
�

Ẽ2

�

x2
be a point and

a vector respectively that satisfy the conclusions of Lemma 2.3.8. In particular, the

vectors Φ ◦ G1

�

vx1

�

and G2

�

wx2

�

coincide in W ℓ (E ), and we denote this value by u.

By Lemma 2.3.3 we see that locally the sets Φ (R1) andR2 are submanifolds in W ℓ (E ),

whose tangent spaces can be viewed as the images of the differentials D (Φ ◦ G1) and

DG2. Combining this with Lemma 2.3.8, we conclude that the tangent spaces TuΦ (R1)

and TuR2 coincide as subspaces in W ℓ (E ). Using the inverse function theorem we may
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represent Φ (R1) and R2 locally near u as graphs of smooth functions defined on an

open subset in

V = TuΦ (R1) = TuR2.

In more detail, letΠ be orthogonal projection onto V in W ℓ (E ), and consider the map

Π ◦ G2 : Ẽ2→V , vx 7−→ Π
�


vx , G̃2 (x , ·)
��

.

By Lemma 2.3.3, its differential is an isomorphism near u, and hence, there exists a

C1-smooth inverse map H2 : O → Ẽ2, defined in the neighbourhood O of Π (u) in V .

Then, it is straightforward to see that R2 is the graph of the map

F2 : O → V ⊥, υ 7−→ G2 (H2 (υ))−υ.

Similarly, one shows that there exists a C1-smooth map H1 : O → Ẽ1, which we may

assume is defined on the same set O , such that Φ (R1) is the graph of the map

F1 : O → V ⊥, υ 7−→ Φ ◦ G1 (H1 (υ))−υ.

From this construction we see that the vectors vx1
∈
�

Ẽ1

�

x1
and wx2

∈
�

Ẽ2

�

x2
are

precisely the images H1 ◦Π (u) and H2 ◦Π (u), and the isomorphism J has the form

H2 ◦H−1
1 on the open subset

Ω1 = H1 (O )∩ π̃−1
1 (B1) ⊂ Ẽ1, (2.37)

where π̃1 : Ẽ1→ Ñ1 is the vector bundle projection.

For the sequel we need the following lemma.
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Lemma 2.3.9. The maps Hi : O → Ẽi constructed above, where i = 1, 2, are real-analytic

in a neighbourhood of Π (u) in V . In particular, there exists a neighbourhood of vx1
in

Ẽ1 such that the map H2 ◦H−1
1 is real-analytic on it.

Proof. Choosing an orthonormal basis (ϕi) in V , where i = 1, . . . , m, we may identify

the vector space V with Rm. First, we claim that the map Π ◦ G2 : Ẽ2 → V ≃ Rm

is real-analytic in a neighbourhood of wx2
, that is the coordinate functions, given by

products

(Π ◦ G2,ϕi)ℓ = (G2,ϕi)ℓ , where i = 1, . . . , m,

and (·, ·)ℓ stands for the scalar product in W ℓ (E ), are real-analytic. By definition of

G2 for the latter it is sufficient to show that the sections

x 7−→
�

G̃2 (x , ·) ,ϕi

�

ℓ
∈ Ex where i = 1, . . . , m,

are real-analytic in a neighbourhood of x2. Let fi ∈W −ℓ
0 (E ) be a vector dual toϕi, that

is such that ϕi (s) = (s, fi)−ℓ for any s ∈W −ℓ
0 (E ). Since the canonical map f 7→ (·, f )−ℓ

preserves scalar products, we conclude that

�

G̃2 (x , ·) ,ϕi

�

ℓ
=

∫

U




G̃2 (x , y) , fi (y)
�

y,Ẽ2
dVolg (y) .

Recall that the point x1 does not lie in the closure Ū ⊂ Ñ2. Then, by properties of

the Green kernel, it is straightforward to see that the integral on the right-hand side

above defines a harmonic section in any neighbourhood of x1 that is disjoint with U .

Any harmonic section is real-analytic under our hypotheses, and we conclude that so

is the integral above. Thus, the coordinate functions (G2,ϕi)ℓ are real-analytic in a
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neighbourhood of x1 for all i = 1, . . . , m. Further, we conclude that the map H2, as

the inverse map to Π ◦ G2, is also real-analytic in a neighbourhood of Π (u).

A similar argument shows that the maps Π◦Φ◦G1 and H1 are real-analytic as well.

Hence, the map H2 ◦H−1
1 is real-analytic as the composition of real-analytic maps.

Step 3. Now we claim that the images of Φ (R1) andR2 coincide around the point

u. This is the consequence of the following lemma.

Lemma 2.3.10. The maps Fi : O → V ⊥ constructed above, where i = 1,2, coincide in a

neighbourhood of Π (u) in V .

Proof. Fix an orthonormal basis
�

ϕ j

�

in V ⊥, where j = 1,2, . . . ,∞. For a proof of

the lemma it is sufficient to show that the coordinate functions
�

F1,ϕ j

�

ℓ
and

�

F2,ϕ j

�

ℓ

coincide for all j = 1,2, . . . ,∞, where (·, ·)ℓ is the scalar product in W ℓ (E ). Note that

�

F2,ϕ j

�

ℓ
(υ) =

�

G2,ϕ j

�

ℓ
◦H2 (υ)−

�

υ,ϕ j

�

ℓ
(2.38)

for anyυ ∈ O . The argument used in the proof of Lemma 2.3.9 shows that the function
�

G2,ϕ j

�

ℓ
is real-analytic in some neighbourhood of vx1

, and by Lemma 2.3.9 we also

know that the map H2 is real-analytic in a neighbourhood of Π (u). Since the second

term on the right-hand side of (2.38) is linear in υ, we conclude that the function
�

F2,ϕ j

�

ℓ
is real-analytic in a neighbourhood of Π (u), which we may also denote by

O . This statement holds for all values j = 1, 2, . . . ,∞, with the same set O .

Similarly, one shows that all functions

�

F1,ϕ j

�

ℓ
(υ) =

�

Φ ◦ G1,ϕ j

�

ℓ
◦H1 (υ)−

�

υ,ϕ j

�

ℓ
(2.39)

are also real-analytic on the same set O . Without loss of generality, we may assume
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that the open set O is connected. Now by the choice of the point x1, we know that the

maps Φ ◦ G1 and G2 ◦ J coincide on an open subset Ω1 ⊂ Ẽ1, defined in 2.37, whose

closure contains vx1
. Recall that the map J coincides with H2 ◦H−1

1 on Ω1, and hence,

the maps Φ◦G1 ◦H1 and G2 ◦H2 coincide on H−1
1 (Ω1) ⊂ O . Combining the latter with

relations (2.38) and (2.39), we conclude that the real-analytic functions
�

F1,ϕ j

�

ℓ
and

�

F2,ϕ j

�

ℓ
coincide on an open subset H−1

1 (Ω1) ⊂ O , and hence, coincide on O for all

j = 1,2, . . . ,∞. Thus, we are done.

Due to the conical structure of the images Φ (R1) and R2, from the above we

conclude that there are conical neighbourhoods of u, that is neighbourhoods invariant

under multiplication by t > 0, that coincide. In fact, as the following lemma shows,

even a stronger statement holds.

Lemma 2.3.11. There is a neighbourhood O1 of the point x1 ∈ Ñ1 such that for any

x ∈ O1 there exists z ∈ Ñ2 such that the images of fibres Φ ◦ G1

�

Ẽ1

�

x
and G2

�

Ẽ2

�

z

coincide.

Proof. Choose a neighbourhood O1 of x1 ∈ Ñ1 such that O1 ⊂ π̃1 ◦ H1 (O ), where

π̃1 : Ẽ1 → Ñ1 is the vector bundle projection. We intend to show that for any x ∈ O1

there exists z ∈ Ñ2 such that the image Φ ◦ G1

�

Ẽ1

�

x
lies in G2

�

Ẽ2

�

z
. Since these

images are vector spaces of the same dimension, the statement of the lemma follows

immediately.

First, for a given point x ∈ O1 and a vector vx ∈
�

Ẽ1

�

x
, the considerations above

show that the image Φ◦G1 (vx) lies in the set G2 (CH2 (O )), where CH2 (O ) is a conical

open set,

CH2 (O ) =
�

tw ∈ Ẽ2 : t ∈ R, t > 0, and w ∈ H2 (O )
	

.



121 2.3 Global reconstruction of the geometric data

Thus, there exists z ∈ Ñ2 such that Φ ◦ G1 (vx) lies in G2

�

Ẽ2

�

z
. We claim that for any

wx ∈
�

Ẽ1

�

x
its image Φ ◦ G1 (wx) lies in G2

��

Ẽ2

�

z

�

.

Suppose the contrary, that is there exists a non-zero vector wx ∈
�

Ẽ1

�

x
such that

its image Φ ◦ G1 (wx) lies in G2

�

�

Ẽ2

�

y

�

, where z ̸= y . Then, we see that

Φ ◦ G1 (wx − vx) ∈ G2

��

Ẽ2

�

z

�

⊕G2

�

�

Ẽ2

�

y

�

.

Since the vectors vx and wx are different, arguing as above, we may find another point

q ∈ Ñ2 such that Φ◦G1 (wx − vx) lies in G2

�

�

Ẽ2

�

q

�

. Now by Lemma 2.3.4 we conclude

that the point q coincides with either z or y , and in each case it is straightforward

to arrive at a contradiction. For example, if q = z, we immediately conclude that the

vector

Φ ◦ G1 (wx) = Φ ◦ G1 (wx − vx) +Φ ◦ G1 (vx)

lies in the image G2

��

Ẽ2

�

z

�

, and by Lemma 2.3.3, the points z and y coincide.

Using this lemma we can extend the map J to an open neighbourhood O1 of x1. By

the argument in Step 2 it is real-analytic. Moreover, it is an isometry on fibres over the

open set O1∩B1 and since Euclidean structures are real-analytic we conclude that J is

an isometry on fibres over the whole set O1. This means that O1 ⊂ B1 and we arrive at

a contradiction with the assumption B1 ̸= Ñ1, since the point x1 ∈ O1 ⊂ Ñ1 has been

chosen on the boundary ∂ B1. Thus, we conclude that the set B1 coincides with the

whole manifold Ñ1.

Step 4. Now we collect final conclusions. First, relation 2.35 defines the fibre preserv-

ing map J : Ẽ1→ Ẽ2. By the argument in Step 2 we see that locally it can be written in

the form H2 ◦ H−1
1 , and hence, is smooth, and by Lemma 2.3.9 is real-analytic. Since
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by definition it is an isomorphism on each fibre, we conclude that it is a real-analytic

vector bundle isomorphism. In particular, it covers a real-analytic map j : Ñ1→ Ñ2.

Note that the isomorphism J coincides with the isomorphism Φ on fibres over W1 ⊂

Ñ1. Since the latter is a gauge equivalence, the connections J∗∇̃2 and ∇̃1 coincide

on W1, and since they are real-analytic and Ñ1 is connected, they coincide on Ñ1.

Similarly, the map j : Ñ1 → Ñ2 coincides with the isometry Ψ on W1, that is the real-

analytic metrics j∗ g̃2 and g̃1 coincide on W1, and hence, they coincide everywhere on

Ñ1. Thus, the vector bundle isomorphism J is indeed a gauge equivalence that covers

an isometry.

Remark 2.3.12. The results of this section remain valid in the restricted Schrödinger

setting. Let us explain step by step why this is the case. As we already discussed the

results up to Step 1 remain valid. The main ingredient of Step 1, Lemma 2.3.8, is

valid since its proof relies on the definition of the Dirichlet Green kernel and Lemma

2.3.3, which still holds as was noted in Remark 2.3.5. Step 2 remains valid because it

essentially uses Lemma 2.3.3 and the real-analyticity of the solutions to the equation

LP = 0.

Step 3 is still valid because it uses real-analyticity again, Lemma 2.3.3, and Lemma

2.3.4, which are still valid as was discussed in Remark 2.3.5. Finally, Step 4 relies

on the previous results and, therefore, also remains valid. Note that due to the local

reconstruction result Remark 2.2.7 the potentials over W1 are related by the formula

P̃1 = Φ
−1 ◦ P̃2 ◦Φ.
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Now again the isomorphism J coincides with the isomorphism Φ over W1, and since

P̃1 and J−1 ◦ P̃2 ◦ J are real-analytic we have the relation

P̃1 = J−1 ◦ P̃2 ◦ J .

Therefore, the result in Theorem 2.3.1 remains valid in the restricted Schrödinger

setting.
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Chapter 3

Calderón’s problem for harmonic

maps

3.1 Dirichlet problem for harmonic maps

3.1.1 Harmonic maps

Let us recall the definition of a harmonic map. Let (N , g) be a connected compact

orientable Riemannian manifold and (M , h) be a connected complete orientable Rie-

mannian manifold. We assume manifolds have dimensions n and m, respectively.

Given a smooth map u : N → M , we define the tension field operator τ as

τ (u) = Trg∇du, (3.1)

where du ∈ Γ (T ∗N ⊗ u∗T M) is the differential of u, and∇=∇T ∗N⊗u∗T M is the induced

connection on the vector bundle T ∗N ⊗ u∗T M .

Note that the tension field can be equivalently defined as τ (u) = −d∗du, see [11].
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Definition 3.1.1. A map u : N → M is called harmonic if its tension field vanishes

τ (u) = 0.

A straightforward calculation [cf. 11] shows that in local coordinates the equation

τ (u) = 0 takes the form of the following system of non-linear equations

∆ui + gαβΓ i
jl

∂ u j

∂ xα
∂ ul

∂ xβ
= 0,

where i, j, l = 1, . . . , m, α,β = 1, . . . , n, and we assume the summation over the re-

peated indices. Here Γ i
jl are the Christoffel symbols of the Levi-Civita connection on

M , ∆ is the Laplace–Beltrami operator, and gαβ is the inverse matrix to gαβ .

For a smooth map u : N → M we define its energy (functional) as

E (u) =
1
2

∫

N

|du|2 Volg ,

where |du|2 is the energy density of the map u defined by

|du|2 (x)≡ Trg (u
∗h) (x) ,

which in local coordinates has the form

gαβ (x)hi j (u (x))
∂ ui

∂ xα
∂ u j

∂ xβ
(x) .

The direct calculation of the first variation of the energy functional [cf. 11] gives

the formula
dE (ut)

d t

�

�

�

�

t=0

= −
∫

N

〈v,τ (u)〉Volg ,
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where ut is a family of maps N → M depending smoothly on t, such that u0 = u and

v = ∂ ut
∂ t

�

�

�

t=0
.

We see that τ (u) = 0 is the Euler-Lagrange equation for the energy functional.

This gives us the well-known variational characterisation of harmonic maps. Namely,

harmonic maps are critical points of the energy functional.

The second variation of the energy functional is also well-known and leads to the

definition of the Jacobi operator.

Proposition 3.1.2. [14] The second variation of the energy functional is given by

∂ 2E
�

us,t

�

∂ s∂ t

�

�

�

�

�

s,t=0

=

∫

N

〈Juv, w〉Volg ,

where v = ∂ us,t

∂ s

�

�

�

s,t=0
, w = ∂ us,t

∂ t

�

�

�

s,t=0
, and Ju = ∆u − Traceg RM (du, ·) du is the Jacobi

operator, RM is the Riemann curvature tensor on M, and ∆u :=∆u∗T M is the connection

Laplacian acting on sections of the pull-back bundle u∗T M.

An important example of harmonic maps arises when we take M to be R. In this

case the tension field operator is the Laplace-Beltrami operator ∆ on N and harmonic

maps are just harmonic functions. Harmonic maps and, in particular, harmonic func-

tions have been studied extensively, see [12] and references there.

In the Introduction we defined the classical DtN operator (8). Clearly, the unique-

ness of the solution to (1) is crucial for the definition of the DtN operator and the

existence of solutions defines its domain. Our aim is to generalise the definition of the

DtN operator to maps between manifolds. First of all we need to consider the Dirichlet

problem for harmonic maps. There are two different variants of the Dirichlet problem

for harmonic maps. One of them fixes the homotopy type of a map and the other is
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not.

• Dirichlet problem. Assume N is compact with smooth boundary ∂ N . Given

ϕ : N → M , find a harmonic map u with u≡ ϕ on ∂ N .

• Homotopy Dirichlet problem. Assume N is compact with smooth boundary

∂ N . Given ϕ : N → M , find a harmonic map u with u ≡ ϕ on ∂ N that is

homotopic to ϕ relatively ∂ N , i.e. there exists a family of maps ut : N → M ,

with 0≤ t ≤ 1, such that u0 = ϕ, u1 = u, and ut ≡ ϕ on ∂ N .

Note that for a closed compact case there is a similar homotopy problem which reads

as follows.

• Homotopy problem. Assume N is closed and compact. Given a smooth map

ϕ : N → M , find a harmonic map u homotopic to ϕ.

Following the definition of the classical DtN operator we consider the following setting.

Let N be a smooth connected Riemannian manifold with boundary ∂ N and M be

a smooth Riemannian manifold, then (under some assumptions) to a smooth map

ϕ : ∂ N → M we can assign its unique harmonic extension u : N → M and get du|∂ N :

Np∂ N → Tϕ(p)M , for any p ∈ ∂ N , where Np∂ N ⊂ TpN is the normal line for ∂ N

in N at the point p ∈ ∂ N . In this setting the Dirichlet-to-Neumann operator sends

a map ϕ ∈ C∞ (∂ N , M) to a section Λ [ϕ] of the pull-back bundle ϕ∗T M , where

Λ [ϕ] (x) = du (νx) and νx ∈ Nx∂ N is the outward unit normal vector at the point

x ∈ ∂ N . We will call this (non-linear) operator the Dirichlet-to-Neumann map in order

to distinguish between the DtN operator for harmonic maps and linear DtN operator

on vector bundles.
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3.1.2 Existence and uniqueness theorems

Of course, the definition of the DtN operator for harmonic maps is valid only under

the assumption that the Dirichlet problem for harmonic maps has a solution for any

map ϕ ∈ C∞ (∂ N , M) and this solution is unique. This is not the case in general, but

there are some results which give us the conditions under which the above assumption

holds. For the homotopy Dirichlet problem we have the following existence result of

Hamilton [20].

Theorem 3.1.3 (Hamilton). Suppose N is compact with (nontrivial) boundary, and M

is complete with non-positive sectional curvature. Let u0 : N → M be a smooth mapping.

Then there exists a smooth harmonic mapping u : N → M such that u = u0 on ∂ N and

u homotopic (relative to ∂ N) to u0.

In addition Hartman proved the following uniqueness theorem [21].

Theorem 3.1.4 (Hartman). Suppose N is compact with (nontrivial) boundary, M is

complete with non-positive sectional curvature, and u0 : N → M is harmonic. Then any

harmonic map u1 : N → M homotopic to u0 relative to ∂ N must coincide with u0.

Example. If we consider M = R and a real valued function ϕ ∈ C∞ (∂ N), then the

classical Dirichlet problem arises. It is well known [cf. 2] that in this case there exists

a unique harmonic map (real valued function) u : N → R such that u = ϕ on ∂ N .

This result also follows from the discussion in Chapter 1 since the Laplace-Beltrami

operator is a connection Laplacian for the trivial connection on the trivial vector bundle

of functions.

In light of these theorems it is natural to restrict ourselves to the case when the

target manifold M is complete and has non-positive sectional curvature.
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In order to define the Dirichlet-to-Neumann map we need to use both existence

and uniqueness results for the homotopy Dirichlet problem. These results may not

hold in general, so we continue our discussion with some counterexamples.

3.1.3 Counterexamples

In this section we discuss some counterexamples to the existence and uniqueness of

a solution to the homotopy Dirichlet problem. The easiest counterexample to the

uniqueness of the solution to the homotopy Dirichlet problem is probably given by the

maps from the interval N = [0,π] to a unit sphere M = Sn, n > 1. If we pick ϕ :

[0,π]→ Sn to be a geodesic joining antipodal points p and q in Sn, then any geodesic

joining these two points will represent a harmonic map homotopic to ϕ relative to

∂ N . Now, it is well known that there is infinite number of geodesics joining antipodal

points on a sphere and since n> 1 all of them are homotopic to ϕ relative ∂ N . Hence,

we have infinite number of solutions to the homotopy Dirichlet problem in this case.

One can obtain a generalisation of this example to higher dimensions as follows. Let

N be a unit hemisphere

Sk
+

jk
+
,→ Rk+1

defined in coordinates by

Sk
+ =

�

(x0, x1, . . . , xk) ∈ Rk+1 : x2
0 + x2

1 + · · ·+ x2
k = 1, xk ≥ 0

	

,

and let M be a unit sphere Sn ⊂ Rn+1 defined in coordinates by

Sn =
�

(x0, x1, . . . , xn) ∈ Rn+1 : x2
0 + x2

1 + · · ·+ x2
n = 1

	

.
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Suppose that k ≥ 1 and n ≥ k + 1. Let in
k : Rk+1 ,→ Rn+1 be the inclusion defined in

coordinates by

(x0, x1, . . . , xk) 7→ (x0, x1, . . . , xk, 0, . . . , 0) .

The boundary ∂ N is then Sk−1 given in coordinates by

Sk−1 =
�

(x0, x1, . . . , xk) ∈ Rk+1 : x2
0 + x2

1 + · · ·+ x2
k−1 = 1, xk = 0

	

,

and the following inclusion holds

∂ N = Sk−1 ⊂ ik
k−1

�

Rk
�

⊂ Rk+1.

One can see that the map ϕ = in
k ◦ jk

+ defines an inclusion of Sk
+ into Sn, this inclusion

is totally geodesic and, hence, harmonic. Therefore, the homotopy Dirichlet problem

for ϕ has a solution given by u= ϕ. Let us now show that this solution is not unique.

Consider the subgroup SO (n− k+ 1) of SO (n+ 1) which stabilises the elements of

the subspace ik
k−1

�

Rk
�

⊂ Rn+1. Its elements can be represented as a block diagonal

matrix

RA =





I 0

0 A



 ,

where I is k × k identity matrix and A ∈ SO (n− k+ 1). Clearly, each RA defines an

isometric diffeomorphism Sn+1→ Sn+1 and, thus, a totally geodesic map. Since there

is no retraction of Sk
+ onto its boundary there is at least one point y ∈ Sk

+ such that
�

ϕ (y)k , . . . ,ϕ (y)n
�

̸= (0, . . . , 0) ∈ Rn−k+1. Now, it is well known that SO (n− k+ 1)

acts transitively on spheres of constant radius in Rn−k+1. Therefore, there will be

infinitely many different maps RA ◦ ϕ. Moreover, due to the choice of a subgroup
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SO (n− k+ 1) we see that RA ◦ϕ|∂ N = ϕ|∂ N . Finally, all the maps RA◦ϕ are harmonic

(in fact totally geodesic) as a composition of a harmonic map with a totally geodesic

map [11]. Therefore, we see that there is an infinite number of harmonic maps ho-

motopic to ϕ relative to ∂ N . Note that the fact that they all homotopic to ϕ follows

from their definition and path-connectedness of SO (n− k+ 1).

The following example from [38] shows that the existence and uniqueness of a

solution to the Dirichlet problem for harmonic maps may depend on the dimension of

manifolds. Let Rn→ Rn+1 be the injection i (x1, . . . , xn) = (x1, . . . , xn, 0). We consider

the following Dirichlet problem: Find a rotationally symmetric harmonic map u : Bn→

Sn ⊂ Rn+1 such that u|∂ Bn = i|∂ Bn , i.e. u maps the boundary Bn to the equator of Sn.

Let (r,θ ) be polar coordinates on Bn and (ρ,ϕ) geodesic coordinates on Sn such

that ρ is a distance from the north pole of Sn and ϕ ∈ Sn−1. With respect to these

coordinates, the metric on Bn is dr2+r2dθ 2 and the metric on Sn is dρ2+
�

sin2ϕ
�

dϕ2.

Clearly we may identify the θ and ϕ coordinates. Thus, we are looking for a solution

of the form

u (r,θ ) = (ρ (r) ,θ ) , u harmonic, ρ (1) =
π

2
.

Note that

u∗
�

dρ2 + sin2ρ dϕ2
�

=
�

ρ′ (r)
�2

dr2 + sin2ρ (r) dθ 2.

Choose an orthonormal frame θ1, . . . ,θn−1 on Sn−1 such that

dθ 2 =
n−1
∑

i=1

θ 2
i , θn = dr.
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With respect to this frame, the metric on Bn is

r2θ 2
1 + . . .+ r2θ 2

n−1 + θ
2
n ,

and the pull-back of the metric of Sn is

sin2ρθ 2
1 + . . .+ sin2ρθ 2

n−1 +
�

ρ′ (r)
�2
θ 2

n .

Hence |du|2 = (ρ′)2 + (n− 1) sin2ρ

r2 and

E (u) =

∫

Sn−1

∫ 1

0

�

�

ρ′
�2
+ (n− 1)

sin2ρ

r2

�

rn−1drdθ =

= Vol
�

Sn−1
�

∫ 1

0

�

�

ρ′
�2
+ (n− 1)

sin2ρ

r2

�

rn−1dr.

For any η (r) ∈ C∞c ((0, 1)),

0=
d
d t

E (ρ + tη)

�

�

�

�

t=0

= Vol
�

Sn−1
�

∫ 1

0

�

ρ′η′ + 2 (n− 1) sinρ cosρ · r−2η
�

rn−1dr

= Vol
�

Sn−1
�

∫ 1

0

η
�

−2
�

rn−1ρ′
�′
+ (n− 1) sin 2ρ · r−2rn−1

�

dr,

where we used integration by parts to obtain the first term. Hence the Euler-Lagrange

equation becomes

−2
�

rn−1ρ′
�′
+ (n− 1) sin 2ρ · rn−3 = 0,

or
1

rn−1

d
dr

�

rn−1 dρ
dr

�

−
n− 1

2
sin2ρ

r2
= 0.
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Substituting t = log r and α= 2ρ, we get the equation

d2α

d t2
+ (n− 2)

dα
d t
− (n− 1) sinα= 0,

where t ∈ (−∞, 0] and α (0) = π since r ∈ [0, 1] and ρ (1) = π/2. We assume u (0)

to be the north pole, or ρ (0) = 0. Then lim
t→−∞

α (t) = 0. Thus the Dirichlet problem

for rotationally symmetric maps reduces to the following ODE problem with boundary

conditions:










d2α
d t2 + (n− 2) dα

d t − (n− 1) sinα= 0,

α (0) = π, lim
t→−∞

α (t) = 0.

The solution to this problem depends on the dimension n, therefore, we continue with

three separate cases.

1. Case n= 2. The desired solution is α (t) = 4 tan−1 (et). Hence ρ (r) = 2 tan−1 r.

It can be seen that the map u is the inverse of stereographic projection. We see

that we have existence and uniqueness in this case.

2. Case 3 ≤ n ≤ 6. We have infinitely many solutions in this case. Which gives us

an example of non-uniqueness of a solution to the Dirichlet problem.

3. Case 7 ≤ n. We do not have a solution in this case. Which gives us an example

of non-existence of a solution to the Dirichlet problem. Strictly speaking, only

in the class of rotationally symmetric maps.

Let us finish this section with a counterexample to the existence of a solution to a

homotopy problem for closed manifolds. It was noted in [13] that there is no har-

monic map from a two-dimensional torus
�

T 2, g
�

to a two-dimensional sphere
�

S2, h
�

of degree ±1, whatever the metrics g, h.
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with non-positive sectional curvature

3.2 Topological extension problem and DtN operator

for maps to manifolds with non-positive sectional

curvature

3.2.1 General topological extension problem

As we saw above, under some assumptions we can define the Dirichlet-to-Neumann

map following the definition of the classical DtN operator. One of these assumptions

is that there is an extension of the map from the boundary to the whole manifold.

Note that there is an important difference when we define the classical DtN operator

and the DtN map. Namely, since R is contractible every map ∂ N → R (real valued

function) extends to a map N → R and all such maps are homotopic to each other

relatively ∂ N , i.e. there is only one homotopy class of maps N → R relative to ∂ N .

This is not true in general (and, in particular, in the case of non-positively curved

target manifold), because not every map of the boundary ∂ N → M can be extended

to a map N → M , and, in contrast, there can be more than one homotopy class of such

extensions. Indeed, if we take N to be a disk and M to have non-trivial fundamental

group, then the map of the boundary ∂ N = S1 → M representing a non-trivial loop

clearly does not have an extension to the whole disk N . On the other hand, if we

also take M to be S2 and the map ∂ N = S1 → S2 = M to be the standard inclusion

of the equator, then this map can be extended as an inclusion of the upper or lower

hemispheres, and these maps are clearly not homotopic. It means that we can define

the DtN map not for any map of the boundary ∂ N and we have to deal with the

topological extension problem. In general it can be formulated as follows.
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Topological extension problem. Let N and M be topological spaces and W be a sub-

space of N . Suppose we have a continuous map ϕ : W → M . Then we can

ask the following questions. When the map ϕ extends to a continuous map

Φ : N → M , namely, when there is a map Φ : N → M , such that Φ|W = ϕ? If

such extensions exist, then what are the homotopy classes of these extensions?

The topological extension problem is quite hard to deal with in general, but it becomes

somehow easier if we consider the target manifolds M of the Eilenberg-MacLane type.

We actually consider the case of target manifolds of non-positive sectional curva-

ture, that are Eilenberg-MacLane spaces K (π1 (M) , 1). Indeed, from the well known

Cartan–Hadamard theorem we conclude that such manifolds have contractible uni-

versal cover, which implies that they can only have the first homotopy group as a

non-trivial one.

If we consider the case of the abelian fundamental group π1 (M) then it is well

known fact that the Eilenberg-MacLane spaces K (π1 (M) , 1) are classifying spaces for

the first cohomology group with coefficients in π1 (M), i.e. every element ϑ f of the

first cohomology group H1 (N ,π1 (M)) of the space N is represented by the homotopy

class [ f ] of the maps N → K (π1 (M) , 1). This fact allows us to restate the topological

extension problem by means of the long exact sequence of the pair (N ,∂ N)

. . . // H1 (N ,∂ N ,π1 (M))
j∗

// H1 (N ,π1 (M))
i∗ //

i∗ // H1 (∂ N ,π1 (M))
δ // H2 (N ,∂ N ,π1 (M)) // . . .

where the map i∗ is induced by the natural inclusion i : ∂ N ,→ N , the map j∗ is in-

duced by the natural inclusion j : (N ,;) ,→ (N ,∂ N), and δ is the connecting map.

We see that an element [ϕ] ∈ H1 (∂ N ,π1 (M)) lifts to H1 (N ,π1 (M)) (to give rise to
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with non-positive sectional curvature

an extension of ϕ to N) if and only if its image δ ([ϕ]) = 0 ∈ H2 (N ,∂ N ,π1 (M)).

Moreover, this lifting is unique if and only if j∗ is trivial. Although, the answer to

the topological extension problem is now in computation of cohomology groups and

maps between them, it is very hard to do this in any particular case. Moreover, the fun-

damental groups of the Cartan–Hadamard manifolds are usually highly non-abelian.

Therefore, for the most part of the Cartan–Hadamard manifolds we do not have the

long exact cohomology sequence described above. In contrast, we always have the

long exact sequence

. . . // π2 (N ,∂ N)
µ

''

δ̃ // π1 (∂ N)

ϕ∗
��

i∗ // π1 (N)

Φ∗yy

j∗ // π1 (N ,∂ N) // . . .

π1 (M)

of homotopy groups of a pair. From this sequence we see that the homomorphism ϕ∗

lifts to the homomorphism Φ∗ only if the composition µ= ϕ∗ ◦ δ̃ is trivial, but it is not

a sufficient condition for the lift.

3.2.2 Special case of topological extension problem

Our main result in this section concerns manifolds with simply connected boundary

and is stated in the following proposition. The proof of this proposition is based on

some technical results from algebraic topology. We provide these results and all the

necessary definitions in Section A.1.

Proposition 3.2.1. Let N be a compact connected manifold with non-empty boundary

∂ N, and M be a manifold that is a K (Γ , 1)-space. Suppose that ∂ N is simply connected.

Then for any continuous map ϕ : ∂ N → M and any homomorphism h : π1 (N) → Γ
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there is a continuous extension ϕ̃ : N → M such that ϕ̃|∂ N = ϕ, ϕ̃∗|π1(N) = h, and every

two such extensions are homotopic relative to ∂ N.

Proof. Using Fact A.1.1 we take the associated finite CW structure on N so that (N ,∂ N)

is a CW pair. This CW pair is homotopic to a CW pair with only one 0-cell, and hence,

the 1-skeleton of the latter space can be viewed as the bouquet (wedge sum) of a

finite number of circles S1. Since ∂ N is simply connected we may assume without

loss of generality that the 1-skeleton of ∂ N has no 1-cells (see [16, p. 58]). Now

take the generators γi, i ∈ I of the fundamental group of the 1-skeleton N 1 =
∨

i∈I
S1

such that the map γi : S1 →
∨

i∈I
S1 = N 1 is a natural inclusion of i-th circle. Note

that [γi] ∈ π1 (N). Let us send these generators to some representatives γ̃i in π1 (M),

such that [γ̃i] = h [γi]. This defines ϕ̃ on the 1-skeleton N 1. The attaching maps

δ2
α

: D2 ⊃ S1 → N 1 for 2-cells are of the form δ2
α
= γϵ1

k1
· . . . · γϵn

kn
, where ϵi = ±1 and

k j ∈ I . The images of these maps are δ̃2
α
= ϕ ◦ δ2

α
= γ̃ϵ1

k1
· . . . · γ̃ϵn

kn
. Since we attach

2-cells via boundary maps δ2
α

the classes
�

δ2
α

�

∈ π1

�

N 2
�

= π1 (N) (the last equality

follows from the Cellular Approximation Theorem, see [16, p.52]) are trivial, and it

follows that their images
�

δ̃2
α

�

∈ π1 (M) under the homomorphism h are also trivial.

Using Lemma A.1.4 we can define ϕ̃ on 2-skeleton N 2. Since all higher homotopy

groups πi (M), i ≥ 2 vanish the same procedure with the use of Lemma A.1.4 can

be implemented to higher-dimensional cells, which allows to extend ϕ̃ to all of N

by induction on l-skeletons N l . Thus, we get the extension ϕ̃ : N → M such that

ϕ̃∗|π1(N) = h. Now it suffices to get ϕ̃|∂ N = ϕ. It follows from Lemma A.1.3 for ∂ N

and Corollary A.1.1. If there is another extension ϕ̃′ : N → M such that ϕ̃′∗
�

�

π1(N)
= h,

then it is homotopic to ϕ̃ on 1-skeleton N 1, by the construction of ϕ̃. Using Borsuk’s

Theorem for the CW pair
�

N , N 1
�

we obtain a homotopy between ϕ̃′ and ϕ̃ on whole

N .
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Example 3.2.1. The main example in this setting is a manifold N obtained by the

excision of an n-dimensional open ball from an n-dimensional compact connected

manifold X , where n≥ 3. The boundary of the obtained manifold will be Sn−1, and it

is well-known fact that it is simply connected for n≥ 3.

If we restrict ourselves to the case of domain manifolds being compact surfaces we

get an additional result.

3.2.3 Extension problem for maps of surfaces

As we already discussed, in general, the topological extension problem for maps from

smooth manifolds with boundary to Eilenberg-MacLane spaces K (π1 (M) , 1) can be

reformulated in terms of the group theory. Namely, the question of the classification

of topological extensions can be reformulated as the question of the classification of

group homomorphism extensions for the fundamental groups of the associated spaces.

To get some examples and explicit solutions we will consider N = Ω to be a compact

connected orientable surface with connected boundary ∂Ω
∼
←−
γ

S1, s.t. i : ∂Ω ,→ Ω is a

natural inclusion. Let γ̃= i∗ ([γ]) ∈ π1 (Ω,∗).

We argue that even in this setting the topological extension problem cannot be

simply solved. Let Ω be endowed with a normal structure of a CW complex, i.e. Ω is

obtained by attaching the disk D2 to the 1-skeleton of Ω

Sk1 (Ω) =
g
∨

i=1

S1
ai

g
∨

i=1

S1
bi

∨

S1
γ

by a loop

l = γ̃bg ag b−1
g a−1

g . . . b1a1 b−1
1 a−1

1 ∈ π1 (Ω,∗) ,
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where g is the genus of the surface Ω. The fundamental group π1 (Ω,∗) of this

surface then isomorphic to
¬

γ̃, a1, b1, . . . , ag , bg |γbg ag b−1
g a−1

g . . . b1a1 b−1
1 a−1

1 = 1
¶

. We

see, that we can actually express γ in terms of other generators, since l = 1 we get

γ̃ = a1 b1a−1
1 b−1

1 . . . ag bg a−1
g b−1

g . So we may assume that π1 (Ω,∗) is isomorphic to a

free group F2g =



a1, b1, . . . , ag , bg

�

on 2g generators. It is actually true, and the best

way to see this is probably to note that the surfaceΩ is homotopically retracts to its CW

subcomplex
g
∨

i=1
S1

ai

g
∨

i=1
S1

bi
, which has the needed fundamental group. It is more con-

venient to consider this bouquet instead of Ω. The useful feature of free groups is that

every homomorphism from a free group is completely defined by the images of its gen-

erators. In this sense the topological extension problem reads as follows. Assume that

we have a homomorphism of fundamental groups ϕ∗ : π1 (∂Ω,∗)→ π1 (M ,∗). When

does this homomorphism extend to a homomorphism Φ∗ : π1 (Ω,∗) → π1 (M ,∗)?

Suppose we have an extension Φ∗ and let us look at the image of the generator

[γ] ∈ π1 (∂Ω,∗)≃ 〈[γ]〉. We have

Φ∗ ([γ]) = ϕ∗ ◦ i∗ ([γ]) = ϕ∗ (γ̃) = ϕ∗
�

[a1, b1] [a2, b2] . . .
�

ag , bg

��

=

= [ϕ∗ (a1) ,ϕ∗ (b1)] . . .
�

ϕ∗
�

ag

�

,ϕ∗
�

bg

��

,

where [x , y] = x y x−1 y−1 is the commutator of elements x and y . Since the funda-

mental group of Ω is free, the images ϕ∗ (ak) ,ϕ∗ (bk), k = 1, . . . , g can be arbitrary

elements of π1 (M ,∗). Hence the extension exists if and only if the element ϕ∗ (γ̃) can

be expressed as a product of ≤ g commutators in π1 (M ,∗). This leads us to the ques-

tion “what elements in π1 (M ,∗) can be expressed as a product of ≤ g commutators?”

In general, it is not clear how to answer this question. Thus, we will further specify

our setting to get the following proposition.
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Proposition 3.2.2. Let Ω be a compact orientable surface of genus g with boundary

∂Ω≃ S1 as above, and M be a closed manifold with the abelian fundamental group. Let

ϕ : ∂Ω→ M. Then ϕ extends to a map Φ : Ω→ M if and only if [ϕ] represents a trivial

element of π1 (M ,∗).

Proof. We have seen above that the map ϕ extends to a map Φ if and only if the

class [ϕ] can be expressed as a product of ≤ g commutators in π1 (M ,∗). Since the

fundamental group π1 (M ,∗) is abelian all commutators vanish. Thus, the map ϕ

extends to a map Φ if and only if [ϕ] = 0 ∈ π1 (M ,∗).

Example 3.2.2. Let M in the above proposition be a 2-dimensional torus T 2. It is well

known that the fundamental group of T 2 is the abelian group Z⊕Z. Using the above

proposition we see that a map from the boundary of a surface to a torus extends if and

only if it is null-homotopic.

Example 3.2.3. Let M be a circle S1. It is well known that the fundamental group of

S1 is the abelian group Z. Then a map from the boundary ∂Ω extends if and only if it

is null-homotopic.

If we consider the extension problem for maps from a general manifold N to a

circle then there is an approach exploiting the connection to harmonic 1-fields.

3.2.4 Harmonic maps into S1 and harmonic 1-fields

It is well known fact that there is 1-1 correspondence between the space
�

N , S1
�

of

homotopy classes of maps from a topological space N to a circle S1 and the integral

cohomology H1 (N) of N . Eells and Sampson in [14, Example (D), p.128] show that

for the case of N being a manifold this correspondence can be established through the
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relation between harmonic 1-forms on N and harmonic maps to S1. In this subsec-

tion we use this correspondence to find out when a map from the boundary ∂ N to

a circle S1 extends to a map from the whole N . We start with a construction of the

correspondence.

Fact 3.2.1 ([14, Example (D), p.128]). Suppose N is connected. Fix a point P0 ∈ N.

Given any integral harmonic 1-field ω (i.e. closed and coclosed harmonic 1-form with

integral periods) and any smooth path γP from P0 to a point P ∈ N, we define the number

f (P) =

∫

γP

ω.

A different choice γ̃P of γP may give a different number f̃ (P), but

f̃ (P)− f (P) =

∫

γ̃P−γP

ω

is an integer since the periods of ω are integral. Hence, ω determines a well defined map

fω : N → S1 by letting fω (P) be the residue class modulo 1 of f (P).

Now since ω is harmonic, every P ∈ N has a neighborhood U in which d f = ω.

Thus ∆ f = δd f + dδ f = δω = 0 in U, i.e. the map fω is harmonic. In the case of

a manifold without boundary it is easy to see that ω 7→ fω establishes an isomorphism
�

N , S1
�∼= H1 (N ,Z).

Our main result in this subsection is the following theorem.

Theorem 3.2.3. A map ϕ : ∂ N → S1 extends to a map Φ : N → S1 if and only if the
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corresponding cohomology class
�

αϕ
�

∈ H1 (∂ N ,Z) satisfies

∫

∂ N

αϕ ∧ i∗λ= 0 for any λ ∈ Hn−2 (N) , (3.2)

where i : ∂ N → N is the natural inclusion of the boundary and αϕ is any representative

of the cohomology class
�

αϕ
�

∈ H1 (∂ N ,Z).

Moreover, ifϕ is extendable then all its extensions are classified by the relative integral

de Rham cohomology H1
r (N ,Z).

The relative integral de Rham cohomology is the lattice in the space of the relative

de Rham cohomology consisting of elements with integral periods. Note that the con-

dition (3.2) in the above theorem is really on a cohomology class
�

αϕ
�

∈ H1 (∂ N ,Z)

since

∫

∂ N

�

αϕ + dβ
�

∧ i∗λ=

∫

∂ N

αϕ ∧ i∗λ+

∫

∂ N

dβ ∧ i∗λ= 0+

∫

∂ N

β ∧ i∗ (dλ) = 0,

for every 0-cochain β , and it follows that this condition is topological. To prove the

above theorem we shall use the results based on Hodge-Morrey and Friedrichs decom-

positions and analogues of the de Rham theorems for manifolds with boundary. All

the additional technical results and definitions can be found in Section A.2.

Note that we have the following commutative diagram

H1
r (N ,Z) e // H1 (N ,Z) i∗ //

∼=
��

H1 (∂ N ,Z)
∼=
��

�

N , S1
� r //

�

∂ N , S1
�

,

where r is the restriction map and e is the natural inclusion of Dirichlet forms. This
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diagram allows us to obtain harmonic extensions of a map ϕ : ∂ N → S1 in few steps.

Firstly, using the Fact 3.2.1 we lift ϕ to a corresponding 1-form αϕ ∈ H1 (∂ N ,Z). Sec-

ondly, using Proposition A.2.3 and Corollary A.2.8 we extend this form to an integral

harmonic 1-field ωϕ ∈ H1 (N ,Z) (note that by Proposition A.2.3 there are obstacles

(A.13) to the extension, meaning that it does not always exist). Finally, using the Fact

3.2.1 again we define a harmonic map Φ= fωϕ : N → S1, which is by the construction

clearly restricts to ϕ on the boundary. Note that by Corollary A.2.8 the extension ωϕ

is defined up to an integral Dirichlet harmonic 1-field. In other words by Theorem

A.2.6 all such extensions ωϕ and correspondingly all the extensions Φ are classified

by the relative integral de Rham cohomology H1
r (N ,Z).

Proof of Theorem 3.2.3. The part “if” follows from the above correspondence and Propo-

sition A.2.3. The last part of the theorem follows from Corollary A.2.8. For the proof

of the part “only if” suppose we have an extension Φ. Then we can represent it by the

integral harmonic 1-field ωΦ. From the exactness of ωΦ and Green’s formula we see

that conditions (A.13) hold for the whole cohomology class [i∗ωΦ] and in particular

for αϕ.

3.3 Inverse problems of Calderón’s type for the Dirichlet-

to-Neumann operator on maps between manifolds

3.3.1 Calderón’s problem for Dirichlet-to-Neumann map

Our aim is to generalise the Calderón problem to the setting of harmonic maps, but

let us first discuss couple of low-dimensional examples of the DtN map.
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Example 3.3.1. The lowest dimension we can take for N is 1. Under the assumption

of connectedness of N we have that N should be a closed interval [0, l], where l is

the length of N . The boundary of N consists of two points 0 and l, and the map

u : ∂ N → M is basically equivalent to the choice of two (possibly non-distinct) points

u (0) and u (l) in M . If M is complete, then for any two points p0, p1 ∈ M there is

a harmonic map u : [0, l] → M such that u (0) = p0 and u (l) = p1, which is just a

geodesic with a constant speed parametrisation joining p0 and p1. This means that we

have
�

�

�

�

∂ u
∂ t

�

�

�

�

= v,

where t ∈ [0, l] is the (normal) coordinate on N and v ∈ R is a constant (speed).

Assuming that the DtN map is well defined (for two fixed endpoints and a homotopy

class of paths joining them) we obtain

Λ [u] (0) = du (ν0) = du
�

−
∂

∂ t

�

�

�

�

�

t=0

= −
∂ u
∂ t

�

�

�

�

t=0

∈ Tu(0)M ,

and

Λ [u] (l) = du (νl) = du
�

∂

∂ t

�

�

�

�

�

t=l

=
∂ u
∂ t

�

�

�

�

t=l

∈ Tu(l)M .

So the DtN map assigns to two points in M the outward speed at these points. In the

classical case of functions, i.e. when M = R we have the equation

τ (u) =
∂ 2

∂ t2
u= 0.

Let u (0) = a and u (l) = b. Then the harmonic extension of u is equal to

u (t) = a
�

1−
t
l

�

+ b
t
l
=

b− a
l

t + a,
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and the DtN operator acts as

Λ [u] (l) =
∂ u
∂ t

�

�

�

�

t=l

=
b− a

l
= −Λ [u] (0) .

Therefore, we can find the length of the interval via

l =
b− a
Λ [u] (l)

=
u (l)− u (0)
Λ [u] (l)

=
a− b
Λ [u] (0)

=
u (0)− u (l)
Λ [u] (0)

.

Let us mention briefly the geometric meaning of the DtN map in this case. Fix a point

p0 ∈ M . Let r (p0) be the injectivity radius at p0 and pick 0< ϵ < r (p0). Suppose that

u (ϵ) = p1 runs over the points in the geodesic sphere in M of radius ϵ centered in

p0. Assume that the DtN map is well defined for N = [0,ϵ] and harmonic extensions

being homotopic to geodesics joining points u (0) = p0 and u (ϵ) = p1. Then the map

p1 = u (ϵ)→ Λ [u] (ϵ) =
∂ u
∂ t

�

�

�

�

t=ϵ

∈ Tp1
M

is a Gauss map on the considered geodesic sphere, i.e. it sends a point on a geodesic

sphere to the outward unit normal vector at this point.

Example 3.3.2. Now we want to discuss the case of surfaces, i.e. the manifolds N of

dimension 2. The energy functional is N -conformally invariant, i.e. it does not depend

on metric in a fixed conformal class on N [38]. As a result, if there are two conformal

metrics on N then the map u is harmonic with respect to one of them if and only if it

is harmonic with respect to the other one. Similarly to what we saw in 2.2.6 because

of this conformal invariance the DtN maps are related as

Λeµg = e−µ/2
�

�

∂ N ·Λg ,
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where g and eµg are two conformal metrics on N , the maps Λg and Λeµg , respectively,

are two DtN maps associated with these metrics. On can see that if the conformal

factor is equal to 1 on the boundary, then the DtN maps are equal. Therefore, we can

only try to recover from the DtN map the metric on N up to a conformal class. Our

conjecture in this 2-dimensional case is that one can recover a conformal class of a

metric on N from a given DtN map.

We want to consider the inverse geometric problem of Calderón’s type which utilise

the DtN map instead of the classical DtN operator. First of all we should ensure that

the DtN operator is well defined. For this reason we need the following hypothesis.

Hypothesis 3.3.1 (H*). The topological extension problem is solvable for the data

(N ,∂ N , M , [u] , [ū]) ,

where [u] ∈ [∂ N , M] is a fixed homotopy class and a homotopy calss [ū] ∈ [N , M] is

its extension, i.e. [ū]|∂ N = [u].

If in addition to Hypothesis H* the Homotopy Dirichlet Problem has a unique so-

lution for all smooth maps ũ : N → M in a homotopy class [ū], then the Dirichlet-to-

Neumann operator ΛN ,g,M ,[u],[ū] is well-defined. This is the case assuming N is compact

and M is complete with non-positive sectional curvature, due to Theorem 3.1.3 and

Theorem 3.1.4.

Definition 3.3.1. Let N1 and N2 be connected compact Riemannian manifolds with

boundaries ∂ N1 and ∂ N2, respectively. Let ψ : ∂ N1 → ∂ N2 be a diffeomorphism

and M be a complete Riemannian manifold. Suppose that the Dirichlet-to-Neumann

maps Λ1 := ΛN1,g1,[u1],[ū1] and Λ2 := ΛN2,g2,[u2],[ū2] are well-defined for [u1] = [ψ ◦ u2]
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and some [ū1] , [ū2]. Then we say that the Dirichlet-to-Neumann maps Λ1 and Λ2

intertwine if

φu ◦Λ1 (u ◦ψ) = Λ2 (u) ◦ψ,

for all smooth u ∈ [u2], where φu is defined by the following commutative diagram

ψ∗ (u∗T M)

π1

��

φu // u∗T M
π2

��

∂ N1
ψ

// ∂ N2

i.e. φu is the morphism from the pullback bundle ψ∗ (u∗T M) = (u ◦ψ)∗ T M covering

ψ. In other words, Λ1 and Λ2 intertwine if for any smooth u ∈ [u2] and any point

x ∈ ∂ N1 we have

du
�

νψ(x)
�

= du ◦ψ (νx) ,

where u ◦ψ ∈ C∞ (N1, M) is the unique harmonic extension of u ◦ψ ∈ C∞ (∂ N1, M),

νx ∈ Tx N1 is the outward unit normal vector to ∂ N1 at x , and νψ(x) ∈ Tψ(x)N2 is the

outward unit normal vector to ∂ N2 at ψ (x) ∈ ∂ N2.

The inverse problem that we want to consider leads us to the following conjecture.

Conjecture 3.3.2 (Weak). Let N1 and N2 be compact Riemannian manifolds with bound-

aries ∂ N1 and ∂ N2, respectively. Let M be a complete Riemannian manifold with non-

positive sectional curvature. Let φ : ∂ N1 → ∂ N2 be a diffeomorphism. Assume that

Hypothesis H* holds for data

(N1,∂ N1, M , [u1] , [ū1]) and (N2,∂ N2, M , [u2] , [ū2]) ,

with [u1] = [φ ◦ u2] and some [ū1] , [ū2]. If φ∗ ◦ΛN1,g1,[u1],[ū1] (u ◦φ) = ΛN2,g2,[u2],[ū2] (u)
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for all u ∈ C∞ (∂ N2, M) in a homotopy class [u2] ∈ [∂ N2, M]. Then there is an isometry

φ̄ : N1→ N2 such that φ̄
�

�

∂ N1
= φ.

This weak conjecture is a generalisation of the conjecture for the classical DtN

operator. In other words, we are asking if it is possible to determine a Riemannian

manifold from a given Dirichlet-to-Neumann map on its boundary. Since the DtN map

defined on some homotopy class of extensions we may be able to also determine this

homotopy class. Which leads us to the following strong conjecture.

Conjecture 3.3.3 (Strong). In addition to the statement of Conjecture 3.3.2 we have

[ū1] =
�

ū2 ◦ φ̄
�

.

There is no equivalent of this conjecture in classical setting, because, as we men-

tioned before, all the extensions of (functions) maps to R are homotopic. In the pre-

vious chapter we obtained the uniqueness result for the linear Calderón’s problem on

vector bundles. Thus, in order to solve the generalised Calderón’s problem for maps

between manifolds it is natural to consider the linearisation of the DtN map and in-

verse problem for it. Therefore, we continue with the discussion of this linearisation.

3.3.2 Linearisation and Jacobi operator

Let u be a smooth mapping of N to M , and let v be a smooth vector field on M along

u. There always exist ϵ > 0 and a smooth mapping U of the product N × (−ϵ,ϵ) to M

such that the family ut (·) = U (·, t), t ∈ (−ϵ,ϵ) has the following properties

u0 = u,
∂ ut

∂ t

�

�

�

�

t=0

= v. (3.3)
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Let A be a pseudo-differential operator (on smooth mappings between manifolds). We

define the linearisation of a pseudo-differential operator as follows.

Definition 3.3.4. The ∇-linearisation of an operator A at a map u ∈ C∞ (N , M) is the

linear operator A∗ (u) on a vector bundle u∗T M , defined by the formula

A∗ (u) v =
�

∇∗∂
∂ t

Aut

�
�

�

�

t=0
,

where v is a section of the vector bundle u∗T M , a family of mappings ut is defined

using u and v in the conditions (3.3), and ∇∗ ≡∇U∗T M is a connection on the bundle

U∗T M induced by the connection ∇ on T M .

The linearisation has the following natural properties. If A is a differential operator,

then A∗ is also a differential operator, see [24]. Later, see Proposition 3.3.6, we will

show that the linearisation of the DtN map gives a pseudodifferential operator the

vector bundle u∗T M .

Note that for the connection on the pull-back bundle u∗T M we have the following

useful formula [14]

∇u∗T M
X du (Y )−∇u∗T M

Y du (X ) = du ([X , Y ]) , (3.4)

where X and Y are vector fields on N .

If we consider the Levi-Civita linearisation of the tension field operator we get the

following result.

Proposition 3.3.5. If ∇ is the Levi-Civita connection on M then ∇-linearisation τ∗ (u)

of the tension field operator τ at a map u is the Jacobi operator Ju.
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Proof. By the definition

τ∗ (u) v =
�

∇∗∂
∂ t
τ (ut)

�
�

�

�

t=0
=
�

∇∗∂
∂ t

Trg∇dut

�
�

�

�

t=0
.

The covariant derivative ∇∗∂
∂ t

commutes with Trg . Thus we have

τ∗ (u) v =
�

Trg∇∗∂
∂ t
∇dut

�
�

�

�

t=0
= Trg

�

∇∗∂
∂ t
∇dut

�
�

�

�

t=0
.

For a vector field X ∈ Γ (T N) which is constant on t when seen as a vector field on

N × (−ϵ,ϵ) we have ∇X s (t) =
�

∇∗X s
�

(t) for any t ∈ (−ϵ,ϵ). By the definition of the

Riemann curvature tensor R we have

∇∗∂
∂ t
∇∗X dut (Y ) =∇∗X∇

∗
∂
∂ t

dut (Y ) + R∗
�

X ,
∂

∂ t

�

dut (Y )−∇∗[X , ∂∂ t ]
dut (Y ) ,

and we see that the last term vanishes since
�

X , ∂∂ t

�

= 0. Next, using (3.4) we see that

∇∗∂
∂ t

dut (Y ) =∇∗Y dut

�

∂

∂ t

�

+ dut

��

∂

∂ t
, Y
��

,

where the last term vanishes since Y ∈ Γ (T N) is constant on t when seen as a vector

field on N × (−ϵ,ϵ). So we have

τ∗ (u) v = Trg

��

∇∗·∇
∗
· dut

�

∂

∂ t

�

+ R∗
�

·,
∂

∂ t

�

dut (·)
��

�

�

�

�

t=0

=

= Trg

�

∇·∇·v + RM (du (·) , v) du (·)
�

=∆uv − TrgRM (du (·) , v) du (·) = Juv.

Thus, the proposition is proved.

Using the above proposition we obtain the following result for the Levi-Civita lin-
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earisation of the DtN operator.

Proposition 3.3.6. If ∇ is the Levi-Civita connection on M then ∇-linearisation of

the Dirichlet-to-Neumann operator Λ at a map u is the Dirichlet-to-Neumann operator

DtN (τ∗ (ū)) associated with the linearisation τ∗ (ū), i.e.

Λ∗ (u) = (DtN (τ))∗ (u) = DtN (τ∗ (ū)) = DtN (Jū) ,

where ū : N → M is a harmonic extension of a map u : ∂ N → M, and DtN (A) denotes

the DtN map associated with an operator A.

Proof. We have

Λ∗ (u) v = (DtN (τ))∗ (u) v =
�

∇∗∂
∂ t

DtN (τ)ut

�
�

�

�

t=0
=

=
�

∇∗∂
∂ t
Λut

�
�

�

�

t=0
=
�

∇∗∂
∂ t

dūt

�

∂

∂ ν

��

�

�

�

�

t=0

and using (3.4) we obtain

�

∇∗∂
∂ n

dūt

�

∂

∂ t

��

�

�

�

�

t=0

=
�

∇∗∂
∂ n

∂

∂ t
ūt

�

�

�

�

�

t=0

=

=∇ ∂
∂ n

v̄ = DtN (Ju) v = DtN (τ∗ (u)) v,

which proves the proposition.

We see that the linearisation of the DtN operator on harmonic maps gives us the

DtN operator associated to the Dirichlet problem for the Jacobi operator. Now if we

omit the term with the Riemannian tensor in the definition of the Jacobi operator we

get the inverse problem for the connection Laplacian. Thus it is natural to consider
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the latter problem first.

The Jacobi operator

Juv =∆uv − TrgRM (du (·) , v) du (·)

is the connection Laplacian with a potential P acting on sections of the pull-back vector

bundle u∗T M , where

P (v) = −TrgRM (du (·) , v) du (·) .

When the Jacobi operator is considered acting on smooth sections vanishing at the

boundary we call it the Dirichlet Jacobi operator.

Proposition 3.3.7. The potential P is symmetric. In addition, if the target manifold M

has non-positive sectional curvature at the points of the image u (N), then the Dirichlet

Jacobi operator Ju is positive. In particular, 0 is not in the Dirichlet spectrum of Ju.

Proof. The symmetry of P follows from the symmetry of the Riemann tensor. Namely,

for any two sections v, w ∈ Γ
�

u∗T M
�

we have

〈P (v) , w〉u∗T M =



−Trg RM (du (·) , v) du (·) , w
�

u∗T M
=

= −Trg




RM (du (·) , v) du (·) , w
�

u∗T M
= −Trg




RM (du (·) , v) du (·) , w
�

u∗T M
=

= −Trg




RM (du (·) , w) du (·) , v
�

u∗T M
= 〈P (w) , v〉u∗T M ,

where the penultimate equality is due to the symmetry of the Riemann tensor. For the
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proof of the second part we consider the expression

〈Juv, v〉u∗T M =



∆uv − TrgRM (du (·) , v) du (·) , v
�

u∗T M
=

=



∆uv, v
�

u∗T M
−



TrgRM (du (·) , v) du (·) , v
�

u∗T M
, (3.5)

for any non-zero section v ∈ D
�

u∗T M
�

. The first term of (3.5) is positive by (1.10)

and (1.14). Using the symmetry of the Riemann tensor again we see that the second

term of (3.5) is equal to

−Trg




RM (du (·) , v) du (·) , v
�

u∗T M
= Trg




RM (v, du (·)) du (·) , v
�

u∗T M
.

This expression is non-negative due to the non-negativity of the sectional curvature

along the image u (N). Hence, the Dirichlet Jacobi operator is positive as a sum of

positive and non-negative terms.

Taking this into account we see that the Jacobi operator Ju is of the Schrödinger

type considered in the previous chapter.

Let us prove the proposition concerning the linearisations of intertwining opera-

tors.

Proposition 3.3.8. Let N1 and N2 be connected compact Riemannian manifolds with

boundaries ∂ N1 and ∂ N2, respectively. Let ψ : ∂ N1 → ∂ N2 be a diffeomorphism and

M be a complete Riemannian manifold. Suppose that the Dirichlet-to-Neumann maps

Λ1 := ΛN1,g1,[u1],[ū1] and Λ2 := ΛN2,g2,[u2],[ū2] are well-defined for u1 = u2 ◦ψ and some

[ū1] , [ū2]. Let ∇ be the Levi-Civita connection on M and L1 and L2 be ∇-linearisations

of the DtN maps Λ1 and Λ2 at maps u1 = u2 ◦ψ and u2, respectively. Suppose Λ1 and Λ2
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intertwine. Then L1 and L2 also intertwine, that is for any v ∈ Γ
�

u∗2T M
�

we have

L1

�

φ−1 ◦ v ◦ψ
�

= φ−1 ◦ L2 (v) ◦ψ,

where the bundle morphism φ : u∗1T M =ψ∗
�

u∗2T M
�

→ u∗2T M covers ψ.

Proof. Let v be a section of u∗2T M and ut be defined by (3.3) with u0 = u2 and

∂ ut

∂ t

�

�

�

�

t=0

= dut

�

∂

∂ t

�

�

�

�

�

t=0

= h2 ◦ v,

where the bundle morphism h2 covers u2, i.e. the following diagram is commutative

u∗2T M

π2

��

h2 // T M

π

��

∂ N2
u2 // M

Let ũt (x) = ut (ψ (x)). Then ũ0 (x) = u0 (ψ (x)) = u2 (ψ (x)) = u1 (x) and

∂ ũt (x)
∂ t

�

�

�

�

t=0

= dũt (x)
�

∂

∂ t

�

�

�

�

�

t=0

= d (ut (ψ (x)))
�

∂

∂ t

�

�

�

�

�

t=0

=

= dut (ψ (x))
�

∂

∂ t

�

�

�

�

�

t=0

= h2 ◦ v (ψ (x)) ,

which gives
∂ ũt

∂ t

�

�

�

�

t=0

= h2 ◦ v ◦ψ.

Note that since u2 ◦ψ = u1 we have h2 = h1 ◦ φ−1, where the bundle morphism h1
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covers u1, i.e. the following diagram is commutative

u∗1T M

π1

��

h1 // T M

π

��

∂ N1
u1 // M

Therefore, we have
∂ ũt

∂ t

�

�

�

�

t=0

= h1 ◦φ−1 ◦ v ◦ψ.

Now, by the definition of linearisation, we have

φ−1 ◦ L2 (v) ◦ψ= φ−1 ◦
�

∇∗∂
∂ t
Λ2 (ut)

�
�

�

�

t=0
◦ψ, (3.6)

and

L1

�

φ−1 ◦ v ◦ψ
�

=
�

∇∗∂
∂ t
Λ1 (ũt)

�
�

�

�

t=0

Since Λ1 and Λ2 intertwine for any smooth u ∈ [u2] we have

Λ2 (u) = φu ◦Λ1 (u ◦ψ) ◦ψ−1.

Substituting this into (3.6) we obtain

L2 (v) =
�

∇∗∂
∂ t
φu ◦Λ1 (ut ◦ψ) ◦ψ−1

�
�

�

�

t=0
=
�

∇∗∂
∂ t
φut
◦Λ1 (ũt) ◦ψ−1

�
�

�

�

t=0
=

=
�

∇U∗T M
∂
∂ t

φU ◦Λ1 (ũt) ◦ψ−1
�
�

�

�

t=0
= φU ◦

�

∇Ũ∗T M
∂
∂ t

Λ1 (ũt)
�

◦ψ−1
�

�

�

t=0
=

= φu0
◦
�

∇Ũ∗T M
∂
∂ t

Λ1 (ũt)
�

�

�

t=0

�

◦ψ−1 = φ ◦ L1

�

φ−1 ◦ v ◦ψ
�

◦ψ−1,
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which is equivalent to the equality

φ−1 ◦ L2 (v) ◦ψ= L1

�

φ−1 ◦ v ◦ψ
�

proving the proposition.

3.3.3 Main result

In this section we state and prove a uniqueness result for Calderón’s problem for har-

monic maps between real-analytic manifolds. The following theorem is an analogue

of Theorem 2.3.1, the uniqueness result for Calderón’s problem for the connection

Laplacian.

Theorem 3.3.9. Let N1 and N2 be real-analytic compact Riemannian manifolds with

real-analytic boundaries ∂ N1 and ∂ N2, respectively. Let M be a complete real-analytic

Riemannian manifold with non-positive sectional curvature. Let ψ : ∂ N1 → ∂ N2 be a

real-analytic diffeomorphism. Assume that Hypothesis H* holds for the data

(N1,∂ N1, M , [u1] , [ū1]) and (N2,∂ N2, M , [u2] , [ū2]) ,

with [u1] = [ψ ◦ u2] and some [ū1] , [ū2]. Suppose that dim Ni ≥ 3, for each i = 1, 2,

and ψ intertwines with the corresponding Dirichlet-to-Neumann operators. Then there

is a real-analytic isometry ψ̄ : N1→ N2 such that ψ̄
�

�

∂ N1
=ψ.

Proof. Let us fix a map u2 : ∂ N2→ M and denote by L1 and L2 the ∇-linearisations of

Λ1 := ΛN1,g1,[u1],[ū1] and Λ2 := ΛN2,g2,[u2],[ū2] at the maps u1 :=ψ◦u2 and u2, respectively.

Since ψ intertwines with DtN operators Λ1 and Λ2 we have by Proposition 3.3.8 that

the bundle isomorphism φ : u∗1T M = ψ∗
�

u∗2T M
�

→ u∗2T M covering ψ intertwines
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with the linearisations L1 and L2. As usual we will be working in boundary normal

coordinates and boundary normal frame. Using Theorem 2.2.6 and Proposition 2.2.8

we conclude that isomorphism φ is a gauge equivalence, the diffeomorphism ψ is an

isometry, and the first normal derivatives of the metrics g1 and g2 coincide. Now let us

take a closer look at a potential. As we saw above the potential for the∇-linearisation

L of the DtN map ΛN ,g,[u],[ū] at a map u : ∂ N → M is given by

P = −TrgRM (du, ·) du,

where u is a unique harmonic extension of u, RM is the Riemannian tensor on M . Note

that the harmonic extension u solves the elliptic quasilinear equation

τ (u) =∆ui + gαβΓ i
jl

∂ ui

∂ xα
∂ u j

∂ xβ
= 0,

and by the standard theory [e.g. 36] it is analytic. In local coordinates the potential is

given by

Pα
β
(x) = −gkl (x)Rα

δγβ
(u (x)) (du (x))γk (du (x))δl = gkl (x) Fαlkβ (u (x)) ,

where Fαlkβ (u (x)) := −Rα
δγβ
(u (x)) (du (x))γk (du (x))δl depends only on Riemannian

tensor on M and the map u. One can see that the potential is analytic as a combi-

nation of analytic functions. Note that for a given map u there is a unique harmonic

extension u, so we can assume that the map u and therefore the functions Fαlkβ (u (x))

are known on the whole manifold N . Therefore, using Remark 2.2.7 we see that the

full Taylor series of P and g at the boundary are given in terms of the full symbol of

the linearisation L. The rest of the proof is similar to the proof of the main result in
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Chapter 2 (Theorem 2.3.1). Let us discuss each step of the latter and mention the re-

quired modifications in order to generalise it to the present setting. As was mentioned

in Remark 2.2.9, we can apply the Schrödinger version of Proposition 2.2.8 in our

case. Namely, we have that the bundle isomorphism φ : u∗1T M → u∗2T M is a gauge

equivalence which covers an isometry ψ : ∂ N1→ ∂ N2, and the potentials are related

via

P1 (x) = φ
−1 ◦ P2 (ψ (x)) ◦φ, (3.7)

for any x ∈ ∂ N1, i.e. P1 is a natural pull-back of P2 along φ. Now, the real-analytic

manifolds Ni can be extended to larger real-analytic manifolds Ñi, and all the geo-

metric structures including the potentials can be extended to real-analytic ones over

Ñi, i = 1, 2. Due to Proposition 1.3.12 there is a unique real-analytic Dirichlet Green

kernel G̃ on Ẽ associated with the operator LP . Hence, we can still define the map

G : Ẽ→W ℓ (E ) by (2.26). This map has the same properties as before, i.e. the Lem-

mas 2.3.2, 2.3.3, and 2.3.4 continue to hold as was mentioned in Remark 2.3.5. Now,

due to Theorem 2.2.6 and Remark 2.2.7 the setting in 2.3.4 generalises to the present

case with an addition that the potentials coincide in E , i.e. the relation (3.7) extends

to the relation

P1 (x) = Φ
−1 ◦ P2 (Ψ (x)) ◦Φ,

for any x ∈W1. Finally, the result follows from Theorem 2.3.1 and Remark 2.3.12 by

taking ψ= Ψ.
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Appendix A

Appendix

A.1 Topological facts

In this subsection we present all the necessary definitions and technical details from

algebraic topology. We mainly refer to [16].

Definition. A triangulation of a topological space X is a simplicial complex K , home-

omorphic to X , together with a homeomorphism κ : K → X .

We will use the same notation X for a simplicial complex representing a triangula-

tion of a topological space X . Throughout this section Bn and Sn denote the standard

n-dimensional Euclidean unit (closed) ball and sphere, respectively.

Definition. A CW complex is a Hausdorff space X with a fixed partition X =
∞
⋃

q=0

⋃

i∈Iq

eq
i of

X into pairwise disjoint set (cells) eq
i such that for every cell eq

i there exists a continuous

map f q
i : Bq → X (a characteristic map of the cell eq

i ) whose restriction to Int Bq is a

homeomorphism Int Bq ≈ eq
i whose restriction to Sq−1 = Bq− Int Bq maps Sq−1 into the

union of cells of dimensions < q (the dimension of the cell eq
i , dim eq

i is, by definition,
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q). The following two axioms assumed satisfied.

(C) The boundary ėq
i = eq

i − eq
i = f q

i

�

Sq−1
�

is contained in a finite union of cells.

(W) A set F ⊂ X is closed if and only if for any cell eq
i the intersection F ∩ eq

i is closed

(in other words,
�

f q
i

�−1
(F) is closed in Bq).

A CW subcomplex of a CW complex X is a closed subset composed of whole cells.

It is clear that a CW subcomplex of a CW complex is a CW complex. An example of

CW subcomplex of a CW complex X is the n-skeleton X n or skn X which is the union

of all cells eq
i with q ≤ n.

Definition. A pair of topological spaces (X , Y ) is called a CW pair if X is a CW complex

and Y is its CW subcomplex.

We will be using sometimes the term vertices instead of 0-cells of a CW complex.

Definition. Let (X , Y ) be a pair of spaces. Two maps X → Z are called homotopic

relative to Y (or relatively Y ) if there exists homotopy between these maps which is

constant on the subspace Y .

Fact A.1.1. Every smooth (compact) manifold admits a (finite) triangulation. Moreover,

if a compact manifold has a boundary then it admits a compatible finite triangulation,

i.e. such that the restriction of this triangulation to the boundary is a triangulation of

the boundary.

This is a classical result which can be found in [44]. Note that a triangulated

manifold has a natural structure of a CW complex, and if the manifold has a boundary

then it forms a CW pair with its boundary.
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Definition. A pair (X , A) of topological spaces is called a Borsuk pair if for every topo-

logical space Y , every continuous map F : X → Y , and every homotopy ft : A→ Y

such that f0 = F |A, there exists a homotopy Ft : X → Y such that F0 = F and Ft |A = ft .

Theorem (Borsuk). Every CW pair is a Borsuk pair.

For the proof of this theorem we refer to [16].

Corollary A.1.1. Let (N , W ) be a CW pair. Let ϕ : W → M and ϕ̃ : W → M be

homotopic. If the map ϕ has an extension Φ : N → M then the map ϕ̃ also has an

extension Φ̃ : N → M which is homotopic to Φ.

Proof. Follows from the direct implication of Borsuk’s Theorem.

Definition. A topological space X is called n-connected if for q ≤ n the set [Sq, X ]

of homotopy classes of maps from Sq to X consists of one element (that is, any two

continuous maps Sq→ X with q ≤ n are homotopic).

A 1-connected CW complex is also said to be simply connected.

Theorem A.1.2. [16, p.58]Let n be a non-negative integer. An n-connected CW complex

is homotopy equivalent to a CW complex which has one 0-cell and no cells of dimensions

1,2, . . . , n. In particular, every path connected CW complex is homotopy equivalent to a

CW complex with only one vertex.

Theorem. [16, p. 138] Let n be a positive integer, and let Γ be a group which is supposed

to be commutative if n> 1. Then there exists a CW complex Y such that

πq (Y ) =











Γ , if q = n,

0, if q ̸= n,
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where πq (Y ) denotes qth homotopy group of Y .

The spaces in the above theorem are called Eilenberg-MacLane spaces or K (π, n)-

spaces.

Lemma A.1.3. Let X be a simply connected CW complex. Then any map from X to a

K(Γ , 1)-space is null-homotopic.

Proof. Using Theorem A.1.2 we get a CW complex X̃ which is homotopy equivalent to

X and has only one vertex as its 1-skeleton. Let us prove that any map f : X̃ → K(Γ , 1)

is homotopic to a trivial map. We use the induction by the dimension of skeletons

of X̃ . Clearly, the map f is trivial on the 1-skeleton. Now it suffices to prove that if

the map f is homotopic to a trivial map on the n-skeleton X̃ n, then it is homotopic

to a trivial map on the (n + 1)-skeleton X̃ n+1, where n ≥ 1. The CW pair (X̃ n+1, X̃ n)

is a Borsuk pair by Borsuk’s Theorem. Hence, there is a homotopy of f |X̃ n+1 to map

gn+1
0 : X̃ n+1 → K(Γ , 1) such that the restriction of gn+1

0 to X̃ n is a constant map. This

means that gn+1
0 factorises through a map to a bouquet

∨

i∈I
Sn+1 = X̃ n+1/X̃ n. Every

map from a bouquet
∨

i∈I
Sn+1 to K(Γ , 1) represents an element of πn+1(K(Γ , 1)) = 0,

n≥ 1, and thus it is null-homotopic. This gives us a homotopy of gn+1
0 with a constant

map. Using induction we conclude that the set
�

X̃ , K(Γ , 1)
�

≃ [X , K(Γ , 1)] has only

one element - homotopy class of a constant map.

Lemma A.1.4. Suppose we have the following diagram

Sn−1 δn
//

� _

i

��

X
f

!!

u
��

Bn // X
⋃

Sn−1

Bn f̃
// Y

,
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where X and Y are topological spaces (for example X can be an (n−1)-skeleton of a CW

complex with some n-cells attached), δn is an attaching map of an n-cell Bn to the space

X , i is the standard inclusion of the boundary. Then the map f extends to a map f̃ if and

only if the composition f ◦δn is null-homotopic.

Proof. The part “only if” follows from the induced map on homotopy groups. Namely,

the map u◦δn is null-homotopic, since it shrinks to the centre of the corresponding n-

cell Bn. Thus, the homotopy class [u ◦δn] ∈ πn−1(X
⋃

Sn−1

Bn) is trivial. Suppose we have

an extension f̃ . Then by the conditions of the Lemma we have f̃ ◦u= f and f ◦δn =

f̃ ◦ u ◦ δn, which gives us the required result [ f ◦δn] =
�

f̃ ◦ u ◦δn
�

= f̃∗([u ◦δn]) =

f̃∗(0) = 0 ∈ πn−1(Y ).

The part “if” follows from the direct construction. Let h : Sn−1 × [0,1] → Y be a

null-homotopy of the map f ◦ δn, i.e. h(x , 1) = f ◦ δn and h(x , 0) = const. Define

an extension f̃ as follows. Let the map f̃ coincides with f on X , and on Bn let it be

defined in a spherical coordinates by the equality f̃ (x , r) = h(x , r). Clearly, the map

f̃ is a well-defined extension of the map f .

Theorem A.1.5 (Poincaré). For an arbitrary path connected space X , the Hurewicz ho-

momorphism [16, p. 179] h : π1(X ) → H1(X ) is an epimorphism whose kernel is the

commutator subgroup [π1(X ),π1(X )] of the group π1(X ). Thus,

H1(X )∼= π1(X )/ [π1(X ),π1(X )] ,

or in other words H1(X )∼= (π1(X ))ab, where (π1(X ))ab is the abelianisation of the group

π1(X ).
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A.2 Harmonic forms on compact manifolds with bound-

ary

In this subsection we present all the necessary definitions and technical details on

harmonic forms (fields).

Let Ωk(N) be the space of k-forms on a Riemannian manifold N . Using a Rieman-

nian metric on a manifold N we can split a vector field X ∈ Γ (T N |∂ N ) on the boundary

∂ N into its tangential and normal parts X = X ∥+X⊥. With this in mind we define the

operation t on X ∈ Γ (ΩkN
�

�

∂ N )

tω(X1, . . . , Xk) =ω(X
∥
1, . . . , X ∥k), ∀X1, . . . , Xk ∈ Γ (T N |∂ N ),

and operation n by

nω= ω|∂ N − tω,

for k ≥ 1, and tω = ω for k = 0. These forms are called the tangential component

and the normal component, respectively. The tangential component tω is uniquely

determined by the pull-back i∗ω under the inclusion i : ∂ N → N . This gives the

relation

i∗ω= i∗tω= tω. (A.1)

The tangential and normal components of a differential form have the following

useful commutation relations.
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Proposition A.2.1. [39, p.27]

1. The normal and tangential components are Hodge adjoint to each other

∗(nω) = t(∗ω) and ∗ (tω) = n(∗ω). (A.2)

Here ∗(nω) and ∗(tω) are understood by the action of ∗ on an arbitrary extension

of (nω) and (tω), respectively, followed by the restriction to ∂ N.

2. The exterior derivative commutes with the tangential projection t, and the co-

differential with the normal projection n of ω ∈ Ωk(N) in the following sense

i∗(t(dω)) = d(i∗tω) and i∗(∗(nδω)) = (−1)(k+1)(n−k+1)d(i∗(∗nω)). (A.3)

Under the identification (A.1) these relations become

t(dω) = d(tω) and n(δω) = δ(nω). (A.4)

3. For differential forms ω ∈ Ωk(N) and η ∈ Ωk+1(N) let χ = tω∧ ∗nη. Then

χ = 〈ω, ινη〉Λk µ∂ , (A.5)

where µ∂ ∈ Ωn−1(∂ N) is the Riemannian volume form on ∂ N. Note that

µ∂ = ινµ|∂ N ,

where µ ∈ Ωn(N) is the Riemannian volume form on N.

We use the following notations for a number of different spaces.
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Definition. Ωk
D(N) =

�

ω ∈ Ωk(N)| tω= 0
	

is the space of Dirichlet forms.

Ωk
N (N) =

�

ω ∈ Ωk(N)|nω= 0
	

is the space of Neumann forms.

H k(N) =
�

λ ∈ Ωk(N)| dλ= 0 and δλ= 0
	

is the space of harmonic fields.

H k
D(N) = Ω

k
D(N)∩H

k(N) is the space of Dirichlet fields.

H k
N (N) = Ω

k
N (N)∩H

k(N) is the space of Neumann fields.

E k(N) =
�

dα|α ∈ Ωk−1
D (N)

	

is the space of exact forms.

C k(N) =
�

δβ |β ∈ Ωk+1
N (N)

	

is the space of co-exact forms.

H k
ex(N) =

�

κ ∈H k(N)|κ= dϵ
	

is the space of exact harmonic fields.

H k
co(N) =

�

κ ∈H k(N)|κ= dγ
	

is the space of co-exact harmonic fields.

An important result - the analogue of the Hodge decomposition for manifolds with

boundary.

Theorem (Hodge-Morrey decomposition [39, p.81]). Let N be a compact Riemannian

manifold with boundary ∂ N. There is the L2-orthogonal decomposition

Ωk(N) = E k(N)⊕ C k(N)⊕H k(N). (A.6)

The proof of this theorem is based on Green’s formula for manifolds with boundary

〈〈dω,η〉〉= 〈〈ω,δη〉〉+
∫

∂ N

tω∧ ∗nη, (A.7)

where 〈〈α,β〉〉 =
∫

N
α∧ ∗β . From this formula we can see that the space of harmonic

fields is not the same as the space of harmonic forms (i.e. solutions of ∆ω = 0) on

a manifold with boundary. The last part in this decomposition can be further decom-

posed as follows.
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Theorem (Friedrichs decomposition [39, p.86]). Let N be a compact Riemannian man-

ifold with boundary ∂ N. There is the L2-orthogonal decompositions

H k(N) =H k
D(N)⊕H

k
co(N), (A.8)

H k(N) =H k
N (N)⊕H

k
ex(N). (A.9)

Let us now look at 1-forms. It is clear that we have the orthogonal decomposition

ω= tω⊕ nω, ω ∈ Γ (T ∗N |∂ N ) (A.10)

and in this decomposition tω can be naturally identified with i∗ω.

We want to know when a 1-form on the boundary ∂ N extends to a harmonic 1-field

on a manifold N . For this we need the following proposition.

Proposition A.2.2 ([39, p.129]). Let N be a compact manifold with boundary, andψ ∈

Ωk(N)
�

�

∂ N . There exists a harmonic field ω ∈ H k(N) obeying the boundary condition

tψ= tω, if and only if

tdψ= 0 and

∫

∂ N

tψ∧ ∗nλD = 0∀λD ∈H k+1
D (N). (A.11)

In other words the boundary value problem











dω= δω= 0 ω ∈ Ωk(N)

tω= tψ ψ ∈ Ωk(N)
�

�

∂ N

is solvable if and only if the conditions (A.11) satisfied.
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We actually want to solve a slightly different boundary value problem (BVP). Namely,

we want to replace the boundary condition tω= tψ by i∗ω= ᾱ, ᾱ ∈ Ω1(∂ N).

Proposition A.2.3. The boundary value problem











dω= δω= 0 ω ∈ Ω1(N)

i∗ω= ᾱ ᾱ ∈ Ω1(∂ N)
(A.12)

is solvable if and only if

dᾱ= 0 and

∫

∂ N

ᾱ∧ i∗ (∗λD) = 0 for all λD ∈H 2
D(N). (A.13)

Proof. First, we choose any continuation α ∈ Ω1(N) of the form ᾱ ∈ Ω1(∂ N). From

the relations A.1, A.10 we have i∗α = i∗tα = ᾱ. Next want to check the conditions

(A.11) and to use Proposition (A.2.2) with ψ = α. Let us look at the first condition

tdα= 0. By (A.3) and (A.1) we have

i∗(tdα) = d(i∗tα) = d(i∗α) = dᾱ= 0.

By (A.2) and (A.1) the second condition can be rewritten as

∫

∂ N

tψ∧ ∗nλD =

∫

∂ N

(i∗tψ)∧ i∗ (t ∗λD) =

∫

∂ N

ᾱ∧ i∗ (∗λD) = 0 for all λD ∈H 2
D(N),

since i∗tψ= i∗tω= i∗ω= ᾱ. We see that the conditions do not depend on the chosen

continuation α of ᾱ.

Let us continue by establishing an extent of the uniqueness of the solution.
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Proposition A.2.4. When the solution to the boundary value problem (A.12) exists it is

unique up to Dirichlet harmonic fields.

Proof. Let ω1 and ω2 be two solutions to (A.12). Then ω̃ = ω1 −ω2 is a solution to

the boundary value problem











dω̃= δω̃= 0 ω̃ ∈ Ω1(N)

i∗ω̃= 0 (or tω̃= 0)

which defines the Dirichlet harmonic fields.

Proposition A.2.5. Let ω be a solution to the boundary value problem (A.12). Then

cohomologous to ω form υ = ω + dβ , dβ ∈ H 1(N) is the solution to the boundary

value problem










dυ= δυ= 0 υ ∈ Ω1(N)

i∗υ= ᾱ1 ᾱ1 ∈ Ω1(∂ N)
, (A.14)

where ᾱ1 cohomologous to ᾱ.

Proof. It is clear that υ is a harmonic field. For the boundary condition we have

i∗υ= i∗ω+ i∗dβ = ᾱ+ d(i∗β) = ᾱ1,

where ᾱ1 is cohomologous to ᾱ for any dβ ∈H 1(N).

Example. If the boundary value problem (A.12) is solvable, then the boundary value
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problem


























dω= δω= 0 ω ∈ Ω1(N)

i∗ω= ᾱ1 ᾱ1 ∈ Ω1(∂ N)

nω= 0

is solvable for some ᾱ1 cohomologous to ᾱ. It follows from the previous Proposition

and the Friedrichs decomposition.

Let us now provide some useful isomorphisms for cohomology.

Theorem A.2.6 ([39, Theorem 2.6.1, Corollary 2.6.2]). For a compact Riemannian

manifold N with boundary ∂ N there are isomorphisms

Hk(N , d)∼=H k
N (N)

∼= Hk
a(N)

Hk(N ,δ)∼=H k
D(N)

∼= Hk
r (N),

where Hk
a(N) is a cohomology of a complex

�

Ωk
N (N),δ

�

and Hk
r (N) is a relative de Rham

cohomology defined by a complex
�

Ωk
D(N), d

�

.

Our next aim is to connect the obtained results on 1-forms to circle-valued maps.

For this we need the following theorem.

Theorem A.2.7 ([9]). There are non-singular bilinear pairing between the space of rel-

ative k-cycles Rn−k(N) = Rk(N) and the space of Dirichlet harmonic k-fields on N given

by periods map

Rk(N)×H k
D(N)→

∫

Rk

ωk
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Proof. The proof is a direct consequence of [10, Theorem 3, Corollary 8.1].

This, for example, means that we have an integral lattice in the spaceH k
D(N) (k-th

relative de Rham cohomology group) which is formed by fields (forms) with integral

relative periods. Let us call it integral Dirichlet harmonic k-fields (integral relative de

Rham cohomology).

We need the following corollary.

Corollary A.2.8. By the addition of sufficient Dirichlet harmonic 1-field we can get a

solution of BVP (A.12) with integral relative periods. All the other solutions with integral

relative periods are given by the addition of integral Dirichlet harmonic 1-fields. We call

such solutions the integral harmonic fields.
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