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Abstract

With an explosive growth of data traffic demand, the researchers of the mobile communication era forecast that the traffic volume will have a 1000x increase in the forthcoming beyond fifth generation (B5G) network. To satisfy the growing traffic demand, the three-dimensional (3-D) multiple-input-and-multiple-output (MIMO) system is considered as a key technology to enhance spectrum efficiency (SE), which explores degrees of freedom in both the vertical and the horizontal dimensions. Combined with 3-D MIMO technology, index modulation (IM) is proposed to improve both energy efficiency (EE) and SE in the B5G era. Existing IM technologies can be categorized according to the domain in which the additional IM bits are modulated, e.g., the spatial-domain IM, the frequency-domain IM and the beamspace-domain IM etc.

As one of the mainstream IM techniques, spatial scattering modulation (SSM) is proposed, which works in the beamspace-domain. For SSM systems, the information bits are denoted by the distinguishable signal scattering paths and the modulated symbols. Therein, two information bit streams are transmitted simultaneously by selections of modulated symbols and scattering paths. However, the existing papers only discuss two-dimensional (2-D) SSM systems. The 2-D SSM system applies linear antenna arrays, which only take the azimuth angles to recognise the direction of scattering paths. Therefore, to take the full advantage of the beamspace-domain resources, this thesis mainly focuses on the 3-D SSM system design and the performance evaluation.

Firstly, a novel 3-D SSM system is designed. For the 3-D SSM system, besides the azimuth angles of arrival (AoA) and angles of departure (AoD), the elevation AoA and AoD are considered. Then the optimum detection algorithm is obtained, and the closed-form
union upper bound expression on average bit error probability (ABEP) is derived. Moreover, the system performance is evaluated under a typical indoor environment. Numerical results indicate that the novel 3-D SSM system outperforms the conventional 2-D SSM system, which reduces the ABEP by 10 times with the same signal-to-noise ratio (SNR) level under the typical indoor environment.

Secondly, for the system equipped with large-scale antenna arrays, hybrid beamforming schemes with several RF-chains have attracted more attention. To further explore the throughput of the 3-D SSM system, a generalised 3-D SSM system is proposed, which generates several RF-chains in a transmission time slot to convey modulated symbols. A system model of generalised 3-D SSM is proposed at first. Then an optimum detection algorithm is designed. Meanwhile, a closed-form expression of the ABEP is also derived and validated by Monte-Carlo simulation. For the performance evaluation, three stochastic propagation environments with randomly distributed scatterers are adopted. The results reveal that the generalised 3-D SSM system has better ABEP performance compared with the system with a single RF-chain. Considering different propagation environments, the SSM system has better ABEP performance under the statical propagation environments than the stochastic propagation environments.

Thirdly, to reduce the hardware and computational complexities, two optimisation schemes are proposed for the generalised 3-D SSM systems. The 2-D fast Fourier transform (FFT) based transceivers are designed to improve the hardware friendliness, which replace the analogue phase shift networks by the multi-bit phase shifter networks. To reduce the computational complexity of the optimum detection algorithm, a low-complexity detection scheme is designed based on the linear minimum mean square error (MMSE) algorithm. Meanwhile, to quickly evaluate, the asymptotic ABEP performance and the diversity gain of the generalised 3-D SSM system are obtained.

All the numerical results have been validated by Monte-Carlo simulation, and the conclusions revealed from the results can provide guidelines for future applications of the SSM modulation schemes.
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Chapter 1

Introduction

1.1 Background

1.1.1 Requirements of Beyond 5G Communication Systems

As observed by Cisco [2], the total number of internet users will reach 5.3 billion by 2023 with a 6 percent compound annual growth rate (CAGR). The number of connected devices and connections will reach 29.3 billion by 2023, of which 12.3 billion will consist of mobile devices [2]. With an exponential traffic growth of mobile devices, wireless communication researchers and industry have tried to satisfy an estimated 1000x increase requirement in traffic capacity [3]. From this point of view, researchers have begun research on beyond fifth-generation (B5G) and even sixth-generation (6G) technologies. In the B5G/6G area, more diverse network services, i.e. the virtual reality (VR) and the augmented reality (AR), not only place new demands on network traffic capacity, but also pursue higher spectrum efficiency (SE) and energy efficiency (EE). The various application scenarios have put forward three main requirements for the B5G/6G network, enhanced mobile broadband, ultra-reliable and low-latency communications [4]. Therefore, a new paradigm at the physical layer of the wireless communication system needs to be established.
1.1.2 The 3-D MIMO System

To meet the 1000x increase traffic demand, massive multiple-input multiple-output (MIMO) and millimeter wave (mm-wave) are two key technologies enabling to improve the SE and pursue high data rate in the B5G networks. In the real world, the channel features three-dimensional (3-D) characteristics, which can be described in vertical and horizontal planes. Accordingly, 3-D MIMO technology with two-dimensional (2-D) grid is emerged. Since the physical size of the antenna operating in the mm-wave frequency band has been greatly reduced, it is possible to arrange a very large number of antenna elements on a smaller plane at the base station, which is believed to improve the SE greatly through high-order spatial multiuser multiplexing. Several signal processing technologies, e.g. beamforming, maximal ratio combining (MRC), zero-forcing, are applied to generate the directional beams to enhance the received signal strength [5]. For the 3-D MIMO system, equipped large-scale planar antenna arrays is a feasible method to exploit both vertical and horizontal domain beamforming for signal transmission. Such improvement of spatial resolution in 3-D space benefits to enhance the desired signal power in expected directions. Meanwhile, the inter-cell interference can be reduce from other directions [6].

Many exciting efforts of 3-D MIMO have been achieved from performance analysis to implementations, which related to channel model, channel estimation, signal processing schemes, and detection algorithm [7–10]. Some papers indicate that the 3-D MIMO design can satisfy the SE requirement of the 5G/B5G network [6]. Compared with the traditional 2-D MIMO system, the 3-D MIMO can enhance the cell throughput by nearly 6 times [11].

Combined with the mm-wave technology, the 3-D MIMO has been widely investigated for full exploitation of the resources in the spatial-domain and beamspace-domain, and an easier implementation due to the smaller physical size of antenna arrays. It enables the realization of a large-scale MIMO antenna array, which can be leveraged to achieve narrow and directional beams. The 3-D MIMO system utilises spatial-domain resources to improve the channel diversity gain and system throughput without increasing the bandwidth and transmit power. Meanwhile, the signal reliability is increased by the multiple antennas at the transceivers. Besides, the extra degree of freedom (DoF) created by 3-D MIMO benefits to
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reduce the inter-cell interference, especially in the complicated transmission environment. Compared with conventional 2-D uniformly liner array, 3-D MIMO with planar array has better resolution in the elevation domain. Recently, the 3-D MIMO channel model is released by third generation partnership project (3GPP), which considers the planar antenna arrays and the full dimension beamforming scheme [12]. In general, the MIMO system can achieve a capacity and diversity gain with the antenna arrays at the transceivers [13].

The development of the MIMO technology allows the multiple transmit antennas generated at a time slot, where the indices of transmission antennas can be applied as an extra source of the input information in the spatial dimension in addition to the conventional modulation constellations. Meanwhile, the utilisation of large-scale antenna arrays can generate the directional beams in beamspace-domain to convey the extra information bits. The above methods utilise the different domain resources of MIMO system to enhance the conventional modulation scheme, which is collectively called index modulation (IM). In the next subsection, the IM schemes will be introduced in detail.

1.1.3 The Index Modulation

For the conventional modulation systems, the information is modulated by adjusting the amplitude or phase of the sinusoidal signal. However, the conventional modulation schemes cannot meet the throughput and EE requirements of the 5G/B5G networks. Based on MIMO systems, a novel modulation scheme has been promoted to gratify above requirements, which named spatial modulation (SM). The SM technology applied the index of transmission antennas to convey the information bits. For the detector, the optimum detection algorithm is designed to decide the transmitted symbols on the constellation map and the index of activated antennas [14]. After the SM scheme proposed, its idea was expanded in different domains to improve communication capacity without additionally occupying spectrum resources. Consequently, the modulation systems are no longer limited to modulating a sinusoidal carrier signal with amplitude, phase, and frequency, which also utilises various indices resources, e.g., subcarriers, antenna elements or transmission paths, to convey additional
information bits. These novel modulation schemes become a research hot-spot over the past few years, which are collectively known as IM [15].

Existing IM technologies can be categorized according to the domain in which the additional IM bits are modulated, which mainly includes the spatial-domain IM, the frequency-domain IM, the beamspace-domain IM and the polarization-domain IM, etc. For IM schemes, a part of information bits are conveyed through the traditional amplitude and phase modulation, while the other part of information bits represented by the indices are received directly without additional energy consumption. Therefore, with the same energy consumption as the conventional modulation schemes, IM schemes can significantly increase system throughput and improve EE. Moreover, with the flexible structure of the IM frame, the diversity gain can be significantly enhanced by the type of constellation map, diverse indices entities or the selection of transmission path. The diversity gain of IM schemes contributes to the considerable performance improvement over the transitional modulation scheme. Due to its outstanding performance, IM has been discussed in various communication scenarios with different formats, such as OFDM precoding, massive MIMO, and mm-wave transmission [15].

As a mainstream IM scheme, the spatial scattering modulation (SSM) system is proposed in [16], which extends the IM technology into the beamspace-domain with the large-scale MIMO. In the SSM system, the input information bits are modulated not only by the conventional modulation symbols, but also by the positions index of the different signal scattering paths. Thus, the throughput of the SSM system is determined by the modulation order and the number of scattering paths in different directions. In this way, the SE can be improved, even the conventional modulation order is low and the number of radio-frequency chains (RF-chains) is limited. Meanwhile, compared with traditional SM systems, due to the smaller constellation maps, the SSM has better bit error performance under the propagation environment with abundant scattering paths.
1.2 Motivations and Contributions

1.2.1 Motivations

As presented above, the SSM technology explores the beamsapce-domain resource to improve the SE. Inspired by the concept of full-dimensional MIMO systems, the SE and bit error performance of SSM systems can be further improved. With the iterative deepening of 3-D channel modelling research, the 3GPP Release has introduced the 3-D MIMO system, which utilises beams in both elevation and azimuth angles. Compared with the 2-D MIMO, the 3-D MIMO can achieve higher resolution beams in the 3-D space. Based on the 3-D MIMO technologies, the SSM system can adopt the DoF with elevation angles in the beamspace-domain with planar arrays. Most state-of-the-art works discuss the SSM system with the linear antenna arrays, which only take the azimuth angles to recognise the direction of scattering paths. To take the full advantage of the beamspace-domain resources, besides the azimuth angles of arrival (AoA) and angles of departure (AoD), the elevation AoA and AoD should be considered for the SSM system.

Meanwhile, for the 3-D MIMO system applying beamforming technologies, the mutual interference generated by side beams, and the correlated noises at the receiver seriously affect the system performance. However, existing works have assumed that the received array vectors are orthogonal with each other, and the noises at received RF-chains are supposed to be independently distributed, which do not match the reality. Above mentioned issues have not been considered and resolved in the existing papers about SSM technologies.

For the 3-D SSM system, the SE can be further improved by applying hybrid beamforming technologies with several RF-chains. The combinations of scattering paths in each transmission time slot can be used to convey the extra information bits. With multiple RF-chains, the 3-D SSM may obtain better diversity gain due to the increased number of scattering path combinations, and a generalised bit mapping scheme should be designed. Nevertheless, the system error performance may be degraded due to the utilisation of the more complex constellation map. A performance analytical framework needs to be established to evaluate the 3-D SSM system with multiple RF-chains.
In practical deployment, as a modulation system based on large-scale antenna arrays, the complexity and cost of the 3-D SSM system should be considered. Therefore, in addition to the system design and the performance evaluation, optimisation schemes should be designed to reduce the complexity and deployment cost of 3-D systems. Firstly, due to the implementation of large-scale antenna arrays, the number of antenna elements on the transceivers usually reaches 64, 128 or even 256. Since each antenna element demands to be configured with a corresponding RF-link, the system requires a large analogue phase shifter network to support the beamforming process, which significantly increases the deployment cost of the base station. Therefore, the hardware friendliness design for the 3-D SSM system with a planar array needs to be considered. Secondly, for 3-D SSM systems, the computational complexity of the optimum detection algorithm will increase geometrically with the number of scattering paths and the modulation order, especially when the system generates multiple RF-chains. To reduce the computational complexity of the detection algorithm, a low-complexity detection algorithm should be designed. Thirdly, the simulation process is time-consuming for the 3-D SSM system with large-scale antenna arrays. Therefore, a fast and accurate evaluation approach needs to be designed.

In this thesis, we aim to extend the SSM system to 3-D space, which can enhance SE and improve the resolution of scattering paths. Combining with hybrid beamforming technologies, the 3-D SSM system with multiple RF-chains can be designed, which may further improve the SE and system throughput. To evaluate the performance of the 3-D SSM system, an analytical framework needs to be established. For practical deployments, several optimisation schemes should be provided.

1.2.2 Contributions

The main contributions of this thesis are briefly summarised as follows.

- A novel 3-D SSM system is proposed, which takes both azimuth and elevation angles into account to recognise the direction of scattering paths. Therein, two streams of bits can be conveyed by the selected scattering path and the transmitted symbol.
• Due to the linear combination operated by phase shifters at the receiver, noises of the receiving RF-chains are correlated. In other words, side beams lead to mutual interference and correlation of noises among receiving RF-chains, and slightly generate additional received power. Accordingly, a whitening filter based maximum likelihood (ML) detection algorithm is proposed for the 3-D SSM system.

• For efficient evaluation and comparison of 3-D SSM systems, a closed-form expression of the union upper bound on the average bit error probability (ABEP) is derived. Numerical results show that the generalised 3-D SSM system outperforms the conventional 2-D SSM system, which reduces the ABEP by 10 times with the same SNR level under the typical indoor environment.

• The generalised 3-D SSM system with multiple RF-chains is modelled and analysed in this thesis, which can further improve the system throughput compared with a single RF-chain. Meanwhile, an optimum detection algorithm is designed for the generalised 3-D SSM system.

• Based on the ABEP union upper bound expression of the generalised 3-D SSM, the system performance is evaluated under the statical and stochastic propagation environments. The results reveal that the system bit error performance can be further enhanced, when the multiple RF-chains are activated.

• When large-scale planer arrays are applied to the generalised 3-D SSM system, the computational complexity of the optimum detection algorithm will exponentially rise. Therefore, a low-complexity linear detection algorithm based on the minimum mean square error (MMSE) scheme is designed.

• For the generalised 3-D SSM system with an analogue phase shifter network, a hardware friendliness design for transceivers is investigated. The implementation of multi-bit phase shifter networks is obtained to reduce the hardware deployment cost.

• For the quick evaluation, the asymptotic performance and the diversity gain of the generalised 3-D SSM system are derived.
1.3 Structure of the Thesis

The content of this thesis is organised as follows.

Chapter 2: Literature Review

This chapter comprehensively reviews the basic concepts and modelling scheme of 3-D MIMO system in the literature, and introduces several mainstream IM strategies. Then the performance evaluation and optimisation methods of related IM systems are also reviewed. Meanwhile, the basic system structure of the 2-D SSM system is presented.

Chapter 3: The System Design and Performance Analysis of 3-D SSM System

The system model of 3-D SSM is designed in this chapter, which considers the correlated noise at the receiver and the non-orthogonality between receiver array vectors. Then the optimal detection algorithm is derived. Moreover, the closed-form expressions of union upper bound on the ABEP is derived. Finally, combining the numerical and simulation results, the ABEP performance is analysed under the typical indoor environments.

Chapter 4: The Generalised 3-D SSM System

The system model of generalised 3-D SSM with multiple RF-chains is designed in this chapter. The optimal detection algorithm is also derived for the generalised 3-D SSM system. The closed-form expression of union upper bound on the ABEP is derived and validated under the typical indoor environments. Finally, the ABEP performance is analysed under several stochastic propagation environments with randomly distributed scatterers.

Chapter 5: Optimisation Schemes of Generalised 3-D SSM Systems

In this chapter, the 2-D fast Fourier transform (FFT) based transceivers are designed at first, which aim to reduce the hardware complexity of phase shifter networks. Then, the performance of the generalised 3-D SSM system with a 2-D FFT transceiving approach is evaluated. Furthermore, to reduce the computational complexity of the optimum detection algorithm, the linear MMSE detection algorithm is introduced. Finally, the asymptotic performance and the diversity gain of the generalised 3-D SSM system are derived.

Chapter 6: Conclusions and Future work

This chapter summarises the works of this thesis and presents the future works.
Chapter 2

Literature Review

Overview

In this chapter, the basic concept and system structure related to 3-D MIMO system is firstly introduced. Then the state-of-the-art IM systems are presented, which include spatial-domain IM, frequency-domain IM, spatial-domain IM and beamspace-domain IM. Finally, performance evaluation and system optimisation schemes of IM systems are also summarized.

2.1 The MIMO Technologies

2.1.1 The 2-D MIMO systems

In the mid-1990s, the spatial multiplexing via antenna arrays was proposed by Foschini, which gives a new route to boost the system throughput with limited bandwidth [17]. The BS equipped with amount of antennas can supply simultaneously service for multiple UEs with the same time-frequency resource. The existing works indicated that the MIMO system can provide the considerable performance improvement in terms of SE, EE and channel reliability [18]. The single-user MIMO (SU-MIMO) is one of the mainstream of MIMO technologies, which applied multiple antennas to serve a single UE. The SU-MIMO significantly improve
the transmit diversity with the spatial multiplexing, which is an efficient method to enhance the robust of the wireless communication system. In long term evolution (LTE) standard, the BS transmits the pilot for estimating the channel information, which is used for control channel and data channel. Meanwhile, the spatial multiplexing in the LTE is mainly targeted at cell centre users.

For the multiple user scenario, multiple-user MIMO (MU-MIMO) was widely studied as the key technology in the wireless network. In MU-MIMO systems, the spatial multiplexing gain is no longer concentrated on a single user. The UEs with same time-frequency resources shared the multiplexing gain. On the other hand, the multiplexing gain of MIMO systems is constrained by the design and array size of UE’s antennas. In general, the MU-MIMO system is more feasible to support a larger number of users in a cellular network [19].

In the early design of antenna array, linear arrays were generally considered. The linear array can only identify the angle of arrival (AoA) of beams in the horizontal dimension. For the cellular system with traditional 2-D MIMO, the BS equipped with passive antenna array, and only adjust the beam in a single dimension with fixed downtilt direction. However, in the real world, the spatial multiplexing can be achieved in both horizontal and vertical dimensions. To explore the potential of spatial multiplexing, the electromagnetic wave propagation needs to be considered in the 3-D real world.

2.1.2 The 3-D MIMO Systems

The 3-D MIMO, as a type of MIMO technologies, has been widely investigated for fully exploitation of the resources in the beamspace-domain, and an easier implementation due to a smaller physical size of planar antenna arrays [6]. The main technical issues and fundamentals of 3-D MIMO have been deeply studied and determined, which mainly include channel measurement, channel modelling and interference coordination.

For the 3-D MIMO channel measurement, thanks to the measurement equipment deployment, many published papers obtained the results in several typical transmission scenario. In [20], the authors applied a low-cost channel sounder and the post-processing algorithm to obtain spatial-domain characteristics in an outdoor-to-indoor environment. With a hy-
brid cylindrical array equipped effectively 480 antenna elements, the angular spreads of
elevation and azimuth dimensions were provided under the urban macro-cellular and the
urban micro-cellular scenarios. Meanwhile, the feasibility of splitting UEs in the elevation
dimension and the phase drift error estimation were also studied in [20]. The authors in [21]
reported the measurement results in a typical urban macro environment, which obtained the
stochastic channel model parameters based on the high-resolution multiple paths parameter estimates. In [22], a 56×32 antenna array at 3.5 GHz with 100 MHz bandwidth was utilised
to measure three typical application scenarios, i.e., outdoor-to-indoor, urban microcell and
urban macrocell. The stochastic behaviours of elevation and azimuth angles were observed.
The results in [22] indicated that the outdoor-to-indoor is the most beneficial among the three
typical scenarios.

With the development of 3-D MIMO technologies, the 3-D fading channel model is
attracting more and more attention. In [1], a state of the art results related to elevation angle
characteristics for 3-D fading channel model was summarized. Combining with the some
field measurement results, the propagation characteristics of the elevation angle were also
obtained. In [23], a generalised 3-D scattering channel model was introduced. With the
uniformly distributed scatterers in the hemispheres around the antenna array, the model
delineated the AoA in the azimuth and elevation planes for the multipath signals. Meanwhile,
the authors in [23] first derived the probability density function (PDF) of the AoA under the
scattering channel with a closed-form expression, and the Doppler spectral distribution with
the dynamic UE was also obtained. According to the measurement and numerical results, the
3-D scattering channel model proposed in [23] has the better performance compared with the
2-D model.

According to [1], the frameworks of 2-D and 3-D fading channel are shown in Fig. 2.1(a)
and (b), respectively. For the 2-D framework, AoAs and AoDs of the multipath components
are defined as $\phi_{TX,i}$ and $\phi_{RX,i}$. The 2-D framework reflects the situation when the antenna
array is a linear array, and the elevation planar has been ignored in the model. Considering
the scatterers in the 3-D space, the AoAs, AoDs, the positions of devices and the mobility
direction are defined in the global coordinate system. In the azimuth planar, the AoAs and
AoDs are represented by $\phi_{TX,I}$ and $\phi_{RX,I}$, respectively. Consequently, the AoAs and AoDs in the elevation planar are represented by $\theta_{TX,I}$ and $\theta_{RX,I}$, respectively. Thus, the beam angle information at the sender side is determined by $\{\phi_{TX,I}, \theta_{TX,I}\}$, and the beam angle information at the receiver side is determined by $\{\phi_{RX,I}, \theta_{RX,I}\}$.

For the 3-D MIMO system, the inter-cell interference (ICI) is regarded as one of the main problems resulting in SE degradation. To limit the negative impact of ICI, the cooperative 3-D beamforming technology is widely discussed. The existing beamforming schemes can be divided into two categories based on the channel state information (CSI) type, i.e. the instantaneous CSI and the statistical CSI [24]. With the instantaneous CSI, in [25, 26], the cooperative beamforming strategies were proposed to improve the SE of 3-D MIMO systems.
With the statistical CSI, the authors in [27] designed the beamforming strategy based on the spatial channel correlation matrices. Moreover, a beamforming strategy, which considered both the beamforming vectors and the user association factors, was proposed in [28] to maximizing the lower bound of the signal-to-leakage-and-noise ratio (SLNR). The results indicated that the algorithm in [28] can significantly improve the achievable sum rate of the BS. With the statistical CSI, in [29], a novel interference coordination algorithm was proposed to balance the data rate between macro-cells and small cells. Furthermore, the lower bound of the UE expected SLNR was also obtained in [29] based on the property of Wishart matrix. In [30], the fractional-frequency-reuse scheme was proposed for the 3-D MIMO system. For the fractional-frequency-reuse scheme, all cell-center UEs were served by the same frequency band, and the remaining frequency bands were applied by mobile-edge devices. Based on the fractional-frequency-reuse scheme, the full-cooperative strategy and energy-efficient partial-cooperative strategy were investigated to reduce the ICI [30]. For the multiple-input-single-output (MISO) system, the optimal downtilt was obtained based on the three dimensional user distribution in [31], and the average rates of the MISO system was also derived. For the network level beamforming strategy with multiple tiers of UEs, the authors in [32] proposed a region-partition 3-D beamforming strategy, which provided a specific downtilt for each UE.

2.2 The IM Technologies

For the IM technologies, the system no longer limited to modulating a sinusoidal carrier signal with phase, frequency and amplitude, which applies other indices resources, e.g. subcarriers, transmission path or antenna elements. In this subsection, several mainstream IM technologies will be introduced, including the spatial-domain IM, the frequency-domain IM, the time-domain IM and the beamspace-domain IM.
2.2.1 The Spatial-Domain Index Modulation

As a well-known IM technology, SM exploits the DoF in the spatial domain with MIMO system to improve the SE [14, 33–37]. The SM employs well-known amplitude/phase modulation schemes and antenna indices to convey information bits. The bit-to-symbol mapping rule of SM system can be divided into three steps. Firstly, the input information bits need to be separated into several vectors, which includes \( m = \log_2 (AN_t) \) bits, where \( N_t \) is the total number of the transmitted antennas, and \( A \) is the modulation order of the conventional modulation scheme. Secondly, each vector is split into two group, where \( \log_2 (N_t) \) bits are conveyed by the unique activating transmission antenna, and \( \log_2 (A) \) bits are mapped to an amplitude/phase modulation symbol. Thirdly, the modulated SM signal, which contains of the conventional mapping symbol, is emitted from the selected transmission antenna. The basic structure of the SM system is shown in Fig. 2.2.

After Chau et al. firstly proposed the conventional SM scheme [33], the modulator design of SM has been expanded in different ways. In [38], the orthogonal spatial-division multiplexing (OSDM) scheme was proposed, which first applied the index of the transmission antennas as an additional information carrier. In [14], the framework of the bit-to-symbol mapping was designed for SM, and the beneficial of SM system on the bit error performance was compared with the other MIMO schemes, such as the Vertical-bell lab layered space-time (V-BLAST). Except for the phase shift keying (PSK) and quadrature amplitude modulation (QAM) schemes, the space shift keying (SSK) was proposed in [39], which exclusively
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utilise the indices of transmitted antenna to convey information bits. Above mentioned SM schemes only active a single antenna element at each transmission time slot to reduce the system complexity and power consumption.

For the classic SM system [33], only one of the antennas is activated during the transmission time slot, which avoids the inter-channel interference and the inter-antenna synchronisation problems. In [34], the generalised space shift keying (GSSK) was first proposed, which allowed several antenna elements to transmit different modulated symbols at the same time interval. Specifically, the generalised SM (GSM) transceiver designed in [40] sends the same modulated symbol by all transmitting antennas to increase the diversity gain. Meanwhile, in [36] and [41], the active transmitting antennas emitted different modulated symbols during a transmission time slot to increase multiplexing gain for the SM system. The authors in [37] proposed the space-time block coding-spatial modulation (STBC-SM) scheme, which applied space-time block code to improve the SE for SM systems. The space-time block encoder first process the mapping symbol at the transmitter, and the modulated symbols are emitted from several selected antennas. Above mentioned SM schemes utilised multiple transmitting antennas and allowed several bit-to-symbol mapping at a transmission time slot.

For the SM detector, the antenna index and the transmitted amplitude/phase modulation symbol need to be estimated. The detection algorithm can be classified into four categories, i.e., ML detection, matched filter (MF) based detection, hybrid detection and sphere decoding (SD) detection. For the optimum ML detector, the authors in [42] proposed the detection algorithm to search the entire signal space. In [43], a soft-output ML detection algorithm was designed, which retrieved the desired signals based on the soft decision schemes. In [44], a semi-blind joint channel estimation and detection algorithm was proposed. It applied the inherent ML detection to reduce the training overhead required based on a rough initial least square channel estimation (LSCE). Nevertheless, if the ML detection algorithm is applied, all possible transmission vectors need to be traversed, which will lead to the exponential growth of the computational complexity with the increase in transmission rate. Consequently, several ML-based detectors were proposed to reduce the computational complexity of detection
algorithms, which separately detects the index of the transmitting antenna and the modulated symbols [45–47].

The authors in [5] proposed the classic MF detection algorithm, which was named MRC. The MRC algorithm requires the perfect CSI, otherwise the performance will significantly reduce. Moreover, the MRC detector was optimised in [48] for the SM system with the unconstrained channel, which had the less complexity compared with the optimal ML detector. Without the optimum global searching, the MF algorithm will sacrifice a part of throughput in exchange for lower complexity. In order to maintain the throughput of the system as much as possible, the hybrid detection algorithm was proposed.

The hybrid detection algorithms combine the MF schemes and the searching mechanism of ML. The exhaustive-search-based MF (EMF) detector and near-optimal MF (NMF) detector were designed in [49]. For the EMF detector, the received signal is first demodulated by the MF detection algorithm for a part of the information bits. Then the output of MF detection is produced by the exhaustive search following the ML mechanism, which achieves the reduction of computational complexity and maintains the ML’s performance. To further reduce the computational complexity of the EMF detection algorithm, the NMF detector was designed [49]. Moreover, the improved NMF detectors were proposed in [50, 51].

Additionally, the SD schemes were widely studied for the SM systems, which replaced the exhaustive search of constellation maps by the selection of several candidate results based on the SNR-dependent decoding sphere. Nevertheless, the application of the conventional SD scheme has some limitations, e.g., only a signal transmitted antenna is active for each time instant [52]. Therefore, a specific design for SD schemes is required to accommodate SM-MIMO systems. In [53], the SD-SM algorithm was proposed. It modified the mapping scheme of SM systems, and adjusted the sphere radius based on the noise level at the receiver. Meanwhile, the authors in [54] designed a generalised version of the SD-SM algorithm. However, the shortcoming of the SD-SM algorithm is that the selection of the initial sphere radius will seriously affect the system performance.
2.2.2 The Frequency-domain Index Modulation

Based on the OFDM technologies, frequency-domain IM has attracted considerable attention recently [55]. Frequency-domain IM is also called orthogonal frequency division multiplexing IM (OFDM-IM) [56], which applies the indices of orthogonal subcarriers to convey extra information bits rather than only utilises the M-ary signal constellations. The OFDM-IM system has multiple variants, such as dual-mode OFDM-IM and MIMO-OFDM-IM systems. The OFDM-IM systems have also been extended for different application scenarios, i.e., the vehicle-to-vehicle (V2V), device-to-device (D2D) and optical OFDM etc.

The authors in [57] first proposed the OFDM-IM system, which was evaluated based on the frequency-selective and time-varying fading channel. In [55], generalised multiple-mode orthogonal frequency division multiplexing with index modulation (GMM-OFDM-IM) was proposed, which applied the indices of subcarriers and the permutation of distinguishable constellations to convey the additional information. With different subcarriers to carry constellations of various sizes, the results indicated that the GMM-OFDM-IM enhanced the SE and EE, compared with the OFDM-IM system [55]. Moreover, the authors in [58] proposed a layered OFDM-IM scheme, where the indices of active subcarriers from all layers were utilised to convey the extra IM bits. In additional, the zero-padded tri-mode IM aided OFDM (ZTM-OFDM) was proposed in [59], which modulated two distinguishable constellation alphabets in each active OFDM subblock. The additional IM information bits were conveyed by indices of subcarriers, which related to the selected constellation maps.

In [60], the author proposed OFDM with generalised index modulation (OFDM-GIM) to further improve SE at the cost of increasing system complexities. Two generalisation schemes of OFDM-GIM were designed. In the first scheme, the number of active subcarriers for each OFDM subblock was not fixed, which was determined by the input binary string. The active subcarriers were utilised to carry constellation symbols. In the second scheme, each subcarrier applied independent IM on the in-phase and quadrature component. Moreover, the combination of the above two schemes was also investigated in [60].

To enhance the throughput of the OFDM-IM, the dual-mode OFDM (DM-OFDM) technique was proposed in [61], where subcarriers were separated into several groups of
subblocks, and all subcarriers were partitioned into two groups for the modulation. A pair of distinguishable constellations were applied on active subcarriers. The ML detector and the low-complexity near-optimal log-likelihood detection algorithm were also designed in [61]. And the authors in [61] derived the pairwise error probability (PEP) for evaluating the bit error rate (BER) of DM-OFDM. Furthermore, the Generalised DM-OFDM (GDM-OFDM) proposed in [62] modulated the alterable number of subcarriers with the same constellation scheme. When the SNR was low, an interleaving technique was also employed to solve this problem. By applying such enhancements, the SE could be further improved by the GDM-OFDM technique. The simulation results indicated that the SE of GDM-OFDM outperformed the DM-OFDM, and the interleaved GDM-OFDM could achieve extra performance gain over GDM-OFDM.

Combining with the MIMO technique, the MIMO-OFDM-IM system was proposed in [63]. The transmitter utilised the V-BLAST scheme for each antenna element, and each antenna element modulated its OFDM-IM frame. After the OFDM-IM frames separated at the receiver, a low-complexity MMSE detection algorithm was designed for the demodulation. The results indicated that the MIMO-OFDM-IM scheme could achieve better BER performance than the conventional MIMO-OFDM system with several antenna configurations. With the different application scenarios and system complexity constraints, the ML, near-ML, simple MMSE and ordered successive interference cancellation-based detection algorithms for the MIMO-OFDM-IM system were proposed in [64]. With different detection algorithms introduced in [63, 64], they provided a trade-off between bit error performance and SE, and achieved a significant performance improvement compared with conventional MIMO-OFDM systems with different types of detection algorithms.

2.2.3 The Time-domain Index Modulation

IM schemes can also be arranged in the time-domain, which activates a fraction of the signalling time slot to convey information [65]. The classic single-carrier IM (SCIM) was proposed in [66], which applied the indices of the activated time slot to convey information bits. Meanwhile, the authors in [66] also designed the low-complexity frequency-domain
equalisation (FDE) algorithm to reduce the computational complexity. A novel dual-mode SCIM (DM-SCIM) scheme was proposed in [67], where two different constellation alphabets were applied for conveying extra information bits. Hence the further index could be utilised to modulate symbols, which increase the system throughput. The error-rate bound of the DM-SCIM was also derived. The simulation results demonstrated that the performance of the DM-SCIM scheme was better than the classic SC scheme [67]. The transmission rate of time-domain IM schemes mentioned above applied the conventional time-orthogonal Nyquist-criterion-based transmitter, which requires a minimum symbol interval to avoid inter-symbol interference [66].

Combining with the multi-antenna modulation scheme, the space-time IM (STIM) was proposed in [68]. The information bits in STIM were conveyed by the active antennas, the time slots, and the constellation symbols. For the STIM, the constellation symbols were sent on the different active antennas, and the antenna indices were determined by selecting one among the available antennas in a time slot. To further improve the SE, the authors in [69] proposed the Space-time shift keying (STSK) scheme with the MIMO system, which extended the SM scheme to the time dimensions. Specifically, the STSK scheme activated one out of Q dispersion matrices during the transmission block to convey the extra information bits [69]. The STSK scheme optimised the space-time block duration, and the number of the dispersion matrices in addition to the number of transceiver antennas. Moreover, the enhanced STSK scheme was also proposed in [69], which neglected the requirement of inter-antenna synchronisation by applying a specific constraint on the dispersion matrix design.

A novel generalised STSK (GSTSK) architecture was proposed in [70]. Compared with the STSK scheme mentioned above, the G-STSK utilised $p$ out of $Q$ dispersion matrices to modulate the extra information bits based on conventional PSK/QAM modulations. The simulation result indicated that the STSK/G-STSK outperformed the conventional SM/SSK schemes. Moreover, with differentially encoded STSK (DSTSK), the differential SM (DSM) was proposed in [69], which enables non-coherent detection and maintains the information bit stuck in each channel [56]. Furthermore, in [71], the IM scheme with multiple transmission
entities was proposed, which integrated time slots, antennas and RF mirrors. Multiple transmission entities were indexed simultaneously, namely multidimensional IM. Due to the sparsity of the signal vector, a compressive sensing based reconstruction algorithm was designed for the multidimensional IM detector. However, the limitation of the symbol interval constrained the capacity of the time-domain IM systems. Therefore, the faster-than-Nyquist (FTN) [72] transmission scheme relying on the time-domain SC-IM was designed in [73]. Combining the FTN-IM and the time-domain IM scheme, the SC-IM indices conveyed additional information bits, and the FTN reduce the inter-symbol interference. Simulation results indicated that the FTM-IM scheme outperforms the classic FTN system under the additional white Gaussian noise and the frequency-selective fading channel.

2.2.4 The Beamspace-domain Index Modulation

Recently, the SSM has been proposed to achieve a higher SE, which applied the beamspace-domain resource[16]. For SSM systems, the extra information bits were expressed by the recognisable signal scattering paths, which were accomplished by beamforming technology. Therein, two information bit streams were transmitted simultaneously by selections of modulated symbols and scattering paths. In [16], the author employed a large linear array at the UE and the BS, which could provide a narrow and directional beam to transmit signals for the uplink transmission. With the linear array antennas, directions of scattering paths were recognised in the angular domain. In [74], the diversity order of the 2-D SSM system was obtained for the quick performance evaluation. Considering the polarisation-domain resources, a polarised SSM system was proposed in [75]. The authors also derived the closed-form ABEP expression for the polarised SSM system [75]. The IRS-aided SSM system was proposed in [76], which aimed to provide an enhanced transmission environment with diverse scattering paths. The results reveal that the proposed IRS-aided SSM has a considerable lower BER than the classic SSM.

The basic structure of the SSM system with the linear array is shown in Fig. 2.3. Following the system model in [16], the BS is equipped with multiple RF-chains, and the phase shifters of each RF-chain are connected with every antenna element. Due to the
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Fig. 2.3 The basic structure of the SSM system with a linear array.

limitation of the available RF-chain, only a single stream can be generated to transmit the modulated symbol. With the narrowband physical channel model, the channel matrix $\mathbf{H}$ is derived as follows.

$$
\mathbf{H} = \sum_{l=1}^{N_{ts}} \beta_l \mathbf{a}_r (\theta_l^r) \mathbf{a}_t^H (\theta_l^t),
$$

(2.1)

where $N_{ts}$ is the total number of scattering paths, $\beta_l$ is the complex gain of the $l$-th path, the AoA and AoD are represented by $\theta_l^r$ and $\theta_l^t$, respectively. The array vectors $\mathbf{a}_r (\theta_l^r)$ and $\mathbf{a}_t (\theta_l^t)$ can be represented as follows.

$$
\mathbf{a}_r (\theta_l^r) = \frac{1}{\sqrt{N_r}} [1, e^{j2\pi \phi_l^r}, e^{j4\pi \phi_l^r}, \ldots, e^{j2(N_r-1)\pi \phi_l^r}]^T,
$$

(2.2)

$$
\mathbf{a}_t (\theta_l^t) = \frac{1}{\sqrt{N_t}} [1, e^{j2\pi \phi_l^t}, e^{j4\pi \phi_l^t}, \ldots, e^{j2(N_t-1)\pi \phi_l^t}]^T,
$$

(2.3)

where $N_r$ is the total number of antenna elements at the receiver, $N_t$ is the total number of antenna elements at the transmitter, $\phi_l^r = \frac{d_r}{\lambda} \sin (\theta_l^r)$, $\phi_l^t = \frac{d_t}{\lambda} \sin (\theta_l^t)$, $d_r$ and $d_t$ are the distance between the antenna elements for the receiver and transmitter, respectively, $\lambda$ is the wavelength [77].

The authors in [16] assumed the narrow directional beams, which meant an approximate orthogonality. Therefore, if $l \neq k$, we have $\mathbf{a}_t (\theta_l^t)^H \mathbf{a}_r (\theta_k^r) \approx 0$ and $\mathbf{a}_r (\theta_l^r)^H \mathbf{a}_r (\theta_k^r) \approx 0$. With the orthogonality beam vectors, the interference among scattering clusters was also
Table 2.1 The example of SSM bits mapping scheme

<table>
<thead>
<tr>
<th>([s_0, s_1])</th>
<th>00</th>
<th>01</th>
<th>10</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a_t(\theta'_1))</td>
<td>(a_t(\theta'_2))</td>
<td>(a_t(\theta'_3))</td>
<td>(a_t(\theta'_4))</td>
<td></td>
</tr>
<tr>
<td>([s_2, s_3])</td>
<td>00</td>
<td>01</td>
<td>10</td>
<td>11</td>
</tr>
<tr>
<td>(\frac{1+j}{\sqrt{2}})</td>
<td>(\frac{1-j}{\sqrt{2}})</td>
<td>(-\frac{1+j}{\sqrt{2}})</td>
<td>(-\frac{1-j}{\sqrt{2}})</td>
<td></td>
</tr>
</tbody>
</table>

limited. Therefore, the relationship between \(a_r(\theta_r')\) and \(a_l(\theta_l')\) can be represented as

\[
a_t(\theta'_l)^H a_r(\theta'_k) = \delta(l-k) , \quad a_r(\theta'_l)^H a_t(\theta'_k) = \delta(l-k),
\]

(2.4)

where \(\delta(\cdot)\) denotes the Dirac delta function.

The basic form of modulated SSM symbols and the detection scheme are is described below. At the transmitter, the direction of the signal beam is determined by the information bits. The SSM system selects \(N_s \leq N_{ts}\) scattering paths as the candidate transmission directions. After the precoding, the information conveyed by a modulation symbol consists of two parts. The first part is the information bits modulated by the conventional modulation scheme, and the number of bits carried by this part of symbols can be calculated by \(\log_2(M)\), where \(M\) is the modulation order. Another part of the information is carried by the scattering path. With \(N_s\) candidate scattering paths, the maximum number of bits can be sent in this part is \(\log_2(N_s)\). Therefore, the total number of information bits conveyed by a modulated symbol can be calculated by \(\log_2(M) + \log_2(N_s)\). Taking QPSK with 4 scattering paths as an example, there are four bits \([s_0, s_1, s_2, s_3]\) that can be modulated as a symbol. According to Table 2.1, the first two bits \([s_0, s_1]\) are represented by the scattering paths with four specific transmission directions \(\theta'_1, \theta'_2, \theta'_3\) and \(\theta'_4\). The remaining bits \([s_2, s_3]\) are represented by the conventional modulation scheme, i.e., QPSK.

Therefore, with the channel matrix \(H\), if the information \([0, 0, 0, 0]\) is transmitted, the received signal \(y\) for the SSM system can be derived as

\[
y = \sqrt{E} \mathbf{H} s + n = \sqrt{E} \left( \sum_{l=1}^{N_s} \beta_l a_r(\theta'_l) a_t^H(\theta'_l) \right) a_t(\theta'_l) \frac{1+j}{\sqrt{2}} + n = \sqrt{E} \beta_l a_r(\theta'_l) \frac{1+j}{\sqrt{2}} + n,
\]

(2.5)
where $E$ is the transmission power, and $n$ is the noise at the receiver antenna elements. Then the receiver can apply the ML detection algorithm to decide which information bits are transmitted.

However, in the existing papers [16, 74–76], the channel model and system are designed for the 2-D linear array, which is not taking full advantages of the spatial domain resource in 3-D space. Meanwhile, the 2-D linear antenna array is not convenient for implementations because of its large physical size. Moreover, they assume that the beam of transmission signals in SSM systems is narrow enough and does not interfere with each other, which is different from the actual situation.

2.3 The Performance Analysis of IM Systems

The capacity and bit error performance are considered as two benchmarks to evaluate a modulation system. In this section, the channel capacity evaluation approaches for IM systems are first introduced. Afterwards, the analysis of the error performance is summarized.

2.3.1 The Channel Capacity of IM systems

Many published paper [42, 78–82] studied the IM system capacity with several types of fading channel, e.g. Rayleigh fading, Rice fading and Nakagami-m fading. For the IM systems working in different domains, such as the frequency-domain, and beamspace-domain, the calculation and analysis methods of channel capacities are mainly based on the Q function. The difference between analysis methods mainly lies in the different types of fading channels.

For the Rayleigh fading channel, the capacity of SM system was analysed in [83], which assumed the continuous-amplitude transmission signals following Gaussian distribution. The results indicated that the capacity of classic SM can achieve 6 bits/sec/Hz with 8 antenna elements. As the number of antennas at transceivers increases, the channel capacity was also increases [83]. The capacity of STBC under the Rayleigh fading channel was introduced in [81], which assumed the continuous-amplitude transmission signals following Gaussian distribution. The channel capacity reached nearly 6.5 bits/sec/Hz with $8 \times 1$ antenna arrays.
For the Rice and Nakagami-m fading channel, the channel capacities were analysed in [80] based on the same assumptions as [81]. In [84], the several types of channel capacities are classified, namely the continuous-input continuous-output memoryless channel (CCMC) capacity, which provided a generalised analytical framework for the IM modulation systems.

Unfortunately, in a real application scenario, the assumptions of CCMC are not strict. Therefore, the discrete-input continuous-output memoryless channel (DCMC) capacity of the SM systems was derived in [82], which specified the transmission symbols to select from finite discrete constellations. With the DCMC, the mutual information and channel capacity were analysed in [85], and the closed-form expressions for SM system based MISO channels were also derived. Meanwhile, with the frequency-selective fading channels, the authors in [86] and [87] analysed the channel capacity and the EE of the SM system for the uplink transmission.

### 2.3.2 The Error Performance of IM Systems

For IM schemes, the bit error performance is an important indicator for system evaluation. Many papers have been discussed the bit error probability (BEP) of IM systems over fading channels through analytical results and time-consuming Monte-Carlo simulations. Moreover, the union bound strategy is also a common tool for the BEP performance analysis.

Although the system structures of different IM schemes are diverse, there are similarities in the analysis approaches of BEP. An analytical framework to derive the BEP union upper bound was introduced in [88], which is designed for the SM MIMO wireless systems. For the generalised fading channels, the BEP analysis method of SM systems mentioned in [88] can be extended to the BEP analysis of most IM systems. The author separated the BEP of the MIMO based modulation system into three terms. The first part $P_{sp}$ was the error probability that was only affected by the signal carried extra IM bits. The second part $P_{sig}$ was the error probability that only related to the phase/amplitude modulation signals. The third part $P_{joint}$ was the error probability that was jointly affected by the IM signals and the phase/amplitude
modulation signals. Therefore, the union upper bound of the BEP $P_{\text{IM}}$ can be represented as

$$P_{\text{IM}} \leq P_{\text{sp}} + P_{\text{sig}} + P_{\text{joint}}.$$  \hspace{1cm} (2.6)

For a generic modulation scheme, $P_{\text{sig}}$ is determined by the minimum Euclidean distance of amplitude/phase modulation constellation points. The $P_{\text{sp}}$ depend on the modulus values of IM constellation points. However, it is challenging to obtain the BEP union upper bound with a closed-form expression under the specific channel model. Therefore, some approximation methods were proposed to derive the BEP or the PEP [89].

For the IM systems operating in spatial-domain, the bit error performance of the SM system with multiple active antennas was provided in [36], which analysed the BER performance with the optimal detection algorithm and low-complexity detection algorithm. Meanwhile, the closed-form expression of the BER for the GSM system was also derived in [41]. The authors in [34] exploited the DoF of the GSSK to improve the system performance, and derived the upper bound on GSSK’s BER. The results indicated that the GSSK system outperformed the conventional V-BLAST MIMO system. For the fading channel with imperfect CSI, the authors in [35] proposed a novel performance analysis approach for the SM and SSK, which derived from the PEP expressions. With the linear space timer block decoder [37], the closed-form expression for union bound on the BER was derived. It can be seen from the simulation results that the STBC-SM outperforms the simple SM. Nevertheless, with the high modulation orders, the spatial multiplexing MIMO scheme may achieve a higher data rate than the SM scheme. This is because some transmitted antennas will be vacant when the extra bits are conveyed by the activated antennas, resulting in a loss of throughput, especially for a system with high SE [15]. The enhanced SM [90] was proposed to mitigate the loss of throughput in STBC-SM, which utilised different combinations of modulation orders and antenna activation patterns to improve the throughput. With the high modulation order, the results in [90, 91] indicated that the enhanced SM achieved better BER performance and higher throughput compared with the conventional SM system. For the quadrature SM (QSM) proposed in [92], the authors in [93] analysed the BEP with several
modulation orders. The results indicated that the QSM always had better BER performance than SM. To analyse the QSM system performance with in-phase and quadrature imbalance, the analytical results in [94] indicated that BER performance was significantly reduced with the imbalance in-phase and quadrature. For the DSM system, the BER performance and the upper bound were derived in [69] with imperfect CSI. Meanwhile, the power allocation scheme [95], transmit-diversity [96] and channel correlation [97] are also important factors affecting the BER performance of SM systems.

For the frequency-domain IM schemes, the result in [55] first illustrated that the throughput and the bit error performance of OFDM-IM systems outperformed the conventional OFDM systems. The performance difference between OFDM-IM and classical OFDM is mainly caused by the frequency selectivity of the channel providing a higher diversity gain. For the GMM-OFDM-IM system, the BER analysis was obtained in [55]. Compared with the OFDM-IM scheme, the GMM-OFDM-IM can reduce the BER by a factor of 2 at the same SNR level. In [60], the closed-form ABEP expression of the OFDM-GIM system was derived. Compared with the conventional OFDM-IM scheme, the numerical results show that the proposed OFDM-GIM schemes exceed in the SE and BER performance, regardless of applying the QAM or PSK mapping scheme. With the GIM-OFDM schemes proposed in [60], the authors also compared the BER performance with the works in [98]. Two generalisation schemes can achieve better BER performance with the reduced overhead of sub-carriers. The performance analysis of the DM-OFDM system was introduced in [61, 62]. The BER results were analysed under the AWGN and frequency selective fading channels. For the AWGN channel, when the BER reached $10^{-4}$, the SNR differential between the DM-OFDM system and the OFDM-IM system was around 6dB with the SE of 4 bits/s/Hz. For the frequency selective channel, when the BER reached $10^{-4}$ and the SE was set to 4 bits/s/Hz, the DM-OFDM can provide nearly 5 dB SNR gain compared with the OFDM-IM system. Furthermore, the BER performance of DM-OFDM and GDM-OFDM systems were compared in [62]. The GDM-OFDM brought 1-2 dB SNR gain, when the BER was equal to $10^{-4}$ and the SE was set to 3.33 bits/s/Hz.
2.3 The Performance Analysis of IM Systems

For the time-domain IM schemes, the error performance of the SC-IM system was evaluated with different lengths of channel impulse response (CIR) \([66, 65]\). When the length of CIR was equal to 1, the SC-IM scheme had no benefit to the BER improvement of the conventional SC scheme. With the length of CIR increase, the advantages of the SC-IM scheme over the traditional SC scheme can be observed, which can achieve nearly 4 dB SNR gain \([65]\). With the novel constellation design, the error performance of the DM-SCIM scheme was analysed based on three constellation models with different Euclidean distance\([67]\). When the length of CIS was not equal to 1, the BER was inversely proportional to the minimum Euclidean distance of the constellation points. Meanwhile, the DM-SCIM scheme was prone to outperform the SC-IM scheme \([67]\). For the STIM scheme, the authors in \([68]\) compared the BER performance between STIM and OFDM systems with the simulation results, where the STIM system achieved the better bit error performance. Applying the union upper bound technique, the BER performance of STSK and G-STSK schemes was introduced in \([69]\). And the error performance of multidimensional IM was provided in \([71]\). It is worth noting that the BER analysis in \([67, 68, 70, 71]\) were based on the simulation results. Since time-domain IM schemes are usually modulated by combining the indices of multiple dimensions, the mapping schemes of information bits are complicated. In this case, it is difficult to derive the BER expressions by the common method as mentioned in \([88]\).

For the beamspace-domain IM schemes, the authors in \([16]\) introduced the BER performance with linear array antennas. The conditional PEP (CPEP) expressions were derived in \([16]\). Based on CPEP, the BER expression was analysed with the 32 elements linear array. The results indicated that the SSM scheme outperformed the maximum beamforming scheme with 12 scattering paths. When BER reached \(10^{-6}\), the SNR differential between SSM and maximum beamforming scheme was nearly 3 dB. Recently, combining the IRS and the SSM scheme, the IRS-aided SSM system performance was provided in \([76]\). The BER union bound expressions were derived, and validated by the simulation results. Applying the polarization domain resources, the BER of the polarized SSM system was presented in
Comparing the polarized SSM scheme with the maximum beamforming scheme, the polarized SSM can achieve 5 dB SNR gain when the BER reaches $10^{-6}$.

2.4 Conclusion

In this chapter, the existing IM systems have been classified. The principles of various IM systems have been introduced. Meanwhile, the analysis approaches of the bit error performance and the channel capacity are summarized for the IM systems. It can be seen from the existing works that beamspace-domain IM systems are discussed based on the 2-D MIMO, and have not been extended to 3-D space.

With the development of the 3-D MIMO technology, the IM schemes should be considered in the 3-D space with large-scale antenna arrays, especially the beamspace-domain IM schemes. For the 3-D MIMO system, the extra DoF enables the AoA and AoD of the beam to be identified from both horizontal and vertical dimensions. At the receiver, compared with the linear array, the beam can be distinguished by two-dimensional characteristics. Specifically, if the 2-D linear array is applied, the beamspace-domain SSM scheme can only recognize the received beams in horizontal dimensional. Therein, if two beams have the same horizontal directions and different vertical directions, their scattering paths cannot be distinguished. In general, utilising the 3-D SSM can reduce the probability that beams cannot be distinguished in a single dimension to improve the system bit error performance. In existing works, the modelling of a 3-D MIMO based SSM system is not investigated. The planar array should be considered for the SSM to provide a DoF with elevation angles. Meanwhile, a generalised performance analysis framework of the 3-D SSM is missing in the literature.
Chapter 3

The System Design and Performance Analysis of 3-D SSM System

Overview

As a state-of-the-art mm-wave massive MIMO system, the SSM system is expanded to a 3-D SSM system by using large-scale planar antenna arrays, which makes full use of beamspace-domain resources to improve SE. In this chapter, the system model of 3-D SSM is introduced at first. Secondly, a whitening filter based optimum detection algorithm is proposed to detect the received symbols with correlated noises. Thirdly, for efficient evaluations, the closed-form expressions of union upper bound on the ABEP are derived for the 3-D SSM system and verified by Monte-Carlo simulations. Finally, the performance of the proposed 3-D SSM system is analysed under a typical indoor transmission environment.

3.1 Introduction

With the explosive growth of mobile data services and the continuously increasing popularisation of smart devices, SSM can improve both SE and EE in the B5G/6G era. In SSM systems, a part of information bits is conveyed through the traditional amplitude and phase modulation, while the other part of information bits is represented by the beam directions without additional energy consumption [16]. Therein, when IM utilises the same energy as
the traditional modulation method, it can greatly increase the system throughput and improve the EE.

The authors in [16] introduced the SSM system. Therein, two information bit streams were transmitted simultaneously by selections of modulated symbol and scattering path. For the fast system performance evaluation and comparison, the diversity order of the SSM system was derived in [74]. To further exploit the polarisation domain resources in the SSM system, a polarized SSM system was proposed with a closed-form expression of its ABEP [75]. Using lens antenna arrays, Gao et al. designed a novel generalised beamspace modulation (GBM) system with limited RF-chains [99]. Recently, the digital transceivers for IM system were designed, and the corresponding performance bound has been discussed in [100]. The system performance of the GBM system under the circumstance was analysed and optimised in [101] by using a full digital precoder or hybrid precoder. The gradient ascent algorithm was proposed in [101] to optimise the full digital precoder for the GBM system to find the optimal hybrid precoding scheme. Numerical results indicated that the IM systems working in the beamspace-domain outperform those working in the spatial domain in terms of bit error performance [16, 102].

Most state-of-the-art works apply the linear antenna array for the SSM system, which only takes the azimuth angles to distinguish the direction of scattering paths. In order to take the full advantage of the beamspace-domain resources, besides the azimuth AoA and AoD, the elevation angles of AoA and AoD should be considered for the SSM system. Published works in the SSM system, e.g., [16, 74, 75] have assumed that receiver array vectors are orthogonal with each other. As a result, noises at the receiving RF-chains are assumed to be independently distributed. However, in a practical 3-D SSM system, due to the linear combination operated by phase shifters at the receiver, noises are correlated at the receiving RF-chains, which seriously affect the performance evaluation of 3-D SSM system.

In this chapter, a novel 3-D SSM system is proposed, which consider both vertical and horizontal dimension for the transmitted beams. Meanwhile, an optimal whitening filter based ML detection algorithm is designed for the 3-D SSM system. To evaluate the system
performance, closed-form expressions of the ABEP union upper bound is derived and verified by Monte-Carlo simulations.

### 3.2 The System Design

Throughout this chapter, we use notations as follows.

**Table 3.1 Notations and Variables**

<table>
<thead>
<tr>
<th>Notations</th>
<th>Definitions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_t$</td>
<td>Total number of antenna elements in the transmitting antenna array</td>
</tr>
<tr>
<td>$N_r$</td>
<td>Total number of antenna elements in the receiving antenna array</td>
</tr>
<tr>
<td>$n_t$</td>
<td>Indices of transmitting antenna elements in the uniform planar array (UPA)</td>
</tr>
<tr>
<td>$n_r$</td>
<td>Indices of receiving antenna elements in the UPA</td>
</tr>
<tr>
<td>$H$</td>
<td>The MIMO channel matrix</td>
</tr>
<tr>
<td>$N_{ts}$</td>
<td>Total number of scattering path</td>
</tr>
<tr>
<td>$n_s$</td>
<td>The $n_s$-th scattering path</td>
</tr>
<tr>
<td>$\tilde{H}_{n_s}$</td>
<td>The channel matrix of the $n_s$-th scattering path</td>
</tr>
<tr>
<td>$\beta_{n_s}$</td>
<td>The channel gain of the $n_s$-th scattering path</td>
</tr>
<tr>
<td>$x$</td>
<td>The vector of transmitted signal</td>
</tr>
<tr>
<td>$n_a$</td>
<td>The vector of thermal noise at the receiving antenna array</td>
</tr>
<tr>
<td>$a_{t,v,n_s}$</td>
<td>Array vectors for the transmitting antenna array in each column</td>
</tr>
<tr>
<td>$a_{t,h,n_s}$</td>
<td>Array vectors for the transmitting antenna array in each row</td>
</tr>
<tr>
<td>$a_{r,v,n_s}$</td>
<td>Array vectors for the receiving antenna array in each column</td>
</tr>
<tr>
<td>$a_{r,h,n_s}$</td>
<td>Array vectors for the receiving antenna array in each row</td>
</tr>
<tr>
<td>$K$</td>
<td>Total number of the candidate scattering paths for selection</td>
</tr>
<tr>
<td>$M$</td>
<td>Modulation order</td>
</tr>
<tr>
<td>$s_m$</td>
<td>The transmitted symbol with the modulation index $m$</td>
</tr>
<tr>
<td>$k$</td>
<td>The order of candidate scattering path using at transmitter</td>
</tr>
<tr>
<td>$k'$</td>
<td>The order of selected scattering path using at receiver</td>
</tr>
</tbody>
</table>
In a multipath propagation environment, the transmitted signal arrives at the receiver via multiple scattering paths. Equipped with the large-scale antenna array, the SSM system is capable of steering wireless signal to a specific selected scattering path. At the transmitter, information bits are divided into two streams, the first of which is conveyed by the selection of the scattering path, and the second is conveyed by the selection of transmitted symbol. The system model of the proposed 3-D SSM system is illustrated in Fig. 3.1.
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3.2.1 The Modulation Scheme of 3-D SSM

The modulator of the 3-D SSM system is introduced first. We assume that a block of \( R \) bits are transmitted in each time slot. Following the system model of SSM in [16], the bit block is divided into two streams that are transmitted simultaneously, i.e., \( R = R_K + R_M \), where \( R_K \) denotes the bits conveyed by selected scattering path, and \( R_M \) denotes the bits conveyed by selecting transmitted symbol.

We assume that the transmitter has only one RF-chain. For generating a single beam on the beamspace-domain, an array of phase shifters is applied to adjust the phase of each transmit antenna element in the planar array. With the unit power, the symbol \( s_m \) transmitted through the \( k \)-th scattering path, we obtain the transmitted symbol as

\[
x = s_m \tau_{t,k},
\]

where \( m \in \{1, \ldots, M\} \) is the index of the baseband modulation scheme with the modulation order \( M \), \( k \in \{1, 2, \ldots, K\} \) is the index of selected scattering path from \( K \) candidates, \( K \) is the total number of the candidate scattering paths for selection, \( \tau_{t,k} \) is the beam-steering vector at the transmitter for the \( k \)-th selected scattering path and can be computed by \( \tau_{t,k} = (a_{t,v,k} \otimes a_{t,h,k})^H \) [25]. \( a_{t,h,k} \) and \( a_{t,v,k} \) are array vectors in each row and column for the \( k \)-th scattering path at the transmitter, respectively. Additionally, \( \tau_{t,k} \) is assumed to be known at the transmitter. With an \( M \)-order signal constellation, we have \( R_M = \log_2(M) \) bits. Then, the data rate of the proposed 3-D SSM system is given by \( R = \log_2(KM) \). The constellation map of the 3-D SSM system is shown in Fig. 3.2. To clearly illustrate the modulation scheme in 3-D SSM, we give an example as follows.

**Example 1.** The system with \( K = 4 \) scattering paths are considered, and PSK with \( M = 4 \) is used for the baseband modulation. When a random sequence needs to be sent, every \( \log_2(KM) = 4 \) bits \([i_0, i_1, i_2, i_3]\) are divided into a group. For the bits \( i_0, i_1, \) the information is determined by the selection of beam direction, and the information bits are conveyed by beam vectors \( \tau_{t,k} \). The other bits are modulated by amplitude and phase modulation scheme, i.e., 4PSK. Consequently, the mapping scheme of the 3-D SSM system with single RF-chain
Fig. 3.2 The constellation mapping scheme of the 3-D SSM system.

is shown in Table 3.2. Therefore, for the sequence [1, 0, 1, 1], the transmitted signal $x$ can be expressed as $x = \frac{-1 + j}{\sqrt{2}} (a_{t,v,4} \otimes a_{t,h,4})^H$.

### 3.2.2 3-D MIMO Scheme and Channel Model

The 3-D MIMO scheme and the channel model are introduced in this subsection. In the 3-D MIMO system, a $N_{t,v} \times N_{t,h}$ rectangular planar antenna array at the transmitter is applied to achieve the beamforming, where $N_{t,h}$ and $N_{t,v}$ denote the number of transmitting antenna elements in each row and column, respectively. Thus, the total number of transmitting antennas is $N_t \triangleq N_{t,h}N_{t,v}$. At the receiver, a $N_{r,v} \times N_{r,h}$ planar antenna array is equipped, where $N_{r,h}$ and $N_{r,v}$ denote the number of receiving antenna elements in each row and column, respectively. The total number of receiving antennas is $N_r \triangleq N_{r,h}N_{r,v}$. The 3-D narrowband discrete physical channel is adopted in the 3-D SSM system [6]. With this assumption, the
Table 3.2 The example of bits mapping scheme for the 3-D SSM system

<table>
<thead>
<tr>
<th>Input information bits</th>
<th>The index of scatterers</th>
<th>Transmitted symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td>0000</td>
<td>#1</td>
<td>$\frac{1+j}{\sqrt{2}}$</td>
</tr>
<tr>
<td>0001</td>
<td>#1</td>
<td>$\frac{1-j}{\sqrt{2}}$</td>
</tr>
<tr>
<td>0011</td>
<td>#1</td>
<td>$-\frac{1+j}{\sqrt{2}}$</td>
</tr>
<tr>
<td>0010</td>
<td>#1</td>
<td>$-\frac{1-j}{\sqrt{2}}$</td>
</tr>
<tr>
<td>0100</td>
<td>#2</td>
<td>$\frac{1+j}{\sqrt{2}}$</td>
</tr>
<tr>
<td>0101</td>
<td>#2</td>
<td>$\frac{1-j}{\sqrt{2}}$</td>
</tr>
<tr>
<td>0111</td>
<td>#2</td>
<td>$-\frac{1+j}{\sqrt{2}}$</td>
</tr>
<tr>
<td>0110</td>
<td>#2</td>
<td>$-\frac{1-j}{\sqrt{2}}$</td>
</tr>
<tr>
<td>1100</td>
<td>#3</td>
<td>$\frac{1+j}{\sqrt{2}}$</td>
</tr>
<tr>
<td>1101</td>
<td>#3</td>
<td>$\frac{1-j}{\sqrt{2}}$</td>
</tr>
<tr>
<td>1111</td>
<td>#3</td>
<td>$-\frac{1+j}{\sqrt{2}}$</td>
</tr>
<tr>
<td>1110</td>
<td>#3</td>
<td>$-\frac{1-j}{\sqrt{2}}$</td>
</tr>
<tr>
<td>1000</td>
<td>#4</td>
<td>$\frac{1+j}{\sqrt{2}}$</td>
</tr>
<tr>
<td>1001</td>
<td>#4</td>
<td>$\frac{1-j}{\sqrt{2}}$</td>
</tr>
<tr>
<td>1011</td>
<td>#4</td>
<td>$-\frac{1+j}{\sqrt{2}}$</td>
</tr>
<tr>
<td>1010</td>
<td>#4</td>
<td>$-\frac{1-j}{\sqrt{2}}$</td>
</tr>
</tbody>
</table>
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3-D MIMO scheme can be expressed as

\[ y = \sqrt{\rho} H x + n_a, \]  

(3.2)

where \( \rho \) denotes the SNR at the receiver, \( H \) is a \( N_t \times N_t \) channel matrix, the transmitted signal \( x \) is a column vector with \( N_t \) elements, the received signal \( y \) is a vector with \( N_r \) elements, and the thermal noises \( n_a \) is a vector with \( N_r \) elements.

By defining

\[ n_t = (n_{t,v} - 1)N_{t,h} + n_{t,h}, \]  

(3.3)

where \( n_{t,v} \in \{1, 2, ..., N_{t,v}\}, n_{t,h} \in \{1, 2, ..., N_{t,h}\} \), indices of transmitting antenna in the transmitting UPA is defined, as shown in Fig. 3.3. Consequently, \( n_t \) can be defined as follows.

\[ n_t = (n_{r,v} - 1)N_{r,h} + n_{r,h}, \]  

(3.4)

where \( n_{r,v} \in \{1, 2, ..., N_{r,v}\}, n_{r,h} \in \{1, 2, ..., N_{r,h}\} \). \( H(n_r,n_t) \) is the channel coefficient from the transmitting antenna in the \( n_{t,v}\)-th row and \( n_{t,h}\)-th column of the rectangular array to the receiving antenna in the \( n_{r,v}\)-th row and \( n_{r,h}\)-th column of the rectangular array, \( x(n_t) \) denotes the signal transmitted from the transmit antenna at the \( n_{t,v}\)-th row and the \( n_{t,h}\)-th column of the rectangular transmitting array, \( y(n_r) \) denotes the received signal of the receiving antenna.
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element at the $n_{t,v}$-th row and $n_{t,h}$-th column, and $n_a(n_t) \sim \mathcal{CN}(0, 1)$ is the thermal noise of the antenna element at the $n_{t,v}$-th row and $n_{t,h}$-th column. $n_a$ is assumed to be independent and identically distributed (i.i.d.).

In a multipath 3-D MIMO channel, the channel matrix $\mathbf{H}$, with $N_t$ multipath components, can be written as [103]

$$\mathbf{H} = \frac{1}{\sqrt{N_t}} \sum_{n_s=1}^{N_t} \beta_{n_s} \tilde{\mathbf{H}}_{n_s},$$

(3.5)

where $\beta_{n_s}$ is the channel gain of the $n_s$-th scattering path, $N_t$ is the total number of multi-path component, and $\tilde{\mathbf{H}}_{n_s}$ denotes the channel matrix assuming that only the $n_s$-th scattering path exists in the environment.

$$\tilde{\mathbf{H}}_{n_s}(n_t, n_t) = \mathbf{a}_{t,v,n_s}(n_{t,v})\mathbf{a}_{t,h,n_s}(n_{t,h})\mathbf{a}_{r,v,n_s}(n_{r,v})\mathbf{a}_{r,h,n_s}(n_{r,h}),$$

(3.6)

and $\mathbf{a}_{t,v,n_s}$, $\mathbf{a}_{t,h,n_s}$, $\mathbf{a}_{r,v,n_s}$ and $\mathbf{a}_{r,h,n_s}$ are the array vectors for the transmitter array and receiver array.

As illustrated in Fig. 3.3, we assume that the planar receiving (or transmitting) antenna array is deployed in the yoz plane in the 3-D Cartesian coordinate system. The horizontal angle $\theta_t$ (or $\theta_r$) is defined as the angle between AoA (or AoD) and the y-axis, and the vertical angle $\phi_t$ (or $\phi_r$) is defined as the angle between AoA (or AoD) and the z-axis. Therein, the relationship between $\theta_t$ and $\theta_{t''}$ is

$$\theta_t = \arccos \left( \sin (\theta'_{t''}) \cos (\phi_t) \right).$$

(3.7)

Similarly, $\theta_r$ and $\theta_{r''}$ follow the same relationship as $\theta_t$ and $\theta_{t''}$.

Consequently, array vectors $\mathbf{a}_{t,v,n_s}$, $\mathbf{a}_{t,h,n_s}$, $\mathbf{a}_{r,v,n_s}$, $\mathbf{a}_{r,h,n_s}$ can be represented as [16]

$$\mathbf{a}_{t,v,n_s} = [1, e^{j2\pi d_{t,v} \cos \phi_{t,n_s}}, e^{j4\pi d_{t,v} \cos \phi_{t,n_s}}, \ldots, e^{j2(N_{t,v}-1)\pi d_{t,v} \cos \phi_{t,n_s}}],$$

(3.8)

$$\mathbf{a}_{t,h,n_s} = [1, e^{j2\pi d_{t,h} \cos \theta_{t,n_s}}, e^{j4\pi d_{t,h} \cos \theta_{t,n_s}}, \ldots, e^{j2(N_{t,h}-1)\pi d_{t,h} \cos \theta_{t,n_s}}],$$

(3.9)

$$\mathbf{a}_{r,v,n_s} = [1, e^{j2\pi d_{r,v} \cos \phi_{r,n_s}}, e^{j4\pi d_{r,v} \cos \phi_{r,n_s}}, \ldots, e^{j2(N_{r,v}-1)\pi d_{r,v} \cos \phi_{r,n_s}}],$$

(3.10)

$$\mathbf{a}_{r,h,n_s} = [1, e^{j2\pi d_{r,h} \cos \theta_{r,n_s}}, e^{j4\pi d_{r,h} \cos \theta_{r,n_s}}, \ldots, e^{j2(N_{r,h}-1)\pi d_{r,h} \cos \theta_{r,n_s}}],$$

(3.11)
and $d_{l,v}$, $d_{l,h}$, $d_{r,v}$, $d_{r,h}$ denote antenna interval distance in respect to the wavelength.

### 3.2.3 The Optimum Detector of 3-D SSM

By combining (3.1), (3.2), (3.5) and (3.6), the received signal can be obtained as

$$y = \sqrt{\rho} H_{t,k} s_m + n_a,$$  

(3.12)

Assuming that the perfect CSI is obtained by receiver, the received signals are processed by the phase shifter network and are combined in $K$ RF-chains. Every RF-chain is associated with a candidate scattering path. Therefore, the output of $k'$-th RF-chain can be represented by

$$z(k') = \tau_{r,k'} y = \sqrt{\rho} s_m \tau_{r,k'} H_{t,k} + \tau_{r,k'} n_a,$$  

(3.13)

where $\tau_{r,k'}$ is the beam-steering vector for the $k'$-th scattering path. $\tau_{r,k'}$ can be derived as [104]

$$\tau_{r,k'} = \text{conj} \left( a_{r,v,k'} \otimes a_{r,h,k'} \right).$$  

(3.14)

To simplify the derivation, we define

$$\tilde{H}_{n_s}(k', k) = \tau_{r,k'} \tilde{H}_{n_s} \tau_{t,k},$$  

(3.15)

$$\tilde{n}(k') = \tau_{r,k'} n_a,$$  

(3.16)

then by substituting them into (3.5) and (3.13), we have

$$z = \sqrt{\rho} s_m \frac{1}{\sqrt{N_t}} \sum_{n_s=1}^{N_s} \beta_{n_s} \tilde{H}_{n_s}(:, k) + \tilde{n}.$$  

(3.17)

The equation (3.17) can be regarded as an effective $K \times K$ MIMO received signal for the SM system, where $\sum_{n_s=1}^{N_s} \beta_{n_s} \tilde{H}_{n_s}$ is the effective MIMO transmission matrix, $\frac{s_m}{\sqrt{N_t}}$ is the effective transmitted signal, the effective received signal from the $k'$-th scattering path is represented by $z(k')$. The joint interference between mutual paths and channel noise leads to
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the fact that signals are not completely orthogonal. According to (3.16), \( \tilde{n} \) is the effective additive Guassian noise but no longer white, even though \( n_a \) is white.

With the effective additive noise \( \tilde{n} \), before designing the optimum detection algorithm, the covariance matrix of \( \tilde{n} \) needs to be quantified at first. The covariance matrix of the effective noise is denoted by a \( K \times K \) matrix, i.e., \( C_{\text{noise}} = \mathbb{E}[\tilde{n}\tilde{n}^H] \), and is calculated by the result given in Lemma 1.

**Lemma 1** (General formula for solving elements in \( C_{\text{noise}} \)). The covariance between noises at the \( k^{(r)} \)-th and the \( k^{(r)'} \)-th receiving RF-chains is computed by

\[
C_{\text{noise}}(k', k'') = \frac{1 - \exp\left(jN_{r,v}2\pi d_{r,v} \left( \cos \phi_{r,k'} - \cos \phi_{r,k''} \right) \right)}{1 - \exp\left(j2\pi d_{r,v} \left( \cos \phi_{r,k'} - \cos \phi_{r,k''} \right) \right)} \times \frac{1 - \exp\left(jN_{r,h}2\pi d_{r,h} \left( \cos \theta_{r,k'} - \cos \theta_{r,k''} \right) \right)}{1 - \exp\left(j2\pi d_{r,h} \left( \cos \theta_{r,k'} - \cos \theta_{r,k''} \right) \right)},
\]

(3.18)

where \( k', k'' \in (1, 2, ..., K) \). So far, we have obtained \( C_{\text{noise}} \) of the 3-D SSM system.

**Proof**: Following the definition of \( C_{\text{noise}} \), we derive

\[
C_{\text{noise}} = \mathbb{E}[\tilde{n}\tilde{n}^H].
\]

(3.19)

By substituting (3.16) into (3.19), we have

\[
C_{\text{noise}}(k', k'') = \mathbb{E}\left[ \tau_{r,k'} n_a (\tau_{r,k''} n_a)^H \right].
\]

(3.20)

Since the elements of \( n_a \) are i.i.d. distributed, we can obtain

\[
\mathbb{E}[n_a n_a^H] = I,
\]

(3.21)

where \( I \) is the unit matrix. By substituting (3.21) into (3.20), we derive

\[
C_{\text{noise}}(k', k'') = \mathbb{E}\left[ \tau_{r,k'} (\tau_{r,k''})^H \right] = \mathbb{E}\left[ \text{conj} (a_{r,v,k'} \otimes a_{r,h,k''}) (\text{conj} (a_{r,v,k''} \otimes a_{r,h,k''}) )^H \right].
\]

(3.22)
Finally, we obtain (3.18) by substituting (3.10) and (3.11) into (3.22).

With the expression of $C_{\text{noise}}$, the optimum detector of the 3-D SSM system can be obtained as shown in Theorem 3.1.

**Theorem 3.1** (Optimum detection algorithm for 3-D SSM system). The optimum detection algorithm for the proposed 3-D SSM is given by

$$[\hat{m}, \hat{k}] = \arg\min_{m, k} \left\| (B^H)^{-1} z - \sqrt{P_{s_m}} \frac{1}{\sqrt{N_t}} \sum_{n_s=1}^{N_t} \beta_{n_s} (B^H)^{-1} \hat{H}_{n_s}(:, k) \right\|, \quad (3.23)$$

where matrix $B$ satisfies that $C_{\text{noise}} = BB^H$, and can be computed by Cholesky factorisation.

**Proof:** Following equation (3.17), when $(m, k)$ is transmitted, the distribution of $z$ can be represented as

$${\cal C}{\cal N} \left( \sqrt{P_{s_m}} \frac{1}{\sqrt{N_t}} \sum_{n_s=1}^{N_t} \beta_{n_s} \hat{H}_{n_s}(:, k), C_{\text{noise}} \right). \quad (3.24)$$

For $(k, m)$, the ML detection algorithm can be designed as

$$[\hat{k}, \hat{m}] = \arg\min_{k, m} \{ J(k, m) \}, \quad (3.25)$$

where $J(k, m)$ is defined by

$$J(k, m) = \left[ z - \sqrt{P_{s_m}} \frac{1}{\sqrt{N_t}} \sum_{n_s=1}^{N_t} \beta_{n_s} \hat{H}_{n_s}(:, k) \right]^H C_{\text{noise}}^{-1} \left[ z - \sqrt{P_{s_m}} \frac{1}{\sqrt{N_t}} \sum_{n_s=1}^{N_t} \beta_{n_s} \hat{H}_{n_s}(:, k) \right]. \quad (3.26)$$

Substituting $C_{\text{noise}} = BB^H$ into (3.26), we derive

$$J(k, m) = \left\| (B^H)^{-1} z - \sqrt{P_{s_m}} \frac{1}{\sqrt{N_t}} \sum_{n_s=1}^{N_t} \beta_{n_s} (B^H)^{-1} \hat{H}_{n_s}(:, k) \right\|. \quad (3.27)$$

By substituting (3.27) into (3.25), the equation (3.23) can be obtained.
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Equation (3.23) can be considered as a whitening filter based on the detection algorithm, since \((B^H)^{-1}n\) is AWGN. To detect the received signal, ML detection can be applied to decide which scattering path is selected and what symbol is transmitted.

3.3 ABEP Performance Analysis

To analyse the bit error performance of 3-D SSM system, ABEP is required as the metric to evaluate the system. The closed-form union upper bound expression of ABEP is derived in this section. The APEP expressions is obtained at first. [105]. Based on the APEP expressions, the ABEP closed-form expression can be derived with the union upper bound technique.

The ABEP union bound expression can be calculated by [105]

\[
\text{ABEP} \leq \sum_{k=1}^{K} \sum_{m=1}^{M} \sum_{k=1}^{K} \sum_{m=1}^{M} \frac{1}{MK} \frac{N(k,m \rightarrow \hat{k}, \hat{m})}{\log_2(MK)} P\left(k,m \rightarrow \hat{k}, \hat{m}\right), \tag{3.28}
\]

where \(N(k,m \rightarrow \hat{k}, \hat{m}) = N_k(k \rightarrow \hat{k}) + N_m(m \rightarrow \hat{m})\) denotes the number of erroneous bits when \(k, s_m\) are transmitted but \(\hat{k}, \hat{s_m}\) are received. \(N_k(k \rightarrow \hat{k})\) is the number of wrong bits caused by \(k \neq \hat{k}\), and \(N_m(m \rightarrow \hat{m})\) is the number of wrong bits caused by \(m \neq \hat{m}\). \(P(k,m \rightarrow \hat{k}, \hat{m})\) is the APEP of the proposed 3-D SSM system, and is computed by

\[
P\left(k,m \rightarrow \hat{k}, \hat{m}\right) = P\left(\left\| \left(\begin{array}{c}
(B^H)^{-1}z - \sqrt{\rho}s_m
\end{array}\right) - \frac{1}{\sqrt{N_t}} \sum_{n=1}^{N_t} \beta_n s_m (B^H)^{-1} \hat{H}_{ns}(\cdot, k)
\right\|\right) \geq \left\| \left(\begin{array}{c}
(B^H)^{-1}z - \sqrt{\rho}s_m
\end{array}\right) - \frac{1}{\sqrt{N_t}} \sum_{n=1}^{N_t} \beta_n s_m (B^H)^{-1} \hat{H}_{ns}(\cdot, \hat{k})
\right\|, \tag{3.29}
\]

when the symbol \(s_m\) is transmitted by the \(k\)-th scattering path. In order to explain how to get \(N(k,m \rightarrow \hat{k}, \hat{m})\), we give an example as follows.

Example 2. With index of scattering path \(K = 4\), and QPSK is used for baseband modulation, the system can provide a total of 16 possible combinations of \(k\) and \(s_m\). If the transmitted symbol with the index of the transmit scattering path \(k = 1\) and the index of the transmitted
symbol $m = 3$, the receiver detects the index of scattering path as $\hat{k} = 2$ and the index of the transmitted symbol as $\hat{m} = 3$. According to the Table 3.1, the transmitted bits are 0010, and the received bits are 0110. It means that the received bits have 1 bit error after demodulation. Therefore, the $N(k, m \to \hat{k}, \hat{m})$ is equal to 1 in this case.

If PSK signal constellation is used in the proposed 3-D SSM system, the computation of union upper bound on the ABEP can be further simplified as in Theorem 2.

**Theorem 3.2** (Simplified union upper bound on the ABEP for PSK signal constellation). When the $K$ candidate scattering paths are randomly chosen from all $N_{\text{ts}}$ existing scattering paths, and the indices of scattering path is randomly allocated, the ABEP is upper bounded by

$$\text{ABEP} \leq \text{ABEP}_{k=k} + \text{ABEP}_{k \neq \hat{k}},$$

(3.30)

where

$$\text{ABEP}_{k=k} = \frac{1}{\log_2(MK)} \sum_{\hat{m}=1}^{M} N_m(1 \to \hat{m}) P(1, 1 \to 1, \hat{m}),$$

(3.31)

$$\text{ABEP}_{k \neq \hat{k}} = \frac{1}{M\log_2(MK)} \sum_{\hat{m}=1}^{M} \sum_{m=1}^{M} P(1, m \to 2, \hat{m}) \times \left( (K-1)N_m(m \to \hat{m}) + \frac{\log_2(K)K}{2} \right).$$

(3.32)

**Proof:** Following equation (3.28), we can divide ABEP into two different parts, which associate to $k = \hat{k}$ and $k \neq \hat{k}$, respectively. Then the equation (3.28) can be rewritten as

$$\text{ABEP} \leq \frac{1}{MK\log_2(MK)} \sum_{m=1}^{M} \sum_{\hat{m}=1}^{M} \sum_{k=1}^{K} N_m(m \to \hat{m}) P(k, m \to \hat{k}, \hat{m})$$

(3.33)

$$+ \frac{1}{MK\log_2(MK)} \sum_{m=1}^{M} \sum_{\hat{m}=1}^{M} \sum_{k=1}^{K} \sum_{\hat{k} \neq k=1}^{K} N(k, m \to \hat{k}, \hat{m}) P(k, m \to \hat{k}, \hat{m}).$$

Firstly, we prove (3.31) as follows. If $k = \hat{k}$, the detection of beam vector directions is correct. On this premise, the error of demodulation bits is only caused by $m \neq \hat{m}$. Because the
probability of selecting each scattering path is equal and the $\beta_{N}$ follows i.i.d. complex Gaussian distribution, $P(k, m \rightarrow k, \hat{m})$ for any value of $k = 2, 3, \ldots, K$ is equal to $P(1, m \rightarrow 1, \hat{m})$. By substituting $P(k, m \rightarrow k, \hat{m}) = P(1, m \rightarrow 1, \hat{m})$ into (3.33), we obtain

$$ABEP_{k=k} = \frac{1}{M \log_2(MK)} \sum_{m=1}^{M} \sum_{\hat{m}=1}^{M} N_m(m \rightarrow \hat{m}) P(1, m \rightarrow 1, \hat{m}). \quad (3.34)$$

Since the symmetrical properties of PSK constellation, the ABEP for $m = 1$ is equal to that for $m = 2, 3, \ldots, M$. Therefore, we can derive

$$ABEP_{k=k} = \frac{1}{\log_2(MK)} \sum_{m=2}^{M} N_m(1 \rightarrow \hat{m}) P(1, 1 \rightarrow 1, \hat{m}). \quad (3.35)$$

According to [106, Eq. (10)], a tighter upper bound on $ABEP_{k=k}$ is then given by (3.31).

Then, the equation (3.32) is proved as follows. If $k \neq \hat{k}$, the detected beam vector directions is incorrect. Because the probability of selecting each scattering path is equal, it can be assumed that the signal transmits to the receiver through the scattering path with index $k = 1$. Therefore, from (3.33), we derive

$$ABEP_{k\neq k} = \frac{1}{M \log_2(MK)} \sum_{m=1}^{M} \sum_{\hat{m}=1}^{K} \sum_{\hat{k}=2}^{K} N(1, m \rightarrow \hat{k}, \hat{m}) P(1, m \rightarrow \hat{k}, \hat{m}). \quad (3.36)$$

Moreover, due to the same reason, $P(1, m \rightarrow \hat{k}, \hat{m}) = P(1, m \rightarrow 2, \hat{m})$ for $k \neq \hat{k}$, and thus

$$ABEP_{k\neq k} = \frac{1}{M \log_2(MK)} \sum_{m=1}^{M} \sum_{\hat{m}=1}^{M} P(1, m \rightarrow 2, \hat{m}) \sum_{\hat{k}=2}^{K} N(1, m \rightarrow \hat{k}, \hat{m}). \quad (3.37)$$

By substituting $\sum_{k=2}^{K} N_k(1 \rightarrow \hat{k}) = \frac{\log_2(K)}{2}$ [97, Eq.(10)] and $\sum_{k=2}^{K} N_m(m \rightarrow \hat{m}) = (K - 1)N_m(m \rightarrow \hat{m})$ into (3.37), we obtain (3.32). \[\square\]
Following (3.31) and (3.32), if the closed-form expressions of \( P(k, m \rightarrow k, \hat{m}) \) and \( P(k, m \rightarrow \hat{k}, \hat{m}) \) are obtained, the closed-form expression of ABEP can be derived. The calculation methods of \( P(k, m \rightarrow k, \hat{m}) \) and \( P(k, m \rightarrow \hat{k}, \hat{m}) \) are derived as (3.38) and (3.42) in the following Lemma 2, respectively.

**Lemma 2** (Closed-form expressions of APEP). With \( N_{ts} \) scattering paths, the closed-form expression of the APEP is calculated as follows.

For \( k = \hat{k} \),

\[
P(k, m \rightarrow k, \hat{m}) \approx \frac{\prod_{n_s=1}^{N_{ts}} L_{n_s}}{12} + \frac{\prod_{n_s=1}^{N_{ts}} M_{n_s}}{4},
\]

(3.38)

where

\[
L_{n_s} = \left(1 + \frac{\rho}{4N_{ts}N_t} \lambda_{n_s}\right)^{-1},
\]

(3.39)

\[
M_{n_s} = \left(1 + \frac{\rho}{3N_{ts}N_t} \lambda_{n_s}\right)^{-1},
\]

(3.40)

\( \lambda_{n_s} \) is the \( n_s \)-th eigenvalue of \( A^H C_{\text{noise}}^{-1} A \).

\[
A(:,n_s) = \tilde{H}_{n_s}(:,k)(s_m - s_{\hat{m}}).
\]

(3.41)

For \( k \neq \hat{k} \),

\[
P(k, m \rightarrow \hat{k}, \hat{m}) \approx \frac{\prod_{n_s=1}^{N_{ts}} L'_{n_s}}{12} + \frac{\prod_{n_s=1}^{N_{ts}} M'_{n_s}}{4},
\]

(3.42)

where

\[
L'_{n_s} = \left(1 + \frac{\rho}{4N_{ts}N_t} \lambda'_{n_s}\right)^{-1},
\]

(3.43)

\[
M'_{n_s} = \left(1 + \frac{\rho}{3N_{ts}N_t} \lambda'_{n_s}\right)^{-1},
\]

(3.44)

and \( \lambda'_{n_s} \) is the \( n_s \)-th eigenvalue of \( A'^H C_{\text{noise}}^{-1} A' \).

\[
A'(:,k) = s_m \tilde{H}_{n_s}(:,k) - s_{\hat{m}} \tilde{H}_{n_s}(:,\hat{k}).
\]

(3.45)
Proof: From (3.29), when \(k = \hat{k}\), \(P(k, m \rightarrow k, \hat{m})\) can be calculated based on the Q function.

\[
P(k, m \rightarrow k, \hat{m}) = E_{\beta_{ns}} \left[ Q \left( \sqrt{\frac{\rho}{2N_t} \sum_{n_s=1}^{N_t} \left\| \beta_{ns} s_m (B^H)^{-1} \tilde{H}_{n_s}(; k) \right\|} \right) \right]
= E_{\beta_{ns}} \left[ Q \left( \sqrt{\frac{\rho}{2N_t} \sum_{n_s=1}^{N_t} \left\| \beta_{ns} (B^H)^{-1} \tilde{H}_{n_s}(; k) (s_m - s_{\hat{m}}) \right\|} \right) \right] .
\]

(3.46)

The variable in Q function can be simplified as

\[
(B^H)^{-1} \tilde{H}_{n_s}(; k) (s_m - s_{\hat{m}}) = (B^H)^{-1} A(:, k),
\]

(3.47)

where \(A\) is defined in (3.41). With the specific \(k = n_s\), then we derive

\[
\sum_{n_s=1}^{N_t} \left\| \beta_{ns} (B^H)^{-1} A(:, n_s) \right\| = \beta^H A^H B^{-1} (B^H)^{-1} A \beta = \beta^H A^H C_{\text{noise}}^{-1} A \beta,
\]

(3.48)

where

\[
\beta = [\beta_1, \beta_2, ..., \beta_{N_{ns}}]^H.
\]

(3.49)

By utilising the eigenvalue decomposition on \(A^H C_{\text{noise}}^{-1} A\), (3.48) can be further simplified as

\[
\beta^H A^H C_{\text{noise}}^{-1} A \beta = \beta^H U \Lambda U^H \beta.
\]

(3.50)

Since \(\beta\) follows i.i.d. complex Gaussian distribution, and \(U\) is the unitary matrix. Let \(\xi^H = \beta^H U\) and \(\xi = \beta U^H\), which still follows i.i.d. complex Gaussian distribution. The singular value matrix \(\Lambda\) is expressed as

\[
\Lambda = \begin{bmatrix}
\lambda_1 & 0 & 0 \\
0 & \ddots & 0 \\
0 & 0 & \lambda_{N_{ns}}
\end{bmatrix}.
\]

(3.51)
By substituting (3.50) into (3.46), we derive

\[ P(k, m \rightarrow k, \hat{m}) = E_{\beta_m}\left[ Q\left(\sqrt{\frac{\rho}{2N_t} \sum_{n_t=1}^{N_t} \|\xi_{n_t}\| \lambda_{n_t}}\right)\right], \tag{3.52} \]

where \( \xi_{n_t} \) are elements of matrix \( \xi \). To get a concise numerical result, the pure exponential approximation [107] of \( Q \) function is applied to obtain the closed-form APEP expression. The pure exponential approximation of \( Q \) function is

\[ Q(x) \approx \frac{1}{12} e^{-\frac{x^2}{2}} + \frac{1}{4} e^{-\frac{3}{2}x^2}. \tag{3.53} \]

Since \( \xi_{n_t} \) follows complex Gaussian distribution, we have

\[ E_{\xi}\left[ \frac{1}{12} e^{-\frac{\rho}{\sqrt{N_t}} \sum_{n_t=1}^{N_t} \|\xi_{n_t}\| \lambda_{n_t}}\right] = \frac{1}{12} \int_0^{+\infty} \int_0^\infty \cdots \int_0^\infty\left( e^{-\frac{\rho}{\sqrt{N_t}} \sum_{n_t=1}^{N_t} \|\xi_{n_t}\| \lambda_{n_t}} - \sum_{n_t=1}^{N_t} \|\xi_{n_t}\| \right) \times \sum_{n_t=1}^{N_t} \|\xi_{n_t}\| \lambda_{n_t}^{-1}\]

\[ \times \prod_{n_t=1}^{N_t} \left( 1 + \frac{\rho}{4N_t} \lambda_{n_t} \right)^{-1} \]

\[ = \frac{1}{12}. \tag{3.54} \]

Following the similar approach, we have

\[ E_{\xi}\left[ \frac{1}{4} e^{-\frac{\rho}{\sqrt{N_t}} \sum_{n_t=1}^{N_t} \|\xi_{n_t}\| \lambda_{n_t}}\right] = \frac{N_t}{4 \prod_{n_t=1}^{N_t} \left( 1 + \frac{\rho}{3N_t} \lambda_{n_t} \right)^{-1}}. \tag{3.55} \]

Combining (3.53), (3.54) and (3.55), then substituting them into (3.52), we obtain the closed-form expression of \( P(k, m \rightarrow k, \hat{m}) \) as (3.38). By defining \( A' \) in (3.45), and following the similar procedure of deriving (3.38), \( P(k, m \rightarrow \hat{k}, \hat{m}) \) can be computed by \( Q \) function as (3.42).
Therefore, the closed-form expression of ABEP is obtained by substituting (3.38) and (3.42) into (3.30). When the $K$ candidate scattering paths are not randomly chosen, the ABEP can be obtained by substituting (3.38) and (3.42) into (3.28).

3.4 Numerical Results and Discussions

In this section, we validate numerical results of ABEP in 3-D SSM system under a typical indoor propagation environment. According to the results in [108], a generalised transmission environment usually has 5-12 relatively clear propagation paths in the massive MIMO system, which is sufficient for the application of 3-D SSM system. The ray-tracing algorithm is applied to obtain the channel impulse response [109]. Firstly, the ABEP analytical results are verified by the Monte-Carlo simulations. Secondly, the ABEP performance is compared between the 3-D SSM system and the 2-D SSM system. Then, the effects of the number of total scattering path $N_{ts}$ and the candidate scattering path $K$ on the ABEP performance are analysed.

The typical indoor scattering environment under consideration is illustrated in Fig. 3.4, where $W_i$, $L_i$, $H_i$ are used to represent the width, length and height of the room. The positions of BS and UE are plotted as gray rectangles in Fig. 3.4. Two planar arrays are applied for the BS and UE. We design three typical indoor propagation environments, the parameters of which are shown in Table I as case 1, case 2 and case 3 to analysis the ABEP performance. $x$, $y$, $z$ are the coordinate axes along $W_i$, $L_i$, $H_i$, respectively, and the unit is meter.

In the typical indoor scattering environment, signals are mainly transmitted from five different scattering paths, which have one non-line-of-sight (NLOS) paths and four first order reflection paths as red lines shown in Fig. 3.4. The candidate scattering paths, randomly chosen from above-mentioned five scattering paths, will be used to convey information bits, i.e., $N_{ts} = 5$ and $K = 2$.

The planar arrays with $4 \times 4$, $6 \times 6$, and $8 \times 8$ antennas are considered at both transmitter and receiver. M-PSK signal constellation is applied as a benchmark in the analysis. The distance between each antenna element is half wavelength. For the 2-D SSM system, the
Table 3.3 Channel parameters

<table>
<thead>
<tr>
<th></th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>(W_i)</td>
<td>5 m</td>
<td>10 m</td>
<td>10 m</td>
</tr>
<tr>
<td>(L_i)</td>
<td>5 m</td>
<td>10 m</td>
<td>10 m</td>
</tr>
<tr>
<td>(H_i)</td>
<td>3 m</td>
<td>3 m</td>
<td>3 m</td>
</tr>
<tr>
<td>BS ((x_B, y_B, h_B))</td>
<td>(4, 4, 1.2)</td>
<td>(5, 6, 1.2)</td>
<td>(9, 9, 1.2)</td>
</tr>
<tr>
<td>UE ((x_U, y_U, h_U))</td>
<td>(2, 2, 1.2)</td>
<td>(2, 2, 1.2)</td>
<td>(2, 2, 1.2)</td>
</tr>
</tbody>
</table>

Fig. 3.4 A typical indoor propagation environment. The scattering paths are shown as the red lines.

linear array distinguishes the incoming scattering path according to a single dimension in the beamspace-domain, i.e., \(\varphi_i\) and \(\varphi_r\).

### 3.4.1 The ABEP Performance under Indoor Environments

With the different modulation order \(M\), the ABEP union upper bound is verified under the given indoor environment with \(N_{\text{tx}} = 5\) deterministic scattering paths at first. \(K = 2\) scattering paths are selected to transmit the information bits. The \(4 \times 4\) planar arrays are utilised at the transceivers under the typical indoor propagation environment case 2. As shown in
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Fig. 3.5 The ABEP of 3-D SSM systems under the indoor environment case 2 with $4 \times 4$ antenna arrays. The analytical and simulation results are represented by solid lines and markers, respectively.

Fig. 3.5, the simulation results are matched with the closed-form ABEP union upper bound. Meanwhile, the ABEP performance of 3-D SSM systems reduce with the modulation order $M$ decrease. When the modulation order $M$ equal to 4 and 8, the ABEP performance are similar. Since a lower modulation order is applied, the main reason of generating detection error is no longer the identification error of the conventional modulation symbol, but the undistinguishable scattering paths.

In Fig. 3.6 and Fig. 3.7, it can be observed that the ABEP performance are significantly enhanced with a large size of antenna array. Comparing $4 \times 4$ and $8 \times 8$ planar arrays in Fig. 3.6, SNR difference is about 12 dB, when the ABEP reaches $10^{-5}$. Due to the lack of DoF in the 2-D SSM system, it can only identify different beams in the horizontal direction. Beams with the same horizontal direction cannot be resolved even though their vertical directions are different, which leads to a decline in 2-D system performance. Additionally, it can be seen that the SNR gap between ABEPs of the 2-D with $16 \times 1$ and 3-D SSM with $4 \times 4$ is nearly 4.2 dB in case 2 and above more than 20 dB in case 3. The results indicate that
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Fig. 3.6 The ABEP of 3-D SSM systems under the indoor environment case 2. The analytical and simulation results are represented by solid lines and markers, respectively.

the ABEP performance of 2-D SSM system is significantly degraded by the indiscernible scattering paths.

3.4.2 Impacts of $N_{ts}$ and $K$ on ABEP

For the 3-D SSM systems, the performance of ABEP is not only affected by the modulation order $M$, but also the total number of candidate scattering paths $N_{ts}$. In this subsection, the effect of $K$ and $N_{ts}$ on the ABEP will be discussed.

Firstly, the ABEP performance with different value of $N_{ts}$ is analysed. For the typical indoor environment case 3, the 8-PSK modulation scheme and $6 \times 6$ antenna array are applied. As shown in Fig. 3.8, when the number of candidate scattering paths is decrease, the ABEP performance of the 3-D SSM system is also degraded. The improvement of ABEP performance with a large value of $N_{ts}$ is caused by more RF-chains applied at the receiver. Since there are more candidate RF-chains, it is beneficial to reduce the influence of channel
3.4 Numerical Results and Discussions

Fig. 3.7 The ABEP of 3-D SSM systems under the indoor environment case 3. The analytical and simulation results are represented by solid lines and markers, respectively.

instability on the bit error performance, resulting in the lower ABEP. Therefore, an enriched scattering environment can benefit the ABEP performance of 3-D SSM systems.

Furthermore, the decrease in $N_{ts}$ may directly lead to a decrease in the system throughput, because the number of scattering paths that can be selected for conveying information bits may reduce. Specifically, if the 3-D SSM system has $N_{ts} = 5$ scattering paths, the system can select $K = 4$ candidate scattering paths to convey the information, where the selection of scattering paths can convey $\log_2(K) = 2$ bits for the single RF-chain system. If $N_{ts}$ is reduced to 2 in the single RF-chain 3-D SSM system, the system only has $K = 2$ candidate scattering paths, where the selection of scattering paths just can convey $\log_2(K) = 1$ bit. Thus, the reduction in the number of scattering paths may result in the system throughput decrease.

Secondly, the system ABEP performance with different $K$ and $M$ combinations is compared. The $6 \times 6$ antenna arrays are applied, and five candidate paths are considered for 3-D SSM systems. With the typical indoor environment case 1, the results in Fig. 3.9 indicate that increasing the number of selected scattering paths can improve the bit error performance. Compared the system performance with $K = 2$ and $K = 4$, when the modulation order $M = 8$
Fig. 3.8 The ABEP performance with different value of $N_{ts}$.

Fig. 3.9 The ABEP performance with different value of $K$ and $M$. 
and ABEP reaches $10^{-5}$, the difference between the SNR is nearly 8 dB. Meanwhile, to compare the ABEP performance under the same data rate, we designed two sets of parameters $K = 2, M = 8$ and $K = 4, M = 4$, where the data rate is 4 bit per channel used. It can be seen that the system with $K = 4, M = 4$ has a better performance, when the ABEP reaches $10^{-5}$. Due to the variability of channel gains, whether to choose a higher modulation order or select more scattering paths to improve the data rate needs to be determined according to the channel conditions.

3.5 Conclusion

In this chapter, a novel 3-D SSM system for mm-wave transmission has been proposed. The 3-D SSM system has combined beamforming technology to further utilise beamspace-domain resources, which has applied phase shifters to allocate the beam in the specified direction. The closed-form expression of the union upper bound on the ABEP has been derived and verified via comparison with simulations. In order to facilitate the implementation of 3-D SSM systems, the optimum detection algorithm has been designed to demodulate the directional beams in 3-D space. The results have shown that the proposed 3-D SSM system outperforms the 2-D SSM system in terms of ABEP, and the propagation environment impacts the performance of 3-D SSM systems significantly.
Chapter 4

The Generalised 3-D SSM System

Overview
In this chapter, the generalised 3-D SSM system is designed, which applies the hybrid beamforming scheme with multiple RF-chains. The generalised bit mapping scheme is also introduced for the transmitter with multiple RF-chains. Meanwhile, the optimum detection algorithm and the closed-form expression of the union upper bound on ABEP are derived. The ABEP performance of the generalised 3-D SSM system is evaluated under the statical and stochastic propagation environments.

4.1 Introduction
To meet the increasing wireless traffic demand, massive MIMO and mm-wave are two key technologies enabling to improve the SE and pursuing high data rate [4]. On account of the shorter wavelength of mm-wave, it enables the realization of a large-scale MIMO antenna array, which can be leveraged to achieve narrow and directional beams in the spatial-domain [110]. With the development of massive MIMO systems, the beamforming architecture with multiple RF-chains has attracted a lot of attention. The gain brought by beamforming technology and large-scale MIMO system can compensate for the attenuation of the mm-wave signal, ensuring the strength and stability of beams [111]. Combined with the beamforming
technology, the IM schemes can extend the spatial-domain resource to the beamspace-domain, which generates the directional beams to convey the information bits.

Recently, IM systems working in the beamspace domain, e.g., the SSM has been proposed [16]. In the previous chapter, the SSM equipped with a full-dimensional MIMO system is proposed and analysed, where the beam directions have been described in both horizontal and vertical dimensions. However, the SSM system is limited to using a single RF-chain for signal transmission, and the SSM system performance with several RF-chains has not been investigated.

For the SSM system with a single RF-chain, the extra information bits are represented by a selected scattering path. Therefore, the data rate of the single RF-chain SSM system is limited by the number of scattering paths. Meanwhile, the receiver can only refer to the transmission direction from a single beam during the demodulation. The hybrid beamforming allows the transmitter to generate several RF-chains in a time slot. With multiple RF-chains, the combinations of scattering paths can be utilised to convey the extra information bits. Since the number of combinations is greater than the number of scattering paths, the symbol rate can be effectively improved under a specific transmission environment with multiple RF-chains. Furthermore, due to the combination of several scattering paths being used to convey extra information bits, when the received SNR is high, the more pronounced difference between the combinations can benefit the system bit error performance.

In this chapter, the generalised 3-D SSM system with multiple RF-chains is proposed. The system structure is introduced at first. Then the optimum detection algorithm is designed. To evaluate the performance of the generalised 3-D SSM system, the ABEP union upper bounds are derived under the statical and stochastic propagation environments, respectively. Finally, the ABEP performance of the generalised 3-D SSM system is analysed under different propagation environments. Without otherwise declarations, the notations in this chapter follow the instructions in Table. 3.1.
4.2 The System Design

In this section, the generalised 3-D SSM modulator with multiple RF-chains is introduced at first. Then the demodulation scheme is designed based on the whitening filter. The transmitter and receiver models of the proposed generalised 3-D SSM system are illustrated in Fig. 4.1 and Fig. 4.2, respectively.

4.2.1 The Generalised 3-D SSM Modulator

Following the modulation scheme in chapter 3.1.2, the bit block of the generalised 3-D SSM can be divided into two streams that are transmitted simultaneously, which can be represented by $R_K$ and $R_M$. $R_K$ represents the bits conveyed by selected scattering paths, and $R_M$ represents the bits conveyed by selecting transmitted symbols.

For the generalised 3-D SSM system, it assumes that the transmitter adopts $K_c \leq K$ RF-chains by hybrid beamforming. For generating $K_c$ beams on the beamspace domain, an array of phase shifters is applied to adjust the phase of each transmit antenna element in the planar array. With the unit power, the transmitted symbol $x$ can be represented as

$$x = \sum_{k_c=1}^{K_c} s_{m_{k_c}} \tau_{t,k(k_c)}. \quad (4.1)$$

where $k$ is the index of candidate scattering paths combinations, $k_c \in \{1, 2, ..., K_c\}$ is the order of the $k_c$-th selected scattering path, $k(k_c)$ is the index of the selected scattering path, which is determined by the order of $k_c$-th selected scattering path in $K$ candidate scattering paths, $s_{m_{k_c}}$ is the signal beamformed to the $k(k_c)$-th scattering path, $m_{k_c} \in \{1, ..., M\}$ is the index of the baseband modulation scheme on $k_c$-th scattering path, and $\tau_{t,k(k_c)}$ is the beam-steering vector at the transmitter for the $k(k_c)$-th selected scattering path and can be computed by [25]

$$\tau_{t,k(k_c)} = (a_{t,v,k(k_c)} \otimes a_{t,h,k(k_c)})^H. \quad (4.2)$$

where, $a_{t,v,k(k_c)}$ is the transmitting array vectors for the planar array in each column and $a_{t,h,k(k_c)}$ is transmitting array vectors for the planar array in each row. And $\tau_{t,k(k_c)}$ is assumed
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Fig. 4.1 The transmitter structure of generalised 3-D SSM system.

to be known at the transmitter. According to the 3-D channel model introduced in chapter 3.1.3, the array vectors \(a_{t,v,k(k_c)}\) and \(a_{t,h,k(k_c)}\) can be calculated by (3.8) and (3.9).

The SSM system uses scattering paths to relay information bits, with \(K_c\) RF-chains, there are \(\binom{K}{K_c}\) possible combinations of scattering paths to represent different information bits. We define that all scattering paths combinations used for transmission belong to set \(\Phi_{c,l}\), where \(l = 1, 2, ..., L\) and \(L\) is the total number of the subsets in set \(\Phi_{c,l}\). To demonstrate the generalised 3-D SSM bits mapping scheme, we give an example as follows.

**Example 3.** The system with \(K = 5\) scattering paths with \(K_c = 2\) RF-chains are considered at the transmitter, which can provide \(\binom{K}{K_c} = 10\) different scattering path combinations. Since we require a constellation point size in multiples of 2, we only use 8 of the possible 10 combinations. Then \(\Phi_{c,l}\) can be represented as

\[
\Phi_{c,l} \in \{\{k|1,2\}, \{k|1,3\}, \{k|1,4\}, \{k|1,5\}, \{k|2,3\}, \{k|2,4\}, \{k|2,5\}, \{k|3,4\}\} \quad (4.3)
\]

where \(l \in 1, 2, 3, ..., 8\) is the order of the elements in set \(\Phi_{c,l}\). If \(\Phi_{c,6} = \{k|2,4\}\) is selected, which means the 2nd and 4th candidate scattering paths are selected to transmit [34]. Then \(k(k_c)\) has two components, which are \(k(1) = 2\) and \(k(2) = 4\). According to (4.2), the
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Table 4.1 The example of bits mapping scheme for the generalised 3-D SSM system

<table>
<thead>
<tr>
<th>([s_0, s_1, s_2])</th>
<th>000</th>
<th>001</th>
<th>010</th>
<th>011</th>
</tr>
</thead>
<tbody>
<tr>
<td>([s_3, s_4])</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>([s_5, s_6])</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>([s_0, s_1, s_2])</td>
<td>000</td>
<td>001</td>
<td>010</td>
<td>011</td>
</tr>
<tr>
<td>([s_3, s_4])</td>
<td>00</td>
<td>01</td>
<td>10</td>
<td>11</td>
</tr>
<tr>
<td>([s_5, s_6])</td>
<td>00</td>
<td>01</td>
<td>10</td>
<td>11</td>
</tr>
</tbody>
</table>

Beam-steering vectors can be computed by

\[
\tau_{t,2} = (a_{t,v,2} \otimes a_{t,h,2})^H, \quad \tau_{t,4} = (a_{t,v,4} \otimes a_{t,h,4})^H.
\] (4.4)

As \(\Phi_c\), shown in (4.3), the 8 combinations of candidate scattering paths can represent \(\log_2(8) = 3\) bits. We assume that the phase-shift keying (PSK) with \(M = 4\) is applied for baseband modulation, thus each selected scattering path can convey \(\log_2 M = 2\) information bits. Generally, the bits mapping scheme is summarised in Table 4.1.

If the data bits

\[
I = \begin{bmatrix}
1 & 0 & 1 & 0 & 0 & 1 & 0 \\
\tau_{t,2} & \tau_{t,4} & s_{m_1} & s_{m_2}
\end{bmatrix}
\] (4.5)

are transmitted, the first 3 bits \([1,0,1]\) are conveyed by the scattering paths combination \(\Phi_{c,6}\). The 4th-5th information bits \(s_{m_1} = [0,0]\) is transmitted through the candidate scattering path selected by \(\tau_{t,2}\), which is represented by the 4PSK modulation symbol. Similarly, the 6th-7th information bits \(s_{m_2} = [1,0]\) is transmitted through the candidate scattering path selected by \(\tau_{t,4}\).

In general, with \(K_c\) active RF-chains at the transmitter, \(R_K = \lceil \log_2 \left( \frac{K}{K_c} \right) \rceil = \log_2 (L)\) bits are conveyed by scattering paths selection, among \(K\) candidate scattering paths. \(K_c\) selected
paths can convey $R_M = \log_2(M^{KC})$ bits by conventional modulation scheme. Therefore, a block of $R = R_K + R_M = \lfloor \log_2 \left( \frac{K}{K_c} \right) \rfloor + \log_2(M^{KC})$ bits can be transmitted in each time slot.

### 4.2.2 The Optimum Detector for 3-D SSM System

Following the 3-D channel model described in Chapter 3.1.3, the channel matrix $\mathbf{H}$ can be calculated by

$$\mathbf{H} = \frac{1}{\sqrt{N_t}} \sum_{n_s=1}^{N_s} \beta_{n_s} \tilde{\mathbf{H}}_{n_s}. \quad (4.6)$$

Assuming that the receiver has perfect CSI, the received signal can be derived as follows.

$$\mathbf{y} = \sqrt{\frac{\rho}{K_c}} \mathbf{H} \sum_{k_c=1}^{K_c} \mathbf{s}_{m_{kc}} \mathbf{\tau}_{t,k(k_c)} + \mathbf{n}_a. \quad (4.7)$$

All received signals are collected by the receiver, where the directional beam with specific AoD is associated with a selected scattering paths. The output signal of the $k^{(r)}$-th RF-chain is represented by

$$\mathbf{z}(k^{(r)}) = \mathbf{\tau}_{t,k^{(r)}} \mathbf{y} = \sqrt{\frac{\rho}{K_c}} \sum_{k_c=1}^{K_c} \mathbf{\tau}_{t,k^{(r)}}(k_c) \mathbf{H} \mathbf{\tau}_{t,k(k_c)} \mathbf{s}_{m_{kc}} + \mathbf{\tau}_{t,k^{(r)}} \mathbf{n}_a, \quad (4.8)$$

where $\mathbf{\tau}_{t,k^{(r)}}$ is the beam-steering vector at the receiver for the $k^{(r)}$-th scattering path and can be computed by (3.14). Following the method in Section 3.1.4, the effective MIMO matrix
\( \tilde{H} \) and the effective additive Gaussian noise \( \tilde{n}(k^{(r)}) \) can be represented by
\[
\tilde{H}_{n_s}(k^{(r)}, k) = \tau_{r,k^{(r)}} \tilde{H}_{n_s} \tau_{t,k(k_c)},
\] (4.9)
\[
\tilde{n}(k^{(r)}) = \tau_{r,k^{(r)}} n_a.
\] (4.10)

By substituting the effective MIMO matrix and the effective additive Gaussian noise into (4.6) and (4.8), the received signal from specific scattering paths can be computed by
\[
z = \sqrt{\frac{\rho}{K_c N_t}} \sum_{n_s=1}^{N_s} \sum_{k_c=1}^{K_c} \tau_{r,k^{(r)}} \beta_{n_s} \tilde{H}_{n_s} \tau_{t,k(k_c)} s_{m_{k_c}} + \tau_{r,k^{(r)}} n_a
\]
\[
= \sqrt{\frac{\rho}{K_c N_t}} \sum_{n_s=1}^{N_s} \beta_{n_s} \sum_{k_c=1}^{K_c} \tilde{H}_{n_s}(:,k(k_c)) s_{m_{k_c}} + \tau_{r,k^{(r)}} n_a
\] (4.11)
\[
= \sqrt{\frac{\rho}{K_c N_t}} \sum_{n_s=1}^{N_s} \beta_{n_s} \tilde{H}_{n_s} w_{l,m_{k_c}} + \tilde{n},
\]
where \( w_{l,m_{k_c}} \) is a \( K \times 1 \) vector with \( K_c \) non-zero elements, and can be calculated by
\[
w_{l,m_{k_c}}(k) = \begin{cases} 
  s_{m_{k_c}}, & k(k_c) \in \Phi_{c,l} \\
  0, & \text{else}.
\end{cases}
\] (4.12)

Following the derivations in Lemma 1, with equation (3.18), the optimal detection algorithm of the generalised 3-D SSM system is obtained in the following Theorem 4.1.

**Theorem 4.1** (Optimum detection algorithm for the generalised 3-D SSM system). The optimum detection algorithm for the proposed generalised 3-D SSM is given by
\[
[\hat{l}, \hat{m}_{k_c}] = \arg\min_{l,m_{k_c}} \left\| (B^H)^{-1} z - \sqrt{\frac{\rho}{K_c N_t}} \sum_{n_s=1}^{N_s} \beta_{n_s} (B^H)^{-1} \tilde{H}_{n_s} w_{l,m_{k_c}} \right\|, 
\] (4.13)

where matrix \( B \) satisfies that \( C_{\text{noise}} = BB^H \), and can be computed by Cholesky factorization.

The proof of Theorem 4.1 is similar to Theorem 3.1, and its derivation is not repeated here.
4.3 ABEP Performance Analysis

To analyse the performance of generalised 3-D SSM system, the union upper bound on the ABEP is derived in this section. Since the scatterer in the propagation environment is not always static, in this section, the union upper bound on ABEP will be discussed based on the statically and randomly distributed scatterers, respectively.

4.3.1 The ABEP Union Upper Bound with Statical Propagation Environment

For the generalised 3-D SSM system with the hybrid beamforming technique, the ABEP union bound expression can be computed as

\[
\text{ABEP} \leq \sum_{l=1}^{L} \sum_{l=1}^{L} \sum_{m_{K_c}=1}^{M} \cdots \sum_{m_{K_c}=1}^{M} \frac{1}{LM^{K_c}} \times \frac{N(l, m_1, ..., m_{K_c} \rightarrow \hat{l}, \hat{m}_1, ..., \hat{m}_{K_c})}{\log_2(LM^{K_c})} \times P(l, m_1, ..., m_{K_c} \rightarrow \hat{l}, \hat{m}_1, ..., \hat{m}_{K_c}),
\]

where \(N(l, m_1, ..., m_{K_c} \rightarrow \hat{l}, \hat{m}_1, ..., \hat{m}_{K_c}) = N_l(l \rightarrow \hat{l}) + N_m(m_1, ..., m_{K_c} \rightarrow \hat{m}_1, ..., \hat{m}_{K_c})\) denotes the number of erroneous bits when \(l, m_1, ..., m_{K_c}\) are transmitted but \(\hat{l}, \hat{m}_1, ..., \hat{m}_{K_c}\) are received. \(N_l(l \rightarrow \hat{l})\) is the number of wrong bits caused by \(l \neq \hat{l}\), and \(N_m(m_1, ..., m_{K_c} \rightarrow \hat{m}_1, ..., \hat{m}_{K_c})\) is the number of wrong bits caused by \(m_1, ..., m_{K_c} \neq \hat{m}_1, ..., \hat{m}_{K_c}\).

In order to explain how to get \(N(l, m_1, ..., m_{K_c} \rightarrow \hat{l}, \hat{m}_1, ..., \hat{m}_{K_c})\), an example is given in below. Following the equation (4.3), with the index of scattering path \(K = 5\), \(K_c = 2\) and QPSK are used for baseband modulation. If the transmitted symbol with the index of the transmit scattering path \(l = 6\) and the index of the transmitted symbols \(m_1 = 3\) and \(m_2 = 1\), the receiver detects the index of scattering path \(\hat{l} = 5\) and the index of the transmitted symbol as \(\hat{m}_1 = 3\) and \(\hat{m}_2 = 2\). It means that the received bits have 2 bit error after demodulation. Therefore, the \(N(l, m_1, ..., m_{K_c} \rightarrow \hat{l}, \hat{m}_1, ..., \hat{m}_{K_c})\) is equal to 2 in this case.
In the equation (4.14), \( P(l,m_1,\ldots,m_{Kc} \to \hat{l},\hat{m}_1,\ldots,\hat{m}_{Kc}) \) is the APEP of generalised 3-D SSM system, and is computed by

\[
P(l,m_1,\ldots,m_{Kc} \to \hat{l},\hat{m}_1,\ldots,\hat{m}_{Kc} | \beta_1, \beta_2, \ldots, \beta_{Nts}) \]

\[
= P((B^H)^{-1}z - \sqrt{\frac{\rho}{KcNt}} \sum_{n_s=1}^{Nts} \beta_{n_s} (B^H)^{-1} \hat{H}_{n_s} w_{l,m_{Kc}} \geq (B^H)^{-1}z - \sqrt{\frac{\rho}{KcNt}} \sum_{n_s=1}^{Nts} \beta_{n_s} (B^H)^{-1} \hat{H}_{n_s} w_{l,m_{Kc}})} \tag{4.15}
\]

when the symbols \( s_{m_1},\ldots,s_{m_{Kc}} \) are transmitted through the \( l \)-th group of scattering paths.

To simplify the derivation, we define \( s_M = \{s_{m_1},s_{m_2},\ldots,s_{m_{Kc}}\} \) and \( M = 1,2,\ldots,M_{Kc} \). \( s_M \) is the set of all bits transmitted through different scattering paths. \( s_M \) is the effective baseband symbol with modulation order \( \mathcal{M} \). Therefore, the equation (4.14) can be rewritten as

\[
\text{ABEP} \leq \sum_{l=1}^{L} \sum_{m_1=1}^{M_{Kc}} \sum_{m_2=1}^{M_{Kc}} \frac{1}{LM_{Kc}} \frac{N(l,\mathcal{M} \to \hat{l},\mathcal{M})}{\log_2(LM_{Kc})} P(l,\mathcal{M} \to \hat{l},\mathcal{M}) \tag{4.16}
\]

Before obtaining the ABEP, the closed-form APEP expression of the generalised 3-D SSM system should be derived at first.

**Lemma 3 (Closed-form expressions of APEP).** With \( N_{ts} \) scattering clusters, the closed-form expression of the APEP is computes as follows.

\[
P(l,\mathcal{M} \to \hat{l},\mathcal{M}) \approx \frac{\prod_{n_s=1}^{N_{ts}} \xi_{n_s}'}{12} + \frac{\prod_{n_s=1}^{N_{ts}} \upsilon_{n_s}'}{4}, \tag{4.17}
\]

where \( \xi_{n_s}' = (1 + \frac{\rho}{4N_{ts}Nc} \omega_{n_s}')^{-1} \), \( \upsilon_{n_s}' = (1 + \frac{\rho}{3N_{ts}Nc} \omega_{n_s}')^{-1} \), \( \omega_{n_s}' \) represents the \( n_s \)-th eigenvalue of \( W'^H C_{\text{noise}}^{-1} W' \), and

\[
W'(\cdot,n_s) = \hat{H}_{n_s} w_{l,m_{Kc}} - \hat{H}_{n_s} w_{l,\hat{m}_{Kc}}. \tag{4.18}
\]

**Proof:**
Following the equation (4.15), the APEP $P(l,M \rightarrow \hat{l},\hat{M})$ can be calculated based on the Q function.

$$P(l,M \rightarrow \hat{l},\hat{M}) = E_{\beta_n} \left[ Q \left( \sqrt{\frac{\rho}{2K_cN_t}} \sum_{n_s=1}^{N_t} \| \beta_{n_s} (B^H)^{-1} (\tilde{H}_{n_s} w_{l,m_k} - \tilde{H}_{n_s} w_{\hat{l},\hat{m}_k}) \| \right) \right].$$

(4.19)

The variables in the Q function can be simplified as

$$(B^H)^{-1} (\tilde{H}_{n_s} w_{l,m_k} - \tilde{H}_{n_s} w_{\hat{l},\hat{m}_k}) = (B^H)^{-1} W'(\cdot,n_s),$$

(4.20)

where $W'$ is defined in (4.18). Following the equation (4.19), the variables can be derived as

$$\sum_{n_s=1}^{N_t} \| \beta_{n_s} (B^H)^{-1} W'(\cdot,n_s) \| = \beta^H W'^H B^{-1} (B^H)^{-1} W' \beta = \beta^H W'^H C_{\text{noise}}^{-1} W' \beta,$$

(4.21)

where $\beta$ is the channel gain vector, and defined in (3.49). Utilising the eigenvalue decomposition on $W'^H C_{\text{noise}}^{-1} W'$, the equation can be transformed as

$$\beta^H W'^H C_{\text{noise}}^{-1} W' \beta = \beta^H U \Lambda \Lambda U^H \beta.$$

(4.22)

Since $\beta$ follows i.i.d. complex Gaussian distribution, and $U$ is the unitary matrix. Let $\xi^H = \beta^H U$ and $\xi = \beta U^H$, which still follows i.i.d. complex Gaussian distribution. The singular value matrix $\Lambda$ can be represented as

$$\Lambda = \text{diag}\{ \omega'_1, \omega'_2, ..., \omega'_{N_{\text{ts}}} \}.$$  

(4.23)

Combining (4.22) with (4.19), the APEP expression can be further simplified as

$$P(l,M \rightarrow \hat{l},\hat{M}) = E_{\xi} \left[ Q \left( \sqrt{\frac{\rho}{2K_cN_t}} \sum_{n_s=1}^{N_t} \| \xi_{n_s} \| \omega'_{n_s} \right) \right],$$

(4.24)

where $\xi_{n_s}$ are elements of matrix $\xi$. 
4.3 ABEP Performance Analysis

Applying the pure exponential approximation of Q function [107], the equation (4.24) is derived as follows.

\[
P(l, \mathcal{M} \rightarrow \hat{l}, \hat{\mathcal{M}}) = E_{\xi} \left[ 1 - \frac{\rho}{4N_tK_t \sum_{n_s=1}^{N_t} \|\xi_{n_s}\| \omega_{n_s}} \right] + E_{\xi} \left[ 1 - \frac{\rho}{4N_tK_t \sum_{n_s=1}^{N_t} \|\xi_{n_s}\| \omega_{n_s}} \right]. \quad (4.25)
\]

With the Gaussian variable \(\xi_{n_s}\), the first part of equation (4.25) can be derived as

\[
E_{\xi} \left[ \frac{1}{12} e^{-\frac{\rho}{4N_tK_t \sum_{n_s=1}^{N_t} \|\xi_{n_s}\| \omega_{n_s}}} \right] = \frac{1}{12} \int_{0}^{+\infty} \int_{0}^{+\infty} \cdots \int_{0}^{+\infty} e^{-\frac{\rho}{4N_tK_t \sum_{n_s=1}^{N_t} \|\xi_{n_s}\| \omega_{n_s}}} d\|\xi_{N_t}\| \cdots d\|\xi_{2}\| d\|\xi_{1}\|
\]

\[
= \frac{1}{12} \prod_{n_s=1}^{N_t} \left( 1 + \frac{\rho}{4N_tK_t \sum_{n_s=1}^{N_t} \|\xi_{n_s}\| \omega_{n_s}} \right)^{-1}
\]

\[
= \frac{1}{12} \prod_{n_s=1}^{N_t} \left( 1 + \frac{\rho}{4N_tK_t \sum_{n_s=1}^{N_t} \|\xi_{n_s}\| \omega_{n_s}} \right)^{-1}
\]

(4.26)

\[
E_{\xi} \left[ \frac{1}{4} e^{-\frac{\rho}{4N_tK_t \sum_{n_s=1}^{N_t} \|\xi_{n_s}\| \omega_{n_s}}} \right] = \frac{\prod_{n_s=1}^{N_t} \left( 1 + \frac{\rho}{4N_tK_t \sum_{n_s=1}^{N_t} \|\xi_{n_s}\| \omega_{n_s}} \right)^{-1}}{4}
\]

(4.27)

By substituting (4.26), (4.27) into (4.25), the closed-form expression of \(P(l, \mathcal{M} \rightarrow \hat{l}, \hat{\mathcal{M}})\) can be obtained as shown in (4.17).

4.3.2 The ABEP Union Upper Bound with Stochastic Propagation Environment

In the previous subsection, the ABEP expression with specific signal scattering paths is obtained. However, in the stochastic propagation environment, it is not guaranteed that
The scatterer is in a specific position. To analyse the performance of the generalised 3-D SSM systems under the general propagation environment with NLOS paths, the positions of scatterers can be described by a specific randomly distribution in 3-D space. With the randomly distributed scatterers, the beam direction angles of scattering paths, i.e., AoA/AoD, can be formed. In this subsection, the ABEP expression of the generalised 3-D SSM system is derived for the scatterers located following a certain randomly distribution.

When the positions of scatterers follow a specific distribution, combining (3.7) and (4.14), the union upper bound of ABEP can be represented as

$$\text{ABEP} \leq \sum_{l=1}^{L} \sum_{M_l=1}^{M_l} \sum_{M_{\hat{l}}=1}^{M_{\hat{l}}} \sum_{M_{\hat{M}}=1}^{M_{\hat{M}}} E_{\phi_l, \theta_l''} E_{\phi_{\hat{l}}, \theta_{\hat{l}}''} \left[ \frac{N \left( l, M \rightarrow \hat{l}, \hat{M} \right) P \left( l, M \rightarrow \hat{l}, \hat{M} \right)}{LM^C \log_2(LM^C)} \right]$$

$$= \sum_{l=1}^{L} \sum_{M_l=1}^{M_l} \sum_{M_{\hat{l}}=1}^{M_{\hat{l}}} \sum_{M_{\hat{M}}=1}^{M_{\hat{M}}} \int_{0}^{\pi} \cdots \int_{0}^{\pi} \frac{N \left( l, M \rightarrow \hat{l}, \hat{M} \right) P \left( l, M \rightarrow \hat{l}, \hat{M} \right)}{LM^C \log_2(LM^C)}$$

$$\times f \left( \phi_l, \theta_{\hat{l}}'' \right) f \left( \phi_{\hat{l}}, \theta_{\hat{l}}'' \right) d\phi_{\hat{l}} d\theta_{\hat{l}}'' d\phi_{\hat{l}} d\theta_{\hat{l}}''$$

where $f \left( \phi_l, \theta_{\hat{l}}'' \right)$ and $f \left( \phi_{\hat{l}}, \theta_{\hat{l}}'' \right)$ are the PDF of $\phi$ and $\theta''$ in 3-D channel model. Since we assume that the ranges of $\phi$ and $\theta''$ are $0$ to $\pi$, the corresponding integral ranges are $0$ to $\pi$. Combining (4.28) with (4.17), the union upper bound of ABEP with randomly distributed scatterers can be calculated.

By substituting the PDF of the specific randomly distribution in (4.28), the system ABEP performance with a stochastic propagation environment can be obtained. In the next section, the system performance with the scatterer’s AoA/AoD following uniform and Gaussian distributions is analysed. Meanwhile, the ABEP performance is also analysed under the COST2100 channel model.

### 4.4 Numerical Results and Discussions

In this section, we first validate the numerical results of ABEP in the generalised 3-D SSM system under a statical propagation environment. Then, for the stochastic propagation
environment, three channel models are utilised to analyse the performance of the generalised 3-D SSM system. For the performance analysis, the planar array antennas are considered at both transmitter and receiver. The distance between each antenna element is a half wavelength. M-PSK is adopted as the baseband modulation scheme.

4.4.1 The System Performance under the Statical Propagation Environment

Following the propagation environment illustrated in Section 3.3, two cases are set to evaluate the generalised 3-D SSM system. The parameters for the two cases are shown in Table 4.2. With statical scatterers, the channel impulse responses are generated by ray-tracing [109] in this subsection.

The ABEP union upper bound of generalised 3-D SSM system is validated with the indoor propagation environment case 1 and case 2 at first. The $4 \times 4$ antenna arrays are adopted. $K = 5$ scattering paths and $k_c = 2$ RF-chains are generated in each time slot to convey the information bits.

As shown in Fig. 4.3, the numerical results are matched with the simulation results. For the generalised 3-D SSM system, the ABEP performance is degraded with the modulation order $M$ increase. Meanwhile, compared the system performance in different indoor propagation environment, the large size of the room in case 2 can benefit the ABEP performance. For the generalised 3-D SSM system, a part of information bits are conveyed by the selection of scattering paths, which is determined by the specific array vectors. With the large size room, the relatively big differences of scattering path characteristics reduce the difficulty of array vectors identification, which results in the better ABEP performance.
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Fig. 4.3 The ABEP performance under different modulation orders. The analytical and simulation results are represented by solid lines and markers, respectively.

With different sizes of antenna arrays, i.e., $4 \times 4$, $6 \times 6$ and $8 \times 8$, applying for the transceivers, the numerical and simulation results are shown in Fig. 4.4 and 4.5 with the indoor environments case 1 and case 2, respectively. It can be seen from Fig. 4.4 and 4.5 that the system performance is improved with the increase of the antenna array size.

As shown in Fig. 4.4 and Fig. 4.5, it can be seen that the SNR gaps between $16 \times 1$ and $4 \times 4$ antenna arrays are above 5 dB for the multiple-RF-chain systems when the ABEP reaches $10^{-3}$. This indicates that the ABEP performance of 2-D generalised SSM system is significantly degraded by the indiscernible scattering paths. It is worth noting that the ABEP performance of 3-D SSM did not fluctuate significantly due to the change of propagation environment, compared with the 2-D SSM system. Due to the extension of DoF in the horizontal direction, the system can identify beams by the direction information in both horizontal and vertical dimensions. Therefore, generalised 3-D SSM has more stable ABEP performance than generalised 2-D SSM when the propagation environment changes.

After applying hybrid beamforming, the ABEP performance may be affected due to the more complex scattering path combinations. Therefore, the system ABEP performance
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Fig. 4.4 The ABEP of generalised 3-D SSM system under statical indoor environment case 1. The analytical and simulation results are represented by solid lines and markers, respectively.

Fig. 4.5 The ABEP of generalised 3-D SSM systems under statical indoor environment case 2. The analytical and simulation results are represented by solid lines and markers, respectively.
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Fig. 4.6 The ABEP of generalised 3-D SSM systems under statical indoor environment case 2 with $4 \times 4$ antenna arrays. The analytical and simulation results are represented by solid lines and markers, respectively.

should be compared between the single RF-chain and multiple RF-chains systems. The simulation and analytical results are shown in Fig. 4.6 and Fig. 4.7 with $4 \times 4$ and $6 \times 6$ antenna arrays, respectively. $N_{ts} = 5$, $K = 5$ and $K_c = 2$ are set for the multiple RF-chains system, $N_{ts} = 5$, $K = 4$ and $K_c = 1$ for the single-RF-chain system. Compared with the system adopting 8PSK, it can be seen that the system adopted 4PSK has better ABEP performance under the same $N_{ts}$ and $K_c$. For statical environment case 2 with $4 \times 4$ antenna arrays, the SNR difference are about 3.2 dB and 4.9 dB with $K_c = 2$ and $K_c = 1$, respectively. As shown in Fig. 4.6 and Fig. 4.7, the multiple RF-chains system with $M = 4$ outperform the single RF-chain system with $M = 8$, when the received SNR is more than 10.6 dB and -2.7 dB, respectively. It should be noticed that when $M = 4$ the data rate for the multiple RF-chains system is 7 bits/symbol and the data rate for the single RF-chain system is 5 bits/symbol. Therefore, the multiple-RF-chain system with a large number of candidate scattering paths is conducive to reducing the ABEP and improving the symbol rate, especially when the
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Fig. 4.7 The ABEP of generalised 3-D SSM systems under statical indoor environment case 2 with $6 \times 6$ antenna arrays. The analytical and simulation results are represented by solid lines and markers, respectively.

received SNR is high. Meanwhile, the performance improvement is more pronounced when the size of the antenna array is large.

4.4.2 The generalised 3-D SSM Performance with Stochastic Propagation Environment

In this subsection, the generalised 3-D SSM system performance is analysed under three stochastic propagation environments, which are listed as follows.

- Environment 1: AoAs/AoDs of scatterers follow uniform distribution on a spherical surface [112].

- Environment 2: AoAs/AoDs of scatterers follow 2-D Gaussian distributions [113].

- Environment 3: The COST 2100 channel model [114].
Fig. 4.8 The ABEP performance of generalised 3-D SSM system under three stochastic propagation environment with random distributed scatterers. $M = 4, K = 2, K_c = 1$ are adopted for the analysis. The analytical and simulation results are represented by solid lines and markers, respectively. (a) uniformly distributed scatterers. (b) 2-D Gaussian distributed scatterers with $\psi = 9$. (c) the COST 2100 channel model.
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Environment 1

According to the characteristics of electromagnetic wave propagation, random angles that describe the direction of scatterers are defined on a spherical surface. For spherical coordinates, the PDF of $\varphi$ and $\theta''$ in uniform distribution is shown in below [112]

$$f(\varphi_t) = \frac{1}{\pi}, \quad f(\theta''_t) = \frac{1}{4\pi} \sin(\theta''_t),$$

(4.29)

where $\theta''_t, \varphi_t \in (0, \pi)$ since a planar antenna array is considered. $\theta''_t, \varphi_t$ follows the same distribution as $\theta'_r, \varphi_r$. With (4.28), the numerical results can be obtained, which are verified by the simulation results in Fig. 4.8 (a).

Comparing with the fixed scatterers paths, ABEP performance for random distributed scatterers direction angles in Fig. 4.8 (a) is worse because the aliasing scatterers are more likely to appear. Taking $8 \times 8$ antenna array as an example, when ABEP reaches $10^{-5}$, the SNR increases by about 20 dB compared with the situations in Fig. 4.4 (a).

Environment 2

The von Mises-Fisher distribution is the equivalent of Gaussian distribution in 3-D space [115]. The PDF for the random 3-D unit vector $\eta$ following von Mises-Fisher distribution can be expressed as [113]

$$f(\eta; o, \psi) = \frac{\psi}{4\pi \sinh(\psi)} \exp \left( \psi o^\top \eta \right),$$

(4.30)

where $o$ is the mean direction of von Mises-Fisher distribution, and $\|o\| = 1$. $\psi > 0$ is the concentration parameter, $\eta$ is an unit vector for a general point of the 3-D space. The higher the spread of the point generating the PDF, the lower $\psi$ is. According to [116], the von Mises-Fisher distribution can be transformed to spherical polar coordinates. If $\eta$ following $f(\eta; o, \psi)$, we denote $g = [\theta'_r, \varphi_r]$ for the corresponding angular version. And the density
function of \((\theta''_t, \varphi_t)\) is
\[
f(\varphi_t, \theta''_t) = \frac{\psi}{4\pi \sinh(\psi)} \exp(\psi \vartheta(\vartheta''_t) \vartheta^T(\vartheta)) \sin \theta''_t,
\]
(4.31)
where \(\vartheta''_t\) is the spherical polar coordinates vector of \(\vartheta_t\), and \(\vartheta(\cdot)\) is a computational method. For a vector \(\gamma\), we denote \(\vartheta(\gamma) = [\cos \gamma_1, \cos \gamma_1 \sin \gamma_2]\), as long as \(\gamma = [\gamma_1, \gamma_2]\) [115]. The distribution of \(\theta''_t\) and \(\varphi_t\) can be obtained by the same method.

With the (4.31) and (4.28), the numerical results of the generalised 3-D SSM system with Gaussian distribution of scatterers is plotted in Fig. 4.8 (b). Due to the concentration of scattering paths, it is more challenging for the receiver to distinguish different scattering paths, resulting in the degradation of ABEP performance.

Environment 3

The COST 2100 is a geometry-based stochastic channel model, which is proposed to simulating the MIMO channel between the static BS and mobile devices [114]. The COST 2100 channel model is established according to the measurement of static propagation environments in 3-D space with corresponding scatterers, which considers the delay, AoAs, AoDs. The clusters in the COST 2100 channel model are formed by grouping scatterers. Since the COST 2100 channel model has a detailed description of the scattering path characteristic, it is suitable for modelling the scattering channel of generalised 3-D SSM systems. Therefore, in this subsection, the COST 2100 channel model will be adopted to construct a stochastic propagation environment for evaluating the performance of generalised 3-D SSM systems.

With MATLAB implementation of the COST 2100 model [117], an indoor channel environment is applied to evaluate the generalised 3-D SSM system performance, which considers one local cluster and multiple single-bounce clusters in the indoor scenario. The parameters of the indoor propagation environment are set according to the second measurement in [118]. The positions of BS and UE adopt the same parameters as shown in Table 4.2 case 2. For further details about the COST 2100 channel model, the reader may refer to
Furthermore, the analytical results for the system with the COST 2100 channel model are also obtained based on the Q function [107].

The simulation and analytical results in Fig. 4.8 (c) show that the generalised 3-D SSM system can still work normally with the COST 2100 channel model. Compared with other stochastic channel models shown in Fig. 4.8, the system performance is slightly reduced. For $8 \times 8$ antenna arrays, when the ABEP reaches $10^{-4}$, the SNR difference between the system applying the COST 2100 channel model and the system considering 2-D Gaussian distributed scatterers is nearly 6.6 dB.

Comparing with the typical indoor propagation environment shown in Fig. 4.4, the ABEP performance is degraded with the stochastic propagation environment, because the scattering paths cannot be perfectly separated. According to (4.11), with the possible small angles between scatterers, the received signal transmitted through different scattering paths may not be perfectly separated due to the similar AoAs/AoDs, the various channel gains and the interference among beams. If the receiver cannot perfectly separate the signal from different scattering paths, which may cause an error in the scattering paths detection and increase the ABEP. In other words, when multiple scattering paths cannot be separated, the system will recognize them as one path. Therefore, the total number of the scattering paths $N_{ts}$ existing between the transmitter and receiver will be reduced. The decrease of $N_{ts}$ will lead to the reduction of the diversity gain, thus increasing the ABEP. The diversity gain of 3-D SSM systems will be derived and discussed in the next section.

In the practical network planning and modulation mode selection, the method in this section can be applied to different scatterer distribution models, which can predict the ABEP performance under various scatterer distribution models for the generalised 3-D SSM system.

### 4.5 Conclusion

In this chapter, we have proposed a novel generalised 3-D SSM system with planar arrays. To facilitate the optimum demodulation of the generalised 3-D SSM system, the whitening-filter-based optimum detection algorithm has been derived. To efficiently evaluate the system...
performance, the expression of the ABEP union upper bound has been provided. For the performance analysis, ABEPs are analysed under the statical and the stochastic propagation environments, respectively. Compared with the statical propagation environment, the ABEP performance of generalised 3-D SSM system is degraded under the stochastic propagation environment.
Chapter 5

Optimisation schemes of Generalised 3-D SSM Systems

Overview
In the previous chapters, the system model of 3-D SSM was designed and the performance was evaluated. However, as a modulation system applying a large antenna array and a complex phase shifter network, its hardware friendliness and detection algorithm complexity need to be considered. In this chapter, a hardware-friendly design is proposed to reduce the hardware complexity of the generalised 3-D SSM system. On the other hand, to reduce the computational complexity of the detector, a low-complexity linear detection algorithm is designed. Furthermore, for the fast evaluation, the diversity gain and the asymptotic performance are also derived.

5.1 Introduction
In the previous chapter, the generalised 3-D SSM system has been introduced. To reduce the hardware complexity and the computational complexity of detection algorithm, two optimisation schemes are proposed for the generalised 3-D SSM system in this chapter. Meanwhile, for the quick evaluation, the asymptotic performance is also derived based on the diversity gain and the coding gain of the generalised 3-D SSM system.
For the system deployment, a large number of antenna elements are configured on the transceivers. Each of the antenna elements requires a corresponding RF-link. For the conventional modulation system, a huge analogue phase shifter network should be designed to support the beamforming process. Regardless of the transmitter or receiver, such a large phase shifter network will undoubtedly increase the equipment cost and power consumption. Therefore, a hardware friendliness design is introduced to reduce the complexity of transceivers in this chapter. The analogue phase shifter network is replaced by a multi-bit phase shifter network with limited quantification [121], which applies a 2-D FFT based transceiver approach.

For the demodulation process, the optimum detection algorithms introduced in the previous chapters are designed based on ML detection. The computational complexity of the optimum detector is increased exponentially with the number of candidate scattering paths, especially for the multiple RF-chains systems. If a large number of scattering paths or a high modulation order is adopted, the computational complexity is great. Many existing works have devised the low-complexity detection algorithms for IM systems [45–47, 53, 54, 61, 92, 93], which have been introduced in chapter 2. However, the low-complexity detection algorithm for generalised 3-D SSM systems is missing in the literature. Therefore, an MMSE based low-complexity detection algorithm is designed and analysed in this chapter. Moreover, the asymptotic performance of the generalised 3-D SSM system is derived with the coding gain and the diversity gain for a quick assessment.

5.2 The Hardware Friendliness Design for Modulator and Demodulator

5.2.1 The Structure of Hardware Friendliness Transceivers

In section 4.1.1 and section 4.1.2, the analogue phase shifter networks are applied in the modulator and the demodulator. For a practical transceiver design, the application of multi-bit phase shifter networks with limited quantification can further reduce the cost of hardware
After applying 2-D FFT, the values of $\cos \left( \frac{\pi}{4} \right)$, $\cos \left( -\frac{\pi}{4} \right)$, $\cos (0)$ and $\cos \left( \frac{\pi}{2} \right)$ after applying FFT.

deployment [121]. In this subsection, the 2-D FFT-based transceiver is designed to reduce the hardware cost [122].

Recalling the array vector for transmitter, which uses the analogue phase shifter network to obtain the continuous phase and can be represented as

$$\mathbf{a}_{t,v,n_s} = [1, e^{j2\pi d_v \cos \phi_{n_s}}, e^{j4\pi d_v \cos \phi_{n_s}}, \ldots, e^{j2(N_{t,v} - 1)\pi d_v \cos \phi_{n_s}}], \quad (5.1)$$

$$\mathbf{a}_{t,h,n_s} = [1, e^{j2\pi d_h \cos \theta_{n_s}}, e^{j4\pi d_h \cos \theta_{n_s}}, \ldots, e^{j2(N_{t,h} - 1)\pi d_h \cos \theta_{n_s}}], \quad (5.2)$$

Applying the FFT matrix on $\mathbf{a}_{t,v,n_s}$ and $\mathbf{a}_{t,h,n_s}$, the transmission directions $\mathbf{a}'_{t,v,n_s}$ and $\mathbf{a}'_{t,h,n_s}$ are formed. The 2-D FFT algorithm results on each column and row of transmission antenna array can be represented as

$$\mathbf{a}'_{t,v,n_s} = [1, e^{j2\pi d_v q_{t,v,n_s}}, \ldots, e^{j2(N_{t,v} - 1)\pi d_v q_{t,v,n_s}}], \quad (5.3)$$

$$\mathbf{a}'_{t,h,n_s} = [1, e^{j2\pi d_h q_{t,h,n_s}}, \ldots, e^{j2(N_{t,h} - 1)\pi d_h q_{t,h,n_s}}], \quad (5.4)$$

where

$$q_{t,v,n_s} = \text{mod} \left( \left\lfloor \cos (\phi_{n_s}) N_{t,v} d_{t,v} \right\rfloor, N_{t,v} d_{t,v} \right), \quad (5.5)$$

$$q_{t,h,n_s} = \text{mod} \left( \left\lfloor \cos (\theta_{n_s}) N_{t,h} d_{t,h} \right\rfloor, N_{t,h} d_{t,h} \right). \quad (5.6)$$

After applying 2-D FFT, the values of $\cos (\phi_{t,n_s})$ and $\cos (\theta_{t,n_s})$ are aligned to $q_{t,v,n_s}$ and $q_{t,h,n_s}$ on vertical and horizontal directions, respectively. Taking a $4 \times 4$ planar array as an example, according to (5.5) and (5.6), $q_{t,v,n_s}$ and $q_{t,h,n_s}$ each have only 4 optional values, $\cos \left( \frac{\pi}{2} \right)$, $\cos \left( -\frac{\pi}{4} \right)$, $\cos (0)$ and $\cos \left( \frac{\pi}{4} \right)$, as shown in Fig. 5.1. For example, all value of angles in the
red area should be aligned to \( \cos \left( -\frac{\pi}{4} \right) \) after applying 2-D FFT. For the generalised 3-D SSM transmitter with 2-D FFT, the matrix \( \tau_{t,k(k_c)} \) can be rewritten as

\[
\tau'_{t,k(k_c)} = (a'_{t,v,k(k_c)} \otimes a'_{t,h,k(k_c)})^H. \tag{5.7}
\]

The 2-D FFT can also be applied at receiver. The \( \tau'_{r,k(r)} \) can be obtained as

\[
\tau'_{r,k(r)} = (a'_{t,v,k(r)} \otimes a'_{t,h,k(r)})^H. \tag{5.8}
\]

Combining \( \tau'_{t,k(k_c)} \) and \( \tau'_{r,k(r)} \) with formula (4.8), and repeating the previous derivations steps, we can get the received signal expressions of the SSM system after applying 2-D FFT. Then the optimum detection algorithm for the hardware-friendly demodulator can be derived. Fig. 5.2 shows the amplitude of the channel response with 5 candidate scattering paths using \( 8 \times 8 \) transmitting antenna array. The red boxes in Fig. 5.2 represent beam scattering direction angles in the wireless channel, which are modulated by the analogue phase shifter.
network at the transceiver. While blue points represent the predetermined beam directions generating by 2-D FFT algorithm. If the 2-D FFT algorithm is applied, the continuous phase of the signal will be modulated to the predetermined discrete directions as blue dots with non-zero amplitudes shown in Fig. 5.2. However, if applying the 2-D FFT algorithm on two beams with similar directions, their beam directions may be aliased, and such aliasing may cause system performance degradation, where the 2-D FFT transceiving approach provides a trade-off between ABEP performance and hardware complexity.

### 5.2.2 The Performance Evaluations and Discussions

To evaluate the performance of the 2-D FFT algorithm, the indoor propagation environments case 1 and case 2 in Table 4.2 are adopted. For the simulation and analytical results, the $8 \times 8$ antenna arrays and the 4PSK baseband modulation scheme are adopted. As shown in Fig. 5.3, the simulation results are matched with the analytical results.

It can be seen that in the two different propagation environments, there is no significant difference between the system ABEP performance after applying the 2-D FFT algorithm.
The reasons for its consistent ABEP performance are explained as follows. Although the room size and the position of transceivers are different, the scattering directions are aligned to the same pre-set AoAs and AoDs after applying the 2-D FFT algorithm, which leads to the similar ABEP performance.

Comparing with the system without 2-D FFT algorithm, the ABEP performance are shown in Fig. 5.4. The generalised 3-D SSM system with $K = 5, K_c = 2$ is applied. As mentioned above, the application of 2-D FFT algorithm significantly simplifies the transceiver’s circuit complexity. However, due to the 2-D FFT algorithm, the transmission direction of the signal is not fully aligned with the direction angles of scatterers in the propagation environment, which in turn leads to an increase in ABEP. When the ABEP reaches $10^{-5}$, the SNR differs from the system without 2-D FFT algorithm by nearly 14.6 dB for the multiple RF-chains system with $8 \times 8$ antenna arrays.
5.3 The Low-complexity Detection Algorithm

5.3.1 The Design of Linear MMSE Detection Algorithm

In the previous chapter, the optimum detection algorithm is designed for the generalised 3-D SSM system. If a generalised 3-D SSM system equips a large number of antenna elements, the optimum detection algorithm has a high computational complexity, which brings challenge to receiver design. Therefore, a linear MMSE detection algorithm is provided to reduce the computational complexity by avoiding the process of global search in the optimum detection algorithm [123, 124].

The incoming receive information bits can be divided into two parts $R_K$ and $R_M$, which are conveyed by the selection of scattering paths and the conventional modulated symbols, respectively. With the received signal in (4.8), the proposed low-complexity detection algorithm is elaborated as follows. The first part of $R_K$ bits can be detected according to the received energy on each scattering path. Then the rest of $R_M$ bits are checked by the conventional ML detection algorithm for QAM/PSK signals.

**Theorem 5.1** (The linear MMSE detection algorithm for the generalised 3-D SSM system). The first part of $R_K$ bits can be detected according to the received energy on each scattering path. The linear MMSE detection algorithm for the selected scattering paths is given by

$$\hat{l} = \arg\min_i \{\|G (B^H)^{-1} z - \tilde{w}_i\|\}, \tag{5.9}$$

where

$$G = \left[ \left( \sqrt{\frac{\rho}{KcNt}} \sum_{n_s=1}^{N_s} \beta_{ns} (B^H)^{-1} \tilde{H}_{ns} \right)^H \left( \sqrt{\frac{\rho}{KcNt}} \sum_{n_s=1}^{N_s} \beta_{ns} (B^H)^{-1} \tilde{H}_{ns} \right) + 1 \right]^{-1} \times \left( \sqrt{\frac{\rho}{KcNt}} \sum_{n_s=1}^{N_s} \beta_{ns} (B^H)^{-1} \tilde{H}_{ns} \right)^H, \tag{5.10}$$
\( \tilde{w}_l \) is a \( K \times 1 \) vector with \( K_c \) non-zero elements, and can be computed by

\[
\tilde{w}_l = \begin{cases} 
1, & k(k_c) \in \Phi_{c,l}, \\
0, & \text{else},
\end{cases}
\tag{5.11}
\]

and \( I \) is a \( N_{ts} \times N_{ts} \) identity matrix.

**Proof:** From (3.17), the output signal passing through the whitening filter can be expressed as

\[
(B^H)^{-1}z = \sqrt{\frac{\rho}{K_c N_t}} \sum_{n_s=1}^{N_{ts}} \beta_{n_s} (B^H)^{-1} \hat{H}_{n_s} \tilde{w}_{l,m_{kc}} + n'_a.
\tag{5.12}
\]

According to [123], the MMSE detection of \( l \) is

\[
[\hat{l}] = \arg\min_{l} \{ \| G (B^H)^{-1}z - \tilde{w}_l \| \},
\tag{5.13}
\]

where \( \tilde{w}_l \) is defined in (5.11). The coefficient matrix \( G \) needs to be designed for the MMSE detection algorithm. According to the MMSE detection algorithm in [123]

\[
E \left[ (G(B^H)^{-1}z - \tilde{w}_{l,m_{kc}}) \left( (B^H)^{-1}z \right)^H \right] = 0.
\tag{5.14}
\]

With the similar steps in [124], performing a simple transformation on the matrix, the matrix \( G \) can be represented as

\[
G = E \left[ \tilde{w}_{l,m_{kc}} \left( (B^H)^{-1}z \right)^H \right] E \left[ (B^H)^{-1}z \left( (B^H)^{-1}z \right)^H \right]^{-1}
\]

\[
= \left( \sum_{n_s=1}^{N_{ts}} \beta_{n_s} (B^H)^{-1} \sqrt{\frac{\rho}{K_c N_t}} \hat{H}_{n_s} \right)^H \sum_{n_s=1}^{N_{ts}} \beta_{n_s} (B^H)^{-1} \sqrt{\frac{\rho}{K_c N_t}} \hat{H}_{n_s} + \sigma^2 I \right]^{-1}
\tag{5.15}
\]

\[
\times \left( \sum_{n_s=1}^{N_{ts}} \beta_{n_s} (B^H)^{-1} \sqrt{\frac{\rho}{K_c N_t}} \hat{H}_{n_s} \right)^H.
\]

By substituting (5.15) into (5.13), when variance \( \sigma^2 = 1 \), the MMSE detection algorithm can be obtained as (5.9).
5.3 The Low-complexity Detection Algorithm

5.3.2 The Performance Evaluations and Discussions

The performance of the low-complexity detection algorithm is analysed in this subsection. Meanwhile, computational complexities of the low-complexity and the optimum detection algorithms are also compared. With the low-complexity detection algorithm, the system performance is shown in Fig. 5.5 under the typical indoor environment case 1 described in section 4.3.1. The 4PSK signal constellation is used for the baseband modulation. In Fig. 5.5, the red and blue lines represent the performance of the single RF-chain and the multiple RF-chains systems, respectively. The solid and dotted lines represent the performance of the low-complexity and the optimum detection algorithms, respectively.

For the low-complexity detection algorithm, the single RF-chain system has better ABEP performance than the multiple RF-chain system. When the ABER reaches $10^{-5}$, the SNR gaps between two systems are 5.5 dB and 5.8 dB for $4 \times 4$ and $6 \times 6$ antenna arrays, respectively.
Comparing with the optimum detection algorithm, the simulation results illustrate that the low-complexity detection algorithm will cause a decrease in the ABEP performance. The reason for ABEP performance degradation is explained as follows. When the linear MMSE detection algorithm demodulates the first $R_K$ bits incorrectly, the $\hat{l}$ does not equal to the $l$ in (5.9). Due to $l \neq \hat{l}$ (the scattering paths recognition error), all remaining bits, which are conveyed by the conventional modulation symbol with index $\hat{l}, m_{k,c}$, cannot be detected correctly through the conventional single-input-single-output (SISO) ML detection algorithm. It results in a substantial increase in the ABEP. Nevertheless, for the optimum detection algorithm, even if the first $R_K$ bits are detected incorrectly, the remaining bits conveyed by conventional modulation symbols may still be demodulated correctly with the global search.

In other words, the conventional modulation symbol is selected from a constraint set. The optimum detection algorithm considers the symbol selection constraints in the global search, e.g., the conventional modulation symbol is selected from 1 and $-1$ in the BPSK constellation. However, the constraint of conventional modulation symbol selection is not utilized by the linear MMSE detection algorithm. Therefore, the incomplete utilization of the symbol selection constraint leads to a decrease in the detection accuracy of $l$, which in turn leads to an increase in the ABEP for the low-complexity detection algorithm.

In general, even if the linear detection algorithm sacrifices part of the system performance, it is widely used in various modulation systems to reduce detection complexity. The detection complexity of the linear MMSE detection algorithm and the optimum detection algorithm are analysed as follows.

Based on floating operations (flops), the average computational complexities of the low-complexity detection algorithm and the optimum detection algorithm are evaluated. For both detection algorithms, if it is a real number, it assumes that every addition, subtraction, multiplication or division operation costs 1 flop. If it is a complex number, it assumes that every addition or subtraction operation costs 2 flops, and multiplication or division operation costs 6 flops. Computing the product between a real number and a complex number costs 2 flops. Moreover, it assumes that computations of some basic functions, including $\angle(\cdot)$, $\exp(\cdot)$, trigonometric function and square root, cost $\rho$ flops. The Cholesky factorization
Table 5.1 Computational Complexity of Applied Operations

<table>
<thead>
<tr>
<th>Index</th>
<th>Operation</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\mathbf{H}<em>{n_s}(k^{(i)}, k) = \mathbf{r}</em>{r,k^{(i)}} \tilde{\mathbf{H}}<em>{n_s} \mathbf{r}</em>{t,k^{(k)}}$</td>
<td>$K^2(8N_TN_R + 6N_T - 2) + 24N_TN_R$</td>
</tr>
<tr>
<td>2</td>
<td>$1 - \exp\left(jN_c\pi d_{x,v} \left(\cos \varphi_{t,k^{(i)}} - \cos \varphi_{t,k^{(k)}}\right)\right)$</td>
<td>$K^2(48 + 12\rho)$</td>
</tr>
<tr>
<td></td>
<td>$1 - \exp\left(j2\pi d_{h} \left(\cos \varphi_{t,k^{(i)}} - \cos \varphi_{t,k^{(k)}}\right)\right)$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$1 - \exp\left(jN_{r,h}2\pi d_{h} \left(\cos \theta_{t,k^{(i)}} - \cos \theta_{t,k^{(k)}}\right)\right)$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$1 - \exp\left(j2\pi d_{h} \left(\cos \theta_{t,k^{(i)}} - \cos \theta_{t,k^{(k)}}\right)\right)$</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>$(\mathbf{B}^{H})^{-1}$</td>
<td>$\frac{K^3}{2} + 2K^2 + \frac{3}{2}K - 1 + \pi$</td>
</tr>
<tr>
<td>4</td>
<td>$\sqrt{\frac{\rho}{KcN_T}} \sum_{n_s=1}^{N_s} \beta_{n_s} (\mathbf{B}^{H})^{-1} \tilde{\mathbf{H}}_{n_s}$</td>
<td>$N_{ts} \left(4K^3 + K^2\right)$</td>
</tr>
<tr>
<td>5</td>
<td>$\left[\left(\sqrt{\frac{\rho}{KcN_T}} \sum_{n_s=1}^{N_s} \beta_{n_s} (\mathbf{B}^{H})^{-1} \tilde{\mathbf{H}}_{n_s}\right)^{H}\right.$</td>
<td>$16K^3 + K^2(3 + 3!K) + K(1 + 4K)! + N_{ts} (4K^3 + K^2) - 9K! - 1$</td>
</tr>
<tr>
<td></td>
<td>$\left(\sqrt{\frac{\rho}{KcN_T}} \sum_{n_s=1}^{N_s} \beta_{n_s} (\mathbf{B}^{H})^{-1} \tilde{\mathbf{H}}_{n_s}\right)^{H} + I$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\times \left(\sqrt{\frac{\rho}{KcN_T}} \sum_{n_s=1}^{N_s} \beta_{n_s} (\mathbf{B}^{H})^{-1} \tilde{\mathbf{H}}_{n_s}\right)^{H}$</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>$|G (\mathbf{B}^{H})^{-1} \mathbf{z} - \tilde{\mathbf{w}}_l|$</td>
<td>$4K^3 + 6K^2 + K(3 + \rho)$</td>
</tr>
<tr>
<td>7</td>
<td>$| (\mathbf{B}^{H})^{-1} \mathbf{z} - \sqrt{\frac{\rho}{KcN_T}} \sum_{n_s=1}^{N_s} \beta_{n_s} (\mathbf{B}^{H})^{-1} \tilde{\mathbf{H}}<em>{n_s} \mathbf{w}</em>{l,m_{lc}}|$</td>
<td>$4K^2 + K(3 + \rho) + N_{ts} (4K^3 + 7K^2)$</td>
</tr>
</tbody>
</table>
costs $\kappa$ flops. For the $K \times K$ matrix $B$, $B^{-1} = B^\dagger / \det(B)$, where $B^\dagger$ denotes the adjugate matrix of $B$ [125]. Because $B$ is a real upper triangular matrix, it only needs to compute the elements that are on the diagonal of $B$. Therefore, the computation of $B^\dagger$ and $\det(B)$ cost $\frac{K}{2} (K + 1)^2$ and $K - 1$ flops, respectively. According to (3.23) and (5.9), key operations and their computational complexities used in the above two algorithms are stated in Table 5.1.

Defining the computational complexity of operation 6 and 7 as $O_i$ and $O_o$, respectively, the optimum detection algorithm and the low-complexity detection algorithm computational complexities $O_{Op}$ and $O_{Lo}$ can be represented as

$$O_{Op} = LM^K \kappa O_o, \quad O_{Lo} = L O_i + M^K \kappa O_o. \quad (5.16)$$

It can be seen from (5.16) that the low-complexity detection algorithm has fewer iterations comparing with the optimum detection algorithm, thereby leading to the reduction of computational complexity.

Furthermore, assuming $p = 10$ and $\kappa = 20$, the computational complexities of the low-complexity detection algorithm and optimum detection algorithm are shown in Fig. 5.6. The results indicate that the low-complexity detection algorithm can reduce the computational complexity for the generalised 3-D SSM system, and the effect is more obvious with the higher modulation order $M$. Meanwhile, compared to single RF-chain 3-D SSM systems, the low-complexity detection method has a more remarkable reduction in the computational complexity for multiple RF-chains generalised 3-D SSM systems.

### 5.4 The Asymptotic Performance and Diversity Gain

In this section, the asymptotic performance of the generalised 3-D SSM system is derived based on the analytical ABEP. Then the diversity gain and the coding gain of the system are also derived.
Fig. 5.6 The detection computational complexities for generalised 3-D SSM systems with $8 \times 8$ antenna arrays. The indoor environment described by Table 4.2 case 2 is adopted. $K = 5$ and $K_c = 2$ are applied for the multiple-RF-chain system. $K = 4$ and $K_c = 1$ are applied for the single-RF-chain system.
5.4.1 The Diversity Gain Analysis

Recalling the closed-form PEP expression shown in (4.17).

\[
P(l, M \rightarrow \hat{l}, \hat{M}) \approx \frac{\prod_{n_s=1}^{N_{ts}} \zeta'_{n_s}}{12} + \frac{\prod_{n_s=1}^{N_{ts}} \upsilon'_{n_s}}{4}, \tag{5.17}
\]

Following the results in Lemma 3, the PEP expression can be rewritten as

\[
P(l, M \rightarrow \hat{l}, \hat{M}) \approx \frac{\prod_{n_s=1}^{N_{ts}} \left(1 + \frac{\rho}{4N_{gs}N_tK_c} \omega'_{n_s}\right)^{-1}}{12} + \frac{\prod_{n_s=1}^{N_{ts}} \left(1 + \frac{\rho}{3N_{gs}N_tK_c} \omega'_{n_s}\right)^{-1}}{4}. \tag{5.18}
\]

To derive the asymptotic expression of ABEP, the PEP expression needs to be simplified, the asymptotic expression of PEP can be represented as

\[
P(l, M \rightarrow \hat{l}, \hat{M}) \approx \frac{\prod_{n_s=1}^{N_{ts}} \left(1 + \frac{\rho}{4N_{gs}N_tK_c} \omega'_{n_s}\right)^{-1}}{12} + \frac{\prod_{n_s=1}^{N_{ts}} \left(1 + \frac{\rho}{3N_{gs}N_tK_c} \omega'_{n_s}\right)^{-1}}{4}. \tag{5.19}
\]

In the simplified PEP expression, the PEP under different SNR is determined by the channel gain and the number of scattering paths \(N_{ts}\). Therefore, \(\omega'_{n_s}\) are sorted with descending order as \(\bar{\omega}'_{n_s} \in \{\bar{\omega}'_1, \bar{\omega}'_2, ..., \bar{\omega}'_{N_{ts}}\}\) following the steps in Lemma 3, where \(\bar{n}_s\) is the index of \(\bar{\omega}'_{n_s}\).

The selection of \(\omega'_{n_s}\) and \(N_{ts}\) will be described as follows. Based on (4.17), the asymptotic expression of PEP is

\[
P(l, M \rightarrow \hat{l}, \hat{M}) \approx \frac{\prod_{\bar{n}_s=1}^{N_{ts}} \left(1 + \frac{\rho}{4N_{gs}N_tK_c} \bar{\omega}'_{\bar{n}_s}\right)^{-1}}{12} + \frac{\prod_{\bar{n}_s=1}^{N_{ts}} \left(1 + \frac{\rho}{3N_{gs}N_tK_c} \bar{\omega}'_{\bar{n}_s}\right)^{-1}}{4}. \tag{5.20}
\]

and

\[
\mathcal{G}(\bar{\omega}'_{\bar{n}_s}, N_g, N_t, K_c) = \left[ \frac{\prod_{\bar{n}_s=1}^{N_{gs}} \left(1 + \frac{\rho}{4N_{gs}N_tK_c} \bar{\omega}'_{\bar{n}_s}\right)^{-1}}{12} + \frac{\prod_{\bar{n}_s=1}^{N_{gs}} \left(1 + \frac{\rho}{3N_{gs}N_tK_c} \bar{\omega}'_{\bar{n}_s}\right)^{-1}}{4} \right]. \tag{5.21}
\]
By substituting (5.20) into (4.16), an asymptotic ABEP can be expressed as

\[
\text{ABEP}_{\text{asym}} \approx \rho^{-N_g} \sum_{l=1}^L \sum_{\mathcal{M}=1}^{M^k_c} \sum_{\mathcal{M}=1}^{M^k_c} \frac{1}{L M^k_c} \frac{N(l, \mathcal{M} \rightarrow \hat{l}, \mathcal{M})}{\log_2(L M^k_c)} \mathcal{G} \left( \hat{o}^l_{h_i}, N_g, N_t, K_c \right),
\]

where \(N_g \in \{1, 2, \ldots, N_{ts}\}\) dominates the slope of the \(\text{ABEP}_{\text{asym}}\). For \(\text{ABEP}_{\text{asym}}\), the SNR threshold corresponding to \(N_g\) selections can be calculated by

\[
T_{\text{SNR}}(N_g) = \frac{(4N_g N_t K_c)^{N_g + 1} + 3(N_g N_t K_c)^{N_g + 1}}{(4(N_g - 1) N_t K_c)^{N_g + 3} + (3(N_g - 1) N_t K_c)^{N_g + 1}}.
\]

If \(T_{\text{SNR}}(N_g) < \rho \leq T_{\text{SNR}}(N_g + 1)\), \(N_g\) is selected to calculate the asymptotic performance in this region. Especially, when \(-\infty < \rho \leq T_{\text{SNR}}(1)\), \(N_g = 1\). According to (5.22), when the \(\rho \rightarrow \infty\), \(N_g = N_{ts}\). Therefore, the diversity gain \(\mathcal{D}\) and coding gain \(\mathcal{C}\) are given by

\[
\mathcal{D} = N_{ts},
\]

\[
\mathcal{C} = \left[ \sum_{l=1}^L \sum_{\mathcal{M}=1}^{M^k_c} \sum_{\mathcal{M}=1}^{M^k_c} \frac{1}{L M^k_c} \frac{N(l, \mathcal{M} \rightarrow \hat{l}, \mathcal{M})}{\log_2(L M^k_c)} \mathcal{G} \left( \hat{o}^l_{h_i}, N_g, N_t, K_c \right) \right]^{-\frac{1}{\mathcal{G}}}.
\]

It should be noted that the asymptotic ABEP with \(N_g = N_{ts}\) approaches the union upper bound slowly with an increasing SNR. As such, the asymptotic ABEP with \(N_g = N_{ts}\) is not tight with a reasonable value of \(\rho\). Therefore, \(N_g\) has to be selected according to (5.23).

### 5.4.2 The Asymptotic Performance and Discussions

Following (5.22), the asymptotic performance of generalised 3-D SSM system is shown as Fig. 5.7. \(4 \times 4, 6 \times 6\) and \(10 \times 10\) three different sizes of antenna arrays are adopted for the transmitter and receiver. The M-PSK signal constellation is used for the baseband modulation. It can be seen from Fig. 5.7 that the asymptotic performance fits the numerical results well in different SNR regions with \(N_g = 2, 3, 4\), and the \(N_g\) is determined by (5.23). Taking the generalised SSM system with \(6 \times 6\) antenna arrays as an example, when \(T_{\text{SNR}}(2) < \rho \leq T_{\text{SNR}}(3)\), the green line is matched with the ABEP performance. When the \(T_{\text{SNR}}(3) <\)
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Fig. 5.7 The asymptotic performance of generalised 3-D SSM systems under the propagation environment described by Table 4.2 Case 2. The multiple RF-chains systems with $K = 5$, $K_c = 2$ and $M = 4$ is adopted.

$\rho \leq T_{\text{SNR}}(4)$ and $T_{\text{SNR}}(4) < \rho \leq T_{\text{SNR}}(5)$, the red and yellow lines are be used to describe the asymptotic ABEP performance, respectively. Generally, the ABEP performance under different SNR region can be estimated accurately and quickly using the method provided in this section.

5.5 Conclusion

In this chapter, a hardware friendliness design has been introduced, which replaces the analogue phase shifter network with the multi-bit phase shifter network with limited quantification. The application of a multi-bit phase shifter network significantly simplifies the transceiver’s circuit complexity. However, after applying the 2-D FFT algorithm, the AoAs/AoDs at the transceivers are not fully aligned with the scatterers’ direction angles in the 3-D space, which leads to ABEP performance degradations. Furthermore, the low-complexity detection algorithm has been proposed, which significantly reduces the computational com-
plexity, especially for the system adopting multiple RF-chains. Moreover, the asymptotic performance has been derived under different SNR regions. The results show that the asymptotic performance fits the numerical results well.
Chapter 6

Conclusions and Future Work

6.1 Conclusions

In this dissertation, a novel 3-D SSM system has been proposed for the mm-wave transmission to provide guidelines for the system deployment in reality. The 3-D SSM system has applied phase shifter networks to allocate the beam in the specified scattering path. Therefore, different scattering paths in 3-D space offer the multipath gain and set indices to carry extra information bits.

In the first-stage work as represented in Chapter 3, the 3-D SSM system with the large-scale planar array has been designed, which considers the azimuth and elevation angle of AoA and AoD in 3-D space. Due to the linear combination operated by the phase shifter network, the correlation noise is generated at the receiver, which leads to the additional received power. Besides, our system model also takes the mutual inference into account, which is generated side beams among RF-chains. Considering the correlation noise and mutual interference, we have designed the optimum detection algorithm for the 3-D SSM system. To obtain the analytical results, the closed-form expression of the union upper bound on the ABEP has been derived and verified via comparison with simulations. To evaluate the system performance, a typical indoor transmission environment has been investigated to obtain the channel impulse response by ray-tracing. According to the results, it is indicated that the 3-D SSM outperforms the 2-D SSM system, which is caused by the lack of DoF in
the 2-D SSM system. Meanwhile, the results indicate that the larger size of the antenna array is a benefit to reduce the ABEP. Since SSM utilises scattering paths to convey information bit, the abundance of scattering paths in the transmission environment can also have an impact on the ABEP performance. As the results in Chapter 3, if the number of bits modulated in each time slot is constant, the more optional scattering paths in the transmission environment, the better the ABEP performance of the SSM system.

In the second-stage of this work, the generalised 3-D SSM with hybrid beamforming technology has been investigated. Specifically, the multiple RF-chains are generated in each time slot, and the conventional modulated symbols are transmitted by several RF-chains. Meanwhile, the generalised 3-D SSM system utilised the combinations of scattering paths to convey information bits. The system model and modulation scheme have been proposed at first. Then the optimum detector has been designed. To analyse the system performance, the PEP of SSM symbols has been obtained at first. Based on the PEP, the closed-form ABEP expression has been derived and validated by Monte-Carlo simulations. For the performance evaluation, we first utilised an indoor environment to analyse the ABEP performance. The results indicate that the generalised 3-D SSM system can significantly improve the system throughput, compared with the SSM system with a single RF-chain. However, the scatterers in the transmission environment are not always static, and the scattering path changes accordingly. Therefore, to evaluate the performance of the SSM system under the transmission environment with randomly distributed scatterers, we have defined three stochastic channel models. Compared with the typical indoor propagation environment, the ABEP performance is degraded with randomly distributed scatterers, because the scattering paths cannot be perfectly separated and distinguished by the receiver. In the practical network planning and modulation mode selection, the stochastic channel models can be applied to different application scenarios, which can predict the ABEP performance under various scatterer distribution models for the generalised 3-D SSM system. When channel conditions are unstable, i.e., the scatterers are randomly distributed, it is more reasonable to combine weak channels with the other one to transmit the same modulated
symbol, which may be effective in reducing BER. However, the above method is not discussed in this thesis, which can be investigated in our future work.

In the third-stage of this work, several optimisation schemes for generalised 3-D SSM systems have been investigated in terms of hardware and software. Firstly, a hardware-friendly design for the generalised 3-D SSM system has been proposed. The analogue phase shifters at the transceivers are replaced by the multi-bit phase shifter with limited quantification, which utilises 2-D FFT algorithm for the beamforming process. Although the multi-bit phase shift sacrifices part of the ABEP performance, it can greatly reduce the hardware cost. With $8 \times 8$ antenna arrays, the system can achieve $10^{-5}$ ABEP, when the SNR reaches 18 dB. Secondly, the low-complexity detection algorithm has been designed to reduce the computational complexity of the generalised 3-D SSM system. Due to the global search in the optimum detection algorithm, the detection computational complexity exponentially increase with the number of generated RF-chains. Therefore, a MMSE based detection algorithm is proposed to reduce the computational complexity. The results show that when $K_c = 2$, $K=5$ and $M=4$, the low-complexity algorithm can reduce the computational complexity by about 75%. Thirdly, the diversity gain and asymptotic performance of the generalised 3-D SSM system have been derived for the fast evaluation. With a specific SNR region, asymptotic results can quickly and accurately describe the system ABEP performance.

6.2 Future Work

- (a) The adaptive modulation algorithm of the 3-D SSM system

In the conventional modulation system, adaptive modulation algorithms have been widely discussed. For SSM systems, the ABEP performance and throughput are effect by the selection of scattering path and the values of modulation order. Therefore, it is necessary to develop an adaptive modulation scheme that achieves a higher data rate and better ABEP performance for the 3-D SSM system. Accordingly, the optimal number of scattering paths and the optimal values of modulation order need to be considered jointly. For different scattering paths, a corresponding modulation order
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needs to be selected based on the CSI to pursue a better trade-off between the ABEP and SE.

- **(b) The scattering path optimisation scheme of the generalised 3-D SSM system**

  The CSI of scattering paths directly affect the ABEP performance of the 3-D SSM system. With several optional scattering paths, the CSI of scattering paths can be evaluated first, and then the path with better channel conditions is selected for data transmission. For the scattering paths with the lower channel gain, it can be combined with a robust channel to convey and transmit the same information bit. In this way, the negative impact of channel gains on the system error performance can be reduced.

- **(c) The measurement of generalised 3-D SSM system under different application scenarios**

  Most of the existing works on the SSM system are based on various ideal channel models, e.g., the i.i.d. Rayleigh channel. For the deployment, it is necessary to investigate the performance of SSM system in a realistic propagation environment. Since the SSM system performance is affected by the characteristics of scattering paths, the measurement results of scattering channel characteristics in different propagation environments, e.g., keyhole channels and vehicle channels, have important guiding significance for the system deployment.

- **(d) The generalised 3-D SSM system with imperfect CSI**

  For the 3-D SSM system, whether the scattering path can be resolved mainly depends on the AoA and AoD of beams, which requires the perfect CSI at the transceivers. Existing works of SSM assumed that the transceivers have the perfect CSI. However, in a real application, the perfect CSI is difficult to obtain. Therefore, with the imperfect CSI, a channel estimation approach needs to be designed. Meanwhile, the system performance with imperfect CSI should be reassessed.

- **(e) The combination of 3-D SSM and polarisation-space system**
The generalised polarisation-space modulation was proposed in [125], which utilises the polarisation indices of transmission antennas to convey information bits. For the 3-D SSM system with a large-scale antenna array, the dual-polarised transmission antenna can be applied, which utilises polarisation states and beam scattering paths to represent the modulated bits. The combination of the 3-D SSM and the polarisation-space modulation can further improve the SE with a limited number of RF-chains.

- **(f) The combination of 3-D SSM and OFDM-IM system**

  As a novel IM technology, the OFDM-IM system applies the indices of orthogonal subcarriers to convey extra information bits. For the SSM system with large-scale antenna arrays, it is suitable to be combined with OFDM-IM, which can further improve the SE. However, the combination of OFDM-IM and SSM will further increase the complexity of modulation schemes and detection algorithms. Predictably, the performance of the system will be affected by scattering path conditions, subcarrier characteristics, and modulation orders. In this case, whether the system can achieve a considerable ABEP performance under a reasonable SNR region is worth studying.
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