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Abstract

The field of magnetoelectric (ME) multiferroics is driven by the promise of controlling magnetism using applied electric fields, offering the possibility of a new generation of ultra-low power devices. Among the few room temperature single-phase ME multiferroics reported, M-type hexaferrite shows potential for device applications as they exhibit a low field ME effect at room temperature. The observed magnetoelectric properties in Co-Ti doped strontium M-type hexaferrite are associated with the presence of the non-collinear magnetic structure that induces an electric polarisation through the inverse Dzyaloshinskii-Moriya interaction. Many studies reported the presence of the non-collinear magnetic structure with different elements and substitution rates. Hence, the non-collinear magnetic structure is the key to understanding the magnetoelectric properties in M-type doped hexaferrites.

The work presented in this thesis had two main objectives. The first was to investigate the role of variation (Co-Ti) substitution of $\text{SrCo}_x\text{Ti}_{1-x}\text{Fe}_{12-x}\text{O}_{19}$ polycrystalline hexaferrite, where $x=0, 0.7, 1.1, 1.5$ and $2$, on magnetic properties and their temperature dependence. The second was to characterise the structural and magnetic properties of $\text{SrCo}_2\text{Ti}_2\text{Fe}_8\text{O}_{19}$ single crystal, where the substitution induced magnetic anisotropy changes from uniaxial to planar anisotropy. In addition, to investigate the role of the strain of $\text{SrCo}_2\text{Ti}_2\text{Fe}_8\text{O}_{19}$ epitaxial thin films on magnetic properties.

A spontaneous transition from a collinear ferrimagnetic structure to a non-collinear magnetic structure has been detected in temperature dependent magnetisation measurements. This transition temperature, $T_p$, is sensitive to the substitution rate as well as the measuring field. XMCD analysis reveals that the spin orientation of the magnetic ions (Fe, Co) at specific site symmetries vary with the thickness of the thin film.
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Chapter 1

Introduction

1.1 Motivation

Magnetoelectric (ME) multiferroic materials exhibit simultaneously both ferro-electric and ferromagnetic orders as well as coupling between these orders. These materials continue to attract considerable attention because of the magnetoelectric effect, which is the ability to control magnetisation by an applied electric field or vice versa, which could reduce power consumption by eliminating the utilisation of electric currents in such electromagnets or spin-torque effects that involves a significant power dissipation due to the Joule heating effect. As such it is expected that ME properties are advantageous for a next generation of data storage, magneto electric sensors and microwave devices [1]. The first prediction of ME effect was in 1888 by Wilhelm Röntgen, who noted that a moving dielectric material when placed in an electric field would become magnetised. Tens years later, the reverse ME effect, induced polarisation when a moving dielectric material through a magnetic field, was observed. In 1894, Curie discussed the possibility of intrinsic ME effect in low symmetry crystals but the theoretical and experimental investigations were not carried out until the 1950’s [2]. The first observation of ME effect was in antiferromagnetic \( \text{Cr}_2\text{O}_3 \) by D. N. Astrov in the early 1960’s [3]. Later, the linear ME effect was observed in many compounds such as \( \text{Ti}_2\text{O}_3 \), \( \text{PbFeO}_0.5\text{Nb}_0.5\text{O}_3 \) and \( \text{LiCoPO}_4 \) [4][5][6].

Among the few room temperature single-phase ME multiferroics reported, hexaferrites show potential for device applications as they exhibit a low field ME effect at room temperature [7]. The most common hexaferrite, the M-type, is arranged in different repeating sequences of basic building blocks of \( \text{R}(\text{SrFe}_6\text{O}_{11})^{2-} \) and \( \text{S}(\text{Fe}_6\text{O}_{8})^{2+} \) layers. In this unique structure, Fe ions reside into five different sites: 2a, 4\( f_2 \) and 12k (octahedrally coordinated), 4\( f_1 \) (tetrahedrally coordinated) and 2b (bi-pyramidally coordinated). However, (Co-Ti) substitutions for Fe ions dramatically alter the magnetic properties, in which Ti substitution at the 12k sites decreases the exchange coupling between spins in the R and S blocks, whilst the Ti and Co substitutions change the magnetic anisotropy from uniaxial (along c-axis) to planar (a-b plane) [8]. For \( x>0.8 \), Co ions enter the 5-fold trigonal bi-pyramidal (2b) site leading to a formation of cone magnetisation as a result of non-collinear structure [8]. A number of groups have shown that the 5-fold trigonal bi-pyramidal site provides an unusual additional mechanism for electric polarisation based on the displacement of magnetic transition metal ions. For Co entering this site, an off-centre displacement of the cation may induce a larger local electric dipole compared
to Fe [9][10]. The result is to stabilise a longitudinal conical magnetic structure [8], which is of high interest in the field of magnetoelectrics.

The room temperature ME effect in $\text{SrTi}_2\text{Co}_2\text{Fe}_8\text{O}_{19}$ hexaferrite was first reported in bulk [11] and, thereafter, in thick polycrystalline films [12]. The ME coupling, $\alpha$, of $(2.4 \times 10^{-10})$ s m$^{-1}$ was measured at room temperature with the application of a small electric field or voltage less than 2 V [13], which could be promising for practical applications. Several mechanisms have been proposed in recent years to explain the presence of ferroelectricity in hexaferrites. The dominant mechanism is inverse Dzyaloshinskii-Moriya (IDM), magnetically induced ferroelectricity in which the interaction between neighboring spins gives rise to a non-collinear 'spins spiral' structure that may induce a local polarisation [14][15][16][17]. Hence, the non-collinear spin structure plays a key role in understanding the magnetoelectric properties in hexaferrite systems.

The aims of this research were to study temperature dependence of magnetisation of $\text{SrCo}_x\text{Ti}_{1-x}\text{Fe}_{12-x}\text{O}_{19}$ polycrystalline M-type hexaferrite, with a variation in the amount of substitution, $x$, to gain an insight into the role of substitution of M-type hexaferrite on magnetic structure and how this leads to a non-collinear magnetic structure, that may induce an electric polarisation, ME effect. To grow $\text{SrCo}_2\text{Ti}_2\text{Fe}_8\text{O}_{19}$ single crystal, and characterise its magnetic properties and temperature dependence of magnetisation, where the substitution induced magnetic anisotropy changes from uniaxial to planar anisotropy. In addition, to investigate the role of strain on magnetic properties in $\text{SrCo}_2\text{Ti}_2\text{Fe}_8\text{O}_{19}$ epitaxial thin films.

1.2 Thesis outline

This thesis consists of seven main chapters. Following the introduction in chapter 1, chapter 2 provides background information regarding crystal structure and the properties of M-type hexaferrite. In addition, a brief introduction of the basics of magnetism, ferroelectricity and magnetoelectric effect in M-type hexaferrite. Chapter 3 provides details on all relevant synthesis methods and analytical techniques performed throughout the work of this thesis. Chapter 4 presents the results of the characterisation of the structural and magnetic properties of $\text{SrCo}_x\text{Ti}_{1-x}\text{Fe}_{12-x}\text{O}_{19}$ polycrystalline samples with $x= 0, 0.7, 1.1, 1.5$ and 2, using X-ray diffraction (XRD), Scanning Electron Microscope (SEM), and Vibrating-Sample Magnetometer (VSM)-Superconducting Quantum Interference Device (SQUID), in order to investigate the role of Co-Ti substitution in structural and the magnetic properties as the rate of substitution alters. Chapter 5 is concerned with the growth of $\text{SrCo}_2\text{Ti}_2\text{Fe}_8\text{O}_{19}$ and $\text{SrFe}_{12}\text{O}_{19}$ single crystals, followed by the structural characterisation, XRD and the magnetic properties of the crystals using VSM-SQUID. Special attention has been paid to the magnetic anisotropy analysis which provides an signature of conical magnetic structure. Chapter 6 provides a discussion of the structural and magnetic properties of $\text{SrCo}_2\text{Ti}_2\text{Fe}_8\text{O}_{19}$ thin films grown using the Pulse Laser Deposition (PLD) system. The structure of the films were characterised using XRD, Atomic Force Microscopy (AFM) and the magnetic properties were measured using VSM and X-ray Magnetic Circular Dichroism (XMCD). Finally, the conclusions drawn from the previous chapters are summarised and further plans for future works are given in chapter 7.
Chapter 2
Scientific Background

This chapter presents an introduction of hexaferrites, with a special focus on structure and magnetic properties of M-type hexaferrite. In addition, a brief review of the basics of magnetism, ferroelectricity and magnetoelectric effect in M-type hexaferrite is given.

2.1 Hexaferrites

Hexaferrites are transition metal oxides with hexagonal structure. The first hexaferrite materials were discovered in 1950’s at Philips Physics laboratory, Netherlands. These materials attracted great attention from scientists and engineers due to their good magnetic properties, high electric resistance, corrosion resistance and low cost raw materials [18][8][19]. Commercially and technologically, hexaferrites have been widely used as permanent magnets, in magnetic stripe cards, loudspeakers and magnetic cores. Generally, hexaferrites are formed of combined oxides and have the basic form \((\text{AO} - \text{Fe}_2\text{O}_3 - \text{MeO})\) where A is a large divalent cation, usually an alkaline earth metal such as Br and Sr, and Me is a transition metal such as Fe, Mn or Co. The structure of hexaferrites can be described as stacked sequences of the three basic blocks \(S(\text{Me}_2\text{Fe}_4\text{O}_8)\), \(R(\text{AFe}_6\text{O}_{11})\) and \(T(\text{A}_2\text{Fe}_8\text{O}_{14})\), see figure (2.1). The S block consists of two layers of four oxygen atoms with three transition metal atoms between each layer, in the form of four octahedral sites and two tetrahedral sites. The R block contains three layers of four oxygen atoms. One of the oxygen atoms in the centre layer is replaced with the A cation causing perturbation in the

![Figure 2.1: Perspective view of S, R and T blocks.](image)
lattice due to size differences, leaving five octahedral sites and one trigonal bipyramidal site. The T block consists of four layers of oxygen atoms with the exception of the oxygen atom in the centre layers which is replaced with A in each layer leaving four octahedral sites and two tetrahedral sites. With a different arrangement of these building blocks, hexaferrites can be classified into six main types: M, W, X, Y, Z and U \cite{20} \cite{19}. The molecular formula, unit cell, space group and building blocks of hexaferrites are listed in table (2.1).

Table 2.1: Types of hexaferrites including the molecular formula, unit cell, building blocks and space group.

<table>
<thead>
<tr>
<th>Name</th>
<th>Molecular formula</th>
<th>Unit cell</th>
<th>Hexaferrite blocks</th>
<th>Space group</th>
</tr>
</thead>
<tbody>
<tr>
<td>M</td>
<td>$AFe_{12}O_{19}$</td>
<td>2M</td>
<td>$SRS^<em>R^</em>$</td>
<td>$P6_3/mmc$</td>
</tr>
<tr>
<td>W</td>
<td>$AFe_2Fe_{10}O_{27}$</td>
<td>2W</td>
<td>$SSRS^*S^<em>R^</em>$</td>
<td>$P6_3/mmc$</td>
</tr>
<tr>
<td>X</td>
<td>$A_2Me_2Fe_{28}O_{46}$</td>
<td>3X</td>
<td>$3(SRS^*S^<em>R^</em>)$</td>
<td>$R3m$</td>
</tr>
<tr>
<td>Y</td>
<td>$A_2Me_2Fe_{12}O_{22}$</td>
<td>3Y</td>
<td>$3(ST)$</td>
<td>$R3m$</td>
</tr>
<tr>
<td>Z</td>
<td>$A_3Me_2Fe_{24}O_{41}$</td>
<td>2Z</td>
<td>$STSRS^*T^*S^<em>R^</em>$</td>
<td>$P6_3/mmc$</td>
</tr>
<tr>
<td>U</td>
<td>$A_4Me_2Fe_{36}O_{60}$</td>
<td>U</td>
<td>$SRS^*R^*S^*T$</td>
<td>$R3m$</td>
</tr>
</tbody>
</table>

* = rotational symmetry of 180° around the c-axis

The main focus in this thesis will be on M-type hexaferrite. Therefore only the crystal and magnetic structure of M-type are mentioned here, see figure (2.2). M-type hexaferrite has the formula $AFe_{12}O_{19}$ where A is Ba or Sr or Pb (BaM or SrM or PbM). They possess hexagonal structure and belong to ($P6_3/mmc$) space group.

![Figure 2.2](image-url)  
**Figure 2.2:** M-type hexaferrite structure. The green balls represent $A^{2+}$ cation, the blue balls represent $Fe^{3+}$ ions and the red balls are oxygen. S, R, $S^*$ and $R^*$ are sequences of the basic blocks.
number (194). The lattice parameters for BrM ferrite are \(a=5.8876\ \text{Å}\) and \(c=23.188\ \text{Å}\) whereas for SrM ferrite are \(a=5.8844\ \text{Å}\) and \(c=23.063\ \text{Å}\) [8]. The theoretical density for BrM and SrM are (5.28) \(g.cm^{-3}\) and (5.11) \(g.cm^{-3}\), respectively [8]. The crystal structure is made of two molecular formula units with SRS*R*, where the asterisk indicates a rotational symmetry of 180° around the c-axis. The molecular weight for BrM and SrM are (1111.46) g/mol and (1061.741) g/mol, respectively [8]. In this structure, as shown in figure (2.2), there are three different environments for the transitional metal ions, octahedral \((O_h)\) where the transitional metal ions are surrounded by six oxygen ions; tetrahedral \((T_d)\) where the transitional metal ions are surrounded by four oxygen ions and trigonal bi-pyramidal \((T_{trig})\) where the transitional metal ions are surrounded by five oxygen ions. The transitional metal \(Fe^{3+}\) ions can reside in five different Wyckoff sites: \(2a(O_h)\), \(4f_1(T_d)\), \(4f_2(O_h)\), \(2b(T_{trig})\) and \(12k(O_h)\). The \(2a\) site where one Fe atom is octahedrally coordinated with spin up and the \(4f_1\) site where two Fe ions tetrahedrally coordinated with spin down are located in the S block. The \(4f_2\) sites, where two Fe ions octahedrally coordinated with spin down, and \(2b\) bi-pyramidal site with spin up, are located in the R block. The \(12k\) site is located between S and R blocks where six Fe ions are octahedrally coordinated with spin up, see table (2.2) [21][19]. Since, the magnetic moment of a \(Fe^{3+}\) ion is 5 \(\mu_B\) at 0 K, the total magnetic moment per molecule can be expressed as:

\[
M(0) = 6 \text{ spins}(\uparrow)(12k) - 2 \text{ spins}(\downarrow)(4f_2) - 2 \text{ spins}(\downarrow)(4f_1) + 1 \text{ spin}(\uparrow)(2b) + 1 \text{ spin}(\uparrow)(2a) = 4 \mu_B
\]

(2.1)

Hence, the theoretical saturation magnetisation per formal unit at 0 K is 4 \(\times\) 5=20 \(\mu_B\). In case of doped M-type hexaferrite, the value will be different depending on the cation substitutions and their occupancy [19].

### Table 2.2: Coordination and spin orientation of sublattices in M-type hexaferrite

<table>
<thead>
<tr>
<th>Cation</th>
<th>Wyckoff position</th>
<th>Blocks</th>
<th>Coordination</th>
<th>Spin orientation</th>
<th>Number of (Fe^{3+}) ion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fe1</td>
<td>2a</td>
<td>S</td>
<td>Octahedral</td>
<td>Up</td>
<td>1</td>
</tr>
<tr>
<td>Fe2</td>
<td>2b</td>
<td>R</td>
<td>Bi-pyramidal</td>
<td>Up</td>
<td>1</td>
</tr>
<tr>
<td>Fe3</td>
<td>4f_1</td>
<td>S</td>
<td>Tetrahedral</td>
<td>Down</td>
<td>2</td>
</tr>
<tr>
<td>Fe4</td>
<td>12k</td>
<td>R-S</td>
<td>Octahedral</td>
<td>Up</td>
<td>6</td>
</tr>
<tr>
<td>Fe5</td>
<td>4f_2</td>
<td>R</td>
<td>Octahedral</td>
<td>Down</td>
<td>2</td>
</tr>
</tbody>
</table>

Hexaferrites have been synthesised for more than 60 years in various forms; polycrystalline, nanoparticles, single crystals, thin films and fibres. Depending on the preparation method, the shape, particle size, impurity, agglomeration and homogeneity are varied and as a result, the electric and magnetic properties show a wide degree of variation. Polycrystalline hexaferrites are usually obtained by solid state reaction method which involves mixing and milling raw materials then sintering them at high temperature. The resultant may contain impurities and have limited homogeneity. Another method used to synthesise hexaferrites is co-precipitation. In short, the process starts by dissolving the starting materials in a suitable solution and then adding a precipitating agent to obtain co-precipitated solid powders. Although this method involves mixing, drying and sintering, its main advantage is its lower sintering temperature, around \(\sim 700 – 900\) °C much lower than that required.
for solid state method, which is around $\sim 1000 - 1400 \, ^\circ C$ [8]. More details and other synthesising methods can be found in ref [21][19].

## 2.2 Magnetism

### 2.2.1 Magnetic interactions and ordering

In absence of a magnetic field, the interaction between magnetic moments in transition metals may give rise to long range magnetic ordering. Consider a system of two atoms $i$ and $j$, having spin angular momentum $(S_i, S_j)$ and zero orbital angular momentum ($L=0$), so $J=S$. $S_i$ interacts with neighbouring spin, $S_j$, tending to align in the same orientation in order to minimise the total energy of the system. This is known as exchange interaction. Exchange interaction is a quantum effect resulting from competition between kinetic energy and Coulomb repulsion with respect to Pauli exclusion principle, which forbids two electrons to enter the same quantum state. The exchange energy can be described by the Heisenberg model, with a Hamiltonian given by [22]:

$$\hat{H} = -\sum_{ij} J_{ij} S_i \cdot S_j$$  \hspace{1cm} (2.2)

where $J_{ij}$ is the exchange constant between the $i^{th}$ and $j^{th}$ spins. Applying a magnetic field to the system, the moments tend to align with the direction of the applied field, the appropriate Hamiltonian for the system will be:

$$\hat{H} = -\sum_{ij} J_{ij} S_i \cdot S_j + g\mu_B \sum_j S_j \cdot B$$  \hspace{1cm} (2.3)

where the additional term is the Zeeman energy: $g$ is g-factor $\approx 2$, $\mu_B$ is Bohr magneton and $B$ is the applied field.

For a very weak or zero exchange interaction, such as in the paramagnetic state, the interaction between spins is negligible without an applied magnetic field, and can be treated independently or as randomly oriented. Therefore, the total of magnetisation is zero, in a zero applied field. In cases of non negligible exchange interaction, depending on the alignment of a spin with respect to adjacent spins, magnetic order structure can be collinear and/or non-collinear. A collinear magnetic order is where spins are coupled parallel or antiparallel to their nearest neighbours, i.e. the angles between the nearest neighbour and the next nearest neighbour spins are 0 or $\pi$. A collinear system can be classified into ferromagnetic, antiferromagnetic, ferrimagnetic and superparamagnetic states, see figure (2.3). In ferromagnetism, the spins are aligned parallel to each other, and therefore, have a large spontaneous magnetisation. The exchange constant is positive, $J > 0$. A few elements are ferromagnetic at room temperature, such as Fe, Ni and Co. In antiferromagnetism, spins are aligned antiparallel, so that the spins cancel out and the exchange constant is negative, $J < 0$, hence the total magnetisation is zero, at 0 K. Above 0 K, due to thermal effects and spin canting, antiferromagnetic have a small positive susceptibility at all temperatures, such as in $Fe_2O_3$ at 250 K and MnO below 116 K [22][23]. Ferrimagnetism is a special case of antiferromagnetism, in which the spins are aligned antiparallel, but with a different moment magnitude on differing sublattices, thus, having a net of magnetisation unlike antiferromagnetism. The exchange
constant is generally negative, $J < 0$ for $NiFe_2O_4$. $SrFe_{12}O_{19}$ is ferrimagnetic at room temperature [24].

![Diagram of magnetic order](image)

**Figure 2.3:** Representation of collinear alignment of spin magnetic moment in ferromagnetic, anti-ferromagnetic and ferrimagnetic order.

Superparamagnetism is a special case in magnetic nanomaterials. It appears in extremely small ferromagnetic or ferrimagnetic nano particles [25]. Being small in size, each particle acts as a single domain that requires a small activation energy to flip its magnetisation compared to thermal energy, hence, the single domains fluctuate continuously under the influence of temperature. The Superparamagnetic behaviour is described by a relaxation time $\tau$, which defines as the time required to achieve zero magnetisation after removing an external magnetic field, this can be expressed as:

$$
\tau = \tau_0 \exp\left(\frac{KV}{k_BT}\right)
$$

(2.4)

where $\tau_0$ is typically $10^{-9}$ s, $K$ is the anisotropy constant and $V$ is the volume of the particle, $T$ is the temperature and $k_B$ is the Boltzmann’s constant. Therefore, the relaxation time increases with a decrease in temperature. It should be noted that measuring time, $t$, is an important parameter, if $\tau > t$ the system would appear static [22].

Direct exchange interaction occurs between neighbouring spins in transition metals (TM), whereas, indirect exchange interaction occurs in system where the TM ions are separated by a non magnetic ion. If two magnetic (TM) ions are separated by a non-magnetic ($O^{2-}$) ion, in which each of TM has an unpaired electron in the 3d orbital that interacts with the 2p electrons in the oxygen ion, superexchange can occur, see figure (2.4).

![Diagram of superexchange](image)

**Figure 2.4:** Schematic diagram of the superexchange interactions between unpaired 3d electrons in two transition metals (TM) and the p-orbital of an oxygen ion (O).

The strength of the superexchange depends on the degree of overlap between p and d-orbitals as well as the angle in TM-O-TM. According to Goodenough-
Kanamori-Anderson (GKA) rules, if the superexchange interaction of two half-filled d-orbitals makes an angle of $180^\circ$, then the interaction is strong and antiferromagnetic, whereas if the angle is $90^\circ$, the interaction will be weak and ferromagnetic. In cases where the superexchange interaction is between half-filled and empty or filled orbitals, then interaction is weak and ferromagnetic [26][22][24].

2.2.2 Spin Orbit Coupling (SOC)

The spin orbit coupling in an atom arises from interaction between its spin motion and its orbital motion. It can be seen as a magnetic field generated by the electron’s orbital motion interacting with the spin leading to a split in the electron’s atomic energy levels and can be described as:

$$\hat{H}_{SO} = \lambda L.S$$

(2.5)

where $\lambda$ is spin orbit coefficient and L and S are orbital and spin angular momentum, respectively [22][27].

2.2.3 Dzyaloshinskii–Moriya interaction (DM)

Dzyaloshinskii–Moriya interaction (DM) is similar to superexchange, but the interaction occurs between magnetic ions via spin orbit coupling, not a non magnetic ion. This is an anisotropic exchange interaction that results from the contributions of exchange interactions and spin orbit interactions. The interactions occur between the excited state of one ion and the ground state of the other ion introducing a non collinear spin ordering or/and a weak ferromagnetism in antiferromagnet, see figure (2.5). Spin $S_i$ interacts with $S_j$ leading to an additional term in the Hamiltonian that can be written as:

$$\hat{H}_{DM} = D_{ij}(S_i \times S_j)$$

(2.6)

where $D_{ij}$ is a constant vector, known as the DM coefficient. The value of $D_{ij}$ and its direction depends on the symmetry of the system. $D_{ij}$ no longer exist when the inversion symmetry is located at the centre between i and j locations, i.e. at $r_{ij}$. If a mirror plane exists perpendicular to i and j locations through $r_{ij}$, $D_{ij}$ is parallel to the mirror plane or perpendicular to ij. When there is mirror plane including i and j, $D_{ij}$ is perpendicular to the mirror plane. The DM interaction favours canted (slightly rotated) spins which are a key component for magnetolectric property [22].

![Figure 2.5: Scheme of the Dzyaloshinskii-Moriya interaction between two magnetic ions. $r_{ij}$ is at the middle and equal to $\frac{r_i + r_j}{2}$.](image)

In a non-collinear system, the spins of the nearest neighbour with exchange, $J_1$ and the next nearest neighbour with exchange, $J_2$ are neither parallel or antiparallel.
such as for $Cr_2O_3$ and $TbMnO_3$ [28]. The competing interaction between neighbour spins lead to angles $\theta$ that are not equal to 0 or $\pi$ which gives rise to spin spiral and conical structures [22]. The energy of the system can be written:

$$\hat{H} = -\sum_{ij}(J_1 S_i S_j + J_2 S_i S_{j+1}) = -2NS^2(J_1 \cos \theta + J_2 \cos 2\theta) \quad (2.7)$$

where N is the number of atoms in each plane and S is the spin. At the equilibrium, the energy is minimised by taking $\frac{\partial \hat{H}}{\partial \theta} = 0$ [22],

$$(J_1 + 4J_2 \cos \theta) \sin \theta = 0 \quad (2.8)$$

The solutions for equation (2.8) are:

$$\sin \theta = 0, \quad \text{where} \quad \theta = 0, \pi \quad (2.9)$$

or

$$\cos \theta = -\frac{J_1}{4J_2} \quad (2.10)$$

The solution in equation (2.10) represents a helical order with the conditions $|J_1| < 4|J_2|$. i.e. the second nearest-neighbor interaction must be strong [22][29]. Depending on the value of the exchange interaction, the angle between spins and angle between spins and the magnetic modulation wavevector ($Q$), a non-collinear system can be classified into proper-screw, cycloidal, longitudinal conical and transverse conical structures. In a proper-screw structure, the spin spiral rotation axis ($S_i \times S_j$) is parallel to modulation wavevector, $Q$. In a cycloidal structure, the spin spiral rotation axis ($S_i \times S_j$) is perpendicular to modulation wavevector, $Q$, as shown in figure (2.6). By applying a weak magnetic field perpendicular to $Q$, to longitudinal conical type, transverse conical structure may be induced [28].

**Figure 2.6:** Scheme of non-collinear magnetic structures (Screw, Cycloidal, Longitudinal conical and transverse conical) on a one dimensional array of magnetic moment S.
2.2.4 Local environment

In a magnetic material, the local environment is crucial in which the interaction between the magnetic ion and the surrounding ions may cause a perturbation on energy levels and affect the magnetic properties. In this thesis, we will concentrate on crystal field as this has an important effect in M-type hexaferrite.

2.2.5 Magnetic anisotropy

Magnetic anisotropy is defined as the dependency of the magnetic properties for a system on a preferred direction. It affects the shape of the hysteresis loop and controls the coercivity and remanent magnetisation. One type of magnetic anisotropy is magnetocrystalline anisotropy, (MCA), which is defined as the energy required to change the magnetisation in a crystal from its easy to hard axis. For example, the magnetic properties for a hexagonal single crystal may differ when measuring along its easy and hard axes. By applying a field on [0001], the direction of the easy axis (c-axis), the crystal reaches saturation magnetisation at a lower field than other directions. MCA is an intrinsic property of a magnetic material dependent on the crystal lattice structure and independent on grain size and shape.

![Diagram of magnetisation direction in a hexagonal system](image)

**Figure 2.7:** Direction of magnetisation in a hexagonal system relative to the c-axis defining the angles $\theta$ and $\phi$.

The origin of MCA arises from spin orbit interaction and its strength depends on the symmetry of the crystal, spin orbit interaction and the partial quenching of the angular momentum through crystal field interactions, see section (2.2.6). MCA leads to an additional energy term in the magnetic free energy \([27]\). For a hexagonal system the anisotropy energy can be described by:

$$E_a = K_0 + K_1 \sin^2 \theta + K_2 \sin^4 \theta + K_3 \sin^4 \theta \cos 4\phi$$  \hspace{1cm} (2.11)

where $K_1$, $K_2$, and $K_3$ are anisotropy constants, $\theta$ is the angle between magnetisation and the c-axis and $\phi$ is the angle between the projection of magnetisation vector in the basal plane of the crystal and one of the a-axis, see figure (2.7). If $K_1$ is positive and $K_2 + K_1 > 0$, the c-axis is the easy axis, whereas, for $K_2 < -K_1$, the direction of easy magnetisation lies in the basal plane. In case $K_1$ is negative and $2K_2 < -K_1$, the basal plane is the direction of easy magnetisation, whereas, for $2K_2 < -K_1$, the direction of easy magnetisation forms a cone with an angle, $\theta$ with respect to the c-axis. It is worth noting that, the anisotropy constants are temperature dependent; $K_1$ reduces as the temperature increases \([22][27]\).
Another type of magnetic anisotropy is the shape anisotropy, which originates from the dipole-dipole interactions and is related to the geometrical shape of the magnetised sample. If a sample is not spherical, it will be easier to magnetise it along a long axis. The field required to magnetise the sample must overcome the demagnetising field \( H_d \), which is created by the magnetisation of the sample. Due to the finite size of the sample, each end of the sample acts as a pole, generating an internal magnetic field, \( H_d \), in a direction opposite to the magnetisation in the material, see figure (2.8). \( H_d \) is proportional to the magnetisation and strongly dependent on the shape of the sample and the direction with respect to applied field. Assuming the demagnetising field is uniform inside the sample, \( H_d \) is defined by [27]:

\[
H_d = -NM
\]

where \( N \) is the demagnetisation factor, which is calculated only from the shape of the sample [30][29].

![Figure 2.8: Demagnetising field inside a finite size of magnetic material placed in an external applied field, \( H_{app} \). (a) magnetisation is produced outside the sample, in the direction of the applied field. Simultaneously, (b) a demagnetised field, \( H_d \) developed inside the sample, in the opposite direction of the applied field due to the presence of a magnetic charge or poles at the surface.](image)

### 2.2.6 Crystal field effect (CT)

The crystal field effect is an electric field that arises from surrounding anion distribution in the crystal. The interaction between the d-electrons of the cation and the p-electrons of ligands induce a non-spherical electrostatic potential, leading to the splitting of atomic energy levels. The size of the splitting effect depends on the local environment and the oxidation state of the cation, a higher oxidation state leads to a larger splitting and the symmetry of the local environment [22]. In M-type hexaferrite structure, three different environments for \( Fe^{3+} \) ions are present. They are octahedral; tetrahedral and bi-pyramidal, see figure (2.9).

In octahedral geometry, where the \( Fe^{3+} \) ion is surrounded by six \( O^{2-} \) ligands, the 5d-orbitals are split into two sets of energy levels; three-fold \( t_{2g} \) levels (these are the \( d_{xy}, d_{xz} \) and \( d_{yz} \)) and two-fold \( e_g \) levels (these are \( d^z \) and \( d_{x^2−y^2} \)), with an energy difference, \( \Delta_{Oct} = 10D_q \) (which is the crystal filed splitting parameter). The \( t_{2g} \) levels are shifted by \( -4D_q \) and \( e_g \) levels are shifted by \( 6D_q \), where \( 10D_q \) is defined as the separation between \( t_{2g} \) and \( e_g \) levels. The \( t_{2g} \) levels have lower energy than the \( e_g \) levels due to the smaller overlap with p-orbitals, i.e. it requires less energy to have an electron in one of the \( t_{2g} \) orbitals than to put an electron in one of the \( e_g \) levels orbitals.
In tetrahedral geometry, where the $Fe^{3+}$ ion is surrounded by four $O^{2-}$ ligands, the two-fold $e_g$ levels are lower in energy by $-6Dq$ and the three-fold $t_{2g}$ levels are shifted by $4Dq$. The splitting in energy levels for $T_d$ environment is given in equation (2.13), this is lower than in the octahedral case due to the fact that the ligands are not directly orientated towards the d-orbitals unlike those in the octahedral environment:

$$Dq_{Td} = -\frac{4}{9}Dq_{Oh}$$  \hspace{1cm} (2.13)

The bi-pyramidal geometry is a special case of distorted octahedron. The $Fe^{3+}$ ion is surrounded by five $O^{2-}$ ligands and the 5d-orbitals are split into two-fold $E''$ ($d_{yz}$ and $d_{xz}$); two-fold $E'$ ($d_{x^2-y^2}$ and $d_{xy}$) and one-fold $A'_1$ ($d_{2z^2}$). $E''$ is the lowest energy level and $A'_1$ is the highest energy level. The splitting in energy levels for $T_{rig}$ environment is described by $D_\tau$ and $D_\sigma$ crystal field parameters as [31]:

$$D_\tau = \frac{e}{168} \left( \frac{16q}{R_c^5} - \frac{9q}{R_a^5} \right) \bar{r}^4$$ \hspace{1cm} (2.14)

and

$$D_\sigma = \frac{e}{14} \left( \frac{4q}{R_c^3} - \frac{3q}{R_a^3} \right) \bar{r}^2$$ \hspace{1cm} (2.15)

where $q$ is the ligands charge, $R_c$ and $R_a$ are the distance to the two ligands along the c-axis and to the three ligands along the a-axis, respectively. $\bar{r}^n$ is the mean n power radius of the d-electrons of the centre ion, n=2, 4 [22].

Generally, for 3d ions, the crystal field interaction is stronger compared with spin orbit interaction, therefore, the hund’s third rule, which is “spin-orbit interaction is the next most significant energy term after Coulombic effects”, does not apply.
(exception for $d^5$ and $d^{10}$ where $L=0$). This explains the discrepancy between the values of the expected magnetic ground state, given by $\mu_{\text{eff}} = g_J \sqrt{J(J+1)}$ and experimental values, suggesting that these systems favour a ground state where the orbital angular momentum $L=0$. Hence, total angular momentum is equal to the spin angular momentum $J=S$ and $g_J=2$, known as orbital quenching, for more details see [22]. However, in a real crystal structure, the orbital angular momentum may not be entirely quenched due to a small spin-orbit interaction that acts as perturbation leading to new exited states. This results in a $g$-factor, which slightly differs from the spin only value of 2, as a result of the spin contribution having a slightly larger value, due to the orbital angular momentum contribution, which may lead to a preferred magnetisation direction (anisotropy)[22][32][33][34].

### 2.2.7 Magnetic properties of M-type hexaferrite

$SrFe_{12}O_{19}$ and $BaFe_{12}O_{19}$ M-type hexaferrite are intrinsically ferrimagnetic up to $T_c \approx 733$ K. They have a high coercivity range from (20-40) kOe and a large uniaxial crystal anisotropy along the $c$-axis range from (3.3-3.5) $10^5 Jm^{-3}$. The magnetic ordering in M-type hexaferrite can be described by superexchange interactions, in which the interaction between magnetic ions occurs via ligands, see superexchange interaction (2.2). Replacing Ba with Sr ion, which has a smaller ionic radius, creates a slight perturbation in the lattice, the superexchange bond angle in Fe-O-Fe sites (2a and 2b sites) near the $A^{2+}$ ion changes from $116^\circ$ (with Ba) to $123^\circ$ (with Sr). This introduces local strain located in the R block as well as a slight increase in the magnetic properties of SrM, such as the Curie temperature, which are $T_c \approx 723$ K and 733 K for $BaFe_{12}O_{19}$ and $SrFe_{12}O_{19}$ respectively, and the saturation magnetisation, which are 72 emu/g and (92-74) emu/g for $BaFe_{12}O_{19}$ and $SrFe_{12}O_{19}$ respectively [8][19].

Moreover, substitution of $Fe^{3+}$ magnetic ions for other magnetic or/non-magnetic ions dramatically alters the magnetic properties. The most interesting substitution is the ($Co^{2+}$ – $Ti^{4+}$) pair. The substitution of $Ti^{4+}$ ions weakens the exchange coupling between R and S blocks whereas the substitution of $Co^{2+}$ changes the magnetocrystalline anisotropy from uniaxial (along c-axis) to planar (a-b plane) [8]. Zhang et al.(2012) studied the effect of a variation in the substitution value in $BaCo_xTi_xFe_{12-2x}O_{19}$ with $x=0.9$ to 1.4. In their work, the samples were prepared using the solid state reaction method. The results show that the saturation magnetisation decreased from 60.2 emu/g to 36.5 emu/g, the coercivity also decreased from 137.8 Oe to 24.8 Oe, for substitution with $x=0.9$ and 1.4, respectively. They attribute the reduction in magnetic properties with an increase in the substitution value down to the fact that replacing $Fe^{3+}$ ions, which have a magnetic moment of 5 $\mu_B$, with $Ti^{4+}$ non-magnetic ion and $Co^{2+}$ ion, which have a smaller magnetic moment of 3 $\mu_B$, will reduce the total magnetic moments as well as change the magnetocrystalline from uniaxial (along the hexagonal c-axis) to basal plane (a,b plane of hexagonal cell) when $x \approx 1.1$. The best magnetic properties and highest permeability were obtained in the sample with $x \approx 1.2$ [35].

Another widely studied substituted system is where $Fe^{3+}$ ions have been replaced by $Sc^{3+}$ ions, $BaSc_xFe_{12-x}O_{19}$. Neutron diffraction study by O.P. Aleshko.(1968) for single crystals with $0 \leq x \leq 1.8$ shows that the spin ordering is collinear within
blocks and non-collinear between blocks i.e. the direction of the spin axes may align with angles between blocks resulting in helical or other form of conical spin structure. The reason for this is related to the replacement of $\text{Fe}^{3+}$ ions with non-magnetic ions which disturb the exchange coupling between blocks [36].

Recently, Kumar (2021) revealed that $\text{BaFe}_{12}\text{O}_{19}$ exhibits a conical spin structure at low temperature based on X-ray absorption spectra, X-ray magnetic circular dichroism (XMCD) and neutron diffraction studies at low temperature. From XMCD of the $L_{2,3}$-edges, they calculated the spin moment using the sum rules to be $m_{\text{spin}} \parallel c \approx 0.2009 \mu_B/\text{Fe}^{3+}$ and $0.56228 \mu_B/\text{Fe}^{3+}$ for $H=0$ T and 0.5 T, respectively, and $m_{\text{spin}} \perp c \approx 0.0538 \mu_B/\text{Fe}^{3+}$ and $0.15058 \mu_B/\text{Fe}^{3+}$ for $H=0$ T and 0.5 T, respectively. The presence of spin moment perpendicular to the c-axis is evidence of the non-collinear magnetic structure. The neutron diffraction study at 1.5 K confirmed the XMCD result by the presence of a $(00l \pm \tau)$ reflections, where l has odd values that arise from the magnetic structure, since these reflections were forbidden by the space group of the crystal. Based on this evidence, the authors suggested undoped M-type hexaferrite exhibits a conical spin structure at very low temperature [37]. This result raises many questions; why is the conical spin structure observed at very low temperature, $< 4$ K? At what temperature does the conical spin structure form? What is the mechanism behind it and is the conical spin structure, if it exists, capable of introducing the ME effect?

### 2.3 Ferroelectricity

#### 2.3.1 An overview of Ferroelectricity

A ferroelectric material exhibits a spontaneous electric dipoles (polarisation) that can be switched by applying an external electric field. They are distinguished by high non-linear permittivities as well as the ability of retaining some polarisation after the removal of the external electric field, therefore, showing hysteretic behaviour. Typical ferroelectric materials are electrical insulators with full or empty d-orbitals bonding with p-orbitals of the anion, i.e. $d^0$, such as $Tt^{4+}$ and $Nt^{5+}$. The polarisation requires a net of electric dipoles that can only be possible in a non-centrosymmetric structure, hence all ferroelectric materials break inversion symmetry. Like magnetic moments in a ferromagnetic, in a ferroelectric, electric dipoles can align parallel to each other (ferroelectric), antiparallel (antiferroelectric), or antiparallel with different magnitude (ferrielectric). The ferroelectric state develops usually at low temperature, below a critical temperature, $T_c$. Above $T_c$, the material is paraelectric [38]. The perovskite $\text{BaTiO}_3$ is a prototypical ferroelectric. Depending on temperature, the crystal symmetry evolves from a cubic structure above $T_c$, where the Ti ion is located at centre of octahedral $TtO_6$, to a rhombohedral structure below $T_c$, where Ti ion is positioned off centre. The former state is paraelectric whereas the latter is ferroelectric, see figure (2.10) [39].

The origin of ferroelectricity can be identified as polarisation induced by crystal structure or by magnetic structure. There are a variety of ferroelectric mechanisms that are independent of the magnetic structure such as in a compound that contains elements with $ns^2$ lone pair electrons, in which two valence electrons could have participated in chemical bonds using (sp) hybridised state but that are not shared with
another atom, thus showing a high polarisability e.g. $BiFeO_3$. Another mechanism is the geometric structure transition, for example, structure distorted by displacement of cation from the centre of a coordination polyhedra, e.g. $BaTiO_3$ without tilting and $NaNbO_3$ with tilting [39]. This displacement or distortion is at a local level, that could develop into a system where all electric dipoles line up, the ferroelectric phase or a system where the electric dipoles oppose, the antiferroelectric phase. In addition, ferroelectricity can arise from charge ordering. In strongly correlated systems, due to the strong interaction between electrons, ordering of charge carriers takes place on inequivalent sites in which disproportionation in charge leads to polarisation such as in $LuFe_2O_4$ [40].

The microscopic mechanism of magnetic ordering induced polarisation is usually described in three different mechanisms, see figure (2.11). The first mechanism is symmetric exchange striction, the interaction between collinear spins in frustrated magnets may induce striction in a certain direction producing finite electric polarisation, $P$. The polarisation is proportional to the magnetic moments which can be describe as $P_{ij} \propto e_{ij}(S_i S_j)$ where $e_{ij}$ is the unit vector connecting two sites, $S_i$ and $S_j$ are the magnetic moment at site $i^{th}$ and $j^{th}$, respectively. This mechanism explains the ME effect in $Cr_2O_3$ [17].

![Figure 2.10](image)

**Figure 2.10:** (a) Scheme of $BaTiO_3$ perovskite structure above and below $T_c$. The red circles represent ($O^{2-}$), the light blue circle represents ($Ti^{4+}$) and the dark blue circles represent ($Ba^{2+}$). (b) Scheme of energy potential of $BaTiO_3$. The black parabolic and red curves represent paraelectric and ferroelectric States, respectively. The ferroelectric state shows double well feature and $\Delta E$ is ferroelectric stabilisation energy.

![Figure 2.11](image)

**Figure 2.11:** Scheme of three possible mechanisms of ferroelectricity induced by spin magnetic order. (a) Exchange-striction model arising from the symmetric spin exchange interaction. (b) Spin-current model arising from the antisymmetric spin exchange interaction and (c) Spin p-d hybridisation model arising from spin orbit coupling.
The second mechanism is spin current or inverse Dzyaloshinskii-Moriya (DM) which is based on the interaction between non-collinear spins leading to the displacement of the intervening ligand atom (oxygen) through spin-orbit coupling. For certain magnetic structures, such as cycloidal or transverse conical, the electric polarisation may be induced perpendicular to both spin spiral \((S_i \times S_j)\) and the propagation vector \(e_{ij}\), see figure (2.12). The net polarisation is described as \(P_{ij} \propto e_{ij} \times (S_i \times S_j)\). This mechanism explains the presence of electric polarisation in \(TbMnO_3\) and is proposed for hexaferrites [41].

The third mechanism is p-d hybridisation which is based on the interaction between transition metal and ligand (oxygen), this produces electric polarisation through spin-orbit coupling, which can be expressed as \(P_{il}[(S_i . e_{il})^2]e_{il}\). This mechanism explain the presence of electric polarisation in low symmetry structure with non-collinear magnetic structure such as \(CuFeO_2\) and \(CuCrO_2\) [42][28].

Figure 2.12: Scheme of non-collinear magnetic structures on a one dimensional array of magnetic moment. Electric polarisation is induced with cycloidal and transverse conical. For screw and longitudinal structures, no induction of p.

2.3.2 Ferroelectricity in M-type hexaferrite

Ferroelectricity in M-type hexaferrite is still not fully understood. Many studies attribute the induction of ferroelectric phase to inverse Dzyaloshinskii-Moriya (IDM) mechanism, with discrepancy about spin magnetic structure and whether M-type hexaferrite has longitudinal or transverse magnetic structure that induce polarisation [11][14][16].

Another explanation is that BaM exhibits quantum paraelectric behaviour similar to \(SrTiO_3\) in which \(Fe^{3+}\) ions are shifted off centre on the bi-pyramidal site. Cao et al.(2015) carried out neutron diffraction and dielectric property measurements on BaM single crystal grown by float zone. The study shows that the displacement of \(Fe^{3+}\) ions off centre at the 2b site, is non-zero at 4 K and double its value compared to 300 K, i.e temperature dependent [43]. Shen, S., et al.(2014) supported the argument of the existence of electric polarisation based on displacement of transition
metal $Fe^{3+}$ ion from the centre of $O_5$ trigonal bi-pyramidal unit in hexaferrites. Due to the competition interaction between the long range Coulomb interaction and the short range Pauli repulsion in the bi-pyramidal unit, with proper lattice parameters lead to displacement of $Fe^{3+}$ ion from centre which induces a local polarisation. This suggestion is based on calculations of the local energy potential of the bi-pyramidal unit for Ba/ SrM hexaferrite and the temperature dependence of dielectric permittivity measurements. They observed that SrM has quantum paraelectric behaviour along the c-axis inducing p along the c-axis. In addition, by substituting Ba with Sr, the p will decrease, this is in disagreement with the previous works stated above [44].

P.S. Wang, et al.(2014) predicted that BaM hexaferrite shows an antiferroelectric - ferrimagnetic state at room temperature and by applying an external electric field, a ferroelectric state can be obtained. Based on their first principal calculations they suggested that the ferroelectric state in BaM hexaferrite is a metastable state resulting from a geometrically frustrated antiferroelectric state at the bi-pyramidal site, where $Fe^{3+}$ is displaced out of the mirror plane site, and is attributed to the instability of the ferroelectric state to the high energy cost for flipping a dipole [45].

Their work agrees with the X-ray diffraction study by W.D. Townes.(1967) [46] and the Mössbauer study by J.G Rensen.(1969) [47].

G.Tan, et al.(2016) reported that $SrFe_{12}O_{19}$ exhibits large intrinsic ferroelectricity and ferromagnetism as well as magnetocapacitance effect at room temperature. They also highlighted the role of heat-treatment of the material in oxygen to improve the electric and magnetic properties by reducing the oxygen vacancies, hence suppression formation to $Fe^{2+}$. In their work, P-E measurements were obtained for both annealed and untreated $SrFe_{12}O_{19}$ polycrystalline samples [48]. The results show that the untreated sample exhibits a 'banana shaped' P-E loop, similar to previous work G.Tan.(2013) due to the current leakage whereas the annealed sample shows a saturated ferroelectric hysteresis loop [48].

![Figure 2.13: P-E loop from reference [49]. On the right, P-E loop for non-treated $SrFe_{12}O_{19}$ ceramic (figure: E from supporting materials). On the left, the saturated P-E loop for $SrFe_{12}O_{19}$ and a plot of the current as a function of voltage.](image)

The ferroelectric behaviour for the latter sample was confirmed by the presence of two nonlinear I-V peaks along with polarisation switching, see figure (2.13). Moreover, dielectric measurement as a function of temperature for the latter sample with different frequencies show anomalies at $\approx 763$ K that confirm the intrinsic ferroelectricity of $SrFe_{12}O_{19}$. They attributed the origin of the ferroelectricity in
2.4 Multiferroic Magnetoelectric effect (ME)

2.4.1 An overview of Magnetoelectric effect

The magnetoelectric (ME) multiferroic effect is defined as the induction of electric polarisation with the application of an external magnetic field, or vice versa. The induction of magnetisation with application of an external electric field is called the inverse ME effect. There are very few magnetoelectric materials due to the fact that ferroelectricity and ferromagnetism tend to be mutually exclusive. Ferroelectricity typically requires no unpaired electrons and breaks spatial inversion symmetry. In contrast, ferromagnetism requires unpaired electrons and breaks time reversal symmetry \[17|42\]. The ME effect can exist in a single phase compound, i.e. coexistence of electric dipoles and magnetic moments, simultaneously, as well as direct coupling between the orders. The single phase ME materials can be classified into type-I and type-II multiferroics. Type-I, also known as improper ferroelectrics, where the magnetic and electric ordering are separated with two distinct temperatures, i.e. \( T_N(\text{FM}) \neq T_c(\text{FE}) \) such as in \( \text{BiFeO}_3 \), \( T_N = 643 \, \text{K} \) and \( T_c = 1100 \, \text{K} \). Type-II, known as proper ferroelectrics, where the magnetic ordering breaks the inversion symmetry directly inducing ferroelectricity. Both properties exhibit the same transition temperatures, i.e. \( T_N(\text{FM}) = T_c(\text{FE}) \) such as \( \text{TbMn}_2\text{O}_5 \) at 28 K \[50\]. Most of single phase ME materials show very weak ME coupling at room temperature. In composite materials, that contain two or more phases of desirable properties, the ME coupling results from a product property of magnetostrictive and piezoelectric compounds, as described in equation (2.16) i.e. strain mediated coupling \[51|2\].

\[
\text{ME effect} = \frac{\text{electrical}}{\text{mechanical}} \times \frac{\text{mechanical}}{\text{magnetic}} \tag{2.16}
\]

The ME effect is obtained from expanding the relation for the free energy of a material in magnetic and electric fields, \( \vec{H} \) and \( \vec{E} \) at constant temperature and mechanical stress.

\[
F(\vec{E}, \vec{H}) = F_0 - P^S_i E_i - M^S_i H_i - \frac{1}{2} \epsilon_0 \epsilon_{ij} E_i E_j - \frac{1}{2} \mu_0 \mu_{ij} H_i H_j - \alpha_{ij} E_i H_j - \frac{1}{2} \beta_{ijk} E_i H_j H_k - \frac{1}{2} \gamma_{ijk} H_i E_j E_k - ...
\tag{2.17}
\]

where \( P^S_i \) and \( M^S_i \) denote the spontaneous polarisation and magnetisation, respectively. \( \epsilon \) is the permittivity and \( \mu \) is the permeability, \( \alpha \) is tensor known as the linear ME effect and \( \beta \) and \( \gamma \) are higher order tensors. \( \beta \) and \( \gamma \) are very small compared to \( \alpha \), and often they are neglected. The polarisation can be obtained by derivative equation (2.17) with respect to the electric field:

\[
P_i(\vec{E}, \vec{H}) = -\frac{\partial (F)}{\partial (E_i)} = P^S_i + \epsilon_0 \epsilon_{ij} E_j + \alpha_{ij} H_j + \frac{1}{2} \beta_{ijk} H_j H_k + \gamma_{ijk} H_i E_j - ...
\tag{2.18}
\]
And to the magnetisation with respect to the magnetic field:

$$M_i(\vec{E}, \vec{H}) = -\frac{\partial(F)}{\partial(H_i)} = M_i^S + \mu_0\mu_{ij}H_j + \alpha_{ij}E_i + \beta_{ijk}E_iH_j + \frac{1}{2}\gamma_{ijk}E_jE_k - ... \quad (2.19)$$

ME effect where the magnetic field induces total $P^S_I$ can be obtained by taking $E=0$, in equation (2.18) [52].

$$P^S_I = \alpha_{ij}H_j + \frac{1}{2}\beta_{ijk}H_jH_k \quad (2.20)$$

and the electric field induced total $M^S_I$, ME effect is obtained by taking $H=0$:

$$M^S_I = \alpha_{ij}E_i + \frac{1}{2}\gamma_{ijk}E_jE_k \quad (2.21)$$

Equations (2.20) and (2.21) are the basic equation for the dynamic $ME_H$ and $ME_E$, respectively [52]. It can be seen that the linear ME effect, $\alpha_{ij}$ is direct cross coupling between the electric and magnetic fields and can be defined as [31]:

$$\alpha_{ij} = \left(\frac{\partial M}{\partial E}\right)_{T,H} = \left(\frac{\partial P}{\partial H}\right)_{T,E} \quad (2.22)$$

The ME response is limited by the permittivity and permeability tensors $\epsilon_{ij}$ and $\mu_{ij}$ as $\alpha_{ij}^2 < \epsilon_{ij}\mu_{ij}$ or more rigorously, $\alpha_{ij}^2 < \chi_{ij}^E\chi_{ij}^M$ where $\chi_{ij}^E$ and $\chi_{ij}^M$ are the electric and magnetic susceptibilities [31][2].

### 2.4.2 Magnetoelectric effect in M-type hexaferrite

Based on temperature dependences on magnetisation, Mössbauer studies and neutron diffraction studies, substituted M-type hexaferrite exhibits a non-collinear or spiral magnetic structure that induces polarisation via DM mechanism [16][8]. However, there are some discrepancies about spin magnetic structure, whether they possess longitudinal or transverse conical ordering.

Many studies have confirmed that substituted M-type hexaferrite with Sc, Sc-Mg and Co-Ti exhibit a longitudinal conical ordering along the c-axis. Neutron diffraction study of $Ba_2Sc_xMg_{y}Fe_{12-x-\delta}O_{19}$ single crystals where $x=1.6$ and 1.75 and $\delta = 0.05$, confirmed that the components exhibit longitudinal conical ordering up to room temperature. The addition of Mg was to reduce the conductivity by suppressing $Fe^{2+}$ formation. The magnetic ordering of the samples can be considered as two divided blocks, R and $R^*$, see figure (2.14). In longitudinal conical ordering, at zero magnetic field, the spins are aligned collinearly within each block but non-collinearly with respect to the adjacent block forming "block-type" conical magnetic structure along the c-axis. The net moment of each block will precess about the c-axis, making a half cone angle, $\alpha$, and the pitch of the helix, $\phi$, as defined in figure (2.14-b). They calculated $\alpha$ and $\phi$ for single crystal with $x=1.8$ to be $30^\circ$ and $150^\circ$, respectively [14]. It should be emphasised that with longitudinal conical ordering, there is no electric polarisation. However, with the application of an external magnetic field at angle $45^\circ$ with respect to the c-axis, the spin cone will be tilted away.
from the c-axis and toward [100] direction and the polarisation will be induced in the direction perpendicular to H and \( \hat{k} \). This is known as tilted state. In a case where \( \mathbf{H} \) is applied along [100] direction, which is perpendicular to the direction of \( \hat{k} \parallel c \) axis, polarisation will be induced in the direction [120], this is known as transverse state \([14][16]\). From measuring magnetisation as a function of temperature, where \( \mathbf{H} \) is applied along [100] and [001], they found that the transition temperature from ferrimagnetic state to conical spin state, \( T_{\text{cone}} \) are 270 K and 370 K for \( x=1.6 \) and \( x=1.75 \), respectively which coincides with the presence of \( (00l \pm \tau) \) in neutron diffraction data, where \( l \) has odd values that arise from magnetic structure, since these reflection were forbidden by the space group of the crystal. The ME coupling was measured, after poling the sample, by integrating the polarisation current while sweeping the magnetic field to obtain \( p \). The measurement was performed at low temperature with \( x=1.6 \) due to the low resistivity at room temperature \( \sim 3 \times 10^7 \\Omega \) cm. The results show that as the applied magnetic field increases, \( p \) increases up to the maximum then decreases nearly to zero as the magnet saturates.

**Figure 2.14:** Scheme of the crystal and magnetic structure of \( \text{BaSc}_x\text{Mg}_9\text{Fe}_{12-x-\delta}\text{O}_{19} \) are shown in (a) and (b) respectively. The magnetic structure with application of a magnetic field with respect to the c-axis at, (c) 45° and (d) 90°. (e) (M-T) curves with 100 Oe and 500 Oe along and perpendicular to the c-axis. (f) the position of the magnetic superlattice reflection as a function of temperature, calculated value of \( \phi \). (g) integrated intensity of the magnetic superlattice reflection and ME responses measured at 10 K \([14]\).

At a temperature of 30 K with the application of a magnetic field \( \approx 3 \) kOe, \( p \) was \( \approx 15 \, \mu\text{Cm}^{-2} \), whereas at \( T=5 \) K with \( H \approx 5 \) kOe, \( p \) was \( \approx 21 \, \mu\text{Cm}^{-2} \), this is lower than one found in \( \text{BaSc}_{1.6}\text{Mg}_{0.05}\text{Fe}_{10.45}\text{O}_{19} \) single crystal, where \( p \) was \( \approx 305 \, \mu\text{Cm}^{-2} \) at 4.2 K \([15]\). Also, \( p \) shows irreversible behaviour, once \( p \) is lost, it never recovers when the applied magnetic field is reversed to zero, even under the application of bias electric field \([16]\).
Balbashov, et al. (2017) studied the electric, magnetic and ME properties of M-type hexaferrite Ba/ SrCo$_2$Ti$_2$Fe$_8$O$_{19}$ single crystals, where (0.8 ≤ x ≤ 2). The single crystals were grown by float zone under oxygen pressure 60-70 atm. Based on M-H measurements at 5 K and 300 K and temperature dependencies on magnetisation measurement at fixed fields, they confirmed the existence of conical spin structures for x = 0.9 and 1.1 by the observation of different slopes of M-H measurements at different temperature, and the presence of the maximum in temperature dependence at fixed field, to be $T_{cone} \approx 170$ K and 280 K, respectively. ME measurements were performed on $BaCo_{0.8}Ti_{0.8}Fe_{10.4}O_{19}$ and $SrCo_{0.9}Ti_{0.9}Fe_{10.2}O_{19}$ single crystals at low temperature 2 K and 5 K respectively, due to the low resistivity in the surface of crystals at room temperature. After poling procedure, a magnetic field applied perpendicular to the direction of the c-axis, a low electric polarisation induced magnetically was observed with $p \perp H \perp c$. Since $p$ was very small, the results were estimated only qualitatively not quantitatively [53].

Interestingly, Wang, L., et al. (2012) observed converse ME effect in polycrystalline $SrCo_2Ti_2Fe_8O_{19}$ M-type hexaferrite at room temperature without magnetic bias field. From temperature dependencies of the polarisation, without application of a magnetic field, they related the sudden decreases of $p$ with an anomaly in M(T) curve, suggesting that there is a coupling between ferroelectric and ferromagnetic orders. They suggested that the $SrCo_2Ti_2Fe_8O_{19}$ has a zero field transverse or cycloidal spiral structure which induces polarisation through the inverse DM improper ferroelectric mechanism. In addition, they highlighted the role of Co-Ti substitution and how this doping alters the magnetic structure by enhancing the non-collinear structure. This is intriguing as many studies assumed that doped M-type hexaferrite exhibits a longitudinal conical spin structure, which should not show any ME effect at zero field [11].

Mohebbi, M., et al. (2013) measured for the first time a magnetoelastic coupling on $SrCo_2Ti_2Fe_8O_{19}$ single crystal thin film at room temperature. The thin film was grown on sapphire substrate by Alternate Target Laser Deposition (ATLAD) technique, with 0.7 $\mu$m thickness. In their work, they measured indirect converse ME effect, which is defined as a change in magnetisation induced by the application of an electric field, E. They measured the change in remanent magnetisation to be 12.8% by applying only 1 V. The linear ME coupling coefficient, $\alpha$, of ($6.07 \times 10^{-9}$) sm$^{-1}$ was deduced. In addition, they measured the change in remanent magnetisation as a function of electric field for $SrCo_2Ti_2Fe_8O_{19}$ polycrystalline sample by applying an electric field. A change in remanent magnetisation of 3% and 4% was observed with the application of a field of 12 kV cm$^{-1}$ parallel and perpendicular to direction of magnetisation, respectively. Their results show ME coupling in the thin film is stronger than the polycrystalline sample, since the result was the average of change in magnetisation along the direction of applied electrical field in each crystallite [34]. The ME effect in M-type hexaferrite was explained by introducing a “slinky helix” model, which treats hexaferrites as electrostrictive, by applying an external electric field the material strains and alters its physical structure, the Fe-O-Fe bond angles, hence this modifies the spiral spin structure inducing a change in magnetisation. They concluded that the spiral spin structure by itself is not sufficient to induce the ME effect at room temperature after unsuccessful ME measurements for $Ba/SrSc_{1.8}Fe_{10.2}O_{19}$ single phase bulk, which are characterised by longitudinal
conical spin structure. Moreover, they highlighted the role of substitution of TM ions in S block for moderating spin interactions between blocks and strain effect in ME effect [12].

Beegers, J., et al. (2018) measured ME effect in SrCo$_2$Ti$_2$Fe$_8$O$_{19}$ thin films and highlighted the role of Co-Ti substitution on magnetic structure and the linear ME coupling of M-type hexaferrite. In their work, SrCo$_2$Ti$_2$Fe$_8$O$_{19}$ thin films were grown by PLD and characterised using magnetometer and soft X-ray magnetic spectroscopy. The ME effect was measured by detecting the change of magnetisation with application of a voltage at room temperature. The samples were pre-magnetised to 20 kOe then during the measurement, a small magnetic field was applied along the direction of electric field, H=400 Oe, to ensure a non-zero magnetisation. They observed that the magnetisation reduced with application of a voltage, which agrees with literature [11].

\[ \Delta E = \text{energy barrier, } \Delta E_{\text{repulsion}} \]

**Figure 2.15:** The calculated energy potential for $U_{\text{repulsion}}$ as a function of off-equatorial displacements for (a) Fe$^{3+}$ and (b) Co$^{2+}$ in the trigonal bi-pyramidal, 2b site, and Ti$^{4+}$ in the octahedral, 12k site [9].

Moreover, density functional theory calculations were performed on SrFe$_{12}$O$_{19}$ and SrCo$_2$Ti$_2$Fe$_8$O$_{19}$ using CASTEP 8.0 code to understand the effect of Co-Ti substitution and their occupancy on the crystal structure. For SrFe$_{12}$O$_{19}$, the calculation of local potential energy for the bi-pyramidal site along the c-axis shows that the energy barrier, $\Delta E$, is small $\approx 2$ meV at room temperature which is easily overcome by thermal energy $k_B T \approx 25.7$ meV [9]. Therefore, an average equatorial potential is expected leading to a zero net polarisation. However, the result is different when Fe$^{3+}$ ions are substituted with Co$^{2+}$ and Ti$^{4+}$ in the (2b) bi-pyramidal and (12k) octahedral sites, respectively. The energy barrier, $\Delta E$, increases to 120 meV at room temperature, see figure (2.15). Hence, the Co-Ti substitution in these sites enhance the ME properties within structure [9][31].

The ME effect has also been reported in SrFe$_{12}$O$_{19}$ and BaFe$_{12}$O$_{19}$ compounds by V.Kostishyn et al. (2015). In their work, the compounds were prepared by solid state reaction method with the addition of 0.5-1.5 wt% of $B_2O_3$ during the heat treatment process in oxygen to improve the resistivity of the samples. The ME effect responses were detected by measuring the induced voltage on the sample with the application of a magnetic field at room temperature to be $(0.032 \pm 0.001) \text{ V A}^{-1}$.
and $(0.031 \pm 0.001) \text{ V A}^{-1}$ for $\text{BaFe}_{12}\text{O}_{19}$ and $\text{SrFe}_{12}\text{O}_{19}$, respectively. They also measured the magnetodielectric effect, which is the change of dielectric constant with application of a magnetic field, to be $(4.19 \pm 0.06\%)$ and $(4.125 \pm 0.045\%)$ for $\text{BaFe}_{12}\text{O}_{19}$ and $\text{SrFe}_{12}\text{O}_{19}$, respectively. The observation of high multiferroic properties were attributed to the addition of a dielectric layer $\text{B}_2\text{O}_3$ that impedes $180^\circ$ domain walls motion on the grain boundaries of the ferrite, leading to the presence of electric polarisation, as well as the shift of $\text{Fe}^{3+}$ from the centre of the trigonal bi-pyramidal sites [54].

G.Tan and et al. (2016) observed the ME response in $\text{SrFe}_{12}\text{O}_{19}$ polycrystalline samples at room temperature. They calculated the relative magnetic permeability, $M_r$, by measuring the capacitance as a function of the magnetic field. They found a change in dielectric constant in region $2 \text{kOe} \leq H \leq 42 \text{kOe}$ similar to $\text{BaSc}_x\text{Fe}_{12-x}\text{O}_{19}$ [49].

Hence, the non-collinear magnetic structure and the displacement of TM off the centre of trigonal bi-pyramidal sites are important factors that affect or/and raise the ME effect on M-type hexaferrite at room temperature. The low resistivity of the materials especially at room temperature may screen the effect due to oxygen deficiencies. However, this can be tackled by performing a heat treatment process or adding elements such as Mg to improve the electric properties [14]. The non-collinear magnetic structure is developed depending on the amount of TM substitution and their site-specific occupancy.
Chapter 3
Experimental Methods and Analytical Techniques

This chapter gives an overview of the synthesis methods and characterisation techniques that were used in the work. General theoretical and experimental aspects are discussed. The experimental setups will be provided within the following chapters along with the experimental results and the discussions.

3.1 Synthesis Methods

In this work, three different type of M-type hexaferrite samples were prepared. The first type, polycrystalline samples were obtained using solid state reaction method. The second type, single crystals were grown using the float zone method and the last type, thin films that were grown by Pulse Laser Deposition, PLD. A brief description of the synthesis methods and instruments used to prepare these samples are discussed below.

3.1.1 Solid State Reaction method

The solid state reaction method is most commonly used to synthesise polycrystalline materials. The method involves weighing the raw materials, mixing at the level of individual particles and sintering at a high temperature, because reaction is diffusion limited. This method is relatively inexpensive and requires only simple devices these include; a ball mill and high temperature furnace. However, the resultant product may contain impurities, agglomeration and limited homogeneity. In order to obtain the desired phase, the starting materials should be pure, accurately weighed and mixed and milled to reduce particle size and increase the surface area of the reactant. The material should also be sintered at an appropriate temperature [38].

According to the phase diagram of M-type hexaferrite, $SrFe_{12}O_{19}$ melts incongruently, which means that a solid compound does not melt uniformly, in which the chemical composition of the resulting liquid is different from that of the solid. Langhof et al. (2009) investigated the Fe-rich part of the SrO-$Fe_2O_3$ system and found out that $SrFe_{12}O_{19}$ single phase is stable up to 1410 °C with 85.71 mol\%$Fe_2O_3$ ($Fe_2O_3/SrO=6$) and decomposes at higher temperature into X and W-hexaferrites, see figure (3.1). For excess $Fe_2O_3$ at 87\% ($Fe_2O_3/SrO=6.69$) sintered
at 1200 °C for 24 h in air, $\alpha$-FeO$_3$ was found as second phases beside M-type hexaferrite \[55\][8].

![Figure 3.1: Phase diagram of the $SrO. Fe_2O_3$ system for Fe-rich part (> 33 mole % $Fe_2O_3$ in air \[55\].)](image)

### 3.1.2 Float Zone method (FZ)

In the float zone method, a crystal is grown from solidification of a stoichiometric melt. The scheme of the optical float zone furnace is shown in figure (3.2). As illustrated, two sintered ceramic rods (feed and seed) are vertically mounted above each other in which their tips meet at the melting zone. Halogen lamps are used as a source of heating. The basic concept is that the IR from the halogen lamps are focused via ellipsoidal mirrors on a small area between the feed and seed rods to produce a melting zone. At a certain temperature, a molten droplet forms and floats between the end of the solid phases. Both of the rods are rotated in opposite directions around the z-axis in order to mix the liquid and distribute the temperature homogeneously within the melt. During the heating process the halogen lamp moves down the rods, the outer part of the rods crystallise at the hot zone boundary while the inner part melts at the zone \[38\].

These rods are usually prepared using solid state reaction method in which a correct amount of powder reactants are mixed, milled and pressed into pellets then sintered at a high temperature, as discussed above. Koohpayeh and Abell.(2008) outlined that the nature of the feed rod, growth rate, growth atmosphere, gas pressure, temperature gradient, molten zone temperature and rotation rate are crucial experimental parameters that may affect the quality of the grown single crystals \[56\].
3.1.3 Pulsed Laser Deposition (PLD)

Pulsed laser deposition (PLD) is a type of physical vapor deposition technique for thin film growth. A high-power pulsed laser beam is focused onto a target material to ablate the material surface forming a “plume”, as shown in figure (3.3). The plume condenses on a substrate surface forming layers of the thin film. Generally, the PLD system consists of a high-power pulsed UV laser and a growth chamber, where the growth takes place. The chamber allows for ultra-high vacuum conditions to be used or can be filled with partial pressures of gases such as oxygen and nitrogen. A vacuum pump system is used to control the background gas pressure in the chamber. The substrate is placed at a distance of 10 cm above the target and can be heated using a CO$_2$ laser. In order to increase homogeneity of the thin films, the substrate holder is rotated to distribute the heat and the deposited material uniformly [57].

Figure 3.2: The float zone furnace at Durham University (on the left) and scheme of FZ method (on the right).

Figure 3.3: Scheme of the pulsed laser deposition (on the left). The PLD system at University of York (on the right).

There are many variables that affect the growth, such as laser pulse energy density (fluence), pulse duration, repetition rate, background gas pressure, substrate temperature, substrate-target distance as well as annealing conditions. One advantage of the PLD technique is stoichiometric transfer of complex unit cells from the target to the film. Another advantage is the ability of growth with multiple targets, as well as independent control of growth parameters and the ability to alter these during the growth [58][59].
3.2 Structural Characterisation

The structure of the samples was studied using the X-ray diffraction technique. A brief introduction of X-ray diffraction (XRD), as well as the instruments and software used for the experiments are given. Scanning electron microscope (SEM) was also used to study the element concentration of polycrystalline samples.

3.2.1 X-ray Diffraction technique

X-ray diffraction is a non-destructive analytical technique that reveals information about the crystal structure and physical properties of materials. In X-ray diffraction experiments, the intensity of the scattered wave from electrons bound to atoms is measured. When the incident X-rays interact with an atom containing Z electrons, each electron deflects part of the radiation coherently without loss of energy as described by Thomson scattering, which describes the relevant scattering amplitudes and scattering cross sections [60]. For scattering at an angle of $2\theta$ to the incident beam as shown in figure (3.4), the phase difference between the scattered wave is given by:

$$\Delta \phi(\vec{r}) = (\vec{k} - \vec{k}').\vec{r} = \vec{Q}.\vec{r} \quad (3.1)$$

where $\vec{k}$ and $\vec{k}'$ are the incident and scattered wavevectors, respectively. $\vec{Q}$ is the scattering vector, and from the scattering triangle $|\vec{Q}| = 2|k|\sin\theta = \frac{4\pi}{\lambda}\sin\theta$.

The scattering length of an atom, known as the atomic form factor, $f^0(Q)$, can be calculated from the Fourier transform of the electron density in the sample as:

$$f^0(Q) = \int \rho(r) e^{iQr} dr \quad (3.2)$$

where $\rho(r)$ is the electron density and $e^{iQr}$ is a phase factor. The atomic scattering factor depends on the angle $\theta$. When $Q$ decreases to zero, all electrons scatter in phase so that $f^0(Q = 0) = Z$. On the other hand, when $Q$ increases from zero electrons start to scatter out of phase hence $f^0(Q \to \infty) = 0$. Also the atomic form factor has a dependency on the wavelength of the incident X-ray at fixed value of $\theta$, i.e. $Q \propto \frac{1}{\lambda}$, as shorter wavelength $\lambda$, the path differences will be larger relative to $\lambda$, resulting in more interference between scattered waves, therefore the atomic form factor will be smaller [60]. As a result, the X-ray diffraction patterns at higher angles ($2\theta < 60^\circ - 70^\circ$) are usually weak and the diffraction of the light atoms also
are very weak in comparison to heavy atoms \cite{38,61,27}.

It is worth emphasising that the argument above assumes the X-rays are scattering by an elastic collision from free electrons, i.e. without loss of their energy. However, X-rays can be scattered inelastically by the core electrons which are tightly bound electrons, see section (3.3.2). As result the atomic form factor can to be corrected to:

\[ f(Q, \hbar \omega) = f^0(Q) + f'(\hbar \omega) + if''(\hbar \omega) \]  

where \( f' \) and \( f'' \) are anomalous corrections to \( f^0 \). \( f' \) and \( f'' \) are function of the photon energy and independent on \( Q \) \cite{62,60}. Ignoring inelastic scattering, the structure factor, \( F(Q) \), can be defined as the sum over all atoms \( j \) in the unit cell, given by:

\[ F(Q) = \sum_{j} f_j(Q) e^{i Q \cdot r_j} \]  

The intensity of the scattered wave is proportional to the structure factor \( F(Q) \), given by:

\[ I(Q) \propto F(Q) F^*(Q) = |F(Q)|^2 \]  

The structure factor for a crystal is given by:

\[ F^{\text{cryst}}(Q) = \text{Unit cell structure factor} \times \text{Lattice sum} \]

\[ F^{\text{cryst}}(Q) = \sum_{j} f_j(Q) e^{i Q \cdot r_j} \sum_{n} e^{i Q \cdot R_n} \]  

The first term represents the unit cell structure factor and the second term is the sum over lattice sites, where \( R_n \) are the lattice vectors in real space, which can be written as \( R_n = n_1 a_1 + n_2 a_2 + n_3 a_3 \). \( (a_1, a_2, a_3) \) are the basis vectors of the lattice and \( (n_1, n_2, n_3) \) are integers. The lattice sum in equation (3.6) is of order unity, except when the scattering vector is equal to:

\[ Q \cdot R_n = 2 \pi \times \text{integer} \]  

The scattering possibilities of a given crystal can be represented by a reciprocal lattice basis vectors, \( b_j \), that can be defined for every real space lattice \( a_i \) by:

\[ b_1 = 2 \pi \frac{a_2 \times a_3}{a_1.(a_2 \times a_3)}, \quad b_2 = 2 \pi \frac{a_3 \times a_1}{a_1.(a_2 \times a_3)}, \quad b_3 = 2 \pi \frac{a_1 \times a_2}{a_1.(a_2 \times a_3)} \]  

From the reciprocal lattice properties,

\[ a_i \cdot b_j = 2 \pi \delta_{ij} \quad \text{where} \quad \delta_{ij} = \begin{cases} 0 & i \neq j \\ 1 & i = j \end{cases} \]  

\( \delta_{ij} \) is the Kroenecker delta. Therefore, any lattice site in the reciprocal lattice is given by:

\[ \vec{G} = h b_1 + k b_2 + l b_3 \]  

where \( h, k \) and \( l \) are integers, known as Miller index that are obtained by taking the reciprocals of the fractional intercepts of the lattice constants \( a_1, a_2 \) and \( a_3 \).
respectively. Multiplying the reciprocal lattice vectors $G$, with the real lattice vectors $R_n$, results in:

$$ \vec{G} \cdot R_n = 2\pi (hn_1 + kn_2 + ln_3) = 2\pi \times \text{integer} \quad (3.11) $$

Hence, from equations (3.7) and (3.10), the diffraction condition is:

$$ \vec{Q} = \vec{G} $$

Known as Laue condition which is equivalent to the Bragg’s law. Bragg’s law describes the essential conditions of diffraction. As shown in figure (3.5), diffraction occurs when a wavelength comparable to atomic spacing is scattered by atoms that arrange periodically producing constructive interference at specific angles, expressed as:

$$ n\lambda = 2d\sin \theta \quad (3.12) $$

where $n$ is integral number representing the order of reflection, $\lambda$ is wavelength of the incident beam, $d$ is the distance between adjacent planes and $\theta$ is the angle of the incident wave. The diffraction peak is only observed from constructive interference of waves, when X-rays scattered by parallel planes of atoms that are normal to the diffraction vector, $Q$, the vector that bisects the angle between incident and scattered beam, as shown in figure (3.5), and the difference in path length is one wavelength i.e in phase.

![Figure 3.5: Scheme of Bragg’s law.](image)

The diffraction peak position gives the d-spacing as calculated by Bragg’s law, which refers to the size and shape of the unit cell whereas the diffraction peak intensity describes the contents of the unit cell and the atoms arrangement within the crystal. Bragg law results from the periodicity of the lattice planes separated by a distance $d$. The d-spacing can be calculated for a particular crystal system, for a hexagonal system [63][27][61]:

$$ \frac{1}{d^2} = \frac{4}{3} \left( \frac{h^2 + hk + k^2}{a^2} \right) + \frac{l^2}{c^2} \quad (3.13) $$

where $h$, $k$ and $l$ are Miller indices of (hkl) plane. $a$ and $c$ are the lattice constants of the hexagonal system, which can be determined by combining and rearranging equations (3.12) and (3.13) producing:

$$ \sin^2 \theta = \frac{\lambda^2}{3} \left( \frac{h^2 + hk + k^2}{a^2} \right) + \left( \frac{\lambda l}{2c} \right)^2 \quad (3.14) $$
For (0 0 l) planes, becomes:

\[ \sin^2 \theta = \left( \frac{\lambda l}{2c} \right)^2 \]  

Equation (3.15) can be considered as a linear equation, therefore, by plotting \( \sin^2 \theta \) versus \( l^2 \) and fitting the data to a straight line, the value of \( c \)-lattice parameter can be obtained from the slope. Hence, once the value of \( c \)-lattice constant is known, by substituting the value into equation (3.14), the value of \( a \)-lattice constant can be easily determined from the \( \theta \) values of the other reflections [31].

X-ray diffraction is an useful tool to study crystal structure and atomic arrangement. Most X-ray diffractometers are composed of five essential parts; X-ray source, incident optical system, goniometer, receiving optical system and detector. X-rays are generated by an x-ray tube; a high vacuum tube that pass electrical current from a cathode to an anode. By applying electric current to heat a tungsten filament (cathode), the heat energy expels some of the electrons in a process known as thermionic emission. The electrons will accelerate under high voltage and collide into a target (anode) producing X-ray radiation at a characteristic \( \lambda \) for the metal target via the photoelectric effect [27], as shown in figure (3.6).

![X-ray spectrum](image)

**Figure 3.6:** The spectrum from an X-ray tube.

In this work, thin films and single crystals were characterised using Rigaku SmartLab diffractometer. The X-ray source is a copper rotating anode producing Cu \( k_\alpha \). A Ge(220) double bounce monochromator was used, mounted between the X-ray tube and the sample. To remove the strip Cu \( k_{\alpha 2} \) lines to allow just a Cu \( k_{\alpha 1} \) lines with wavelength of 1.54059 Å. A 2 mm incident slit was used to limit divergence of the X-ray beam and parallel beam optics were used to refocus the beam into a parallel path. To enhance the resolution of the diffracted beam 1 mm receiving slits were used. The diffracted beam from the sample was detected with Scintillation counter (SC)-D(0) and Hypix-3000(1D) detectors. The scheme of optical systems used in the measurements is shown figure (3.7). The software contains tasks of package measurements and each package has steps depending on the purpose of the measurement. All packages have in common two essential steps, the first step is optic alignment. Before performing a measurement or changing a part of the optical system, it is recommended to run optic alignment for the part to correct any offset. The alignment starts with driving each axis to set default positions, before performing several scans for \( \omega \), \( z \) and \( 2\theta \) to the peak position with different values of width slits to optimise and correct any offset. The second step is sample alignment with respect to direct beam half cut and surface normal alignments. Generally, the
sample height is optimised with respect to the incident and received X-ray beam on the sample surface, in which the intensity is equal to half of the maximum intensity as well as removing $\omega$ offset to ensure the surface is parallel with X-ray beam when $\omega = 0^\circ$.

![Figure 3.7: Scheme of the XRD optical systems Rigaku SmartLab diffractometer.](image)

$(2\theta - \omega)$ measurements were performed to determine the crystal structure and unit cell lattice of the samples. In this measurement scheme both the incident angle, $\omega$ and the detector at $2\theta$ were simultaneously moved while the sample position was fixed. The detector records the number of diffracted X-ray at each angle $2\theta$ as a count per second. By plotting the X-ray intensity as a function of the angle $2\theta$, the resulting pattern displays peaks that are attributed to scattering from specific crystal planes that are normal to the diffraction vector. These planes can be identified using Miller indices (hkl). In this work, all peaks are assigned using predicted values from INDX software [64]. The input value for lattice constants were taken from reference [8].

Rocking curve measurements, also known as $\omega$-scan, were performed to assess the quality of thin films. In this measurement, both the detector and sample positions were fixed while the incident angle $\omega$ was scanned. The detector was set and fixed at an angle of the reflection of interest, then a $\omega$ scan was performed. The resulting plot of intensity as a function of $\omega$ displays a peak. The Full-Width-at Half-Maximum (FWHM) of the peak is used to evaluate the degree of mosaicity of thin films. The smaller the value of FWHM, the better the individual crystallites are aligned [65].

The combination of both $(2\theta - \omega)$ and $\omega$-scans results in Reciprocal Space Maps (RSM). RSM can provide additional information on crystal structure such as peak displacement and peak broadening due to strain or lattice relaxation and tilting. Also it can be used to investigate crystal orientation relationships between a thin film and its substrate. RSM measurement starts with scanning $(2\theta - \omega + \Delta\omega)$ for $-2^\circ < \Delta\omega < 1.2^\circ$. This sequence is repeated to produce a two dimensional region of reciprocal space. Before the measurement, it is necessary to define the orientation of the thin film with respect to the substrate. This is can be done with aid of Diffraction space simulation software for reciprocal lattice simulation [66]. The software requires information about the crystal structure for the substrate and the thin film and their direction with respect to the X-ray beam. The software posi-
3.2. Structural Characterisation

tions the goniometer correctly, to chose the reciprocal lattice point of substrate and the thin film with index (hkl) in the same line of \((2\theta - \omega)\). In this measurement Hypix-3000(1D) detector was used to reduce the acquisition time by recording the diffraction intensities within an angular range of \((2\theta)\) without scanning, hence, RSM can be obtained by performing \((\omega)\) step scan and recording \((2\theta)\) profile, simultaneously. The resulting reciprocal lattice points of the thin film and the substrate can be plotted in the 2D diffraction space coordinates system, with \((q_y)\) vertical axis and \((q_x)\) horizontal axis in reciprocal lattice (rlu), instead of \((2\theta\) and \(\omega)\), see figure (3.8)[67]. In the case of a symmetric scan, when the angle between the crystal surface and scattering plans are zero, i.e. \(\omega = \theta\), the scattering factor is fully out of plane, whereas in an asymmetrical scan, there is an offset angle between the crystal surface and scattering plane equals to \((\omega - \theta)\).

![Figure 3.8: Scheme of the principle axis associated with the RSM measurement. (a) symmetric scan in which the sample is not tilted \((\chi = 0)\) and \((\omega = \theta)\). (b) asymmetric scan in which the sample is tilted \((\chi \neq 0)\) and \((\omega \neq \theta)\).](image)

The diffraction space coordinates system of the lab can be expressed as a function of \(\omega\) and \(2\theta\) as:

\[
q_{||} = \frac{4\pi}{\lambda} \sin \theta \sin(\theta - \omega) \\
q_{\perp} = \frac{2\pi}{\lambda} \sin \theta \cos(\theta - \omega)
\]

where \(q_{||}\) is the scattering vector along the beam direction \((x\text{-axis})\) and \(q_{\perp}\) is the scattering vector out of plane along the \((y\text{-axis})\). \(q_x, q_y\) and \(q_z\) are in the coordinate system of the sample. \(q_x, q_z\) are the in-plane scattering vectors and \(q_y\) is the scattering vector parallel to the surface normal. If the sample is not tilted i.e. \(\chi = 0\), \(q_x = q_{||}, q_y = q_{\perp}\) and \(q_z = 0\). In case the sample is tilted i.e. \(\chi \neq 0\), \(q_{\perp}\) needs to be projected onto vectors parallel to the surface and perpendicular to it, therefore:

\[
q_y = q_{\perp} \sin \alpha \\
q_z = q_{\perp} \cos \alpha \\
q_x = q_{||} \\
\alpha = 90 - \chi
\]

\(a\) and \(c\) lattice constants can be determined using the following equation:

\[
a = \frac{1}{q_x} \frac{\lambda}{\sqrt{3}} h \\
c = \frac{2\pi l}{q_y}
\]

\(3.16, 3.17, 3.18\)
where \((q_x)\) and \((q_y)\) are normalised to the incident wave vector, i.e in reciprocal lattice unit (rlu), of \((4\pi/\lambda)\).

Another measurement that gives insight to the epitaxial relationship between the thin film and its substrate is a \(\phi\)-scan. In this measurement both the incident X-ray and the detector were fixed at particular \((2\theta - \omega)\) position for the lattice plane of interest while the sample was rotated in plane \((\phi)\) axis from zero to 360°. \(\phi\)-scan can be combined with \(\chi\)-scan, which is scanning along a tilting angle from sample surface (out of plane). This measurement is known as Pole figure, where both \((2\theta - \omega)\) are fixed at a reflection of interest, while the sample was moving in two directions. During the scan, the sample was rotated in plane \((\phi)\) from zero to 360° at each out of plane tilting angle \((\chi)\) axis from zero up to 90°. The resulting plot is the diffracted intensity as a function of \(\phi\) and \(\chi\). In this work Pole figure measurement and \(\phi\)-scan were performed to study the crystal orientation and the degree of preferred orientation in thin films [68][67].

In Laue method, both the incident and detection angles and crystal position are fixed and only the X-ray wavelength is variable. However, during the experiment, a crystal position can be adjusted by moving and rotating the goniometer around different directions. A diffraction pattern occurs when a polychromatic (white) beam strikes a single crystal, with wavelengths, that satisfy Bragg’s condition, producing spots known as Laue patterns [63].

![Figure 3.9: Scheme of the Back-reflection Laue camera.](image)

There are two modes of Laue method: transmission and back reflection. In transmission mode, the crystal is placed between the X-ray source and the detector. The detector records the X-ray that are diffracted whilst travelling through the crystal. Whereas in back reflection mode, the crystal is placed behind the detector. The detector records the beams that are diffracted from the crystal in a backward direction [27]. In this work, a Real-Time-Back-reflection Laue camera system, at Durham University, was used to determine the crystal orientation for cutting the crystal perpendicular to the c-axis. The scheme of Back-reflection Laue camera is given in figure (3.9).

For polycrystalline samples, powder diffraction patterns were collected at I11-beamline High Resolution Powder Diffraction at Diamond light source, UK. The beamline produce hard X-rays with energy range (5-25) keV \((0.4 - 2.1)\) Å, the default is 15 keV\(\approx 0.872\) Å, and has a diffractometer mounted on the \(2\theta\) circle and a rotary sample stage mounted on the \(\theta\) circle, see figure (3.10).
The experiments were performed in Debye-Scherrer scattering geometry, in which a parallel X-ray beam with sufficient cross section scans the sample on a capillary. The diffracted X-ray are collected by detectors that are placed on a detection circle, see figure (3.10). beam size at sample (FWHM) is \( \sim 0.8 \text{mm}(v) \times 2.5 \text{mm}(h) \) [69]. The high resolution detector, \( \Delta2\theta = 0.005^\circ \) at 10 keV, consists of 5 multianalysing arms known as (MAC), each arm containing 9 analysing Si crystals, in total 45 crystals, see figure (3.11). To perform full \( 2\theta \) scan, each detector moves 40° with overlap between the detectors to give scan range from 3° to 150°. Constant velocity trajectory (CVT) scan mode were performed for all polycrystalline samples. In CVT mode, the total count time is specified by the user input, and the diffractometer motion trajectory is calculated to move at a constant \( 2\theta \) angular speed [69][70].

**Rietveld Refinement method**

Refinement of powder diffraction data is an essential step that can yield crystal structure of the sample and provide quantitative phase analysis. Structure refinement enables us to overcome overlap reflection issues and extract as much information as possible from the powder diffraction data. The Rietveld method is a structure refinement method that uses a whole powder pattern fitting to determine the crystal structure parameters or/and microstructural parameters such as size and strain. In this method, a theoretical or calculated structure model along side instrumental parameters are used to refine the initial calculated model in order to obtain the best possible agreement between the calculated and observed diffraction data [71][72][73]. The calculated model contains initial values of structural parameters such as atomic position, symmetry of unit cell, occupancy and thermal parameters, that can be optimised using a Least-squares method. The Least-squares approach
is to minimise the squared sum of the difference between the observed \(y_{\text{obs},i}\) and calculated \(y_{\text{calc},i}\) intensities of a point \(i\) in the powder diffraction as \([72]\):

\[
\Delta = \left( \sum_{i=1}^{N} w_i (y_{\text{obs},i} - y_{\text{calc},i})^2 \right)
\]  

(3.19)

where \(w_i\) is a weight of each observation point, given by:

\[
w_i^{-1} = \sigma_i^2 = \sigma_{ig}^2 + \sigma_{ib}^2
\]

(3.20)

\(\sigma_{ig}^2\) is the standard deviation associated with peak and \(\sigma_{ib}^2\) is the standard deviation associated with background intensity. The value of calculated intensity \(y_{\text{calc},i}\) can be expressed as \([72]\):

\[
y_{\text{calc},i} = \sum_p \left( S_p \sum_{s(p)} |F_{\text{calc},s,p}|^2 \Phi_{s,p,i} \text{Corr}_{s,p,i} \right) + Bkg_i
\]

(3.21)

where the outer summation is over all crystalline phases, \(p\), and the inner summation is over all Bragg reflections \(s=(hkl)\) of a phase \((p)\). \((S_p)\) is a scale factor and \((F_{\text{calc},s,p})\) is the structure factor. \(\Phi_{s,p,i}\) is the reflection profile function that depends on the Bragg peak position and \((Bkg_i)\) is the observed background intensity. \((\text{Corr}_{s,p,i})\) is a series of correction factors that depend on the scattering vector \(s\), given by:

\[
\text{Corr}(s) = M(s)LP(s)A(s)PO(s)E(s) \cdots ,
\]

(3.22)

where \(M(s)\) is multiplicity factor, \(LP(s)\) is the Lorentz-Polarisation coefficient, \(A(s)\) is an absorption correction, \(PO(s)\) is a preferred orientation corrections and \(E(s)\) is a primary extinction \([72]\).

A typical powder diffraction pattern can be described by three components; peak position, integrated peak intensity and peak profile of Bragg reflections that result from contribution of the crystal structure of the material, the properties of the sample and the instrumental parameters. These three components can be adjustable in the Least-squares refinement with a set of structural, sample and instrumental parameters, that are listed in table (3.1). Bragg peak positions, that are a function of the wavelength and interplanar distance d-spacing, are determined by the unit cell parameters. The peak positions can be shifted due to instrumental error including misalignment of the sample or the diffractometer and axial divergence, or from the sample properties such as linear absorption or transparency and hence, correction is needed. Integrated peak intensities are determined by the structure factor for individual Bragg peaks and give information of contents of the unit cell and phase mixture \([73][71]\). 
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Table 3.1: The components of the powder diffraction pattern as a function of the crystal structure, the properties of the sample and the instrumental parameters [71][72].

<table>
<thead>
<tr>
<th>Pattern component</th>
<th>Crystal structure</th>
<th>Sample property</th>
<th>Instrumental parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peak position</td>
<td>unit cell parameters ( (a, b, c, \alpha, \beta, \gamma) )</td>
<td>absorption/transparency</td>
<td>sample alignment, zero shift, axial divergence (beam, soller)</td>
</tr>
<tr>
<td>Peak intensity</td>
<td>atomic position ( (x, y, z) ), displacement parameter ( B )</td>
<td>preferred orientation, surface roughness, absorption/transparency</td>
<td>geometry and configuration of radiation, Lorentz-polarization</td>
</tr>
<tr>
<td>Peak shape</td>
<td>crystallinity defects, disorder</td>
<td>(an)isotropic microstrain, (an)isotropic crystallite size</td>
<td>radiation(spectral purity), geometry, beam conditioning</td>
</tr>
</tbody>
</table>

There are many factors that influence peak intensities such as the atomic form factor, atomic displacement parameters and the structure factor. The structure factor, \( (F_{\text{calc,s,p}}) \) can be corrected using the corrections set, \( (\text{Corr}_{s,p,i}) \). Peak profile \( \Phi_{s,p,i}(\theta) \) is a mathematical convolution of three functions: the instrumental broadening, \( \Omega(\theta) \), wavelength dispersion, \( \Lambda(\theta) \) and the sample function, \( \Psi(\theta) \) that can be expressed as [72]:

\[
\Phi_{s,p,i}(\theta) = \Omega(\theta) \otimes \Lambda(\theta) \otimes \Psi(\theta) + b(\theta) \tag{3.23}
\]

where \( b(\theta) \) is the background function and \( \otimes \) is a the convolution operation that defines between two functions, \( f \) and \( g \) as:

\[
f(t) \otimes g(t) = \int_{-\infty}^{+\infty} f(\tau)g(t-\tau)d\tau = \int_{-\infty}^{+\infty} g(\tau)f(t-\tau)d\tau \tag{3.24}
\]

which expresses the area of overlap between \( f(\tau) \) and shifted \( g(\tau) \)[73][71].

The instrumental function, \( \Omega(\theta) \), depends on several geometrical parameters including the position and geometry of the X-ray source, monochromator(s) and slits. The wavelength dispersion function, \( \Lambda(\theta) \) is related to the finite width and nature of X-ray source and the monochromatisation technique. The sample function, \( \Psi(\theta) \), depends on the physical properties of the sample such as average crystallite size, defect and strain [73][71][74].

The profile peak can be considered in two aspects; the profile shape and the peak width. The peak width profile can be determined by the full width at half maximum (FWHM), that is at half the maximum intensity, or by the integral breadth (IB) that is defined as the ratio of the peak area to the peak height. The width of peak, \( H \), shows an angular dependence expressed by the Caglioti function as:

\[
H^2 = U \tan^2 \theta + V \tan \theta + W \tag{3.25}
\]

where \( U, V \) and \( W \) are refinable parameters. The observed peak broadening results from a contribution of the instrumental broadening, \( \beta_{\text{instr}} \), and from the sample broadening, \( \beta_{\text{sample}} \), due to the average crystallite size, \( \tau \), and microstrain, \( \epsilon \). Hence, the observed peak broadening can be expressed as:
\[ \beta_{\text{obs}} = \beta_{\text{instr}} + \beta_{\text{size}} + \beta_{\text{strain}} \]  

(3.26)

\( \beta_{\text{instr}} \) is determined experimentally with a diffraction standard or using the fundamental approach that is out of scope, more detail found in reference [72]. \( \beta_{\text{sample}} \) can be described by Scherrer formula:

\[ \beta_{\text{size}} = \frac{FWHM_{hkl}}{k \lambda \cos \theta} \]  

(3.27)

\[ \beta_{\text{strain}} = \frac{FWHM_{hkl}}{c \epsilon \tan \theta} \]  

(3.28)

\( \beta \) is in radians, \( k \) and \( c \) are constants. The former depends on crystallite shape, often assumed to be \( \approx 0.89 \) and the latter depends on the type of strain, whether homogeneous or inhomogeneous strains. For inhomogeneous strain, \( c \approx 4 \) or \( 5 \) [74][75]. It should be noted that the instrumental broadening contribution should be corrected first in order to determine the sample broadening.

The peak shape profiles often described by a combination of Gauss and Lorentz functions, known as Pseudo-Voigt function, (PV), that can be expressed as:

\[ PV = \eta L + (1 - \eta)G \]  

(3.29)

where \( \eta \) is mixing parameter, \( L \) and \( G \) are Lorentzian and Gaussian functions, respectively, given by:

\[ L(x) = \frac{C_L^3}{\pi \hat{H}} \left( 1 + C_L x^2 \right) \]  

(3.30)

\[ G(x) = \frac{C_G^3}{\sqrt{\pi \hat{H}}} \exp \left( - C_G x^2 \right)^{-1} \]  

(3.31)

Hence, the Pseudo-Voigt function is:

\[ PV(x) = \eta \frac{C_G^3}{\sqrt{\pi \hat{H}}} \exp \left( - C_G x^2 \right) + (1 - \eta) \frac{C_L^3}{\pi \hat{H}} \left( 1 + C_L x^2 \right)^{-1} \]  

(3.32)

where \( H \) and \( \hat{H} \) are FWHM of Gaussian and Lorentzian functions, respectively.

\( x = (2 \theta_i - 2 \theta_h) \) is the the Bragg angle of the \( i^{th} \) point in the powder diffraction pattern with its origin (calculated Bragg angle) in the position of the \( k^{th} \) peak divided by the peak’s FWHM. \( C_G = 4 \ln 2, C_G^3/\sqrt{\pi \hat{H}} \) and \( C_L = 4, C_L^3/\pi \hat{H} \) are the normalisation factor for the the Gaussian and Lorentzian functions, respectively [73].

Generally, the observed diffraction pattern consists of Bragg reflection (signal), background and noise, see figure (3.12). The observed background in diffraction pattern is resulting from inelastic scattering, scattering from air, sample holder, x-fluorescence and detector noise [72][73]. Thus, the observed background can be processed by linear interpolation between selected points and then by subtracting the baseline, or by adding its contribution to the calculated intensity, \( (y_{\text{calc},i}) \), during profile fitting. The latter method models the background using an analytical or empirical function with coefficients that are refinable during the fitting. The calculated background is then added to the value of calculated intensity as a function of Bragg
3.2. Structural Characterisation

Figure 3.12: Scheme of information content of a powder diffraction pattern.

angle \[\theta\]. Chebyshev polynomial of the first kind is commonly used to fit background, represented as a function of \(x_i\):

\[
x_i = \frac{2(2\theta_i) - (2\theta_{\text{max}} + 2\theta_{\text{min}})}{2\theta_{\text{max}} - 2\theta_{\text{min}}} \tag{3.33}
\]

where \(2\theta_{\text{max}}\) and \(2\theta_{\text{min}}\) are the maximum and the minimum Bragg angles in the diffraction pattern. The background value is calculated as:

\[
Bkg_i = \sum_{k=0}^{n} c_k T_k(x_i) \tag{3.34}
\]

where \(c_k\) are polynomial coefficients, their values are determined by Least-squares during the refinement and \(T_k\) is the Chebyshev functions that are defined as \[77\]:

\[
T_0(x) = 1 \\
T_1(x) = x \\
T_{n+1}(x) = 2xT_n(x) - T_{n-1}(x) \tag{3.35}
\]

To sum up, the parameters, that are usually refined, in the Rietveld method are listed below \[74\]:

- Background parameters, typically 5-15 coefficients \[72\]
- Instrumental parameters; zero shift, sample displacement, peak shape (U, V, W and asymmetry) parameters
- Sample parameters; unit cell parameters \((a, b, c, \alpha, \beta\) and \(\gamma\)), fractional atomic coordinates \((x, y\) and \(z\)), site occupation factor, displacement parameter, linear absorption coefficient/transparency, preferred orientation, surface roughness, (an)isotropic crystallite size, (an)isotropic microstrain, scale factor for each phase and overall scale factor

The refinement of many parameters simultaneously, should be avoided, as it leads to unstable refinement or divergence \[72\]\[73\].

The quality of refinement, known as figure of merit, which measures the agreement between observed diffraction data and calculated model can be estimated by several residual functions; the profile, \(R_p\), the weighted profile, \(R_{wp}\), expected, \(R_{exp}\),

\[
R_{p} = \frac{1}{N} \sqrt{\sum_{i=1}^{N} (I_i - I_{\text{calc}})^2} \\
R_{wp} = \frac{1}{N} \sqrt{\sum_{i=1}^{N} (\frac{I_i}{I_{\text{calc}}} - 1)^2} \\
R_{exp} = \frac{1}{N} \sqrt{\sum_{i=1}^{N} (I_i - \text{observed})^2}
\]
and goodness of fit, $\chi^2$ [72]. The profile R-value, which is the difference between the observed and calculated profile, given by:

$$R_p = \frac{\sum_{i=1}^{N} |y_{obs,i} - y_{calc,i}|}{\sum_{i=1}^{N} y_{obs,i}}$$  \hspace{1cm} (3.36)

The R-value above does not take into account the weight scheme, therefore, $R_p$ is overemphasized by strong reflections [72]. To overcome this problem, the weight scheme is applied to the weighted profile R-value, given by:

$$R_{wp} = \sqrt{\frac{\sum_{i=1}^{N} w_i (y_{obs,i} - y_{calc,i})^2}{\sum_{i=1}^{N} w_i (y_{obs,i})^2}} = \sqrt{\frac{\Delta}{\sum_{i=1}^{N} w_i (y_{obs,i})^2}}$$  \hspace{1cm} (3.37)

The expected R-value, which reflects the quality of the data, is given by:

$$R_{exp} = \sqrt{\frac{N - P}{\sum_{i=1}^{N} w_i (y_{obs,i})^2}}$$  \hspace{1cm} (3.38)

where $N$ and $P$ are the number of data points and the number of parameters, respectively. It is noteworthy to mention that the R-values above include a contribution from background. Therefore, the method of background processing may give different R-values. For example, if the background has been subtracted prior to refinement, $(y_{obs,i})$ is the net intensity after background correction, but if the background is refined, its contribution adds to $(y_{calc,i})$ and $(y_{obs,i})$. Moreover, if a background is high, a lower weighted R-value is obtained. However, subtracting the background from the observed step scan intensities in the denominator could overcome this problem [72][76][73]. The corrected R-value, $\hat{R}_p$, weighted R-value, $\hat{R}_{wp}$ and expected R-value, $\hat{R}_{exp}$ are given by:

$$\hat{R}_p = \frac{\sum_{i=1}^{N} |y_{obs,i} - y_{calc,i}|}{\sum_{i=1}^{N} |y_{obs,i} - Bkg|}$$  \hspace{1cm} (3.39)

$$\hat{R}_{wp} = \sqrt{\frac{\sum_{i=1}^{N} w_i (y_{obs,i} - y_{calc,i})^2}{\sum_{i=1}^{N} w_i (y_{obs,i} - Bkg)^2}}$$  \hspace{1cm} (3.40)

$$\hat{R}_{exp} = \sqrt{\frac{N - P}{\sum_{i=1}^{N} w_i (y_{obs,i} - Bkg)^2}}$$  \hspace{1cm} (3.41)

The goodness of fit, which is the ratio between the weighted profile R-value and the expected R-value, is given by:

$$\chi^2 = \left[\frac{R_{wp}}{R_{exp}}\right]^2 = \frac{\sum_{i=1}^{N} w_i (y_{obs,i} - y_{calc,i})^2}{N - P}$$  \hspace{1cm} (3.42)

Ideally the value of $\chi^2$ is unity [72]. However, it should be noted that there is no threshold or accepted value of R-factors which indicate a good or reliable refinement since these R-values are the result of several contributions (the fitting calculated model to observed intensities, the background, the peak positions and peak shapes) and how well they fit. Also, the R-values are affected by the quality of data. For
example, for a given model with a certain imperfection, the lower the resolution of the data, the closer $\chi^2$ to unity [78]. By improving the resolution of data, i.e. increasing the total number of counts collected for a observed pattern to reduce the statistical uncertainty, $R_{exp}$ decreases, the difference between $R_{exp}$ and $R_{wp}$ increases, thus $\chi^2$ increases [79]. Hence, it is important to view the observed, calculated and the difference between them graphically, this helps to judge the quality of the refinement [78].

3.2.2 Scanning Electron Microscopy and Energy Dispersive X-ray analysis

Scanning Electron Microscopy (SEM) is a versatile tool that uses an electron beam to scan a sample surface producing images that contain information about morphology, surface topography and composition of the sample over a wide range of magnification. SEM resolution is typically around $\approx 0.5 \text{ nm}$ [80]. The SEM mainly consists of five parts, an electron gun, condenser, objective lenses, specimen chamber and detectors, see figure (3.13).

![Figure 3.13: Scheme of the basic components of SEM.](image)

The electron gun emits a beam of electrons that are focused by one or more of the objective lenses to a few nanometres beam size. This focused beam is scanned across the sample in a raster pattern. When the incident electron beam interacts with the sample surface, several scattering process may occur including Secondary Electrons (SE), these are generated from inelastic scattering of the incident electrons within the sample, and Back Scattered Electrons (BS), that are originated from elastic scattering of the incident electrons within the sample. Since the energy of SE is small, SE are sensitive to the sample surface. BS, have higher energy than the SE and so, are sensitive to the sample composition [81].

Energy Dispersive X-ray analysis (EDX) is a powerful technique that is used to identify the chemical composition of a sample. EDX spectrum is obtained from detecting the X-rays emitted from the sample due to inelastic scattering electrons. When the incident beam excites core electrons from an atom leaving holes, higher energy electrons , from higher orbitals, fill the holes left and release energies that are equivalent to the difference of the atomic energy levels depending on the atomic number of the atom. Therefore, the energy of emitted X-rays can be used to identify the chemical composition and the elements present within the sample [81][82].
3.3 Magnetic Characterisation

In this project, the magnetic properties of the samples were determined using Quantum Design MPMS3 (SQUID-VSM) magnetometer. In addition, X-ray absorption spectra at the iron, cobalt and titanium $L_{2,3}$ edges for M-type hexaferrite thin films were obtained at I06-beamline Diamond light source, UK. A brief description of these instruments and analysis methods are discussed below.

3.3.1 The Superconducting Quantum Interference Device

The superconducting quantum interference device (SQUID) is used to determine magnetic properties of materials. As shown in figure (3.14), a SQUID magnetometer consists of a SQUID sensor; a superconducting ring with a thin insulating layer known as Josephson junction. The SQUID sensor is attached to metal pickup coils placed inside the sample tube. The SQUID system also comprises; a cryogenic probe with a temperature control system that is used for low temperature measurements down to 4 K and provides refrigeration for the superconducting sensor and magnet; a gas controller system which provides gas flow control for temperature regulation and cleaning procedures; and a magnet control system which provides a magnetic field up to $(\pm 7)$ T along the z-direction [23][83]. The sample is driven through the coils via a linear motor transport unit. The sensitivity of this device is $\leq 10^{-8}$ emu. It is based on flux quantisation in closed superconducting loop and Josephson effect that occurs between two superconducting materials separated by a thin insulating layer experiencing tunneling of Cooper pairs of electrons through the junction. When a sample is moved slowly through pickup coils, a change in magnetic flux passing through the ring will induce a change in the pickup coil voltage that can be detected by the SQUID sensor. The device measures very small changes in the flux.

![Figure 3.14: Scheme of the basic components of SQUID. The gas and temperature control systems are not shown.](image)

In SQUID-VSM mode, the sample is vibrated at a constant frequency, resulting in a change in magnetic flux through the pickup coils that can be detected by SQUID sensor. In this project, the magnetisation as a function of magnetic field
M(H) and temperature M(T) are determined for all samples using Quantum Design MPMS3 (SQUID-VSM) magnetometer, at Diamond light source and ISIS Neutron and Muon source, UK.

M-H measurement shows the variation of magnetisation, M, with the applied field, H. For a ferromagnetic or ferrimagnetic material, a hysteresis loop is observed due to a change in the magnetic domain structure via domain wall motion and/or domain rotation, imperfections such as dislocations or impurity elements in the metal, see figure (3.15). The measurement starts by magnetising the sample to achieve a saturation state. When a demagnetised sample is placed in a low applied magnetic field, the domains that are in the direction of field starts to grow, by motion of the domain walls. As the field increases, the magnetisation increases by domain wall motion and/or rotation of the spins in regions which are not collinear with field until the saturation state, point A, where all spins are aligned with the field. As the field reduces down to zero, the magnetisation reduces to the remanent magnetisation, point B. Applying field in the negative x-direction to point C will reduce the magnetisation of the sample to zero, known as coercivity field $-H_c$. Increasing the field further to point D, the sample reaches a saturation state $-M_s$. By removing the field, the remanent magnetisation is obtained $-M_r$, at point E.

![Figure 3.15: Scheme of a typical hysteresis loop. The red curve is the initial curve, A and D points are the saturation magnetisation for +H and -H, respectively. B and E points are the remanent magnetisation for +H and -H, respectively. C and F points are the coercivity field for +H and -H, respectively.](image)

The hysteresis loop represents the bulk magnetisation of a sample. Several magnetic properties of the material can be determined from the loop including the saturation magnetisation, $M_s$, the remanent magnetisation, $M_r$, coercivity field, $-H_c$, hysteresis loss that can be calculated from the area inside the hysteresis loop, and permeability, $\mu$, which is a measure of the material response to the magnetic field [84][23]. The permeability is defined as:

$$\mu = \frac{B}{H}$$ (3.43)

where B and H are the magnetic induction and the magnetic field, respectively. Since the relationship between them depends on the type of material or medium, it
is useful instead to use the relative permeability, $\mu_r$, given by:

$$\mu_r = \frac{\mu}{\mu_0} \quad (3.44)$$

where $\mu_0$ is the permeability of free space $\mu_0 = 4\pi \times 10^{-7} \text{Hm}^{-1}$. The relative permeability is related to susceptibility, $\chi$, in SI units as:

$$\mu_r = \chi + 1 \quad (3.45)$$

where $\chi = \frac{M}{H}$.

The hysteresis loop of ferromagnetic or ferrimagnetic materials can be classified as soft or hard magnets depending on the coercivity. A soft magnet exhibits a narrow hysteresis loop and a high permeability. Soft magnetic materials are used in electromagnets, motors and transformers. On the other hand, a hard magnet shows a wide hysteresis loop that requires a large field to demagnetise, a small permeability and a large remanent magnetisation. Hard magnetic materials are used as permanent magnets, magnetic recording and electric motors [30][84].

In a high field region, where the domain rotation is predominant, the magnetisation changes slightly with the applied field, and the magnetisation behaviour can be modeled by the law of approach to saturation [19][23][84], given by:

$$M(H) = M_s \left( 1 - \frac{A}{H} - \frac{B}{H^2} \right) + \chi_d H \quad (3.46)$$

where $M_s$ is the saturation magnetisation, $A$ and $B$ are constants that are determined from fitting the equation. $\chi_d$ is the high field differential susceptibility that arises from the contribution of non-collinear spins [85]. The term $(\chi_d H)$ represents the 'field-induced' increase in spontaneous magnetisation, and is usually small at temperatures well below $T_c$ and is often neglected. The term $(A/H)$ is related to the existence of inhomogeneities in the microcrystal which reduces the mobility of magnetisation. This term should be vanish at high field in order to saturate the sample. The term $(B/H^2)$ is related to the magnetocrystalline anisotropy. For an uniaxial hexagonal system with $K_2 \ll K_1$ [86]:

$$B = \frac{H_a^2}{15} \quad (3.47)$$

where $H_a$ is the anistropy field with $H_a = 2K_1/M_s$, and $K_1$ is the first anisotropy constant. From equation (3.46), by plotting the magnetisation against $1/H^2$ in the high region and extrapolating the straight line, the saturation magnetisation, which is the value of the intercepts, and the the anistropy field are obtained. This analysis is only applicable for single domain particles, in which there are no domain walls and when the exchange interactions between particles is excluded [87][85][19].

$M(T)$ measurements show the variation of magnetisation with temperature and gives insight of phase transitions in the magnetic structure. The measurement can be performed under Zero Field Cooling (ZFC), or Field Cooling (FC). In ZFC mode, the sample is cooled down to a temperature $T_i$ in zero field, where the spins are randomly orientated. At $T_i$, a weak magnetic field is applied, $H_m$, then the temperature is
increased to \( T_f \) and the magnetisation measured every 0.5 K. On the other hand, FC mode cools the sample with application of a high field, where spins are more likely to be aligned in the direction of the field, until \( T_i \). The cooling field is removed and a bias field is applied, \( H_m \). The temperature is increased to \( T_f \) and the magnetisation measured. Therefore, the resultant \( M(T) \) curves are different and give information on anistropy energy, spin glass transitions and the particle size distribution for nanoparticles [32][31].

### 3.3.2 X-ray Magnetic Circular Dichroism (XMCD)

**X-ray Absorption Spectroscopy (XAS)**

X-ray absorption spectroscopy (XAS) is the measurement of electron transitions from core states to unoccupied states above Fermi level. It is a versatile tool to study electronic and the magnetic properties of materials. XAS is an element specific method which is obtained by tuning the X-ray energy to correspond to the binding energy of core state for the element of interest [60]. The incident X-ray is absorbed by an atom in which the X-ray excites a core electron into unoccupied state above Fermi level, by photoelectric absorption, see figure (3.16).

![Graph](image)

**Figure 3.16:** Scheme of the energy levels diagram of an atom. (a) The photoelectric absorption process, (b) The fluorescent X-ray emission, and (c) The Auger electron emission.

X-ray emission (fluorescence) occurs when an electron from the outer shell fills a core hole in the inner shell producing a photon with an energy equal to the difference between the shells. Alternatively, an electron is emitted via secondary electron emission, when an electron from the outer shell fills a hole in the inner shell emitting an electron, known as the Auger effect. The excited atom remains in an excited state with "a core hole" with lifetime for \( \approx 10^{-15} \) s before it decays by radiant and non-radiant processes [88]. XAS measures the X-ray absorption coefficient as a function of X-ray energy and can be measured in a transmission geometry, according to:

\[
I_t = I_0 e^{-\mu t}
\]

\[
\mu t = \ln \frac{I_t}{I_0}
\]

where \( I_0 \) and \( I_t \) are the incident and transmitted intensities, respectively, \( t \) is the thickness of the sample and \( \mu \) is absorption coefficient, which depends on the sample density, \( \rho \), the atomic number, \( Z \), atomic mass, \( A \), and the X-ray energy, \( E \), \((\mu \approx \frac{\rho Z^2}{AE^3})[60].\)
XAS spectra are distinguished by sharp rises in X-ray absorption, called absorption edges which correspond to characteristic core level transition energies of the atom. Each absorption edge describes an electron transition from a specific orbital, K(n=1), L(n=2), M(n=3), ···, where n is the principle quantum number. For example, K-edge is resulting from the 1s-np transition, whereas the $L_{2,3}$ edges are from $2p-3d$ transitions. The core level energy increases with increasing the edge ranging from 7112 eV for Fe K-edge, to 844.6, 719.9 and 706.8 eV for Fe $L_1$, $L_2$ and $L_3$ edges, respectively [89]. The total intensity of the spectrum refers to the number of unoccupied states in the initial state whereas the spectral shape refers to the density of states for the core-hole state [90].

For circularly polarised X-rays, the electric field of an electromagnetic wave rotates in a helical pattern around the direction of propagation wave, $\vec{k}$. The direction of electric field rotation with respect of $\vec{k}$, can be either clockwise, which refers to right circularly polarised (RCP) or anti-clockwise for left circularly polarised (LCP). The difference between two absorption spectra measured with circularly polarised X-rays for a magnetic sample is called X-ray magnetic circular dichroism (XMC), i.e. (LCP)-(RCP) spectra. The resultant spectrum provides information about the individual contribution of the spin and orbital part on magnetic moments. XMCD signal can be explained using the atomic single electron model as the starting point, in which it describes the electronic transition from the core state to the valence state. The probability of a transition to occur is described by Fermi’s Golden rule [91][60]:

$$P_{i \rightarrow f} = \frac{2\pi}{\hbar} |\langle f|T|i\rangle|^2 \rho(E_f) \delta(E_f - E_i - \hbar \omega) \quad (3.49)$$

where $T$ is the transition operator (light-matter interaction) which can be written as $\langle T = \vec{p} \cdot \hat{\epsilon} e^{i\vec{k} \cdot \vec{r}} \rangle$ in which $\vec{p} = -i\hbar \nabla$. $|i\rangle$ and $|f\rangle$ are the initial and final states, respectively. $\rho(E_f)$ is the density of states of the final state and $\delta$ is a Dirac delta function for the conservation of energy, given by:

$$\delta(x) = \begin{cases} 1 & x = 0 \\ 0 & x \neq 0 \end{cases} \quad (3.50)$$

The transition process is governed by dipole selection rules, allowing certain transitions with restrictions such as the change in total angular momentum, $\Delta j$ can be zero or $\pm 1$ (except $j = 0 \iff j = 0$ transition is not allowed), the change in orbital angular momentum, $\Delta l = \pm 1$ (except $l = 0 \iff l = 0$ transition is not allowed). The change of spin angular momentum, $\Delta s$ is zero. The selection rules for polarised light are [92]:

$$\Delta j = 0, \pm 1, \quad \Delta l = \pm 1, \quad \Delta s = 0, \quad \Delta m = \begin{cases} +1 & \text{RCP photons} \\ -1 & \text{LCP photons} \\ 0 & \text{Linearly polarised} \end{cases} \quad (3.51)$$

where $\Delta m$ is the difference in magnetic quantum number m, which refers to the projection of $\vec{L}$ vector on the z-axis defined by the field, and has value of $(m = -l, \cdots, l)$. To understand how the XMCD is generated, let us consider first a system that contains a $Co^{2+}$ ion that has electron configuration $1s^2/2s^22p^6/3s^23p^63d^7$, with 7
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unoccupied state in d-orbital. These states are all degenerate under the influence of spin-orbit coupling into a four-fold degenerate level, this does not take into account to the crystal field splitting. According to the Hund’s rules, the total spin and orbital moments are \( S = \frac{3}{2} \) and \( L = 3 \), respectively. The total angular moments \( J = |L - S|, \ldots, |L + S| = \frac{9}{2}, \ldots, \frac{3}{2} \). By applying a magnetic field, these energy levels can be split up further into several non-degenerate energy levels with different energies, known as fine structure [24], see figure (3.17).

![Figure 3.17: Scheme of the energy level for Co\(^{2+}\). Note: the crystal field splitting is not taken into account in this diagram.](image)

The principle of XMCD can be described as a two-step process, see figure (3.18-a). During the first process, polarised photons excite spin polarised electrons from the split 2p-levels, due to spin-orbit coupling. When RCP (LCP) photons with spin up (spin-down) apply at the \( 2p_\frac{3}{2} \) level, electrons are preferentially excited with spin up (spin-down). The case is opposite at \( 2p_\frac{1}{2} \) state, where electrons are preferentially excited with spin down (spin up) by RCP (LCP) photons. During the second step, the spin polarised electrons occupy the empty 3d-valence states, resulting in an imbalance between the spin up and spin down electrons. When the spin-down holes are dominant, the XMCD spectrum has a net negative \( (L_3) \) and positive \( (L_2) \) peak [91].

Since photons interact only with the orbital part of the wave function, XMCD is used to obtain information about the contribution of spin and orbital part of the magnetic moments from sum rules. The sum rules relate to the integral over the XMCD signal of a given absorption edge directly to the orbital and spin moments of the ground state. According to Chen et al [88], the orbital and spin sum rules for 3d metals are:

\[
m_{\text{orb}}[\mu_B/\text{atom}] = -\frac{4q(10 - n_{3d})}{r} \quad (3.52)
\]
Figure 3.18: (a) Scheme of the principle of XMCD. (b) Fe XAS at \(L_{2,3}\) for right \((\mu^+)\) and left \((\mu^-)\) circular polarised light. (c) XMCD spectrum (blue line) along the values of the integral \(p\) and \(q\) which appear in the sum rule (green line).

\[
m_{\text{spin}}[\mu_B/\text{atom}] = \frac{(6p - 4q)(10 - n_{3d})}{r} \tag{3.53}
\]

\[
\frac{m_{\text{orb}}}{m_{\text{spin}}} = \frac{1}{\left(\frac{9}{2}\right)\left(\frac{5}{4}\right)} - 3 = \frac{2q}{9p - 6q} \tag{3.54}
\]

where \(n_{3d}\) is the number of electrons in 3d state, and \(q\) and \(p\) are shown in figure (3.18) and given by:

\[
q = \int_{L_3+L_2} (\mu^+ - \mu^-)dE
\]

\[
r = \int_{L_3+L_2} (\mu^+ + \mu^-)dE
\]

\[
p = \int_{L_3} (\mu^+ - \mu^-)dE \tag{3.55}
\]

It should be noted that the spin sum rule is only an approximation, (assuming the spin-orbit splitting in the core electrons is larger than the core-valance interaction, which is valid for Fe and Co \(L_{2,3}\) edges), and not taking into account the term \(\langle T_Z \rangle\); the anisotropy of the spin moment within the atom. Therefore, there is an error of a few % [88]. Equation (3.54) shows the ratio between orbital and spin moments which is related to the g-factor as [31]:

\[
g = 2\left(1 + \frac{m_{\text{orb}}}{m_{\text{spin}}}\right) \tag{3.56}
\]

where \(g\approx2\) for transition metals.

**Experimental step for XAS experiment**

XAS measurements are obtained by tuning the X-ray energy across the absorption edges. Hence, a tunable X-ray energy source is needed to perform the experiment. Synchrotron facilities offer a high intensity, tunable X-ray beam with
high stability. In this project, XAS absorption experiments were performed at I06-beamline Diamond light source, UK, to measure $L_{2,3}$ absorption edges for iron, cobalt and titanium in the hexaferrite thin film samples. More details about the experimental parameters can be found in section 6.3.2.

Diamond light source offers a high flux X-ray beam ranging from 100 eV (soft X-ray) to 35 keV (hard X-ray). Generally, the beam is generated by accelerating electrons through three phases, see figure (3.19). Firstly, an electron gun ejects a pulse of electrons in to the 30 metres long straight section (linac) from there they pass in to the 158 metre circumference booster ring where the powerful bending magnets send them on a circular path, here they are accelerated to almost the speed of light, before passing into the 562 metre circumference storage ring. Here the insertion device/undulator generates the X-ray beam. The generated X-ray beam is transferred into experimental beamlines [93]. Different undulators are installed depending on the needs of experiments. For I06-beamline, 'Apple-II type' undulators with four magnetic arrays are used to tune the X-ray beam with energy ranging from 106 eV to 1300 eV, as well as to polarise the X-ray beam. The energy of the beam can be varied by changing the distance 'gap' between magnetic arrays whereas the polarisation can be switched by changing the phase of arrays. In addition, several mirrors and grating monochromators are utilised to reflect and focus the X-ray beam before passing to the experimental chamber, as well as to reduce unwanted wavelengths, see figure (3.20). The experimental chamber is kept under ultra high vacuum $< 10^{-9}$ mbar due to the fact that soft X-rays are easily absorbed by air. A superconducting vector magnet is installed to apply a magnetic field (max ±6 T) across the sample [91].

The XAS signal can be detected by either a Total Electron Yield (TEY) or Fluorescence Yield (FY) methods. The TEY detection mode measures the drain current as a result of photoelectron, secondary electron and Auger electron emissions. Since the total number of electrons emitted from the sample is proportional to the number of core holes created, the TEY mode is proportional to absorption coefficient, [60] as:

$$I_{TEY}(\Omega) \propto \frac{\lambda_e}{\lambda_e + \lambda_p(\Omega)\sin \theta}$$  \hspace{1cm} (3.57)

where $\theta$ is the angle of incident X-ray with respect to the surface normal, $\lambda_e$ is the electron escape depth and $\lambda_p$ is the X-ray perturbation length [88]. When $\lambda_e \ll \lambda_p \sin \theta$, then the total electron yield is inversely proportional to $\lambda_p$, so that the yield is proportional to the absorption coefficient. On the other hand, when
\( \lambda_e \gg \lambda_p \sin \theta \), the absorption structure disappears. If \( \lambda_e \approx \lambda_p \sin \theta \), the saturation effects occur resulting in a diminishing and broadening of the largest absorption peaks [91]. The measurement can be recorded using a drain current from the sample giving information about absorption coefficient, \( \mu \) [94]. It is a surface sensitive technique and requires a conductive material to prevent charging effect that might modify the spectrum. Whereas in FY detection mode, the measurement is recording the number of emitted fluorescence photons. FY detection method provides bulk information, i.e. FY probes deeper than TEY methods. It should be mentioned that FY suffers from self-absorption effect, which is defined as the absorption of fluorescence photons within the sample before it reaches a detector. This causes a reduction in the measurement and correction is needed [91].

Calculation of core-level excitation in 3d TM using CTM4XAS code

Multiplet effects are used to calculate the XAS spectra based on a single electron Hamiltonian model as starting point. By taking into account electron-electron repulsion and spin orbit coupling (atomic multiplet effect), the transition of electrons from core state to valence state for a single atom can be simulated. The calculation can be improved by taking into consideration the effect of the surrounding environment on TM atom, known as the crystal field effect, see section (2.2.6).

Another modification that can be applied is the Charge Transfer effect, which is related to electrons hopping between the ligand to the 3d-orbital TM atom, therefore, the number of electrons in the 3d-orbital fluctuates. This effect adds new dipole transitions, therefore, the configuration \( 3d^{n+1}L \) adds to the \( 3d^n \) ground state, and the \( 3d^{n+2}L^2 \) adds to the \( 3d^{n+1} \) final states. All these effects are available to use in CTM4XAS software [95].

To simulate XAS spectrum using atomic multiplet calculations, many input parameters have to be defined by the user. The first step is the selection of the electronic configuration system, based on that, the initial and final states are automatically loaded. The software panel allows the user to modify the Slater integral reduction, \( F_{dd}, F_{pd} \) and \( G_{pd} \), which describe the interaction between the d-electrons, and between the core-electrons and d-electrons. The atomic parameters are calcu-
lated within the Hartree-Fock limit [95]. These parameters can have a value between 0 to 1.5, the default setting is 1 meaning 80% of Hartree-Fock values. This reduction of the atomic value accounts for the interatomic interaction and screening effect. Moreover, the software panel allows the user to control the value of 3d spin-orbit coupling, by default the value is 1. The second step is choosing the symmetry of crystal field parameters. There are four symmetries that can be calculated, Octahedral ($O_h$), tetragonal($D_{4h}$), trigonal distortion ($C_{3v}$) and four-fold rotational ($C_4$).

The user defines the value of ($10D_q$) in (eV), which is the energy gap between the $t_{2g}$ and $e_g$ levels. For octahedral ($O_h$) symmetry, the ($10D_q$) value is usually positive whereas for tetrahedral ($D_{4h}$) symmetry the value is negative, if ($10D_q$) is set to zero, i.e. no crystal field effect, the symmetry is spherical. Additional crystal field parameters such as ($D_{τ}$) and ($D_{σ}$) are available for all symmetries (except for ($O_h$)), see section (2.2.6). The exchange field can be used allowing the study of magnetic effects, i.e to calculate XMCD and XMLD spectra. In addition, charge transfer effect can be applied by activating the option and defining the parameters in eV; $\Delta$, $U_{dd}$, $U_{pd}$ and hopping $T$, where $\Delta$ is the energy difference between the centre of the $3d^n$ and $3d^{n+1}L$ configurations, $U_{dd}$ and $U_{pd}$ are the on-site dd Coulomb repulsion and the core-hole potential, respectively. The hopping $T$ parameters; $T(a_1)$, $T(b_1)$, $T(b_2)$ and $T(e)$ are given for different symmetries. The $T(a_1)$ and $T(b_1)$ are related to $(z^2)$ and $(x^2 - y^2)$ the $e_g$ orbitals and $T(b_2)$ and $T(e)$ are related to $(xy)$ and $(xz, yz)$, respectively. The last step is plotting the parameters. The spectrum broadening can be corrected to fit the experimental resolution and core-hole lifetime effects using Gaussian and Lorentzian functions, respectively [96]. In this thesis iron, cobalt and titanium spectra are calculated using CTM4XAS code. Only atomic multiplet calculations and crystal field effect are applied to generate $L_{2,3}$ edges for $3d^5$, $3d^6$, $3d^7$ and $3d^0$ configurations.

After the measurement is run, the calculated spectrum is generated and saved. The calculated spectrum file, (file.xy) can be plotted along side the experimental data and compared using origin software. Fitting the calculated to experimental spectra allows the user to assess the oxidation state, site occupancy and give crystal field energy for a certain element within the sample [97].
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\[ SrCo_xTi_xFe_{12-2x}O_{19}, \ 0 \leq x \leq 2 \]

Polycrystalline Samples

This chapter presents the synthesis and characterisation of \( SrCo_xTi_xFe_{12-2x}O_{19} \) polycrystalline samples with \( x = 0, 0.7, 1.1, 1.5 \) and 2. The discussion starts with the synthesis method, followed by structural characterisation, using X-ray diffraction and scanning electron microscopy, and finishes with the magnetic properties of the samples using VSM-SQUID magnetometer.

4.1 Polycrystalline samples prepared using solid state method

\( SrCo_xTi_xFe_{12-2x}O_{19} \) polycrystalline samples with \( x = 0, 0.7, 1.1, 1.5 \) and 2 were prepared using the solid state method. The starting materials used were \( SrCO_3 \) (Sigma Aldrich, \( \geq 99.9\% \)), \( TiO_2 \) (Sigma Aldrich, \( \geq 99.98\% \)), \( Fe_2O_3 \) (Sigma Aldrich, \( \geq 99.995\% \)) and \( CoO \) (Stanford, \( \geq 99.9\% \)). Firstly, \( SrCO_3 \) and \( Fe_2O_3 \) were dried at 130 °C for 2 h, prior to use to ensure the removal of any absorbed water. Correct amounts of the starting materials were mixed together with acetone using an agate mortar and pestle. The resultant material was then milled using a high speed ball mill (MSK-SFM-3) with a nylon jar and zirconia milling balls. The milling process was carried out at 350 rpm for 4 h, with acetone. The powder to liquid mass ratio was 1: 1, and the powder to Zirconia balls weight ratio was 1:9.7. Later, the material was dried and then transferred to an alumina crucible and sintered in a tube furnace (GSL-1500X-42-HGL). The samples were sintered at 1200 °C for 10 h twice in an oxygen atmosphere, following references [34][11]. After the first sintering process, the samples were milled again with the same conditions stated above, prior to the second sintering. The crystal structure and phase purity of the samples were determined using X-ray diffraction.

4.2 XRD analysis

All hexaferrite polycrystalline samples were characterised by X-ray diffraction. The XRD pattern of the samples were collected at the I11-beamline, Diamond light source, UK, with a maximum X-ray flux at 15 keV, which is equivalent to 0.826504(10) Å wavelength. The experiments were performed in the Debye-Scherrer
scattering geometry using a parallel X-ray beam. In order to reduce the sample absorption effect, the samples were mounted around a 0.3 mm capillary using a high vacuum grease. The capillary was mounted on a brass holder, as shown in figure (4.1).

![Figure 4.1: Sample (x=0) mounted on capillary.](image)

Scans were recorded over a $2\theta$ range of $(4^\circ - 150^\circ)$. The total count time was 1800 s. The XRD pattern of the samples are shown in figure (4.2). For comparison and clarity, the XRD patterns were plotted from $(10^\circ$ to $70^\circ)$ due to the low intensity peaks at the high angle.

![Figure 4.2: XRD patterns for SrCo$_x$Ti$_{1-x}$Fe$_{12-x}$O$_{19}$ M-type hexaferrite samples, where the black line represents x=0, the purple blue is x=0.7, the green line is x=1.1, the blue line is x= 1.5 and the red line is x= 2. The intensity of XRD patterns were normalised and shifted for comparison.](image)
As seen from the figure (4.2), all samples show similar diffraction patterns with slightly shifted peak positions as the (Co-Ti) substitution is introduced. Phase identification was carried out by comparing peak position with database entries and indexing the diffraction patterns. Figure (4.3) shows that the peaks in the XRD pattern for \( x=0 \) sample can be indexed to M-type hexaferrite phase with the addition of an impurity phase that can be assigned to \( Fe_2O_3 \). This result is consistent with the standard pattern of \( SrFe_{12}O_{19} \) (COD-1006001) and \( Fe_2O_3 \) Hematite (COD-15840), the figure is found in appendix (B).

![XRD pattern](image)

**Figure 4.3:** XRD pattern for \( x=0 \) sample with corresponding planes (hkl), the black (hkl) label belongs to \( SrFe_{12}O_{19} \) phase and the red label belongs to \( Fe_2O_3 \) phase. The blue asterisks are corresponding to \( SrFe_{12}O_{19} \) phase, labels are omitted for clarity.

Further analysis of the phase mixture was performed using Match! software [98]. The results show that the XRD pattern of the samples exhibit M-type hexaferrite as the major phase and \( Fe_2O_3 \) (Hematite) as the minor phase as shown in table (4.1).

<table>
<thead>
<tr>
<th>Sample</th>
<th>M-type hexaferrite (%)</th>
<th>( Fe_2O_3 ) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x=0 )</td>
<td>89.4 ± 1</td>
<td>10.6 ± 1</td>
</tr>
<tr>
<td>( x=0.7 )</td>
<td>87.7 ± 4</td>
<td>12.3 ± 4</td>
</tr>
<tr>
<td>( x=1.1 )</td>
<td>88.2 ± 3</td>
<td>11.8 ± 3</td>
</tr>
<tr>
<td>( x=1.5 )</td>
<td>94.6 ± 1</td>
<td>5.4 ± 1</td>
</tr>
<tr>
<td>( x=2 )</td>
<td>95.2 ± 1</td>
<td>4.8 ± 1</td>
</tr>
</tbody>
</table>
The size of the coherently diffracting domains, commonly known as "the average particle size", for the hexaferrite samples was estimated using Scherrer equation. Recalling equation (3.27):

\[ \beta_{size} = FWHM_{hkl} = \frac{k\lambda}{\tau \cos \theta} \]  

(4.1)

where \( \lambda \) is equal to 0.826504 Å and the Scherrer constant, \( k \), is taken to be 0.9 [99]. The FWHM was determined from \((1\ 1\ 0), (1\ 0\ 7), (1\ 1\ 4), (2\ 0\ 3), (2\ 0\ 5)\) and \((2\ 0\ 6)\) reflections. The result is given in figure (4.4). As can be seen, the size of the coherently diffracting domains increased linearly with (Co-Ti) substitution. For \( x=0 \), the size of the coherently diffracting domains is \((1050 \pm 50)\ nm\). As the (Co-Ti) ions were introduced, \( \beta \) increased to \((1230 \pm 70)\ nm\) for \( x=0.7 \). As the (Co-Ti) content increases further, \( \beta \) increases from \((1280 \pm 80)\ nm\) for \( x=1.1 \), \((1310 \pm 90)\ nm\) for \( x=1.5 \), to \((1440 \pm 70)\ nm\) for \( x=2 \). This result is consistent with work in [8].

**Figure 4.4:** The size of the coherently diffracting domains for the M-type hexaferrite samples fitted with linear Regression model.

The XRD pattern for the M-type hexaferrite samples were analysed with the Rietveld method using GSAS-II software [77], see section 3.2.1. The structural calculated patterns are ; \( SrFe_{12}O_{19} \) (model-1) [100], \( BaCo_{0.85}Ti_{0.85}Fe_{10.3}O_{19} \) (model-2) [101], \( BaCoTiFe_{10}O_{19} \) (model-3) and \( BaCo_{2}Ti_{2}Fe_{8}O_{19} \) (model-4) [102], as well as \( Fe_{2}O_{3} \) [103], given in appendix (B). Before performing the refinement, modifications were applied to models (2, 3 and 4) in order to match the chemical formulas.

The refinements were carried out at 2\( \theta \) range 10°-90° using M-type hexaferrite and hematite phases that belong to \((P6_{3}/nm\)c\) space group (194), and \((R3c)\) space group (164), respectively. The background of the patterns were refined using a Chebyschev-1 function with 16 coefficients. The zero point was set to 0.00124°. The patterns were corrected for preferred orientation using the spherical harmonic model with 8 harmonic orders. There was no additional improvement for higher order spherical harmonics.

\( SrFe_{12}O_{19} \) (model-1) along with \( Fe_{2}O_{3} \) were used to refine the XRD pattern for \( x=0 \), see figure (4.5). As can be seen, the experimental data fits well with the models. The refined lattice parameters along with the weight fraction for the phases
are given in table (4.2) and the structure parameters for refined $SrFe_{12}O_{19}$ is given in table (4.3).

![Figure 4.5: The refined XRD pattern of x=0 data using Rietveld refinement. The blue crosses are the observed data, the green line is the fitted calculated pattern and the black line is the difference between them. The blue and red tick marks indicate the expected $2\theta$ positions for M-type hexaferrite and hematite phases, respectively. Zoom in reflections (1 0 7) and (1 1 4) shown as inset.](image)

At convergence, the final values of all refined parameters were as follow; the scale factor was 1.37(1) and the peak width parameters were $(u=0.960^\circ, v=-0.697^\circ, w=0.188^\circ)$. The magnitude of the preferred orientation was 1.011(2), which is close to unity, indicating that the texture is random [104][72]. The number of observations was 40001 and the number of variables parameters was 26. The quality of the refinement, R factors, were $R_{wp} = 6.98\%$, $\chi^2 = 163456$ and GOF = 2.02.

<table>
<thead>
<tr>
<th>Sample</th>
<th>M-type hexaferrite</th>
<th>$Fe_2O_3$</th>
<th>M-type hexaferrite literature [21]</th>
<th>$Fe_2O_3$ literature [105]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$ (Å)</td>
<td>5.8853(5)</td>
<td>5.0354(6)</td>
<td>5.8847</td>
<td>5.0324(9)</td>
</tr>
<tr>
<td>$c$ (Å)</td>
<td>23.0451(4)</td>
<td>13.7512(3)</td>
<td>23.0511</td>
<td>13.764(4)</td>
</tr>
<tr>
<td>$V$ (Å³)</td>
<td>691.6(2)</td>
<td>302.08(1)</td>
<td>-</td>
<td>301.88</td>
</tr>
<tr>
<td>wt.fraction</td>
<td>88.73(5)</td>
<td>10.80(5)</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
Table 4.3: The atomic coordinates (x, y, z), fractional occupancy (Occ.), isotropic temperature factors (B), occupancy site (Site) and symmetry of the site (sym.) for refined SrFe$_{12}$O$_{19}$ pattern.

<table>
<thead>
<tr>
<th>Structure parameters</th>
<th>x</th>
<th>y</th>
<th>z</th>
<th>Occ.</th>
<th>B</th>
<th>Site</th>
<th>Sym.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sr1</td>
<td>0.66670</td>
<td>0.33330</td>
<td>0.25000</td>
<td>1</td>
<td>0.895</td>
<td>2d</td>
<td>-6m2</td>
</tr>
<tr>
<td>Fe1</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
<td>1</td>
<td>0.372</td>
<td>2a</td>
<td>-3m</td>
</tr>
<tr>
<td>Fe2</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.25538</td>
<td>0.50</td>
<td>0.521</td>
<td>4e</td>
<td>3m</td>
</tr>
<tr>
<td>Fe3</td>
<td>0.33330</td>
<td>0.66670</td>
<td>0.02721</td>
<td>1</td>
<td>0.345</td>
<td>4f</td>
<td>3m</td>
</tr>
<tr>
<td>Fe4</td>
<td>0.33330</td>
<td>0.66670</td>
<td>0.19091</td>
<td>1</td>
<td>0.388</td>
<td>4f</td>
<td>3m</td>
</tr>
<tr>
<td>Fe5</td>
<td>0.17102</td>
<td>0.34203</td>
<td>0.89081</td>
<td>1</td>
<td>0.399</td>
<td>12k</td>
<td>m</td>
</tr>
<tr>
<td>O1</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.15140</td>
<td>1</td>
<td>0.468</td>
<td>4e</td>
<td>3m</td>
</tr>
<tr>
<td>O2</td>
<td>0.66670</td>
<td>0.33330</td>
<td>0.05540</td>
<td>1</td>
<td>0.490</td>
<td>4f</td>
<td>3m</td>
</tr>
<tr>
<td>O3</td>
<td>0.18190</td>
<td>0.36380</td>
<td>0.25000</td>
<td>1</td>
<td>0.719</td>
<td>6h</td>
<td>mm2</td>
</tr>
<tr>
<td>O4</td>
<td>0.15640</td>
<td>0.31280</td>
<td>0.05252</td>
<td>1</td>
<td>0.416</td>
<td>12k</td>
<td>m</td>
</tr>
<tr>
<td>O5</td>
<td>0.50390</td>
<td>0.00780</td>
<td>0.15093</td>
<td>1</td>
<td>0.508</td>
<td>12k</td>
<td>m</td>
</tr>
</tbody>
</table>

For x=0.7 sample, the refinement was preformed using BaCo$_{0.85}$Ti$_{0.85}$Fe$_{10.3}$O$_{19}$ (model-2) and Fe$_2$O$_3$ calculated patterns, see figure (4.6). Model-2 was modified to match the SrCo$_{0.7}$Ti$_{0.7}$Fe$_{10.6}$O$_{19}$ compound. The first adjustment was replacing the Ba ion with Sr ion. The second adjustment was to alter the amount of (Co, Ti and Fe) cations to match the chemical formula to that of the experimental one, including the occupancy of sites for Co1, Co2, Ti1 and Ti2 ions which were reduced to (0.090), and for Fe3 and Fe4 ion which was increased to (0.91), Fe(5) to (0.820). With the assumption that Co and Ti ions occupy equally octrahedral and tetrahedral sites, and only the Fe ions the bi-pyramidal trigonal (2b) site, as suggested in literature [8]. As shown, the experimental data fits well with the models. The refined lattice parameters and weight fraction for the phases are given in table (4.4).

Table 4.4: The unit cell parameters and weight fraction of x=0.7 pattern.

<table>
<thead>
<tr>
<th>Sample</th>
<th>M-type hexaferrite</th>
<th>Fe$_2$O$_3$</th>
<th>Fe$_2$O$_3$ literature [105]</th>
</tr>
</thead>
<tbody>
<tr>
<td>a (Å)</td>
<td>5.8850(7)</td>
<td>5.0342(1)</td>
<td>5.0324(9)</td>
</tr>
<tr>
<td>c (Å)</td>
<td>23.045(3)</td>
<td>13.760(4)</td>
<td>13.764(4)</td>
</tr>
<tr>
<td>V (Å$^3$)</td>
<td>691.216(2)</td>
<td>302.41(3)</td>
<td>301.88</td>
</tr>
<tr>
<td>wt.fraction</td>
<td>91.07(2)</td>
<td>8.93(2)</td>
<td>-</td>
</tr>
</tbody>
</table>

The structure parameters for refined SrCo$_{0.7}$Ti$_{0.7}$Fe$_{10.6}$O$_{19}$ is given in table (4.5). At convergence, the final values of all refined parameters were as follow; the scale factor was 1.335(1) and the peak width parameters were (u=0.814°, v=-0.799° and w=0.012°). The texture index was 1.003(0), suggesting the texture is random. The number of observations was 40001 and the number of variables parameters was 17. The quality of refinement was $R_{wp} = 8.87\%$, $\chi^2 = 219433$ and GOF = 2.34.
Chapter 4  

4.2. XRD analysis

Figure 4.6: The refined XRD pattern of x=0.7 data. The blue crosses are the observed data, the green line is the fitted calculated pattern and the black line is the difference between them. The blue and red tick marks indicate the expected $2\theta$ positions for M-type hexaferrite and hematite phases, respectively. Zoom in reflections (1 0 7) and (1 1 4) shown as inset.

Table 4.5: The atomic coordinates (x, y, z), fractional occupancy (Occ.), isotropic temperature factors (B), occupancy site (Site) and symmetry of the site (sym.) for refined $SrCo_{0.7}Ti_{0.7}Fe_{10.6}O_{19}$ pattern.

<table>
<thead>
<tr>
<th>Structure parameters</th>
<th>x</th>
<th>y</th>
<th>z</th>
<th>Occ.</th>
<th>B</th>
<th>Site</th>
<th>Sym.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sr1</td>
<td>0.6670</td>
<td>0.3330</td>
<td>0.25000</td>
<td>1</td>
<td>0.730</td>
<td>2d</td>
<td>-6m2</td>
</tr>
<tr>
<td>Fe1</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
<td>1</td>
<td>0.660</td>
<td>2a</td>
<td>-3m</td>
</tr>
<tr>
<td>Fe2</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.25755</td>
<td>0.50</td>
<td>0.410</td>
<td>4e</td>
<td>3m</td>
</tr>
<tr>
<td>Fe3</td>
<td>0.33330</td>
<td>0.66670</td>
<td>0.02689</td>
<td>0.893</td>
<td>0.250</td>
<td>4f</td>
<td>3m</td>
</tr>
<tr>
<td>Co1</td>
<td>0.33330</td>
<td>0.66670</td>
<td>0.02313</td>
<td>0.090</td>
<td>0.250</td>
<td>4f</td>
<td>3m</td>
</tr>
<tr>
<td>Fe4</td>
<td>0.33330</td>
<td>0.66670</td>
<td>0.18947</td>
<td>0.893</td>
<td>0.600</td>
<td>4f</td>
<td>3m</td>
</tr>
<tr>
<td>Ti1</td>
<td>0.33330</td>
<td>0.66670</td>
<td>0.18851</td>
<td>0.090</td>
<td>0.600</td>
<td>4f</td>
<td>3m</td>
</tr>
<tr>
<td>Fe5</td>
<td>0.16910</td>
<td>0.33821</td>
<td>0.89213</td>
<td>0.840</td>
<td>0.480</td>
<td>12k</td>
<td>m</td>
</tr>
<tr>
<td>Co2</td>
<td>0.16704</td>
<td>0.33408</td>
<td>0.88798</td>
<td>0.090</td>
<td>0.480</td>
<td>12k</td>
<td>m</td>
</tr>
<tr>
<td>Ti2</td>
<td>0.17384</td>
<td>0.34767</td>
<td>0.88851</td>
<td>0.090</td>
<td>0.480</td>
<td>12k</td>
<td>m</td>
</tr>
<tr>
<td>O1</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.15353</td>
<td>1</td>
<td>0.47</td>
<td>4e</td>
<td>3m</td>
</tr>
<tr>
<td>O2</td>
<td>0.33330</td>
<td>0.66670</td>
<td>0.94310</td>
<td>1</td>
<td>0.540</td>
<td>4f</td>
<td>3m</td>
</tr>
<tr>
<td>O3</td>
<td>0.18503</td>
<td>0.37005</td>
<td>0.25000</td>
<td>1</td>
<td>0.440</td>
<td>6h</td>
<td>mm2</td>
</tr>
<tr>
<td>O4</td>
<td>0.15152</td>
<td>0.30305</td>
<td>0.05296</td>
<td>1</td>
<td>0.500</td>
<td>12k</td>
<td>m</td>
</tr>
<tr>
<td>O5</td>
<td>0.51098</td>
<td>0.02197</td>
<td>0.15147</td>
<td>1</td>
<td>0.470</td>
<td>12k</td>
<td>m</td>
</tr>
</tbody>
</table>
For $x=1.1$, the refinement was performed using $\text{BaCo}_1\text{Ti}_1\text{Fe}_{10}\text{O}_{19}$ (model-3) and $\text{Fe}_2\text{O}_3$ calculated patterns, see figure (4.7). Model-3 was modified by replacing the cation type with Sr ion and increasing the Co and Ti contents from (0.0833) to (0.090). Hence, Fe ion was reduced from (0.8333) to (0.815) to match the $\text{SrCo}_{1.1}\text{Ti}_{1.1}\text{Fe}_{9.8}\text{O}_{19}$ formula, assuming Co, Ti and Fe ions occupy equally all five sites. As shown, the experimental data fits reasonably well with models. The refined lattice parameters and weight fraction for the phases are given in table (4.6).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig4.7.png}
\caption{The refined XRD pattern of $x=1.1$ data using Rietveld refinement. The blue crosses are the observed data, the green line is the fitted calculated pattern and the black line is the difference between them. The blue and red tick marks indicate the expected $2\theta$ positions for M-type hexaferrite and hematite phases, respectively. Zoom in reflections (1 0 7) and (1 1 4) shown as inset.}
\end{figure}

\begin{table}[h]
\centering
\caption{The unit cell parameters and weight fraction of $x=1.1$ pattern.}
\begin{tabular}{lcccc}
\hline
Sample & M-type hexaferrite & $\text{Fe}_2\text{O}_3$ & $\text{Fe}_2\text{O}_3$ & literature \\
 & & & & \\
$\begin{array}{c}
\text{a (Å)}
\end{array}$ & 5.8841(7) & 5.0334(6) & 5.0324(9) & \\
$\begin{array}{c}
\text{c (Å)}
\end{array}$ & 23.0589(4) & 13.7582(3) & 13.764(4) & \\
$\begin{array}{c}
\text{V (Å}^3\text{)}
\end{array}$ & 691.48(2) & 302.07(1) & 301.88 & \\
wt.fraction & 88.53(1) & 11.47(1) & - & \\
\hline
\end{tabular}
\end{table}

The structure parameters for refined the $\text{SrCo}_{1.1}\text{Ti}_{1.1}\text{Fe}_{9.8}\text{O}_{19}$ is given in table (4.7). At convergence, the final values of all refined parameters were as follow: the scale factor was 1.533(1) and the peak width parameters were ($u=0.603^{\circ2}$ $v=-0.506^{\circ2}$ and $w=0.201^{\circ2}$). The texture index was 1.003(0). The number of observations was 40001 and the number of variables parameters was 19. The quality of refinement was $R_{wp} = 9.81\%$, $\chi^2 = 256429$ and GOF = 2.53.
Table 4.7: The atomic coordinates (x, y, z), fractional occupancy (Occ.), isotropic temperature factors (B), occupancy site (Site) and symmetry of the site (sym.) for refined Sr\(\text{Co}_{1.1}\)\(\text{Ti}_{1.1}\)\(\text{Fe}_{9.8}\)\(\text{O}_{19}\) pattern.

<table>
<thead>
<tr>
<th>Structure parameters</th>
<th>x</th>
<th>y</th>
<th>z</th>
<th>Occ.</th>
<th>B</th>
<th>Site</th>
<th>Sym.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sr1</td>
<td>0.33330</td>
<td>0.66670</td>
<td>0.25000</td>
<td>1</td>
<td>1</td>
<td>2e</td>
<td>-6m2</td>
</tr>
<tr>
<td>Co1</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.090</td>
<td>1</td>
<td>2a</td>
<td>-3m</td>
</tr>
<tr>
<td>Ti1</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.090</td>
<td>1</td>
<td>2a</td>
<td>-3m</td>
</tr>
<tr>
<td>Fe1</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.025000</td>
<td>0.090</td>
<td>1</td>
<td>2b</td>
<td>-6m2</td>
</tr>
<tr>
<td>Co2</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.025000</td>
<td>0.815</td>
<td>1</td>
<td>2b</td>
<td>-6m2</td>
</tr>
<tr>
<td>Ti2</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.025000</td>
<td>0.090</td>
<td>1</td>
<td>2b</td>
<td>-6m2</td>
</tr>
<tr>
<td>Fe2</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.025000</td>
<td>0.815</td>
<td>1</td>
<td>2b</td>
<td>-6m2</td>
</tr>
<tr>
<td>Co3</td>
<td>0.33330</td>
<td>0.66670</td>
<td>-0.02526</td>
<td>0.0903</td>
<td>1</td>
<td>4f</td>
<td>3m</td>
</tr>
<tr>
<td>Ti3</td>
<td>0.33330</td>
<td>0.66670</td>
<td>-0.02532</td>
<td>0.0903</td>
<td>1</td>
<td>4f</td>
<td>3m</td>
</tr>
<tr>
<td>Fe3</td>
<td>0.33330</td>
<td>0.66670</td>
<td>-0.18733</td>
<td>0.8153</td>
<td>1</td>
<td>4f</td>
<td>3m</td>
</tr>
<tr>
<td>Co4</td>
<td>0.33330</td>
<td>0.66670</td>
<td>-0.18733</td>
<td>0.0903</td>
<td>1</td>
<td>4f</td>
<td>3m</td>
</tr>
<tr>
<td>Ti4</td>
<td>0.33330</td>
<td>0.66670</td>
<td>-0.18733</td>
<td>0.0903</td>
<td>1</td>
<td>4f</td>
<td>3m</td>
</tr>
<tr>
<td>Fe4</td>
<td>0.33330</td>
<td>0.66670</td>
<td>-0.18984</td>
<td>0.8153</td>
<td>1</td>
<td>4f</td>
<td>3m</td>
</tr>
<tr>
<td>Co5</td>
<td>0.16836</td>
<td>0.33672</td>
<td>0.10929</td>
<td>0.090</td>
<td>1</td>
<td>12k</td>
<td>m</td>
</tr>
<tr>
<td>Ti5</td>
<td>0.17151</td>
<td>0.34303</td>
<td>0.10932</td>
<td>0.092</td>
<td>1</td>
<td>12k</td>
<td>m</td>
</tr>
<tr>
<td>Fe5</td>
<td>0.16744</td>
<td>0.33488</td>
<td>0.10831</td>
<td>0.815</td>
<td>1</td>
<td>12k</td>
<td>m</td>
</tr>
<tr>
<td>O1</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.15361</td>
<td>1</td>
<td>1</td>
<td>4e</td>
<td>3m</td>
</tr>
<tr>
<td>O2</td>
<td>0.33330</td>
<td>0.6670</td>
<td>0.05649</td>
<td>1</td>
<td>1</td>
<td>4f</td>
<td>3m</td>
</tr>
<tr>
<td>O3</td>
<td>0.81837</td>
<td>0.63673</td>
<td>0.25000</td>
<td>1</td>
<td>1</td>
<td>6h</td>
<td>mm2</td>
</tr>
<tr>
<td>O4</td>
<td>0.84390</td>
<td>0.68780</td>
<td>0.05366</td>
<td>1</td>
<td>1</td>
<td>12k</td>
<td>m</td>
</tr>
<tr>
<td>O5</td>
<td>0.49539</td>
<td>0.00921</td>
<td>0.15117</td>
<td>1</td>
<td>1</td>
<td>12k</td>
<td>m</td>
</tr>
</tbody>
</table>

For \(x=1.5\), the refinement was preformed using \(Ba\text{Co}_{1.5}\)\(Ti_{1.5}\)\(Fe_{10}\)\(O_{19}\) (model-3) and \(Fe_{2}O_{3}\) calculated patterns, see figure (4.8). Similar to \(x=1.1\), model-3 was modified by replacing the cation type with Sr ion and increasing the Co and Ti contents from \((0.0833)\) to \((0.125)\). Therefore, Fe ion was reduced from \((0.8333)\) to \((0.750)\) to match \(Sr\text{Co}_{1.5}\)\(Ti_{1.5}\)\(Fe_{9.8}\)\(O_{19}\) formula. It was assumed that Co, Ti and Fe ions occupy equally all five sites. The refined lattice parameters and weight fraction for the phases are given in table (4.8). The structure parameters for refined \(Sr\text{Co}_{1.5}\)\(Ti_{1.5}\)\(Fe_{9}\)\(O_{19}\) are given in table (4.9).

At convergence, the final values of all refined parameters were as follow; the scale factor was 4.77(5) and the peak width parameters were \((u=0.777^{\circ 2}\ v=-0.565^{\circ 2}\ \text{and}\ w=0.200^{\circ 2})\). The texture index was 1.006(0). The number of observations was 40001 and the number of variables parameters was 17. The quality of refinement was \(R_{wp}=9.8\%\), \(\chi^2=266935\) and \(\text{GOF}=2.58\).
Figure 4.8: The refined XRD pattern of x=1.5 data using Rietveld refinement. The blue crosses are the observed data, the green line is the fitted calculated pattern and the black line is the difference between them. The blue and red tick marks indicate the expected $2\theta$ positions for M-type hexaferrite and hematite phases, respectively. Zoom in reflections (1 0 7) and (1 1 4) shown as inset.

Table 4.8: The unit cell parameters and weight fraction of x=1.5 pattern.

<table>
<thead>
<tr>
<th>Sample</th>
<th>M-type hexaferrite</th>
<th>Fe$_2$O$_3$</th>
<th>M-type hexaferrite ref [106]</th>
<th>Fe$_2$O$_3$ ref [105]</th>
</tr>
</thead>
<tbody>
<tr>
<td>a (Å)</td>
<td>5.8826(6)</td>
<td>5.0340(1)</td>
<td>5.8831</td>
<td>5.0324(9)</td>
</tr>
<tr>
<td>c (Å)</td>
<td>23.082(4)</td>
<td>13.77(3)</td>
<td>23.084</td>
<td>13.764(4)</td>
</tr>
<tr>
<td>V (Å$^3$)</td>
<td>691.83(7)</td>
<td>302.48(6)</td>
<td>-</td>
<td>301.88</td>
</tr>
<tr>
<td>wt.fraction</td>
<td>90.47(1)</td>
<td>9.53(1)</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
Table 4.9: The atomic coordinates (x, y, z), fractional occupancy (Occ.), isotropic temperature factors (B), occupancy site (Site) and symmetry of the site (sym.) for refined $SrCo_{1.5}Ti_{1.5}Fe_9O_{19}$ pattern.

<table>
<thead>
<tr>
<th>Structure parameters</th>
<th>x</th>
<th>y</th>
<th>z</th>
<th>Occ.</th>
<th>B</th>
<th>Site</th>
<th>Sym.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sr1</td>
<td>0.3333</td>
<td>0.6667</td>
<td>0.2500</td>
<td>1</td>
<td>1</td>
<td>2c</td>
<td>-6m2</td>
</tr>
<tr>
<td>Co1</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.125</td>
<td>1</td>
<td>2a</td>
<td>-3m</td>
</tr>
<tr>
<td>Ti1</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.125</td>
<td>1</td>
<td>2a</td>
<td>-3m</td>
</tr>
<tr>
<td>Fe1</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.750</td>
<td>1</td>
<td>2a</td>
<td>-3m</td>
</tr>
<tr>
<td>Co2</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.02500</td>
<td>0.125</td>
<td>1</td>
<td>2b</td>
<td>-6m2</td>
</tr>
<tr>
<td>Ti2</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.02500</td>
<td>0.125</td>
<td>1</td>
<td>2b</td>
<td>-6m2</td>
</tr>
<tr>
<td>Fe2</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.02500</td>
<td>0.750</td>
<td>1</td>
<td>2b</td>
<td>-6m2</td>
</tr>
<tr>
<td>Co3</td>
<td>0.3333</td>
<td>0.6667</td>
<td>-0.02594</td>
<td>0.1253</td>
<td>4f</td>
<td>3m</td>
<td></td>
</tr>
<tr>
<td>Ti3</td>
<td>0.3333</td>
<td>0.6667</td>
<td>-0.02594</td>
<td>0.1253</td>
<td>4f</td>
<td>3m</td>
<td></td>
</tr>
<tr>
<td>Fe3</td>
<td>0.3333</td>
<td>0.6667</td>
<td>-0.02623</td>
<td>0.7503</td>
<td>4f</td>
<td>3m</td>
<td></td>
</tr>
<tr>
<td>Co4</td>
<td>0.3333</td>
<td>0.6667</td>
<td>-0.18689</td>
<td>0.1253</td>
<td>4f</td>
<td>3m</td>
<td></td>
</tr>
<tr>
<td>Ti4</td>
<td>0.3333</td>
<td>0.6667</td>
<td>-0.18653</td>
<td>1253</td>
<td>4f</td>
<td>3m</td>
<td></td>
</tr>
<tr>
<td>Fe4</td>
<td>0.3333</td>
<td>0.6667</td>
<td>-0.10917</td>
<td>0.7503</td>
<td>4f</td>
<td>3m</td>
<td></td>
</tr>
<tr>
<td>Co5</td>
<td>0.1700</td>
<td>0.3400</td>
<td>0.10891</td>
<td>0.125</td>
<td>1</td>
<td>12k</td>
<td>m</td>
</tr>
<tr>
<td>Ti5</td>
<td>0.1700</td>
<td>0.3400</td>
<td>0.10879</td>
<td>0.125</td>
<td>1</td>
<td>12k</td>
<td>m</td>
</tr>
<tr>
<td>Fe5</td>
<td>0.1700</td>
<td>0.3400</td>
<td>0.10782</td>
<td>0.750</td>
<td>1</td>
<td>12k</td>
<td>m</td>
</tr>
<tr>
<td>O1</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.15123</td>
<td>1</td>
<td>1</td>
<td>4e</td>
<td>3m</td>
</tr>
<tr>
<td>O2</td>
<td>0.3333</td>
<td>0.6670</td>
<td>0.05675</td>
<td>1</td>
<td>1</td>
<td>4f</td>
<td>3m</td>
</tr>
<tr>
<td>O3</td>
<td>0.81856</td>
<td>0.63712</td>
<td>0.25000</td>
<td>1</td>
<td>1</td>
<td>6h</td>
<td>mm2</td>
</tr>
<tr>
<td>O4</td>
<td>0.85123</td>
<td>0.70247</td>
<td>0.05332</td>
<td>1</td>
<td>1</td>
<td>12k</td>
<td>m</td>
</tr>
<tr>
<td>O5</td>
<td>0.50186</td>
<td>0.003720</td>
<td>0.15054</td>
<td>1</td>
<td>1</td>
<td>12k</td>
<td>m</td>
</tr>
</tbody>
</table>

For x=2, the refinement was preformed using $BaCo_2Ti_2Fe_8O_{19}$ (model-4) and $Fe_2O_3$ calculated patterns, see figure (4.9). Model-4 was modified by replacing the cation type with Sr ion to match the $SrCo_2Ti_2Fe_8O_{19}$ formula. It was assumed that Co, Ti and Fe ions occupy equally all five sites. As shown, the experimental data fits reasonably well with the models. The refined lattice parameters and weight fraction for the phases are given in table (4.10).

At convergence, the final values of all refined parameters were as follow; the scale factor was 0.8770(1) and the peak width parameters were $u=0.309^{2}$, $v=-0.473^{2}$ and $w=0.154^{2})$. The texture index was 1.014(0). The number of observations was 40001 and the number of variables parameters was 19. The quality of refinement was $R_{wp} = 9.97\%$, $\chi^2 = 194806$ and GOF = 2.21. The structure parameters for refined $SrCo_2Ti_2Fe_8O_{19}$ is given in table (4.11).
Figure 4.9: The refined XRD pattern of x=2 data from Rietveld refinement. The blue crosses are the observed data, the green line is the fitted calculated pattern and the black line is the difference between them. The blue and red tick marks indicate the expected 2θ positions for M-type hexaferrite and hematite phases, respectively. Zoom in reflections (1 0 7) and (1 1 4) shown as inset.

Table 4.10: The unit cell parameters and weight fraction of x=2 pattern.

<table>
<thead>
<tr>
<th>Sample</th>
<th>M-type hexaferrite</th>
<th>Fe₂O₃</th>
<th>M-type hexaferrite ref [106]</th>
<th>Fe₂O₃ ref [105]</th>
</tr>
</thead>
<tbody>
<tr>
<td>a (Å)</td>
<td>5.8829(8)</td>
<td>5.0380(2)</td>
<td>5.8831</td>
<td>5.0324(9)</td>
</tr>
<tr>
<td>c (Å)</td>
<td>23.109(3)</td>
<td>13.77(4)</td>
<td>23.084</td>
<td>13.764(4)</td>
</tr>
<tr>
<td>V (Å³)</td>
<td>692.85(1)</td>
<td>302.20(2)</td>
<td>-</td>
<td>301.88</td>
</tr>
<tr>
<td>wt.fraction</td>
<td>87.3(3)</td>
<td>12.67(2)</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
Table 4.11: The atomic coordinates (x, y, z), fractional occupancy (Occ.), isotropic temperature factors (B), occupancy site (Site) and symmetry of the site (Sym.) for refined $\text{SrCo}_2\text{Ti}_2\text{Fe}_8\text{O}_{19}$.

<table>
<thead>
<tr>
<th>Structure parameters</th>
<th>x</th>
<th>y</th>
<th>z</th>
<th>Occ.</th>
<th>B</th>
<th>Site</th>
<th>Sym.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sr1</td>
<td>0.3333</td>
<td>0.6667</td>
<td>0.2500</td>
<td>1</td>
<td>1</td>
<td>2c</td>
<td>-6m2</td>
</tr>
<tr>
<td>Co1</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.167</td>
<td>1</td>
<td>2a</td>
<td>-3m</td>
</tr>
<tr>
<td>Ti1</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.167</td>
<td>1</td>
<td>2a</td>
<td>-3m</td>
</tr>
<tr>
<td>Fe1</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.667</td>
<td>1</td>
<td>2a</td>
<td>-3m</td>
</tr>
<tr>
<td>Co2</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0250</td>
<td>0.167</td>
<td>1</td>
<td>2b</td>
<td>-6m2</td>
</tr>
<tr>
<td>Ti2</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0250</td>
<td>0.167</td>
<td>1</td>
<td>2b</td>
<td>-6m2</td>
</tr>
<tr>
<td>Fe2</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0250</td>
<td>0.667</td>
<td>1</td>
<td>2b</td>
<td>-6m2</td>
</tr>
<tr>
<td>Co3</td>
<td>0.3333</td>
<td>0.6667</td>
<td>-0.0252</td>
<td>0.167</td>
<td>1</td>
<td>4f</td>
<td>3m</td>
</tr>
<tr>
<td>Ti3</td>
<td>0.3333</td>
<td>0.6667</td>
<td>-0.0257</td>
<td>0.167</td>
<td>1</td>
<td>4f</td>
<td>3m</td>
</tr>
<tr>
<td>Fe3</td>
<td>0.3333</td>
<td>0.6667</td>
<td>-0.0263</td>
<td>0.667</td>
<td>1</td>
<td>4f</td>
<td>3m</td>
</tr>
<tr>
<td>Co4</td>
<td>0.3333</td>
<td>0.6667</td>
<td>-0.1916</td>
<td>0.167</td>
<td>1</td>
<td>4f</td>
<td>3m</td>
</tr>
<tr>
<td>Ti4</td>
<td>0.3333</td>
<td>0.6667</td>
<td>-0.1892</td>
<td>0.167</td>
<td>1</td>
<td>4f</td>
<td>3m</td>
</tr>
<tr>
<td>Fe4</td>
<td>0.3333</td>
<td>0.6667</td>
<td>-0.1892</td>
<td>0.667</td>
<td>1</td>
<td>4f</td>
<td>3m</td>
</tr>
<tr>
<td>Co5</td>
<td>0.16648</td>
<td>0.33296</td>
<td>0.10913</td>
<td>0.167</td>
<td>1</td>
<td>12k</td>
<td>m</td>
</tr>
<tr>
<td>Ti5</td>
<td>0.18578</td>
<td>0.371</td>
<td>0.05610779</td>
<td>0.167</td>
<td>1</td>
<td>12k</td>
<td>m</td>
</tr>
<tr>
<td>Fe5</td>
<td>0.16759</td>
<td>0.33519</td>
<td>0.10773</td>
<td>0.667</td>
<td>1</td>
<td>12k</td>
<td>m</td>
</tr>
<tr>
<td>O1</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.151212</td>
<td>1</td>
<td>1</td>
<td>4e</td>
<td>3m</td>
</tr>
<tr>
<td>O2</td>
<td>0.3333</td>
<td>0.6670</td>
<td>0.05804</td>
<td>1</td>
<td>1</td>
<td>4f</td>
<td>3m</td>
</tr>
<tr>
<td>O3</td>
<td>0.80671</td>
<td>0.61342</td>
<td>0.25000</td>
<td>1</td>
<td>1</td>
<td>6h</td>
<td>mm2</td>
</tr>
<tr>
<td>O4</td>
<td>0.84491</td>
<td>0.68981</td>
<td>0.05288</td>
<td>1</td>
<td>1</td>
<td>12k</td>
<td>m</td>
</tr>
<tr>
<td>O5</td>
<td>0.49847</td>
<td>0.00307</td>
<td>0.15213</td>
<td>1</td>
<td>1</td>
<td>12k</td>
<td>m</td>
</tr>
</tbody>
</table>

Rietveld Refinement of the XRD pattern of the samples shows that the experimental data fits well with M-type hexaferrite structure, though not perfectly. The results show that c-lattice parameter increases slightly and a-lattice parameter decreases marginally as the Co-Ti ion increases, implying that the unit cell volume increase with substitution, which is in agreement with literature [107][8][106]. This can be explained by the average ionic radius of the (Co-Ti) ions, which is (0.627 Å), this is larger than Fe ion, (0.55 Å) [106]. The refined lattice parameters for the M-type hexaferrite samples compared with literature are given in figure (4.10).

In addition, the presence of $\text{Fe}_2\text{O}_3$ as secondary phase (less than 13%), was confirmed in all samples. Improvements to the refinement process could be carried out by refining the occupancy site of Co and Ti ions, instead of making the assumption that Co and Ti ions occupy equally all sites, except for x=0.7 where only the Fe ions enters the bi-pyramidal trigonal (2b) site. This could explain why the quality of fit for x=0 and 0.7 are better than the rest.
4.3 SEM analysis

The morphology and the chemical composition of the $SrCo_xTi_xFe_{12-x}O_{19}$ samples were determined using a 7800F-SEM with a beam energy of 20 keV and 8 nA probe current. The samples were mapped using the Oxford Instruments UltiMax-100EDS detector and the AZtecLive software at a magnification of (1000×) in order to cover a relatively broad area of the samples. The loose powders were mounted onto a 25 mm aluminium stub using sticky carbon tabs; more details can be found in appendix (C).

ZAF corrections were applied to EDS measurement to take into account the effect of the atomic number ($Z$) which affects the penetration of primary electrons into the material, absorption of X-rays in the specimen (A) and fluorescence caused by secondary X-rays generated in the specimen (F). A visual inspection of the SEM images indicates that the $SrFe_{12}O_{19}$ sample has a smaller average particle size.

Moreover, as the Co-Ti substitution increases the grains become larger. These results are consistent with the XRD measurements and in agreement with ref [106]. Figure (4.11) with a higher magnification of (16000×) showing that the samples exhibit agglomerations of small particles with hexagonal and plate-like shape, similar to ref [108].
The EDS elemental analysis of the samples detected the elements Sr, Co, Ti, Fe, and O. The results confirm that the substitution of Co and Ti ions for Fe ion increases in the samples. There is a small amount of Co and Ti elements in $\text{SrFe}_{12}\text{O}_{19}$ sample, as shown in figure (4.12). This contamination may have resulted from using the air gun to remove the excess powder. There is an excess of Fe and O elements, more than stoichiometry for M-type hexaferrite that could be attributed to the presence of the second phase $\text{Fe}_2\text{O}_3$ which is consistent with the XRD results. The average atomic percentage and the weight percentage of the samples along with the elemental maps for two sites are found in appendix (C) tables (C.1) and (C.2), respectively.

**Figure 4.11:** SEM images for $\text{SrCo}_x\text{Ti}_x\text{Fe}_{12-x}\text{O}_{19}$ hexaferrite with 16000× magnification (a) $x=0$, (b) $x=0.7$, (c) $x=1.1$, (d) $x=1.5$ and (e) $x=2$.

**Figure 4.12:** The measured versus nominal (theoretical) atomic percentages for the $\text{SrCo}_x\text{Ti}_x\text{Fe}_{12-x}\text{O}_{19}$ samples, for Fe ion (on the left) and Co-Ti substitution (on the right).

### 4.4 VSM analysis

Magnetisation measurements were carried out with a Quantum Design MPMS3 (SQUID-VSM) magnetometer, at the ISIS Neutron and Muon source, UK. The samples were loaded into powder sample holders (4096-388) and then mounted in
a brass half-tube. M-H measurements were obtained in the temperature range (6 K-380 K) and in an applied magnetic field up to 30 kOe. However, the samples did not reach saturation magnetisation at low temperature, even with an applied field of 70 kOe. This behavior has also been reported for substituted M-type hexaferrite, which could be associated with the presence of a large magneto-crystalline anisotropy [109] or canted spins [23][110]. Therefore, the values of saturation magnetisation were estimated using the law of approach to saturation (LAS), equation (3.46), in the field range from 25 kOe to 30 kOe with the assumptions that the field is high enough to saturate the sample and that the sample is homogeneous leading to the constant A≈0. The error associated with the saturation magnetisation value represents the error of the fitting to equation (3.46). The coercive field, $H_c$ and the remanent magnetisation, $M_r$ values were extracted directly from the loop. The first anisotropy constant values were obtained using equation (3.47).

![Hysteresis curves for x=0 at various temperatures.](image)

Figure (4.13) shows the hysteresis curves for the sample x=0 at (6 K, 60 K, 146 K, 176 K, 200 K, 230 K, 300 K and 380 K). As shown, the sample exhibits a high coercive field of (2400 ± 300) Oe, indicating that the sample is a permanent magnet above room temperature as expected. In addition, the sample has a saturation magnetisation of (83 ± 2) emu/g at 6 K, which is close to the expected saturation magnetisation value of (100) emu/g at 0 K [19]. As the temperature increases the saturation magnetisation decreases to (50±2) emu/g at 380 K. The saturation magnetisation at room temperature was (59 ± 2) emu/g which is slightly higher than ($M_s \sim 50$) emu/g, found in ref [99] and slightly lower than one reported ($M_s \sim 70$) emu/g [111]. The remanent magnetisation was (50±2) emu/g at 6 K. Generally the remanent magnetisation, tends to decrease with temperature except between 150 K and 250 K.
Figure (4.14) shows the hysteresis curves for the sample x=0.7 at (6 K, 60 K, 150 K, 200 K, 250 K, 300 K, 340 K and 380 K). As shown, the sample exhibits high coercive field at a low temperature of (2230 ± 20) Oe. As the temperature increases, the coercive field decreases until 200 K, then starts to increase slowly up to (1105 ± 35) Oe at 380 K. The sample has a saturation magnetisation of (73 ± 3) emu/g at 6 K. As the temperature increases the saturation magnetisation decreases to (43 ± 2) emu/g at 380 K. The saturation magnetisation at room temperature was (52 ± 3) emu/g. The remanent magnetisation decreases with temperature from (33 ± 5) emu/g at 6 K to (21 ± 4) emu/g at 380 K.

The hysteresis curves for the sample x=1.1 at (6 K, 60 K, 150 K, 200 K, 230 K, 250 K, 300 K, 320 K and 380 K) are given in figure (4.15). The sample shows a wide range of coercive fields with temperature between (1312 ± 9) Oe and (126 ± 2) Oe. At 6 K, the coercive field has the highest value and starts to decrease down to (126 ± 2) Oe as the temperature increases. As the temperature increases further, the coercive field starts to increase once again reaching (311 ± 3) Oe at 380 K. The sample has a saturation, $M_s$ of (62 ± 3) emu/g at 6 K, and decreases to (52 ± 3) emu/g and (43 ± 2) emu/g at 300 K and 380 K, respectively. The remanent magnetisation decreases with temperature from (36 ± 2) emu/g at 6 K to (20 ± 2) emu/g at 380 K.

Figure (4.16) shows the hysteresis curves for the sample x=1.5 at (6 K, 60 K, 150 K, 200 K, 230 K, 250 K, 300 K, 320 K and 380 K). At 6 K, the sample exhibits a weak wasp-waisted shape, in which the hysteresis curve narrows as the applied field approaches zero and then opens back up. Generally, this behavior is observed in materials that have two or more contrasting magnetic components such as a high-coercivity component mixed with a low-coercivity component that can be a mixture.
of grain size in a single phase or mixture phases with contrasting coercivity [112].

Figure 4.15: Hysteresis curves at for x=1.1 various temperatures.

Figure 4.16: Hysteresis curves for x=1.5 at various temperatures.
In this work, haematite was observed as secondary phase in XRD data for all polycrystalline samples. Hematite is a collinear antiferromagnetic (AF) up to the Morin temperature around 250 K, and a weakly ferromagnetic or canted spin structure as the temperature increase up to 948 K. The magnetic properties of Haematite are complex depending on synthesis, morphology and microstructure. For example, the Morin temperature decreases by reducing the particle size and tends to be suppressed for particles of about 10 nm. The coercive field ranges between (0.3 - 3) kOe \[113\][114]. Therefore, it is not possible to confirm whether this effect arises from the coexistence of haematite with \(SrCo_{1.5}Ti_{1.5}Fe_9O_{19}\) causing different coercivities. However, since, the observation of wasp-waisted shape was at low temperature, when Hematite is AF and the amount of Hematite is constant for all samples, around 10%, this behaviour is more likely due to the substitution of the Co-Ti ions at different sites within the lattice for different grain sizes and further investigation is required to establish the reason for this effect. As the temperature increases, the coercive field decreases \((1.2 \pm 0.5)\) Oe at 380 K. The value of the coercive field at room temperature was \((17 \pm 5)\) Oe which is similar to the one prepared by the sol-gel method \((20\) Oe) [106]. The sample has a low saturation temperature of \((47 \pm 4)\) emu/g at 6 K. As the temperature increases the saturation magnetisation decreases to \((32 \pm 2)\) emu/g at 380 K. The saturation magnetisation at room temperature was \((40 \pm 5)\) emu/g, which is slightly lower than the one prepared by sol-gel method \((55.4)\) emu/g [106]. The remanent magnetisation decreases with temperature from \((25 \pm 2)\) emu/g at 6 K to \((0.8 \pm 0.4)\) emu/g at 380 K.

![Figure 4.17: Hysteresis curves for x=2 at various temperatures.](image)

The hysteresis curves for the sample x=2 at \(6\) K, \(60\) K, \(150\) K, \(200\) K, \(230\) K, \(250\) K, \(300\) K, \(320\) K and \(380\) K) are given in figure (4.17). The sample shows a pronounced wasp-waisted hysteresis loop at \(6\) K and \(60\) K. As the temperature increased, the wasp-waisted shape disappeared and the coercive field decreased to \((6 \pm 5)\) Oe at 380 K. The value of the coercive field at room temperature was \((26 \pm 5)\)
Oe which is lower than the one prepared by sol-gel method (65 Oe) [106]. The sample has a saturation magnetisation of $(37 \pm 6)\text{ emu/g}$ at 6 K. As the temperature decreases, the saturation magnetisation decreases to $(22 \pm 5)\text{ emu/g}$ at 380 K. The saturation magnetisation at room temperature was $(25 \pm 8)\text{ emu/g}$ similar to the sample prepared by solid state method $(30)\text{ emu/g}$ [45]. The remanent magnetisation decreases with temperature from $(23 \pm 2)\text{ emu/g}$ at 6 K to $(5 \pm 2)\text{ emu/g}$ at 300 K, then its value becomes $<1\text{ emu/g}$, at higher temperatures.

The temperature dependence of the saturation magnetisation and the remanent magnetisation for the samples are given in figure (4.18). As can be seen, the saturation magnetisation decreases with an increase of Co-Ti substitution and temperature. The reduction in the saturation magnetisation can be attributed to replacing $Fe^{3+}$ ions, which have a magnetic moment of $5\mu_B$, with non magnetic $Ti^{4+}$ ions and $Co^{2+}$ ions, which have a smaller moment of $3\mu_B$ [106]. In addition, the value of net magnetic moment depends on the preferential site occupancy of Co-Ti ions. According to neutron diffraction study, $Ti^{4+}$ ions have a strong preference to occupy octahedral sites whereas $Co^{2+}$ ions tend to occupy tetrahedral sites, and trigonal bipyramid (2b) site for $(x>0.8)$ [8][115]. The remanent magnetisation also decreases with an increase in amount of Co-Ti substitution and temperature.

Figure 4.18: The saturation magnetisation and the remanent magnetisation as a function of temperature for the M-type polycrystalline samples.

Figure 4.19: The coercive field and the first anisotropy constant as a function of temperature for the polycrystalline samples.
The temperature dependence of the coercive field and the first anisotropy constant of the M-type samples are given in figure (4.19). The coercive field for \(x=0\) increases with temperature which could be associated with the presence of multi-domain grains that have less Bloch walls and a reduction of the anisotropy constant as temperature increases [116][8]. Similar to other magnetic properties, the coercive field decreases with Co-Ti substitution, especially for \((x > 0.7)\), which agrees with the reported behaviour for the similar range, \((0 < x < 1)\) [117]. The dramatic reduction of the coercive field for \((x > 0.7)\) can be explained by the tendency of \(Co^{2+}\) ions to occupy the trigonal bipyramid (2b) sites, leading to non-collinear magnetic structure and the development of a cone magnetisation [8]. The coercivity starts to level off for \((x > 1.1)\). Unlike, \(x=0\), as temperature increases, the coercive field decreases, which can be explained by the presence of imperfections and defects due to substitution of Co-Ti, (especially for \(x=1.5\) and 2) that interact with domain walls causing pinning and impedance to domain wall motion.

The first anisotropy constant for \(x=0\) is calculated to \((4.4 \pm 0.2) \times 10^6 \text{ erg/cm}^3\) at 300 K which is slightly higher than the one reported \((3.5 \times 10^6 \text{ erg/cm}^3)\) [21]. Generally, the first anisotropy constant decreases with Co-Ti substitution, which is consistent with references [86][117]. The reduction of the first anisotropy constant can be attributed to the change of magnetocrystalline anisotropy from uniaxial to planar as Co-Ti substitution increases, as a result of \(Ti^{3+}\) ions occupying the octahedral (12k) sites and \(Co^{2+}\) ions occupying the tetrahedral \(4f_2\) sites and the trigonal bipyramid (2b) sites [85][106][8]. It should be noted that the analysis of the magnetisation curves was based on the Stoner-Wohlfahrt model which describes the magnetisation curves of randomly distributed, single domain particles with a high uniaxial anisotropy, and has not taken into account the interaction between particles and the thermal effects, despite this it is widely used and has relevance to permanent magnets [84][118][119].

To investigate the temperature dependent magnetic properties, zero field cooled (ZFC) and field cooled (FC) measurements were performed for the samples with a 400 Oe applied field, between 4 K and 380 K, see figure (4.20).

For FC measurements, a 30 kOe field was applied during cooling. As can be seen, for \(x=0\), a typical behaviour of ferrimagnetic M-type hexaferrite, in which the magnetisation curves of both ZFC and FC decrease with temperature, is observed, similar to the one measured at 100 Oe [117]. Both curves and their derivatives show an anomaly of magnetisation at \((36 \pm 2)\) K, marked with the blue rectangle in the figure (4.20-a). This observation was found in the magnetisation curve of FC mode only measured with 50 Oe and 100 Oe in [111]. In [111], the authors found a jumping behaviour in the magnetisation when measured in the ZFC mode between 258 K and 380 K. This behaviour was more pronounced in a low measuring field, 50 Oe, and was suppressed by increasing the measuring field or in FC mode. The authors summarised that this jump arises from the interactions among \(Fe^{3+}\) ions leading to a sudden switch of the moments which form a "metastable state" in a particular temperature range [111].

In this work, the ZFC data and the derivative show a very small jump measured with 400 Oe around \((300 \pm 2)\) K, marked by the arrow in figure (4.20-a), which could
be the observation of jumping behaviour. As the Co-Ti substitution is increased, the magnetisation curves of ZFC mode no longer follow the tendency of the FC curves. For x=0.7, the ZFC curve starts with a slight increase in magnetisation and develops a peak around (73 ± 3) K, before decreasing with temperature. The FC curve rapidly decreases with temperature. For x=1.1, the ZFC curve starts with a slight increase in magnetisation up to (52 ± 2) K then increases rapidly to reach maximum at $T_p$ of (248 ± 4) K, then the magnetisation decreases gradually with temperature. This tendency is similar to that reported in [117] for x=1 in which the authors found $T_p \sim 230$ K when measured with 100 Oe applied field. For x=1.5 at low temperature, the magnetisation of the ZFC curve increases gradually until (34 ± 2) K followed by a region where the magnetisation levels off up to (83 ± 2) K. The magnetisation then increases reaching a maximum at (323 ± 2) K, before decreasing with temperature. Interestingly, the FC curve decreases with temperature up to (291 ± 3) K, then the magnetisation increases showing a cap at (323 ± 2) K, followed by decreasing with temperature, marked with the blue rectangle in figure (4.20-d). Clearly, the bifurcation of ZFC and FC magnetisation, $T_{irr}$ was observed at (376 ± 3) K. For x=2, the magnetisation of the ZFC curve increases with temperature up to (290 ± 3) K, then decreases with temperature. The FC curve displays double broad peaks as the temperature increases, marked by the asterisks in figure (4.20-e). There is also a bifurcation of ZFC and FC magnetisation appearing at (340 ± 3) K.

Batlle et al.[85] observed a similar broad peak in $M_{ZFC}$ curve of a small (superparamagnetic) particle system. The presence of the peak was associated with particle size distribution. In which the magnetic moment of each particle is randomly orientated along its easy magnetisation direction at temperature, $T^*$. This temperature depends on the particle volume, anisotropy and orientation. Since, the samples contain crystallites that are distributed in volume, each crystallite is
blocked at a different temperature, $T^*$ which is not affected by the easy magnetisation direction in absence or in weak field. Hence, the observation of peak in the ZFC curve can be associated with the distribution of blocking temperature, $F(T^*)$ [85]. However, this explanation is not applicable to the results, since the average particle size of the samples ranges between 1000 nm and 1500 nm, which is much higher than the superparamagnetic limit and the estimated critical single domain size of BaM ferrite which is between 300 nm and 900 nm [8].

Another explanation of the presence of a peak in $M_{ZFC}$ nanocrystalline powder is due to the competing effects of thermal agitation, the magnetisation decreases with temperature, and unpinning of the magnetic domain walls resulting from crystal imperfections leads to an increase in magnetisation due to the increase in thermal activation [120], which is more likely to explain the results. Moreover, many studies also suggest that the temperature, $T_p$ corresponds to the transition from a collinear ferrimagnetic phase to a non-collinear (conical) magnetic phase, $T_{cone}$ [14][45][16].

Figure 4.21: Field cooled (FC) and zero field cooled (ZFC) as a function of temperature for $x=1.1, 1.5$ and 2, measured with 50 Oe (black line), 100 Oe (red line) and 400 Oe (blue line). For FC measurements, the samples were cooled in 30 kOe applied field. The derivative of ZFC and FC shown as inset.

To gain a further understanding of the magnetic structure, ZFC and FC measurements were performed with a lower applied field of 50 Oe and 100 Oe, for $x=1.1, 1.5$ and 2 and compared with data measured with 400 Oe, see figure (4.21). As shown in figure (4.21-a), the $M_{FC}$ curves for $x=1.1$ decrease dramatically with the temperature up to $(200 \pm 4)$ K, and starts to develop a broad peak at $(248 \pm 4)$ K with a 400 Oe measuring field. Whereas the $M_{ZFC}$ curves increase slowly up to $(32 \pm 3)$ K before developing a broad peak around $(248 \pm 4)$ K, as shown in figure (4.21-d). The stronger the applied field, the broader and higher the peak becomes. The $M_{FC}$ curves for $x=1.5$ exhibits similar behavior to $x=1.1$, in which the magnetisation decreases dramatically with the temperature up to $(285 \pm 4)$ K, and develops a more pronounced peak at $(323 \pm 2)$ K with 400 Oe, see figure (4.21-b). As shown in figure (4.21-e), the $M_{ZFC}$ curves increase with temperature and display a peak around $(335 \pm 3)$ K and $(323 \pm 3)$ K with 100 Oe and 400 Oe measuring field,
respectively. For \( x=2 \), the \( M_{\text{FC}} \) curves develop a peak in all measuring fields at 
\((125 \pm 3) \, \text{K}\), marked with an asterisk in figure (4.21-c). In addition, a peak observed 
at \((305 \pm 3) \, \text{K}\) with 400 Oe measuring field, as shown in figures (4.21-c) and (4.20-c).
In figure (4.21-f), the \( M_{\text{ZFC}} \) curves increase with temperature and show maximum magnetisation observed at 
\((340 \pm 3) \, \text{K} \), \((330 \pm 2) \, \text{K}\) and \((290 \pm 3) \, \text{K}\), with 50 Oe, 100 Oe and 400 Oe measuring field, respectively.

Clearly, the formation of the peak is more pronounced for those samples that contain a higher amount of (Co-Ti) substitution and becomes more pronounced with an increase in the measuring field. The maximum magnetisation is observed at a lower temperature with a higher measured field. It should be mentioned that the bifurcation of ZFC and FC magnetisation was observed only for \( x=2 \) and \( x=1.5 \) measured with 400 Oe. The observation of broad peak in \( M_{\text{ZFC}} \) curve can be associated with the formation of multi domains particles due to the relatively large particle size and the presence of imperfections and dislocations. These imperfections and defects (substitution of Co-Ti) interact with domains walls causing pinning and impedance to domain wall motion. The wall can be unpinned if the activation energy is supplied magnetically or thermally [121]. In ZFC, at very low temperature within each domain, the moments are locked into a particular direction due to the balance between exchange and anisotropy energies. By applying a weak magnetic field that can not unpin domains, the balance between energies will be disturbed and cause the moments to rotate slightly in favour of the field direction. By increasing the temperature, the thermal energy of magnetic moments increases causing them to precess about the field direction, hence the magnetisation reduces. However, since the applied field is fixed as the temperature increases, the thermal energy can unpin the domain walls causing a growth of the domains that are in the direction of the applied field, leading to an increase in the magnetisation [84][117]. Hence, we observed the distribution of pinning fields, due to the competition between the effect of thermal activation on the domain walls and thermal agitation in the presence of a weak field. In FC, since the samples had not reached the saturation magnetisation with the application of a 30 kOe applied field, at low temperature some domain walls still pinned, as the temperature increases, the thermal energy can activate the domain wall pinning causing an increase of the magnetisation. The peak position was plotted as a function of the applied field, see figure (4.22).

![](image)

**Figure 4.22:** The peak position as a function of applied field for \( x=1.1 \), 1.5 and 2.

For ZFC curves measured at 50 Oe, the peak position is shifted to a higher tem-
perature as x increases, which agrees with reference [120][117], indicating a stronger
domain walls pinning as Co-Ti substitution increases. As shown, the peak position
for x=1.1, is not much affected by the strength of the measured field, whereas for
x=1.5 and x=2, the peak position is shifted toward a lower temperature as the mea-
sured field increases. It could be interpreted that as the applied field increases, the
activation energy required to unpin the domain wall reduces, therefore, the peak
will be shifted towards a lower temperature, as reported for other magnetic systems
[121].

4.5 Summary and Conclusions

SrCo$_x$Ti$_{1-x}$Fe$_{12-x}$O$_{19}$ polycrystalline samples with x= 0, 0.7, 1.1, 1.5 and 2 were
prepared using the solid state method. The XRD measurements show that the sam-
ple exhibit M-type hexaferrite phase and impurity hematite phase less than 13%.
The size of the coherently diffracting domains of the samples "the average particle
size" of the samples range between 1000 nm and 1500 nm. Rietveld Refinement
method was performed to confirm crystal structure and determine the lattice pa-
rameters and phases present. The results confirmed the presence of both M-type
hexaferrite phase as the majority, and hematite phase as the minority with less than
13%. The results show a slight increase in the c-lattice parameter whilst the a-lattice
parameter shows a marginal decrease as the Co-Ti substitution increases, this is in
agreement with the literature [8][106]. The experimental data fits well with M-type
hexaferrite structure. Improvement of the refinement process could be carried out
by refining the occupancy site of Co and Ti ions, instead of making the assumption
that Co and Ti ions occupy equally all sites, with the exception for x=0.7 where only
the Fe ions enter the bi-pyramidal trigonal (2b) site. This could explain why the
quality of the fit for x=0 and 0.7 are better than the rest. SEM images show that the
samples exhibit agglomerations of small particles with a hexagonal and plate-like
shape. The EDS elemental analysis confirm that the substitution of Co and Ti ions
for Fe ion increases in all samples with an excess of Fe and O elements more than
stoichiometry for M-type hexaferrite, supporting the presence of the second phase
Fe$_2$O$_3$.

The magnetic properties of the M-type hexaferrite samples were investigated using
VSM magnetometer. The results show that SrFe$_{12}$O$_{19}$ exhibit typical behaviour
of ferrimagnetic M-type hexaferrite, and as the Co-Ti substitution was introduced,
the saturation magnetisation and remanent magnetisation decreased gradually. The
reduction in the magnetisation can be attributed to replacing Fe$^{3+}$ ions with non
magnetic Ti$^{4+}$ ions and Co$^{2+}$ ions, which have a smaller moment [106]. Moreover,
the coercive field decreases dramatically with Co-Ti substitution, which can be ex-
plained by the tendency of Co$^{2+}$ ions to occupy the tetrahedral 4$f_2$ and trigonal
bipyramid (2b) sites, leading to a non-collinear magnetic structure and the devel-
opment of cone magnetisation [8]. As the amount of Co-Ti substitution increases
further, the magnetocrystalline anisotropy constant, $K_1$ reduces, suggesting that the
magnetocrystalline anisotropy gradually changes from uniaxial to planar anisotropy
as a result of Ti$^{4+}$ ions occupying the octahedral (12k) sites and Co$^{2+}$ ions occupying
both the tetrahedral 4$f_2$ sites and the trigonal bipyramid (2b) sites [85][106][8].
Interestingly, the wasp-waisted hysteresis loop was observed for x=1.5 and 2, at
low temperature up to 250 K, which can be attributed to the substitution of the
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Co-Ti ions at different sites within the lattice. Temperature dependence of the magnetisation measurements reveal that when the Co-Ti substitution was introduced, a broad peak developed in the ZFC curve, this is most likely to be associated with the different distribution of domain wall pinning. The occurrence of the peak can be explained by competition between effects of thermal agitation and the unpinning of the magnetic domain walls, in which the former tends to reduce magnetisation while the latter tends to increase the magnetisation as the temperature increases. The results show that the peak position is sensitive to the strength of the applied field, as the applied field increases the peak position is shifted towards lower temperatures. The peak shape is also sensitive to the amount of Co-Ti substitution, as the substitution rate increases the peak is more pronounced and shifted towards a lower temperature with higher field. This could be due to an increase of domain wall pinning as Co-Ti substitution increases [117]. More measurements need to be carried out at a various range of applied fields in order to investigate the evolution of maximum magnetisation with Co-Ti substitution further.
Chapter 5

SrCo$_2$Ti$_2$Fe$_8$O$_{19}$ Single Crystal

In this chapter, the structural and magnetic characterisation of SrFe$_{12}$O$_{19}$ and SrCo$_2$Ti$_2$Fe$_8$O$_{19}$ single crystals will be given, where the substitution induced magnetic anisotropy changes from uniaxial to planar anisotropy. The discussion starts with the growth method, followed by the structural characterisation, X-ray diffraction and the magnetic properties of the samples using VSM-SQUID magnetometer.

5.1 Single crystals growth using Float Zone (FZ)

Single crystals of SrFe$_{12}$O$_{19}$ and SrCo$_2$Ti$_2$Fe$_8$O$_{19}$ were grown by the float zone method. Polycrystalline feed and seed rods were made by solid state reaction, see section (4.1). The starting materials were mixed and ground for 4 h in acetone at 350 rpm. The resulting product of polycrystalline material was transferred into an alumina ceramic boat and sintered at 1000 °C for 10 h under atmospheric oxygen pressure. The resultant material was mixed with PVA and pressed, using an in house developed hydrostatic press system, under 10 tons to form rods with a diameter of 4 mm and a length of 60 mm. Later, the rods were placed in an alumina ceramic boat and sintered for a second time at 1300 °C for 10 h under a flowing atmospheric oxygen pressure. Crystal growth was performed using the optical floating zone furnace, (Crystal Systems Corporation), situated at Durham University. The growth process carried out with 500 W lamps under 7 bar oxygen pressure.

Figure (5.1) illustrates the growth steps and formation of a molten zone. As shown, the rod tips were melted, which can be recognised by their shiny appearance. As soon as the melted rod tips formed liquid droplets, the feed rod was lowered to join together with the seed rod and form a column of molten material. When the growth terminated, the power of the lamps was reduced allowing the molten zone to cool down, meanwhile, the feed rod was moved upward for separation.

The growth rate was 4 mm/h and the rotation speed of the feed and the seed were 20 rpm. The grown crystals were obtained as cylinders with a diameter $\sim$ 3.8 mm and a length $\sim$ 20.2 mm, see figure (5.2). The growth direction was almost perpendicular to the c-axis, which is consistent with that previously reported [122]. The initial stages of crystal growth are mixed phases, the single phase growth was found around $\sim$ 13.5 mm from the end of growth. This is expected as Balbashov.(2017) obtained M-type hexaferrite single phase growth after $\sim$ 15 mm with a growth rate of 5-10 mm/h [53].
Chapter 5

5.1. Single crystals growth using Float Zone (FZ)

Figure 5.1: Single crystal growth by FZ method. From left to right, the melted rod tips, joined rods forming melting zone, and separation between the feed rod and the grown crystal.

The crystals were cut and polished with the c-axis perpendicular to the surface plane. The specimens had dimension (2.72 mm × 1.7 mm × 0.83 mm) and (2.5 mm × 2.7 mm × 1.5 mm) for SrFe$_{12}$O$_{19}$ and SrCo$_2$Ti$_2$Fe$_8$O$_{19}$ crystals, respectively.

Figure 5.2: The result of SrCo$_2$Ti$_2$Fe$_8$O$_{19}$ crystal growth using FZ method. (1) The polycrystalline feed rod followed by quenched molten zone. (2) Quenched molten zone, followed by the grown single crystal. (3) The polycrystalline seed rod.

In order to polish the crystals, brass jigs were manufactured to insure the specimens were held rigidly and flat during the polishing process. The specimens were mounted on the jig using melted dental wax. The polishing procedure was as follow: polish the specimen with P1200 wet and dry paper on a flat surface, and spray liberally with Kemet OS lubricating fluid using a forward and back motion. Once a satisfactory result was achieved, the sample and jig were thoroughly cleaned using isopropyl alcohol and technicloth (non woven wipes). Then the above procedure was repeated using P1500, P2000 and P2500 silicon carbide abrasive paper. Later, the sample (with jig) was mounted on an optical polisher and polished for 10 min using 6 Micron diamond compound, the sample and jig were thoroughly cleaned using isopropyl alcohol and technicloth (non woven wipes) to remove all diamond compound. Then the above steps were repeated using 3 micron, 1 micron, and $\frac{1}{4}$ micron diamond compound, ensuring the sample and jig were thoroughly cleaned to remove all diamond compound before proceeding to the next stage, see figure (5.3).
5.2 Crystal structure

The orientation of the crystals were determined using a MWL120 Real-Time-Back-refraction Laue camera system at Durham University, and tungsten X-ray tube operated at 7 kV and 12 mA. Figure (5.4) shows that the crystals exhibit hexagonal Laue diffraction patterns around [0 0 1] direction, Miller index. The black Laue dots could be indexed to (P63/mmc) space group, using the Cologne Laue Indexation Program (CLIP)\[123\]. The green and pink dots are a simulation of Laue patterns for SrFe\(_{12}\)O\(_{19}\) and SrCo\(_2\)Ti\(_2\)Fe\(_8\)O\(_{19}\), respectively.

(2\(\theta - \omega\) ) measurements were performed for both crystals and are shown in figure (5.5). The presence M-type hexaferrite phase was confirmed by the observation of sharp and high (0 0 2n) reflections. SrFe\(_{12}\)O\(_{19}\) shows an extra peak of very low intensity around 32.2° marked with an asterisk which is highly likely to be an impurity. The c-lattice parameter was obtained using equation (3.15). The c-lattice parameter was (23.07 ± 0.02)Å and (23.09 ± 0.01)Å for SrFe\(_{12}\)O\(_{19}\) and SrCo\(_2\)Ti\(_2\)Fe\(_8\)O\(_{19}\), respectively, consistent with reference [53].

To gain an insight into the quality of the crystals, rocking curve measurements were performed on (0 0 8) reflection, shown as inset. The peak was fitted using Voigt function with FWHM was (0.023 ± 0.001)° and (0.02 ± 0.002)° for SrFe\(_{12}\)O\(_{19}\) and SrCo\(_2\)Ti\(_2\)Fe\(_8\)O\(_{19}\), respectively. These value are very small indicating good quality.

---

**Figure 5.3:** From left to right, the SrCo\(_2\)Ti\(_2\)Fe\(_8\)O\(_{19}\) single crystal mounted on the brass jig, the polished SrCo\(_2\)Ti\(_2\)Fe\(_8\)O\(_{19}\) single crystal, and the SrFe\(_{12}\)O\(_{19}\) polished single crystal.

**Figure 5.4:** Laue diffraction pattern for single crystals, SrFe\(_{12}\)O\(_{19}\) (on the left) and SrCo\(_2\)Ti\(_2\)Fe\(_8\)O\(_{19}\) (on the right). The green and pink dots are a simulation of Laue patterns using (P63/mmc) space group and lattice parameters.
5.3 Magnetic properties

The magnetisation curves for $\text{SrFe}_{12}\text{O}_{19}$ and $\text{SrCo}_2\text{Ti}_2\text{Fe}_8\text{O}_{19}$ crystals were measured at various temperatures by applying the field along $[0001]$ (the c-axis) and $[10\overline{1}0]$ directions (ab-plane), see figure (5.6) and (5.7), respectively. The measurements were corrected for the demagnetisation field using equation (2.12), with $N \approx 1$ and 0 for applied field along and perpendicular to the c-axis, respectively. The hysteresis loops of $\text{SrFe}_{12}\text{O}_{19}$ display a typical behaviour of uniaxial crystal
anisotropy, in which the hexagonal c-axis is the easy magnetisation axis and the ab-plane is the hard magnetisation direction, similar to the one found in [124]. Since the crystals were not fully saturated with 30 kOe applied field in both directions, the value of saturation magnetisation was estimated using (LAS), equation (3.46). As shown, the saturation magnetisation of the sample differs slightly when applying the field along the c-axis and ab-plane. This could be due to the fact that the calibration was only carried out in-plane geometry. The value of saturation magnetisation was taken by the average of both measurements, which explains the large error in $M_s$ value.

![Figure 5.6: M-H loop for SrFe$_{12}$O$_{19}$ at various temperatures. The black curves represent the measurement for $H \parallel$ c-axis and the red curves represent the measurement for $H \parallel$ ab-plane.](image)

The anisotropy field, $H_a$, was determined from magnetisation curves, at the intersection of the easy and hard axis, i.e. $H \parallel$ c-axis and $H \parallel$ ab-plane, marked by the arrow in figure (5.6)[125][126]. The value of anisotropy field was around $(18.5 \pm 0.4)$ kOe, which is similar to the one reported in reference, $H_a$ was 20 kOe [8].

The hysteresis loop for SrCo$_2$Ti$_2$Fe$_8$O$_{19}$ at various temperatures are given in figure (5.7). Interestingly, SrCo$_2$Ti$_2$Fe$_8$O$_{19}$ shows wasp-waisted hysteresis loop for $H \parallel$ ab-plane measurements from low temperatures up to 250 K, and then begins to disappear as the temperature is increased above this temperature. Whereas with $H \parallel$ c-axis, no distinct behaviour was found. Moreover, at low temperature, the initial curve lies outside of the subsequent hysteresis, up to 200 K. As the temperature increases, the initial curve is partially observed outside of the loop up to $(1800 \pm 100)$ Oe at 230 K and $(500 \pm 200)$ Oe at 250 K and 300 K, suggesting that the crystal could have a non-collinear magnetic structure [127].
The saturation magnetisation value for both crystals decreases with temperature, see figure (5.8). The saturation magnetisation for $\text{SrFe}_{12}\text{O}_{19}$ and $\text{SrCo}_{2}\text{Ti}_{2}\text{Fe}_{8}\text{O}_{19}$ was $(93 \pm 7)$ emu/g, $(76 \pm 1)$ emu/g at 6 K, and decreased to $(61 \pm 4)$ emu/g, $(58 \pm 2)$ emu/g at 380 K, respectively. At room temperature, the saturation magnetisation for $\text{SrFe}_{12}\text{O}_{19}$ was $(69 \pm 3)$ emu/g, which is consistent with ref [128], $(74.3)$ emu/g, whereas for $\text{SrCo}_{2}\text{Ti}_{2}\text{Fe}_{8}\text{O}_{19}$ the saturation magnetisation was $(69 \pm 2)$ emu/g which is much higher than reported ($\sim 28$) emu/g for $x=2$ [53]. Comparing this result with the $\text{SrCo}_{2}\text{Ti}_{x}\text{Fe}_{12-x}\text{O}_{19}$ samples in the previous chapter, the large difference in the saturation magnetisation may imply that there is a difference between the nominal and actual Co-Ti substitution for the $\text{SrCo}_{x}\text{Ti}_{x}\text{Fe}_{12-x}\text{O}_{19}$ crystal.

In order to determine the composition of the crystal, EDS measurements were performed on several sites, with a beam energy of 25 keV and 7 nA probe current. The measured composition was $\text{Sr}_{1.2}\text{Co}_{1.2}\text{Ti}_{1.6}\text{Fe}_{9.2}\text{O}_{19}$ with an error of $(\pm 0.03)$ implying Co-Ti deficiency, which could explain the high value of $M_s$. The saturation magnetisation of the measured composition is close to the one reported for $x=1.1$ [53][8], and $x=1.1$ polycrystalline sample in the previous chapter. Interestingly, the initial M-H curve lies outside of the subsequent hysteresis loop, for $T < 250$ K, providing further evidence that the crystal could have a non-collinear magnetic structure [127].

Considering that magnetic anisotropy affects the shape of the loop, further analysis was performed on magnetisation curves to evaluate the MCA constants using...
Figure 5.8: The saturation magnetisation for SrCo$_2$Ti$_2$Fe$_8$O$_{19}$ and SrFe$_{12}$O$_{19}$ at various temperatures.

Sucksmith-Thompson method [129], which is valid for the magnetisation curve of uni-axial single crystal obtained in comparatively small fields applied perpendicular to the easy magnetisation direction [125]. In this method, the total magnetic free energy is the sum of MCA energy and external field energy (Zeeman energy) with H applied along ab-plane, given by:

\[ E_{\text{total}} = E_a + E_{\text{ext.\, field}} \]  
(5.1)

For a hexagonal system, the MCA energy is given in equation (2.11).

\[ E_a = K_0 + K_1 \sin^2 \theta + K_2 \sin^4 \theta + K_3 \sin^6 \theta + \ldots \]

where \( K_0 \) is the isotropic and \( K_1, K_2 \) and \( K_3 \) are anisotropy constants, \( \theta \) is the angle between magnetisation and the c-axis. \( K_0 \) is independent of angle, and is usually ignored. The total magnetic free energy can be presented as:

\[ E_{\text{total}} = K_1 \sin^2 \theta + K_2 \sin^4 \theta + K_3 \sin^6 \theta - M_s H_{\text{app}} \sin \theta \]  
(5.2)

Minimising \( E_{\text{total}} \) with respect of the angle (\( \theta \)), and rearranging, gives:

\[ \frac{H_{\text{app}}}{M} = \frac{2K_1}{M_s^2} + \frac{4K_2}{M_s^4} M^2 + \frac{6K_3}{M_s^6} M^4 \]  
(5.3)

Further details can be found in appendix (D). By plotting \( (H_{\text{app}}/M) \) vs \( (M^2) \) and fitting, \( K_1, K_2 \) and \( K_3 \) constants can be obtained. The values of \( K_1 \) and \( K_2 \) are taken from the intercept in the y-axis and the slope, respectively [130]. \( K_3 \) is usually very small compared with \( K_1 \) and \( K_2 \), and is often negligible[130][23][19][126].

The values of anisotropy constants \( K_1 \) and \( K_2 \) for the crystals were obtained using equation (5.3). The fitting was performed in the field region between 400 Oe and 8600 Oe and plotted as a function of temperature, see figure (5.9). For SrFe$_{12}$O$_{19}$, the values of \( K_1 \) and \( K_2 \) at room temperature were \((5.71 \pm 0.03) \times 10^5 \, \text{erg/g} \) and \((0.26 \pm 0.02) \times 10^5 \, \text{erg/g} \), respectively, indicating a very high anisotropy along the c-axis. This value is close to that of [8] which was \( K_1 \) of \((3.5 \times 10^6) \, \text{erg/cm}^3 \approx (6.8 \times 10^5) \, \text{erg/g} \). As the temperature increases, the value of \( K_1 \) decreases, similar
to the behaviour in ref [131] with $K_2$ nearly constant. Whereas for $SrCo_2Ti_2Fe_8O_{19}$, the value of $K_1$ and $K_2$ at room temperature were $(0.25 \pm 0.02) \times 10^5 \text{ erg/g}$ and $(0.05 \pm 0.04) \times 10^5 \text{ erg/g}$, respectively, suggesting that the axial anisotropy reduced with Co-Ti substitution. This value is larger than the one reported for $BaCo_{1.1}Ti_{1.1}Fe_{9.8}O_{19}$ [132], which is expected as $SrFe_{12}O_{19}$ has slightly higher magnetic properties than $BaFe_{12}O_{19}$ [131][8].

Figure 5.9: The anisotropy constants for $SrFe_{12}O_{19}$ and $SrCo_2Ti_2Fe_8O_{19}$ at various temperatures.

To understand the effect of the signs $K_1$ and $K_2$ to the anisotropy energy, $E_a = K_1 \sin^2 \theta + K_2 \sin^4 \theta$, was plotted, from 0 to $2\pi$, see figure (5.10). As can be seen, when both $K_1$ and $K_2$ are positive, the energy is minimised at $\theta = 0, \pi$ implying that the c-axis is the easy magnetisation direction, see (5.10-a). If both $K_1$ and $K_2$ are negative, $E_a$ is minimised at $\left(\theta = \frac{\pi}{2}\right)$, implying that the ab-plane is the easy magnetisation direction, see (5.10-b). The energy is also minimised at $\left(\theta = \sin^{-1}\left(-\frac{K_1}{2K_2}\right)^{0.5}\right)$. This solution is only possible when $0 < -\frac{K_1}{2K_2} < 1$, which corresponds to an easy cone magnetisation, see (5.10-c) [133][126]. As can be seen, $K_1$ and $K_2$ are positive for $SrFe_{12}O_{19}$. Since, $(K_1 + K_2 > 0)$, the energy is minimised at $\theta = 0, \pi$, therefore, the preferred magnetisation direction will be along the c-axis, i.e uniaxial anisotropy, as reported [131][21].

However, (Co-Ti) substitution reduces the anisotropy constants. This could be due to the tendency of $Ti^{4+}$ (non-magnetic) ions to occupy (12k) octahedral sites which interrupts the magnetic interactions in a such way that the two blocks $RS$ and $R'S'$ become magnetically decoupled. In addition, the tendency of $Co^{2+}$ ions to occupy $(4f_1)$ tetrahedral sites, and trigonal bi-pyramidal sites for $(x \geq 0.8)$, which is thought to lead to a reduction of an uniaxial anisotropy becoming planar anisotropy.

As a result of the two sources a conical non-collinear magnetic structure may form [132][16][134]. For $SrCo_2Ti_2Fe_8O_{19}$ crystal, the sign of $K_1$ is negative and $K_2$ is positive at 6 K, indicating the magnetisation direction forms an easy cone with half angle $\theta$ of $(44 \pm 7)^{\circ}$, which is close to the one determined from neutron diffraction for $BaCo_{1.1}Ti_{1.1}Fe_{9.8}O_{19}$ [132]. Interestingly, as the temperature increases, the sign for $K_1$ changes from negative to positive and the sign for $K_2$ changes from positive to negative between 50 K and 250 K, before turning back to positive above 250 K. The anisotropy energy was plotted for data taken at 150 K, see (5.10-d). As can be seen, as temperature increases, the system has a more complicated state, than
Figure 5.10: Variation of anisotropy energy as a function of the angle (θ). (a) Uniaxial anisotropy, (b) Planar anisotropy, (c) Easy cone configuration and (d) The value of $K_1$ and $K_2$ for $SrCo_2Ti_2Fe_8O_{19}$ at 150 K.

just uniaxial and planar anisotropy. Despite, ($K_1 > 0$), the ratio ($\frac{|K_1|}{K_2} < 2$), and ($0 < \frac{-K_1}{2K_2} < 1$) between 60 K and 230 K, suggesting that the system could develop an easy cone magnetisation at this range of temperatures. The value of anisotropy constants $K_1$ and $K_2$, along with their corresponding half angle of easy cone, $\theta$ are given in table (5.1).

Table 5.1: The calculated anisotropy values for $SrCo_2Ti_2Fe_8O_{19}$ single crystal extracted from fitting of the magnetisation curves using Sucksmith and Thompson method.

<table>
<thead>
<tr>
<th>Temperature (K)</th>
<th>$K_1$ (10^5 erg.g⁻¹)</th>
<th>$K_2$ (10^5 erg.g⁻¹)</th>
<th>Angle (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>-0.25 ± 0.01</td>
<td>0.26 ± 0.08</td>
<td>44 ± 7</td>
</tr>
<tr>
<td>60</td>
<td>0.67 ± 0.03</td>
<td>-1.19 ± 0.03</td>
<td>32 ± 2</td>
</tr>
<tr>
<td>130</td>
<td>0.47 ± 0.02</td>
<td>-0.86 ± 0.03</td>
<td>32 ± 2</td>
</tr>
<tr>
<td>150</td>
<td>0.4 ± 0.02</td>
<td>-0.74 ± 0.03</td>
<td>31 ± 2</td>
</tr>
<tr>
<td>176</td>
<td>0.37 ± 0.02</td>
<td>-0.72 ± 0.03</td>
<td>30 ± 3</td>
</tr>
<tr>
<td>200</td>
<td>0.41 ± 0.04</td>
<td>-0.77 ± 0.05</td>
<td>31 ± 3</td>
</tr>
<tr>
<td>230</td>
<td>0.35 ± 0.03</td>
<td>-0.4 ± 0.03</td>
<td>42 ± 5</td>
</tr>
<tr>
<td>250</td>
<td>0.29 ± 0.03</td>
<td>-0.16 ± 0.03</td>
<td>71 ± 15</td>
</tr>
</tbody>
</table>

These results agree with the torque measurement on $BaCo_1Ti_1Fe_{10}O_{19}$ at room temperature, the cone angle was 61° from the c-axis [135]. In addition, Kreisel et al. performed neutron diffraction and magnetisation curve measurements on $BaCo_xTi_2Fe_{12-2x}O_{19}$ single crystals with (x=0, 0.4, 0.8 and 1.1), and found that for crystals with (x>0.8) a conical magnetic structure is observed at room temperature. For x=0.8, the cone angle was 25°, with ($K_1 = 0.65 \times 10^5$) erg/g, ($K_2 = 0.32 \times 10^5$) erg/g, and ($K_3 = 0.51 \times 10^5$) erg/g, whereas for x=1.1, the cone angle was 40°, with
Moreover, the shape anisotropy is temperature dependant [136]. Bottoni. (1997) investigated the magnetic anisitropy for $BaFe_{12}O_{19}$ and $BaCo_{0.85}Ti_{0.85}Fe_{10.3}O_{19}$ at low temperature. This study points out the conflict between the magnetocrystalline and the shape anisotropies, in which the easy axis of shape anisotropy (ab-plane) is a hard axis for the magnetocrystalline anisotropy and vice versa. The total anisotropy energy is defined as:

$$E_{\text{total}} = E_k + E_s = (K_1 - K_s) \sin^2 \theta + K_2 \sin^4 \theta + \text{const.} \quad (5.4)$$

where $E_s = K_s \sin^2(\pi/2 - \theta)$ is the shape anisotropy energy and $(K_s = \frac{1}{2}NM^2)$ is the shape anisotropy constant. $M$ is magnetisation, and $N$ is the difference between the demagnetising factors in the hard (c-axis) and easy (ab-plane) directions. Hence, $K_s$ varies with the temperature due to the variation of magnetisation with temperature. The author found out that for $BaFe_{12}O_{19}$, $K_1$ is positive and larger than $K_s$ at all temperatures, implying the magnetic anisotropy is along the c-axis and perpendicular to ab-plane. Whilst, for $BaCo_{0.85}Ti_{0.85}Fe_{10.3}O_{19}$, $(K_1 - K_2)$ is positive at room temperature and negative at low temperature, 90 K, indicating that the magnetic anisotropy is not uniaxial and forms a cone angle of 24.5° to the c-axis [137].

Therefore, based on Kreisel et al. work, there is the possibility of having a conical non-collinear magnetic structure where $K_1$ is positive. However, it is worth noting that there are limitations in the Sucksmith and Thompson method, firstly it assumes the value of $M_s$ is constant in an increasing magnetic field [138]. Secondly, that the $K_1$ value is sensitive across the range of fitting field [139]. In addition, substantial errors may arise from not taken into account $K_3$, which may affect the results. Thus, magnetisation curve analysis show a signature of non-collinear magnetic structure at low temperature. Torque measurements may give a better accuracy to estimate the anisotropy constants.

![Figure 5.11:](image)

**Figure 5.11:** FC (red) and ZFC (black) measurements for $SrFe_{12}O_{19}$ single crystal measured with 100 Oe along (dash line) and perpendicular (solid line) to the c-axis.

To investigate the temperature dependent magnetic properties of the crystals further, field cooled (FC) and zero field cooled (ZFC) measurements have been performed. Figure (5.11) shows ZFC and FC curves for $SrFe_{12}O_{19}$ single crystal measured in a 100 Oe applied field and cooled in a 30 kOe field, applied along
and perpendicular to the c-axis. As can be seen, the crystal exhibits typical behaviour of a ferrimagnetic M-type hexaferrite, in which the magnetisation decreases linearly with the temperature, similar to the observed polycrystalline sample, $x=0$. The magnetisation along the c-axis is higher than the ab-plane implying that the c-axis is the easy magnetisation axis. Whereas the situation is different for the $SrCo_2Ti_2Fe_8O_{19}$ crystal, see figure (5.12). For FC measurements, with $H_c$, the magnetisation decreases as the temperature increases, and no anomalous behaviour was observed, for all values of the measuring field. Whereas, with $H_{ab}$, the magnetisation curves decrease with an increase in temperature up to 100 K, then as the measured field is increased, the magnetisation starts to develop doubled peaks at, $(182 \pm 4)$ K and $(279 \pm 3)$ K with 400 Oe.

![Figure 5.12](image)

**Figure 5.12:** $M(T)$ measurements for $SrCo_2Ti_2Fe_8O_{19}$ single crystal, (a) FC and (b) ZFC measurements at various measuring fields applied along $H_c$ (dash line) and $H_{ab}$ (solid line). The derivative of measurements shown as inset.

For ZFC measurements, the magnetisation curves are more complicated and sensitive to the applied field. For $H_{ab}$, the $M_{ZFC}$ curve, measured with 50 Oe reaches the maximum at $(293 \pm 4)$ K then levels off, whereas for 100 Oe and 400 Oe, the maximum was reached at $(284 \pm 4)$ K and $(280 \pm 3)$ K, before the magnetisation dropped. As the measured field increases, the maximum temperature, $T_m$, shifts slightly towards a lower temperature. Turning point occurs at $(220 \pm 3)$ K, for all values of the measuring field. Whereas with $H_c$, the magnetisation curves become more complicated with an increase in the measured field. The maximum magnetisation occurs at $(310 \pm 3)$ K, $(290 \pm 3)$ K and $(255 \pm 3)$ K for 50 Oe, 100 Oe and 400 Oe, respectively, after which the magnetisation levels. There are two additional
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turning points that occur as the measuring field increases. The first point occurs at \((17 \pm 2)\) K for both 100 Oe and 400 Oe. The second point occurs at \((140 \pm 3)\) K and \((50 \pm 2)\) K for 100 Oe and 400 Oe, respectively. Clearly the phase between 50 K and 250 K is dependent on the applied field, as the applied field gets stronger the maximum change in magnetisation occurs at a lower temperature and the peak gets broader, see the inset on figure (5.12).

The observation of the \(T_p\) could be due to the formation of multi domains configuration in doped crystal as a result of crystalline imperfections and dislocations. These imperfections and defects (substitution of Co-Ti) interact with domain walls causing pinning and impedance to domain walls motion. The wall can be unpinned if the activation energy is supplied magnetically or thermally [121]. In ZFC, at very low temperature within each domain, the moments are locked into a particular direction due to the balance between exchange and anisotropy energies. By applying a weak magnetic field that is insufficient to unpin domains, the balance between energies will be disturbed and cause the moments to rotate slightly in favour of the field direction. By increasing the temperature, the thermal energy of the magnetic moments increase causing them to precess about the field direction, hence the magnetisation reduces. However, since the applied field is fixed as the temperature increases, the thermal energy can unpin the domain walls causing a growth of the domains that are in the direction of the applied field, leading to an increase in magnetisation [84][117]. Hence, we observed the distribution of pinning fields, due to the competition between the effect of thermal activation of the domain walls and thermal agitation in the presence of a weak field.

![Figure 5.13: The peak position of \(SrCo_2Ti_2Fe_8O_{19}\) single crystal as a function of the applied fields along \(H_c\) (black line) and \(H_{ab}\) (red line).](image)

The temperature at which the magnetisation is maximum, \(T_p\), was plotted as a function of the applied field, see figure (5.13). As can be seen, \(T_p\) as well as \(T_1\) decrease with an increase in the applied field, which is consistent with the results in the previous chapter. This temperature, \(T_p\), is considered as the magnetic phase transition point from a non-collinear to a collinear magnetic structure as the temperature increases [140][14]. Zhang.(2018) observed a similar trend for \(SrSc_{1.8}Fe_{10.2}O_{19}\) with a wider range of fields suggesting that the reduction of \(T_p\) could be due to the change of the Fe-O-Fe bond angle with the applied field effecting the stability of the conical magnetic structure, therefore \(T_p\) decreases [141]. Unfortunately, due to
the limited range of fields and measurements, it is impossible to verify with Zhang therefore more work needs to be carried out in order to investigate how the strength of the magnetic field alters the crystal structure.

5.4 Summary and Conclusions

A successful growth of high quality single crystals of M-type hexaferrite $\text{SrFe}_{12}\text{O}_{19}$ and $\text{SrCo}_2\text{Ti}_2\text{Fe}_8\text{O}_{19}$ have been achieved using the float zone method. The XRD analysis confirmed the presence of M-type hexaferrite crystal structure. The magnetic properties of the crystals were obtained using VSM magnetometer. The magnetisation curve analysis show that $\text{SrFe}_{12}\text{O}_{19}$ single crystal displays typical behaviour of uniaxial crystal anisotropy, in which the hexagonal $c$-axis is the easy magnetisation axis and the $ab$-plane is the hard magnetisation axis. However, the situation is somewhat different for $\text{SrCo}_2\text{Ti}_2\text{Fe}_8\text{O}_{19}$ single crystal which shows wasp-waisted hysteresis loop only at low temperatures $H_{ab}$ measurements up to 250 K, implying a complex non-collinear structure. The values of anisotropy constants $K_1$ and $K_2$ for the crystals were evaluated from magnetisation curves. At room temperature, the anisotropy constants of $\text{SrFe}_{12}\text{O}_{19}$ were high and positive, which agrees with the ref [8], suggesting a very high anisotropy along the $c$-axis. As Co-Ti substitution is introduced, the values of $K_1$ and $K_2$ are reduced, implying that the uniaxial anisotropy becomes planar anisotropy. This could be due to the tendency of $Ti^{4+}$ (non-magnetic) ions to occupy (12k) octahedral sites which interrupts the magnetic interactions in such a way that the two blocks RS and R*S* become magnetically decoupled, as well as the tendency of $Co^{2+}$ ions to occupy (4f$_1$) tetrahedral sites, and trigonal bi-pyramidal sites for ($x \geq 0.8$).

Temperature dependence of anisotropy constant of $\text{SrCo}_2\text{Ti}_2\text{Fe}_8\text{O}_{19}$ single crystal reveal that at 6 K, the magnetisation direction may form an easy cone with half angle $\theta$ of ($44 \pm 7^\circ$), and the system could maintain this structure up to 250 K. Temperature dependence of magnetisation measurements for $\text{SrCo}_2\text{Ti}_2\text{Fe}_8\text{O}_{19}$ single crystal confirmed the presence of $T_p$, which is likely to correspond to the transition temperature from the collinear ferrimagnetic phase to a conical structure [14][15]. The ZFC magnetisation curves are more complicated and sensitive to the applied field along $H_{c-axis}$. Additional turning points were observed as the measuring field increased. Clearly the phase between 50 K and 250 K is dependent on the applied field, as the applied field gets stronger the maximum change in magnetisation occurs at a lower temperature and the peak becomes broader. More measurements are required to investigate how this transition phase develops. To conclude, the results revealed clear evidence of a non-collinear magnetic structure at low temperature, which plays a key role for magnetoelectric properties.
Chapter 6

*SrCo₂Ti₂Fe₈O₁₉* Thin Films

In this project, two M-type hexferrite *SrCo₂Ti₂Fe₈O₁₉* thin films were grown using the Pulse Laser Deposition (PLD) system, at the University of York. The thin films were grown with different thicknesses in order to understand the effect of substrate-induced lattice strains on magnetic properties. The structure of the films were characterised using XRD, AFM and the magnetic properties using VSM, XMCD.

### 6.1 Growth of *SrCo₂Ti₂Fe₈O₁₉* thin films by (PLD)

The thin films were grown on (0001) sapphire substrates with a dimension of 5x5x1 mm, using a wavelength of 266 nm, power of (1±0.09) W, repetition frequency of 10 Hz and pulses of 2 ns duration. The growth partial pressure of oxygen was (2.0 ± 0.5) × 10⁻¹ mbar and the substrates were heated to (650 ± 50)°C, for 20 min before the growth and maintained at temperature until 20 min after the growth under the same oxygen base pressure. These films were grown under the same growth conditions with the only difference being the deposition time of 10 and 45 min respectively. For clarity, the samples will be given name *M₁₀* and *M₄₅* as the thin films were deposited for 10 and 45 min, respectively. The average film thickness were estimated using cross-sectional transmission electron microscopy (TEM) of (15 ± 2) nm and (44 ± 3) nm, for *M₁₀* and *M₄₅*, respectively.

### 6.2 Structural characterisation

(2θ − ω) scans were performed from 15° to 90°, with a 2 mm length limitation slit and 1 mm receiving slits. The step size was 0.01° and scan speed 0.3°/min. Before running the measurements, the samples alignment were optimised with respect to substrate peak by running a rock curve measurement on (0 0 6) reflection, 2θ of 41.684°. If the peak of ω scan occurred at 20.842° which corresponds to ω = θ, then the sample was well aligned. In the case of an offset, ω angle had to be corrected, and checked by running (2θ − ω) scan to improve the alignment. In addition, any sample tilts, due to miscuts, were corrected by adjusting Rx and Ry axes on the sample stage so that the peak in (2θ − ω) occurred at the centre 2θ for the bulk Al₂O₃. The diffraction pattern of the films are given in figure (6.1). All XRD patterns show M-type phase (0 0 2n) reflections, where n=1,2,3, . . . , suggesting that these films are epitaxial in nature. A small amount of secondary phase was detected.
(peaks labeled with the green asterisks), which can be assigned to cobalt ferrite. A rocking curve measurement was performed on the (0 0 8) reflection, see inset figure (6.1). A FWHM was determined using Voigt function of \((0.21 \pm 0.01) ^\circ\) and \((0.63 \pm 0.01) ^\circ\) for \(M_{10}\) and \(M_{45}\), respectively. The Lorentzian and Gaussian widths for \(M_{10}\) were \((0.21 \pm 0.005) ^\circ\) and \((0.11 \pm 0.01) ^\circ\), and for \(M_{45}\) these were \((0.621 \pm 0.003) ^\circ\) and \((0.14 \pm 0.03) ^\circ\). Since the instrumental broadening is small compared with the Lorentzian broadening, the value of FWHM is mainly intrinsic broadening in the material. These results are slightly smaller than those reported for 70 nm thickness of \(SrCo_2Ti_2Fe_8O_{19}\) thin film, where FWHM was \((1.2 \pm 0.1) ^\circ\) \cite{31}. Study of epitaxial \(BaFe_{12}O_{19}\) thin films grown by PLD showed that the FWHM increased as a function of film thickness ranging from \(0.25 ^\circ\) to \(1.5 ^\circ\) which agrees with our results \cite{142}. This is likely to happen due to a loss of the c-axis orientation and film adhesion as the thickness increases \cite{143}.

Reciprocal space maps (RSM) were performed on reflections (1 1 3) and (2 0 5) for \(Al_2O_3\) substrate and \(SrCo_2Ti_2Fe_8O_{19}\) thin films, respectively, see figure (6.2). As shown, the thin film peak is broad which could be due to a finite crystallite size or due to the tilt of crystallites (mosaicity), and finite layer thickness \cite{67}. Lattice parameters \(a\) and \(c\) were calculated using equation (3.18). For \(M_{10}\), the \(a\)-lattice parameter was \((5.83 \pm 0.01) \text{ Å}\) and the \(c\)-lattice parameter was \((22.88 \pm 0.01) \text{ Å}\). For \(M_{45}\), the \(a\)-lattice constant was \((5.81 \pm 0.01) \text{ Å}\) and the \(c\)-lattice constant was \((22.92 \pm 0.01) \text{ Å}\). These results are close to those for the 50 nm thickness grown by PLD \cite{31} and are smaller than those reported earlier in chapters two and three.
Figure 6.2: Reciprocal space maps of $\text{SrCo}_2\text{Ti}_2\text{Fe}_8\text{O}_{19}$ around (2 0 5) and (1 1 3) reflections of the thin film and substrate, respectively. (a) $M_{10}$ thin film. (b) $M_{45}$ thin film.

for the bulk single crystal ($c=23.09$ Å) and polycrystalline sample ($c=23.11$ Å and $a=5.882$ Å), implying that these films are under compressive strain with -0.91% and -0.74% for $M_{10}$ and $M_{45}$, respectively. The $c$-lattice parameter increases with the thickness of the film, suggesting that these films are stressed due to a large lattice mismatch with the substrate and undergo relaxation with thickness. The lattice mismatch between the thin film and the substrate can be calculated as follow: mismatch = $(a_{\text{sub}} - a_{\text{film}})/a_{\text{sub}}$, where $a_{\text{sub}}$ and $a_{\text{film}}$ are the $a$ lattice parameters of the substrate and film, respectively [80]. The lattice mismatch between thin films and substrate was 22.53% and 22.1% for $M_{10}$ and $M_{45}$, respectively, which is close to the one grown by PLD which was around 23% [34].

Pole figure measurements were performed on (0 0 8) reflection, $2\theta \approx 31.2^\circ$ to analyse the crystallographic texture of $M_{10}$ and $M_{45}$ thin films, see figure (6.3- a and d). The figure shows a spot at the centre corresponding to the (0 0 8) reflection itself indicating that the $c$-axis alignment is normal to the film. The six-fold symmetry spots correspond to closely spaced (1 0 7) reflections suggesting that the films possess a high degree of in-plane orientation.

Phi scans were performed to establish the epitaxial relationship between the thin film and the substrate. The measurements were on asymmetrical (1 0 7) and (1 0 4) reflections of the thin film and the substrate, respectively, see figure (6.3- b and e). The scans show six-fold and three-fold symmetry that corresponds to the thin film and the substrate, respectively. The peak positions show a 30° rotation of the $\text{SrCo}_2\text{Ti}_2\text{Fe}_8\text{O}_{19}$ unit cell with respect to the substrate, which is in agreement with
Figure 6.3: Pole figure measurement on (0 0 8) reflection for (a) $M_{45}$ film and (d) $M_{10}$ film. Phi scan at (1 0 7) and (1 0 4) reflections of the thin film and substrate, respectively, for (b) $M_{45}$ film and (e) $M_{10}$ film. AFM image for (c) $M_{45}$ film and (f) $M_{10}$ film.

This can be explained as the thin films starting its growth on the close-packed sub-lattice of $O^{-2}$ ions in sapphire which are $30^\circ$ rotation with respect to the main sapphire unit cell \cite{144} see figure (6.4).

Figure 6.4: Perspective view of an $Al_2O_3$ single layer along with M-type hexaferrite structure. The oxygen sublattice in $Al_2O_3$ (red line), in plane $Al_2O_3$ lattice (blue line) and M-type hexaferrite (black line).

The topography of the thin films were characterised by Atomic Force Microscopy (AFM), see figure (6.3-c and f). The AFM images show hexagonal features that have a max roughness of $(2.0 \pm 0.5)$ nm and $(4 \pm 1)$ nm for $M_{10}$ and $M_{45}$, respectively. The root mean square roughness, $R_q$, was $(0.2 \pm 0.05)$ nm and $(0.73 \pm 0.5)$ nm.
for \(M_{10}\) and \(M_{45}\), respectively, explaining the absences of Kiessig fringes in X-ray Reflectivity (XRR) measurement. Since, the reflected X-rays decay rapidly with a large surface roughness [145].

### 6.3 Magnetic characterisation

#### 6.3.1 VSM analysis

The magnetic properties of these films were investigated by VSM. In-plane M-H measurements were performed at various temperatures ranging 10 K - 350 K, with the application of a magnetic field up to 50 kOe. The measurements were corrected for diamagnetic background contribution due to the sample holder and substrate by subtracting the slope obtained by linear fitting of the raw data at high field, assuming the magnetisation is fully saturated at this field. The hysteresis loop at various temperatures for \(M_{10}\) and \(M_{45}\) thin films are given in figures (6.5) and (6.6), respectively.

![Figure 6.5: In plane M-H loop for the \(M_{10}\) thin film at various temperatures.](image)

The \(M_{10}\) thin film shows wasp-waisted hysteresis loop at low temperature below 230 K, while this disappears as the temperature is increased above this level. Both saturation magnetisation and coercivity were reduced as the temperature increased. The saturation magnetisation at room temperature was \((59 \pm 3)\) emu/cc, which is slightly lower than the one reported, \((80 \pm 10)\) emu/cc [31]. The coercivity at room temperature was \((392 \pm 11)\) Oe, which is lower than the one reported, \((760 \pm 20)\) Oe [31]. The \(M_{45}\) thin film also shows wasp-waisted hysteresis loop at low temperature below 200 K, then disappears as the temperature is increased.

This behaviour is less pronounced when compared with the sample \(M_{10}\). The saturation magnetisation at room temperature and coercivity were \((110 \pm 5)\) emu/cc, and \((320 \pm 80)\) Oe, respectively. These results are close to the 50 nm thin film grown by Beevers (2018) with a saturation magnetisation of \((150 \pm 20)\) emu/cc and coercivity of \((520 \pm 20)\) Oe at room temperature [31]. The low temperature M-H measurements for the 50 nm thin film observed wasp-waisted behaviour up to room...
temperature. This behaviour may be attributed to a tendency of (Co-Ti) ions to occupy different sites within the lattice for different grains causing different coercivities within the sample.

Moreover, Beevers grew a 900 nm polycrystalline thin film under the same growth conditions with a saturation magnetisation of $(170 \pm 20)$ emu/cc and coercivity of $(20 \pm 5)$ Oe at room temperature. The coercivity is considerably smaller when compared with $M_{10}$, $M_{45}$ and 50 nm thin films. However, this coercivity value was reported in 700 nm thin film grown by PLD [12]. Interestingly, the 900 nm thin film exhibits a typical hysteresis loop at low and room temperatures i.e. no wasp-waisted behaviour [31], suggesting that the magnetic properties of $SrCo_2Ti_2Fe_8O_{19}$ thin film changes significantly as a function of the thickness, such as a loss of the c-axis orientation and the development of non-oriented polycrystallines [143].

![Figure 6.6: In plane M-H loop for the $M_{45}$ thin film at various temperatures.](image)

![Figure 6.7: Coercivity for $SrCo_2Ti_2Fe_8O_{19}$ thin films grown by PLD at room temperature.](image)

The coercivity value as a function of thickness for $SrCo_2Ti_2Fe_8O_{19}$ thin films grown by PLD, are given in figure (6.7). As can be seen, the coercivity is increasing for $<40$ nm thin films then starts to decrease as the thickness of the thin films
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increases. Unfortunately, there is insufficient data to establish a trend of coercivity. In order to establish whether there is a gradual decrease or if there is a threshold thickness value more work needs to be carried out to establish how the coercivity changes with thickness.

The saturation magnetisation and coercivity of $M_{10}$ and $M_{45}$ thin films were plotted as a function of temperature, see figure (6.8). It can be seen that the temperature dependence of the magnetisation does not follow Bloch’s $T^{3/2}$ law and the magnetisation of $M_{45}$ thin film is nearly twice the magnetisation of $M_{10}$, which could be due to the presence of a magnetic dead layer on the thin film. Unfortunately, the lack of samples made it impossible to confirm the presence of a dead layer as the results fall within a 5 nm error.

![Figure 6.8: Magnetic properties for $M_{10}$ and $M_{45}$ thin films. (a) The saturation magnetisation, (b) The coercivity.](image)

The saturation magnetisation for both films decreased with an increase in temperature, which is expected due to the thermal agitation. The temperature dependent M-H measurements show the coercivity for both films decreases gradually as the temperature increases. At low temperature, up to 100 K the difference in value of coercivity between the thin films is quite noticeable. At higher temperatures, the coercivity becomes less temperature sensitive which is similar to the observed trend for polycrystalline samples. If the magnetic properties are affected by the occupancy of (Co-Ti) ions into different sites, XMCD measurements may help provide more information about the valency, coordination and site occupancies of Co, Ti and Fe ions.

6.3.2 XMCD analysis

XAS experiments were performed on $M_{10}$ and $M_{45}$ thin films using the I06-beamline at Diamond Light Source. The XAS spectra at the Fe, Co and Ti $L_{2,3}$ absorption edges were obtained in the total electron yield mode (TEY) under UHV conditions. The measurements were carried out at room temperature with a 2 T applied magnetic field along the direction of the X-ray beam. All thin films were capped with $(2.0 \pm 0.5)$ nm of Al, to allow measurement of the drain current. The XMCD data was obtained by changing between two opposite directions of applied field at each photon energy. Each spectrum was normalised to unity just below the $L_3$ threshold. Figure (6.9) shows the right circular polarised, $(\mu^+)$ and left circular polarised, $(\mu^-)$ XAS and corresponding XMCD at the Fe $L_{2,3}$ edges for
$M_{45}$ thin film. In M-type hexaferrite, there are three different environments where transitional metals can reside; octahedrally coordinated for 2a, 12k (with spin up) and 4$f_2$ (with spin down) sites. Tetrahedrally coordinated for 4$f_1$ site (with spin down) and trigonally bi-pyramidal coordinated for 2b site (with spin up). The XAS spectra for $M_{45}$ thin film shows a typical iron oxide in which spectra are roughly divided into two regions; the $L_3$ edge around (708-714) eV and $L_2$ edges around (715-727) eV. Both these edges are split into two peaks. The XMCD spectra shows three distinct peaks at $L_3$ edge. The first negative peak corresponds to octahedrally coordinated $Fe^{2+}$, the second positive peak corresponds to tetrahedrally coordinated $Fe^{3+}$ and the third negative peak corresponds to octahedrally coordinated $Fe^{3+}$\cite{91}. These three peaks are also seen for XMCD of hexaferrites and $Fe_3O_4$\cite{146}\cite{147}\cite{32}. The Fe XMCD spectrum was fitted using multiplet calculations\cite{96}, red line in figure (6.9).

![Figure 6.9: (a) The Fe XAS, XMCD and simulated spectrum at the $L_{2,3}$ edges for $M_{45}$ thin film. (b) XMCD and integrated XMCD spectrum for the $M_{45}$ thin film.](image)

The simulated spectra were generated with the following parameters; $10D_q$ of 1.2 eV and -0.7 eV for octahedral and tetrahedral sites, respectively, following ref\cite{31}\cite{147}. The Slater parameters reduced to 72% of Hartree-Fock values. The Lorentzian broadening values were 0.3-0.5 eV at the $L_3$ and $L_2$ respectively and the Gaussian broadening was 0.2 eV, see figure (6.10-a). By fitting experimental data and calculated spectra, the relative proportions of $Fe^{3+}_{Oh}$:$Fe^{3+}_{Td}$: $Fe^{2+}_{Oh}$ were 0.49: 0.37 : 0.14 with an uncertainty of 10%. It should highlighted that these proportions represent the total magnetic contribution and does not mean the relative occupancy of the sites, since some contributions of spins cancel each other out due to opposite spin alignment\cite{31}.

The results show that most spin contributions come from $Fe^{3+}$ octahedral and then tetrahedral, with around 49% and 37%, respectively. In addition, there was a non negligible amount of $Fe^{2+}$ around 14%. The formation of $Fe^{2+}$ is most likely due to oxygen deficiency during growth\cite{8}. The presence of $Fe^{2+}$ in the sample may affect the magnetic and electric properties, such as lowering the electrical resistivity and suppressing electric polarisation and ME effect\cite{8}\cite{31}. The XMCD lineshape for $M_{45}$ thin film is similar to the 50 nm thin film\cite{31} with slightly higher tetrahedral ratio and lower $Fe^{2+}$ content. The reduction of $Fe^{2+}$ could be due to performing the growth with a higher oxygen pressure. According to the XMCD sum rules see equations (3.52 and 3.54), the ratio between the integral at the $L_3$ and $L_2$ edges (p
Chapter 6

6.3. Magnetic characterisation

Figure 6.10: Calculated XAS spectra at the \( L_{2,3} \) edges for (a) \( Fe^{3+} \) in octahedral and tetrahedral coordinations, and \( Fe^{2+} \) in octahedral coordination. (b) \( Co^{2+} \) in octahedral, tetrahedral and trigonal bi-pyramidal coordinations, and \( Co^{3+} \) in octahedral and tetrahedral coordinations.

and \( q \) in figure (6.9), provide information of the orbital and spin ratio. As can be seen, both \( p \) and \( q \) are non zero and the value of \( q \) is smaller than \( p \), implying a partially quenched orbital moment [31]. The \( \mu_{orb} \) to \( \mu_{spin} \) ratio was 0.0401, which is larger than the one reported for the 50 nm thin film at 0.016 [31].

Figure 6.11: (a) The Co XAS, XMCD and simulated spectra at the \( L_{2,3} \) edges for the \( M_{45} \) thin film. (b) The Co XMCD and integrated XMCD spectrum for the \( M_{45} \) thin film.

The Co XAS and XMCD spectra at the \( L_{2,3} \) edges are shown in figure (6.11). The XAS spectra display two peaks around 778 eV and 793 eV these correspond to the Co \( L_3 \) and \( L_2 \) edges, respectively. In addition, two broad weak peaks appear around 783.5 eV and 798.1 eV (marked with an asterisk) these could be attributed to \( Co^{3+} \), (if during the fitting process we include the \( Co^{3+} \) in both the octahedral and tetrahedral sites, the fit is improved [148]), alternatively this could be attributed to the Ba \( M_5 \) and \( M_4 \) edges, since Ba was not one of the chemical stoichiometry, the presence of Ba could be due to contamination of the sample holder during the measurement or on the sample surface, as the peaks observed in ref [149][31][89]. However, EDS measurement is needed to confirm the absence of Ba within the sample. The Co XMCD spectrum was fitted using multiplet calculations [96], red line in figure (6.11). The simulated spectra for both \( Co^{2+} \) and \( Co^{3+} \) were generated with the following parameters: 10\( D_q \) of 1.2 eV and -0.7 eV for octahedral and tetrahedral sites, respectively. For the trigonal bi-pyramidal site, the C3i symmetry was used 10\( D_q \) of 0.8 eV, \( D_\tau \) of -0.08 eV and \( D_{\sigma} \) of 0.01 eV, following ref [31]. The Slater parameters reduced to 72% of the Hartree-Fock values. The Lorentzian broadening
values were 0.3-0.5 eV at the $L_3$ and $L_3$ respectively and the Gaussian broadening was 0.2 eV, see figure (6.10-b). By fitting experimental data and calculated spectra, the relative proportions of $Co^{2+}_{Oh}$:$Co^{2+}_{Td}$:$Co^{3+}_{Oh}$, were 0.18 : 0.36 : 0.23 : 0.23 with an uncertainty of 8%. The results indicate that the $M_{45}$ thin film contained $Co^{2+}$ ions around 18% on the octahedral site, a significant proportion up to 36% on the tetrahedral site, 23% on the trigonal bi-pyramidal site and at least 23% of $Co^{3+}$ in the octahedral and the tetrahedral sites, suggesting that $Co^{2+}$ has a slight preference to occupy the tetrahedral site. This could be due to the fact that the radius of $Co^{2+}$, 0.58 Å is larger than $Fe^{3+}$, 0.49 Å which has the effect of stabilising the spinel block structure [132][31]. This result is in agreement with the previous works based on neutron diffraction which established that $Co^{2+}$ ions enter all five $Fe^{3+}$ sites and have a strong preference to occupy the tetrahedral, trigonal bi-pyramidal (2b) and octahedral sites, successively [132][115]. The integrated $Co$ XMCD spectrum is shown in figure (6.11). As can be seen, the value of $q$ is slightly higher than $p$. The $\mu_{orb}$ to $\mu_{spin}$ ratio was 0.738 , which is higher than reported for the 50 nm thin film, this can be explained by the difference in the relative occupation of different $Co^{2+}$ sites, since each of the sites has a different orbital moment quenching [31].

Figure 6.12: The Ti XAS and simulated spectra at the $L_{2,3}$ edges for the $M_{45}$ thin film.

Figure (6.12) shows the Ti XAS at $L_{2,3}$ edges for the $M_{45}$ thin film along with three simulated spectra of $Ti^{4+}$, $Ti^{3+}$ in octahedral and $Ti^{4+}$ in tetrahedral coordination. The simulated spectra were calculated with 10$D_q$ of 1.9 eV and -0.9 eV for octahedral and tetrahedral symmetries, respectively. The Slater parameters also reduced to 72% of the HF values. The Lorentzian broadening values for each of the four peaks were 0.1 eV, 0.6 eV, 0.5 eV and 1.0 eV, respectively in order to best match the experimental data [150][31]. The Gaussian broadening was 0.2 eV. The XAS spectrum for $M_{45}$ displays four distinct peaks that fit nicely with octahedral symmetry. The presence of the peaks can be explained as the spin orbit coupling splits the spectrum into two peaks $2p_{3/2}$ ($L_3$) and $2p_{1/2}$ ($L_2$) edges. Both of the $L_3$ and $L_2$ edges are split into (two more peaks) $t_{2g}$ and $e_g$ configuration due to crystal field splitting energy [88]. This result agrees with the one reported for the 50 nm thin film [31] and is consistent with neutron diffraction work on polycrystalline (Co-Ti) substituted barium hexaferite, which suggests $Ti^{4+}$ ions have a preference to occupy octahedral sites, 12k and 4$f_2$ [86][115][151].

Figure (6.13) shows XAS and corresponding XMCD at the Fe $L_{2,3}$ edges for $M_{10}$ thin film. The XAS for $M_{10}$ thin film exhibits the same peaks that were observed for
the thicker film, $M_{45}$, but with a difference in the relative peak intensities. The Fe XMCD lineshape for $M_{10}$ thin film shows the three main peaks (negative, positive, negative) at the $L_3$ edge that are proportional to the site occupancy of the $Fe^{2+}_{Oh}$, $Fe^{3+}_{Td}$ and $Fe^{3+}_{Oh}$ cations, respectively. Comparing the Fe XMCD spectra of $M_{10}$ to $M_{45}$ thin films, it is obvious that there is a difference in the relative occupation of different Fe sites. The relative proportions of $Fe^{3+}_{Oh}$:$Fe^{3+}_{Td}$:$Fe^{2+}_{Oh}$ for $M_{10}$ thin film were 0.36: 0.35 : 0.29, respectively, with uncertainty of 10%. The integrated XMCD spectra for $M_{10}$ thin film is shown in figure (6.13). The $\mu_{orb}$ to $\mu_{spin}$ ratio was 0.0524, which is larger than that of the $M_{45}$ thin film. As can be seen, the magnetic contribution from $Fe^{3+}_{Oh}$ and $Fe^{3+}_{Td}$ sites are similar, implying that the site occupancy of Fe cations are different from that of the thicker film, suggesting that film thickness plays a role in determining the magnetic properties. Unfortunately, this work presents only two samples, which is insufficient to establish a trend. More work needs to be carried out to investigate the variation of magnetic properties as a function of film thickness.

Figure (6.14) shows XAS and corresponding XMCD at the Co $L_{2,3}$ edges for $M_{10}$ thin film. Two additional broad weak peaks are also observed (marked with an asterisk), that may be attributed to $Co^{3+}$ or may be due to contamination of the sample holder during the measurement. The Co XMCD lineshape for $M_{10}$ thin film was fitted using
multiplet calculations with the same parameters mentioned above [96]. The relative proportions of $Co^{2+}_{Oh}:Co^{2+}_{Td}:Co^{3+}_{Oh/Td}$ were 0.21 : 0.32 : 0.26 : 0.21, with an uncertainty of 8%. Comparing the Co XMCD spectra of $M_{10}$ to $M_{45}$ thin films, it is obvious that there is little difference in the relative occupation of different Co sites. The result shows that the $M_{10}$ thin film contained $Co^{2+}$ ions around 21% on the octahedral site, a 32% on the tetrahedral site, a 26% on the trigonal bi-pyramidal site and at least 21% of $Co^{3+}$ in the octahedral and the tetrahedral sites. These results agree with the observed hierarchy above in which the $Co^{2+}$ tend to occupy the tetrahedral, trigonal bi-pyramidal (2b) and octahedral sites, successively. The integrated XMCD spectra for $M_{10}$ thin film is shown in figure (6.14). The $\mu_{orb}$ to $\mu_{spin}$ ratio was 1.31, which is higher than that of the $M_{45}$ thin film.

Figure 6.15: The Ti XAS for $M_{10}$ thin film and simulated spectra at the $L_{2,3}$ edges.

The Ti XAS for $M_{10}$ is shown in figure (6.15). As can be seen, the spectrum is different and more complicated than that observed for $M_{45}$ thin film. The two main peaks (the $L_3$ and $L_2$ edges around 454 eV and 460 eV, respectively) split into several peaks, implying that the spectrum is not purely octahedrally coordinated, instead it is combination of $Ti^{4+}_{O}\text{h}$, $Ti^{4+}_{Td}$ and $Ti^{3+}_{O}\text{h}$ symmetries. The fitting result shows that the $Ti^{4+}$ ions were mostly octahedral coordinated with around 57.5%, tetrahedral coordinated with 17.5% and there was around 25% of $Ti^{3+}$, with an uncertainty of 6%. This is an interesting result which is consistent with the argument that $Ti$ ions have a strong preference to occupy octahedral sites, 12k and 4$f_2$ and is in agreement with the idea that $Ti^{4+}$ ions occupy tetrahedral sites when $x>0.6$ [152].

### 6.4 Summary and Conclusions

In this chapter, two $SrCo_2Ti_2Fe_8O_{19}$ thin films were grown on sapphire substrates by PLD. The growth conditions only varied in the deposition time, 10 min and 45 min, respectively, which accounts for the difference in thickness. The crystal structure of the thin films were confirmed, using XRD, by the presence of (0 0 2n) reflections. The lattice parameters and quality of the thin films were assessed through various scans suggesting these films are epitaxial in nature. The results demonstrate that the $c$-lattice parameter and FWHM increase as thickness increases, suggesting that these films accommodate the stresses due to a large lattice mismatch with the substrate about 23%, and as the thickness increases the films undergo relaxation into polycrystalline growth [143][31]. Furthermore, the magnetisation measurements at
various temperatures show both samples exhibit wasp-waisted hysteresis loops at
temperatures below 200 K, which is similar to the 50 nm thin film grown by PLD
[31] this could be attributed to a tendency of (Co-Ti) ions to occupy different sites
within the lattice for different grains causing different coercivities within the sample.
In addition, $M_s$ and $H_c$ increase with an increase in the film thickness. However,
the limited number of samples available, (15 ± 2) nm and (44 ± 3) nm, and com-
parison of 50 nm [9], means we cannot establish this as a trend and it has been
reported that $H_c$ decreases with thickness [34]. In order to establish whether there
is a gradual decrease or if there is a threshold thickness value more work needs to
be carried out to establish how the coercivity changes with thickness. XAS and
XMCD were performed at the Fe, Co and Ti L-edges and fitted with atomic mul-
tiple calculations to determine their valence, coordination and relative occupation
of each site in the structure. The Fe XMCD analysis show that both samples have
$Fe^{3+}$ and a non negligible amount of $Fe^{2+}$, which may reduce the electrical resis-
tivity and suppress electric polarisation and ME effect. The Fe XMCD spectrum
for $M_{45}$ is slightly different in the relative peak intensities from that of $M_{10}$. For
$M_{45}$, most spin contributions come from the octahedral and then the tetrahedral
sites, respectively. Whereas for $M_{10}$ the spin contributions were similar across all
sites, suggesting that the site occupancy of Fe cations are different in both samples.
The Co XMCD spectrum for both samples reveals that Co has a 2+ valence, and
enters all sites with a significant proportion on the tetrahedral site and then the
trigonal bi-pyramidal site. In addition, both samples may contain around 22% of
Co$^{3+}$ ion in the octahedral and the tetrahedral sites. These results agree with the
observed hierarchy above in which the Co$^{2+}$ tend to occupy the tetrahedral, trigonal
bi-pyramidal (2b) and octahedral sites, successively [132]. The Ti XAS for $M_{45}$ is
purely octahedrally coordinated, whereas the Ti XAS for $M_{10}$ is more complicated,
it is a combination of $Ti^{4+}_{O_h}$, $Ti^{4+}_{Td}$ and $Ti^{3+}_{O_h}$ symmetries with a majority of $Ti^{4+}$
occupying the octahedral sites. Clearly there is a large difference in the relative
occupancy of Fe, Ti and Co into different sites, as the thickness increases. More
work needs to be carried out to investigate the variation of magnetic properties as
a function of film thickness.
Chapter 7

Conclusions and Future Work

7.1 Conclusions

The presented work was undertaken with two main objectives. The first objective was to synthesise single crystals and polycrystalline of $\text{SrCo}_x\text{Ti}_x\text{Fe}_{12-x}\text{O}_{19}$ M-type hexaferrite, with different Co-Ti substitution rates. The second objective was to study the magnetic properties and their temperature dependency in doped M-type hexaferrite. Doped M-type hexaferrite may have a non-collinear magnetic structure, such features are usually associated with electric polarisation of the material, inducing ME effect, via the inverse Dzyaloshinskii-Moriya model.

A series of $\text{SrCo}_x\text{Ti}_x\text{Fe}_{12-x}\text{O}_{19}$ polycrystalline samples with $x=0, 0.7, 1.1, 1.5$ and $2$, were prepared using the solid state method to investigate the role of Co-Ti substitution in both structure and magnetic properties as the rate of substitution alters. XRD analysis confirmed the presence of both M-type hexaferrite phase as the majority and hematite phase as the minority with a similar percentage in all the samples, less than 13%. The $c$-lattice constant increases slightly and the $a$-lattice constant decreases marginally as the Co-Ti substitution increases, which is in agreement with the literature [8][106]. The unit cell volume increased with an increase in the (Co-Ti) substitution, due to the average ionic radius of the (Co-Ti) ions being larger than Fe ion [106]. VSM analysis show that $\text{SrFe}_{12}\text{O}_{19}$ exhibits typical behaviour of ferrimagnetic M-type hexaferrite, and as the Co-Ti substitution was introduced, the saturation magnetisation and remanent magnetisation decreased gradually. The reduction in the magnetisation can be attributed to replacing $\text{Fe}^{3+}$ ions with non magnetic $\text{Ti}^{4+}$ ions and $\text{Co}^{2+}$ ions, which have a smaller moment [106]. The coercive field decreases dramatically with Co-Ti substitution, which can be explained by the tendency of $\text{Co}^{2+}$ ions to occupy the tetrahedral $4f_2$ and trigonal bipyramid (2b) sites, leading to a non collinear magnetic structure and the development of cone magnetisation [8]. The magnetocrystalline anisotropy constant, $K_1$ reduces with substitution, suggesting that the magnetocrystalline anisotropy gradually changes from uniaxial to planar anisotropy as a result of $\text{Ti}^{4+}$ ions occupying the octahedral (12k) sites and $\text{Co}^{2+}$ ions occupying the tetrahedral $4f_2$ sites and the trigonal bipyramid (2b) sites [85][106][8]. Temperature dependence of the magnetisation measurements reveal that when the Co-Ti substitution was introduced, a broad peak was developed in $M_{ZFC}$ curve, this is likely to be associated to the transition from a collinear ferrimagnetic phase to a non collinear (conical) magnetic phase, $T_{cone}$ [14][45][16].
Two single crystals of $\text{SrFe}_{12}\text{O}_{19}$ and $\text{SrCo}_{2}\text{Ti}_{2}\text{Fe}_{8}\text{O}_{19}$ were grown by FZ to investigate the anisotropy and magnetic properties on bulk M-type hexaferrite. The XRD analysis confirmed the presence of M-type hexaferrite crystal structure. The magnetisation curve analysis show that $\text{SrFe}_{12}\text{O}_{19}$ single crystal displays a typical behaviour of uniaxial crystal anisotropy, in which the hexagonal c-axis is the easy magnetisation axis and the ab-plane is the hard magnetisation axis. Whereas, $\text{SrCo}_{2}\text{Ti}_{2}\text{Fe}_{8}\text{O}_{19}$ single crystal shows a wasp-waisted hysteresis loop only for low temperature $H_{ab}$ measurements up to 250 K, implying a complex non-collinear structure. The anisotropy constants $K_1$ and $K_2$ for the crystals were evaluated from magnetisation curves. The anisotropy constants of the $\text{SrFe}_{12}\text{O}_{19}$ were high and positive as expected, implying a very high anisotropy along the c-axis. For the $\text{SrCo}_{2}\text{Ti}_{2}\text{Fe}_{8}\text{O}_{19}$, the value of $K_1$ and $K_2$ reduced, implying that the uniaxial anisotropy becomes planar anisotropy. This could be due to the tendency of Ti$^{4+}$ (non-magnetic) ions to occupy (12k) octahedral sites which interrupts the magnetic interactions in a such way that the two blocks R S and R*S* become magnetically decoupled, as well as the tendency of Co$^{2+}$ ions to occupy (4f$_1$) tetrahedral sites, and trigonal bi-pyramidal sites for ($x \geq 0.8$). Temperature dependence of the anisotropy constant of the $\text{SrCo}_{2}\text{Ti}_{2}\text{Fe}_{8}\text{O}_{19}$ single crystal reveals that at 6 K, the magnetisation direction may form an easy cone with half angle $\theta$ of ($44 \pm 7^\circ$), and the system could maintain this structure up to 250 K. M(T) measurements for $\text{SrCo}_{2}\text{Ti}_{2}\text{Fe}_{8}\text{O}_{19}$ single crystal confirmed the presence of $T_p$ which is likely to correspond to the transition temperature were the collinear ferrimagnetic phase changes to a conical structure [14][15]. The ZFC magnetisation curves are more complicated and sensitive to the applied field along $H_{c-axis}$. The results show step like anomalies in the M-H loops which could be indicative of a metamagnetic transition of the spin cone to either a fanlike structure or collinear order as discussed in [14]. Such features are usually associated with electrical polarisation of the material.

Two thin films of $\text{SrCo}_{2}\text{Ti}_{2}\text{Fe}_{8}\text{O}_{19}$ M-type hexaferrite were grown on a sapphire substrate by PLD technique to investigate the strain effect on structural and magnetic properties. Their epitaxial crystal structures were confirmed using XRD. The results show that the unit cell increased with thickness suggesting that the samples undergo relaxation of stresses as the thickness increases. The magnetic properties $M_\text{s}$ and $H_\text{c}$ also improved with an increase in the thickness. XMCD analysis reveals that there is a significant difference in the site occupancy of the Fe and Ti ion between the samples. For the $M_{45}$ sample, most of magnetic contribution of the Fe comes from octahedral and then tetrahedral sites with a small amount of Fe$^{2+}$. Whereas, for the $M_{10}$ sample there is no clear occupancy site preference, with a higher amount of Fe$^{2+}$. The Ti XAS fitting shows that the $M_{45}$ sample has Ti$^{4+}$ and is purely octahedrally coordinated, as reported in previous work [31]. Meanwhile, the $M_{10}$ sample has a combination of $Ti^{4+}^{O_6}$, $Ti^{4+}^{T_4}$ and $Ti^{3+}^{O_6}$ symmetries with a majority of $Ti^{4+}$ occupying the octahedral sites. The Co XMCD spectrum for both samples reveals that Co has a 2+ valence and enters all sites following the observed hierarchy, in which the Co$^{2+}$ tend to occupy the tetrahedral, trigonal bi-pyramidal (2b) and octahedral sites, successively [132]. In addition, both samples may contain around 22% of Co$^{3+}$ ion in the octahedral and the tetrahedral sites. Hence, clearly there is a large difference in the relative occupation of Fe, Ti and Co into different sites, as the thickness increases. More work needs to be done to investigate the variation of magnetic properties as a function of film thickness.
7.2 Future work

This work presents some evidence that could support the existence of a non-collinear magnetic structure in $\text{SrCo}_2\text{Ti}_2\text{Fe}_8\text{O}_{19}$ M-type hexaferrite at low temperature, which is promising for ME coupling. However, thus far the dielectric properties for these samples have yet to be characterised. Further measurements are required to investigate the ferroelectric properties, electrical polarisation measurements are essential, ME coupling measurements for all samples would also be highly advantageous. Investigation into the mechanisms involved in magnetoelectric coupling in M-type hexaferrite is also required, since the origin of ferroelectricity and how it enhances the ME properties in M-type hexaferrite is still not fully understood.

7.2.1 $\text{SrCo}_{x}\text{Ti}_{x}\text{Fe}_{12-x}\text{O}_{19}$ polycrystalline samples

It would be highly beneficial to combine the high resolution XRD data with neutron diffraction measurements to enable study of the fractional occupancy of the different cation sites and to correlate the Co occupancy of the bi-pyramidal site to the electrical polarisation and ME measurements. Investigation into the evolution of magnetic structure as the substitution and temperature rates increase would help to improve our understanding of temperature dependence on magnetisation. Moreover, improvements in the synthesis recipe may help to form a single phase M-type hexaferrite.

7.2.2 $\text{SrCo}_2\text{Ti}_2\text{Fe}_8\text{O}_{19}$ single crystals

Investigation of the magnetic ground state of $\text{SrCo}_2\text{Ti}_2\text{Fe}_8\text{O}_{19}$ using X-ray absorption spectra (XAS), X-ray magnetic circular dichroism (XMCD), and neutron diffraction measurements could help to confirm the presence of the longitudinal conical magnetic structure and this could be used to explain the anomalies seen in (M-H) loops and the temperature dependence of magnetisation measurements. In addition, torque measurements would give an accurate value of the anisotropy constants, removing the need for the fitting and thus reducing the associated error. Investigation into the dynamics of magnetoelectric hexaferrites using a variety of techniques such as Ferromagnetic Resonance Magnetometer (FMR) and Time-resolved magneto-optical Kerr effect (TR-MOKE) may help to gain a critical understanding of their high frequency electromagnetic response.

7.2.3 $\text{SrCo}_2\text{Ti}_2\text{Fe}_8\text{O}_{19}$ thin films

To help further understand the role of film thickness in magnetic, ferroelectric and ME properties, it would greatly help to grow a series of varying thickness films between 15-700 nm in order to investigate at which film thickness polycrystalline growth is first evident.

Growth conditions could be further optimised to remove the presence of $\text{Fe}^{2+}$. It is generally understood that oxygen deficiency plays a major role in the formation of $\text{Fe}^{2+}$. The presence of $\text{Fe}^{2+}$ has a detrimental effect on the magnetoelectric effect as it provides a conductive pathway leading to a suppressing of electric polarisation. Therefore, optimisation of the growth by the removal of oxygen deficiency would only have a beneficial effect.
7.2. Future work
Appendix A

Supporting materials: (Bragg equation)

\[ d_{hkl} = \frac{2\pi}{q} \quad (A.1) \]

For a hexagonal system:

\[ \frac{1}{d^2} = \frac{4(h^2 + hk + k^2)}{3a^2} + \frac{l^2}{c^2} \quad (A.2) \]

by taking the squared root:

\[ \frac{1}{d} = \frac{2 \sqrt{(h^2 + hk + k^2)}}{\sqrt{3}a} + \frac{l}{c} \quad (A.3) \]

rearranging the equation:

\[ d = \frac{\sqrt{3}a}{2 \sqrt{h^2 + hk + k^2}} + \frac{c}{l} \quad (A.4) \]

substituting the value of \( d \) using equation (A.1):

\[ \frac{2\pi}{q} = \frac{\sqrt{3}a}{2 \sqrt{h^2 + hk + k^2}} + \frac{c}{l} \quad (A.5) \]

where \( q_x \) and \( q_z \) are the scattering vector parallel and perpendicular to the sample surface, respectively. Therefore, \( a \) and \( c \) -lattice constants can be calculated from the equation (A.5).

\[ a = \frac{2\sqrt{h^2 + hk + k^2} \frac{2\pi}{q_x}}{\sqrt{3}} \quad (A.6) \]

\[ c = \frac{2\pi l}{q_z} \quad (A.7) \]
Appendix B

Supporting materials (XRD)

Figure B.1: XRD pattern for $x=0$ sample, and the standard patterns of $SrFe_{12}O_{19}$ (COD 1006001) and Hematite (COD 15840).
B.1 The calculated patterns (models) that were used in the refinement:

• The calculated pattern of $Fe_2O_3$, belongs to ($R\bar{3}c$) space group (164) and has lattice parameters: $a = b = 5.03800$ Å, $c = 13.772$ Å, and unit cell volume = $302.722$ Å$^3$.

<table>
<thead>
<tr>
<th>Structure parameters</th>
<th>$x$</th>
<th>$y$</th>
<th>$z$</th>
<th>Occ.</th>
<th>B</th>
<th>Site</th>
<th>Sym.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fe1</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.35530</td>
<td>1</td>
<td>1</td>
<td>12c</td>
<td>3</td>
</tr>
<tr>
<td>O1</td>
<td>0.30590</td>
<td>0.00000</td>
<td>0.25000</td>
<td>1</td>
<td>0.468</td>
<td>18e</td>
<td>2</td>
</tr>
</tbody>
</table>

• The calculated pattern of $SrFe_{12}O_{19}$, (model-1) belongs to ($P6_3/mmc$) space group and has lattice parameters: $a = b = 5.883$ Å, $c = 23.037$ Å, and unit cell volume= 690.643Å$^3$.

<table>
<thead>
<tr>
<th>Structure parameters</th>
<th>$x$</th>
<th>$y$</th>
<th>$z$</th>
<th>Occ.</th>
<th>B</th>
<th>Site</th>
<th>Sym.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sr1</td>
<td>0.66667</td>
<td>0.33333</td>
<td>0.25000</td>
<td>1</td>
<td>0.895</td>
<td>2d</td>
<td>-6m2</td>
</tr>
<tr>
<td>Fe1</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
<td>1</td>
<td>0.372</td>
<td>2a</td>
<td>-3m</td>
</tr>
<tr>
<td>Fe2</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.25490</td>
<td>0.50</td>
<td>0.521</td>
<td>4e</td>
<td>3m</td>
</tr>
<tr>
<td>Fe3</td>
<td>0.33333</td>
<td>0.66667</td>
<td>0.02718</td>
<td>1</td>
<td>0.345</td>
<td>4f</td>
<td>3m</td>
</tr>
<tr>
<td>Fe4</td>
<td>0.33333</td>
<td>0.66667</td>
<td>0.19091</td>
<td>1</td>
<td>0.388</td>
<td>4f</td>
<td>3m</td>
</tr>
<tr>
<td>Fe5</td>
<td>0.16886</td>
<td>0.33772</td>
<td>0.89083</td>
<td>1</td>
<td>0.399</td>
<td>12k</td>
<td>m</td>
</tr>
<tr>
<td>O1</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.15140</td>
<td>1</td>
<td>0.468</td>
<td>4e</td>
<td>3m</td>
</tr>
<tr>
<td>O2</td>
<td>0.66667</td>
<td>0.33333</td>
<td>0.05540</td>
<td>1</td>
<td>0.490</td>
<td>4f</td>
<td>3m</td>
</tr>
<tr>
<td>O3</td>
<td>0.18190</td>
<td>0.36380</td>
<td>0.25000</td>
<td>1</td>
<td>0.719</td>
<td>6h</td>
<td>mm2</td>
</tr>
<tr>
<td>O4</td>
<td>0.15640</td>
<td>0.31280</td>
<td>0.05252</td>
<td>1</td>
<td>0.416</td>
<td>12k</td>
<td>m</td>
</tr>
<tr>
<td>O5</td>
<td>0.50390</td>
<td>0.00780</td>
<td>0.15093</td>
<td>1</td>
<td>0.508</td>
<td>12k</td>
<td>m</td>
</tr>
</tbody>
</table>
The calculated pattern of $BaCo_{0.85}Ti_{0.85}Fe_{10.3}O_{19}$, (model-2) belongs to the space group of $(P6_3/mmc)$ and has lattice parameters: \( a = b = 5.884 \, \text{Å}, \ c = 23.175 \, \text{Å} \), and unit cell volume= 694.999Å$^3$. Adjustment was applied, before the refinement procedure, to replace Ba cation ion with Sr ion. In addition, the occupancy sites of Co(1,2) and Ti(1,2) reduced to (0.0900), and Fe(3,4) increased to 0.91, Fe(5) to (0.8200) to match the chemical formal.

**Table B.3:** The structure parameters of $BaCo_{0.85}Ti_{0.85}Fe_{10.3}O_{19}$ (model-2).

<table>
<thead>
<tr>
<th>Structure parameters</th>
<th>( x )</th>
<th>( y )</th>
<th>( z )</th>
<th>Occ.</th>
<th>B</th>
<th>Site</th>
<th>Sym.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ba1</td>
<td>0.66667</td>
<td>0.33333</td>
<td>0.25000</td>
<td>1</td>
<td>0.730</td>
<td>2d</td>
<td>-6m2</td>
</tr>
<tr>
<td>Fe1</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
<td>1</td>
<td>0.660</td>
<td>2a</td>
<td>-3m</td>
</tr>
<tr>
<td>Fe2</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.25960</td>
<td>0.50</td>
<td>0.410</td>
<td>4e</td>
<td>3m</td>
</tr>
<tr>
<td>Fe3</td>
<td>0.33333</td>
<td>0.66667</td>
<td>0.02720</td>
<td>0.893</td>
<td>0.250</td>
<td>4f</td>
<td>3m</td>
</tr>
<tr>
<td>Co1</td>
<td>0.33333</td>
<td>0.66667</td>
<td>0.02720</td>
<td>0.107</td>
<td>0.250</td>
<td>4f</td>
<td>3m</td>
</tr>
<tr>
<td>Fe4</td>
<td>0.33333</td>
<td>0.66667</td>
<td>0.18950</td>
<td>0.83</td>
<td>0.600</td>
<td>4f</td>
<td>3m</td>
</tr>
<tr>
<td>Ti1</td>
<td>0.33333</td>
<td>0.66667</td>
<td>0.18950</td>
<td>0.107</td>
<td>0.600</td>
<td>4f</td>
<td>3m</td>
</tr>
<tr>
<td>Fe5</td>
<td>0.16820</td>
<td>0.33640</td>
<td>0.89270</td>
<td>0.786</td>
<td>0.480</td>
<td>12k</td>
<td>m</td>
</tr>
<tr>
<td>Co2</td>
<td>0.16820</td>
<td>0.33640</td>
<td>0.89270</td>
<td>0.107</td>
<td>0.480</td>
<td>12k</td>
<td>m</td>
</tr>
<tr>
<td>Ti2</td>
<td>0.16820</td>
<td>0.33640</td>
<td>0.89270</td>
<td>0.107</td>
<td>0.480</td>
<td>12k</td>
<td>m</td>
</tr>
<tr>
<td>O1</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.15140</td>
<td>1</td>
<td>0.47</td>
<td>4e</td>
<td>3m</td>
</tr>
<tr>
<td>O2</td>
<td>0.33333</td>
<td>0.6667</td>
<td>0.94340</td>
<td>1</td>
<td>0.540</td>
<td>4f</td>
<td>3m</td>
</tr>
<tr>
<td>O3</td>
<td>0.18360</td>
<td>0.36720</td>
<td>0.25000</td>
<td>1</td>
<td>0.440</td>
<td>6h</td>
<td>mm2</td>
</tr>
<tr>
<td>O4</td>
<td>0.15610</td>
<td>0.31220</td>
<td>0.05270</td>
<td>1</td>
<td>0.500</td>
<td>12k</td>
<td>m</td>
</tr>
<tr>
<td>O5</td>
<td>0.50020</td>
<td>0.00040</td>
<td>0.15020</td>
<td>1</td>
<td>0.470</td>
<td>12k</td>
<td>m</td>
</tr>
</tbody>
</table>
Chapter B.1. The calculated patterns (models) that were used in the refinement:

- The calculated pattern of $\text{BaCo}_1\text{Ti}_1\text{Fe}_{10}\text{O}_{19}$, (model-3), belongs to ($P6_3/mmc$) space group and has lattice parameters: $a = b = 5.888$ Å, $c = 23.190$ Å, and unit cell volume $= 696.282$ Å$^3$. Adjustment was applied, before the refinement procedure, to replace Ba cation ion with Sr ion. Further adjustment on the occupancy sites of cations were applied to match the chemical formal. For Co and Ti ions were increased to (0.0900) and (0.125) for $x=1.1$ and $x=1.5$, respectively. Therefore, Fe ion was reduced to (0.815) and (0.75) for $x=1.1$ and $x=1.5$, respectively.

Table B.4: The structure parameters of $\text{BaCo}_1\text{Ti}_1\text{Fe}_{10}\text{O}_{19}$ (model-3).

<table>
<thead>
<tr>
<th>Structure parameters</th>
<th>$x$</th>
<th>$y$</th>
<th>$z$</th>
<th>Occ.</th>
<th>B</th>
<th>Site</th>
<th>Sym.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ba1</td>
<td>0.33333</td>
<td>0.66667</td>
<td>0.25000</td>
<td>1</td>
<td>1</td>
<td>2c</td>
<td>-6m2</td>
</tr>
<tr>
<td>Co1</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.083</td>
<td>1</td>
<td>2a</td>
<td>-3m</td>
</tr>
<tr>
<td>Ti1</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.083</td>
<td>1</td>
<td>2a</td>
<td>-3m</td>
</tr>
<tr>
<td>Fe1</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.833</td>
<td>1</td>
<td>2a</td>
<td>-3m</td>
</tr>
<tr>
<td>Co2</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.02500</td>
<td>0.083</td>
<td>1</td>
<td>2b</td>
<td>-6m2</td>
</tr>
<tr>
<td>Ti2</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.02500</td>
<td>0.083</td>
<td>1</td>
<td>2b</td>
<td>-6m2</td>
</tr>
<tr>
<td>Fe2</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.02500</td>
<td>0.833</td>
<td>1</td>
<td>2b</td>
<td>-6m2</td>
</tr>
<tr>
<td>Co3</td>
<td>0.33333</td>
<td>0.66667</td>
<td>-0.02800</td>
<td>0.083</td>
<td>1</td>
<td>4f</td>
<td>3m</td>
</tr>
<tr>
<td>Ti3</td>
<td>0.33333</td>
<td>0.66667</td>
<td>-0.02800</td>
<td>0.083</td>
<td>1</td>
<td>4f</td>
<td>3m</td>
</tr>
<tr>
<td>Fe3</td>
<td>0.33333</td>
<td>0.66667</td>
<td>-0.02800</td>
<td>0.833</td>
<td>1</td>
<td>4f</td>
<td>3m</td>
</tr>
<tr>
<td>Co4</td>
<td>0.33333</td>
<td>0.66667</td>
<td>-0.19000</td>
<td>0.083</td>
<td>1</td>
<td>4f</td>
<td>3m</td>
</tr>
<tr>
<td>Ti4</td>
<td>0.33333</td>
<td>0.66667</td>
<td>-0.19000</td>
<td>0.083</td>
<td>1</td>
<td>4f</td>
<td>3m</td>
</tr>
<tr>
<td>Fe4</td>
<td>0.33333</td>
<td>0.66667</td>
<td>-0.19000</td>
<td>0.833</td>
<td>1</td>
<td>4f</td>
<td>3m</td>
</tr>
<tr>
<td>Co5</td>
<td>0.17000</td>
<td>0.34000</td>
<td>0.10800</td>
<td>0.833</td>
<td>1</td>
<td>12k</td>
<td>m</td>
</tr>
<tr>
<td>Ti5</td>
<td>0.17000</td>
<td>0.34000</td>
<td>0.10800</td>
<td>0.083</td>
<td>1</td>
<td>12k</td>
<td>m</td>
</tr>
<tr>
<td>Fe5</td>
<td>0.17000</td>
<td>0.34000</td>
<td>0.10800</td>
<td>0.833</td>
<td>1</td>
<td>12k</td>
<td>m</td>
</tr>
<tr>
<td>O1</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.14200</td>
<td>1</td>
<td>1</td>
<td>4e</td>
<td>3m</td>
</tr>
<tr>
<td>O2</td>
<td>0.33333</td>
<td>0.6667</td>
<td>0.06100</td>
<td>1</td>
<td>1</td>
<td>4f</td>
<td>3m</td>
</tr>
<tr>
<td>O3</td>
<td>0.82100</td>
<td>0.64200</td>
<td>0.25000</td>
<td>1</td>
<td>1</td>
<td>6h</td>
<td>mm2</td>
</tr>
<tr>
<td>O4</td>
<td>0.83100</td>
<td>0.66200</td>
<td>0.05200</td>
<td>1</td>
<td>1</td>
<td>12k</td>
<td>m</td>
</tr>
<tr>
<td>O5</td>
<td>0.50400</td>
<td>0.00800</td>
<td>0.14800</td>
<td>1</td>
<td>1</td>
<td>12k</td>
<td>m</td>
</tr>
</tbody>
</table>
Chapter B.1. The calculated patterns (models) that were used in the refinement:

- The calculated pattern of $\text{BaCo}_2\text{Ti}_2\text{Fe}_8\text{O}_{19}$, (model-4), belongs to $(P6_3/mmc)$ space group and has lattice parameters: $a = b = 5.889$ Å, $c = 23.254$ Å, and unit cell volume $= 698.441$Å$^3$. Adjustment was applied, before the refinement procedure, the cation type of Ba was replaced with Sr to match the formula.

### Table B.5: The structure parameters of $\text{BaCo}_2\text{Ti}_2\text{Fe}_8\text{O}_{19}$ (model-4).

<table>
<thead>
<tr>
<th>Structure parameters</th>
<th>$x$</th>
<th>$y$</th>
<th>$z$</th>
<th>Occ.</th>
<th>B</th>
<th>Site</th>
<th>Sym.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ba1</td>
<td>0.33333</td>
<td>0.66667</td>
<td>0.25000</td>
<td>1</td>
<td>1</td>
<td>2c</td>
<td>-6m2</td>
</tr>
<tr>
<td>Co1</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.167</td>
<td>1</td>
<td>2a</td>
<td>-3m</td>
</tr>
<tr>
<td>Ti1</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.167</td>
<td>1</td>
<td>2a</td>
<td>-3m</td>
</tr>
<tr>
<td>Fe1</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.667</td>
<td>1</td>
<td>2a</td>
<td>-3m</td>
</tr>
<tr>
<td>Co2</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.025000</td>
<td>0.167</td>
<td>1</td>
<td>2b</td>
<td>-6m2</td>
</tr>
<tr>
<td>Ti2</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.025000</td>
<td>0.167</td>
<td>1</td>
<td>2b</td>
<td>-6m2</td>
</tr>
<tr>
<td>Fe2</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.025000</td>
<td>0.667</td>
<td>1</td>
<td>2b</td>
<td>-6m2</td>
</tr>
<tr>
<td>Co3</td>
<td>0.33333</td>
<td>0.66667</td>
<td>-0.02800</td>
<td>0.167</td>
<td>1</td>
<td>4f</td>
<td>3m</td>
</tr>
<tr>
<td>Ti3</td>
<td>0.33333</td>
<td>0.66667</td>
<td>-0.02800</td>
<td>0.167</td>
<td>1</td>
<td>4f</td>
<td>3m</td>
</tr>
<tr>
<td>Fe3</td>
<td>0.33333</td>
<td>0.66667</td>
<td>-0.02800</td>
<td>0.667</td>
<td>1</td>
<td>4f</td>
<td>3m</td>
</tr>
<tr>
<td>Co4</td>
<td>0.33333</td>
<td>0.66667</td>
<td>-0.19000</td>
<td>0.167</td>
<td>1</td>
<td>4f</td>
<td>3m</td>
</tr>
<tr>
<td>Ti4</td>
<td>0.33333</td>
<td>0.66667</td>
<td>-0.19000</td>
<td>0.167</td>
<td>1</td>
<td>4f</td>
<td>3m</td>
</tr>
<tr>
<td>Fe4</td>
<td>0.33333</td>
<td>0.66667</td>
<td>-0.19000</td>
<td>0.667</td>
<td>1</td>
<td>4f</td>
<td>3m</td>
</tr>
<tr>
<td>Co5</td>
<td>0.17000</td>
<td>0.34000</td>
<td>0.10800</td>
<td>0.167</td>
<td>1</td>
<td>12k</td>
<td>m</td>
</tr>
<tr>
<td>Ti5</td>
<td>0.17000</td>
<td>0.34000</td>
<td>0.10800</td>
<td>0.167</td>
<td>1</td>
<td>12k</td>
<td>m</td>
</tr>
<tr>
<td>Fe5</td>
<td>0.17000</td>
<td>0.34000</td>
<td>0.10800</td>
<td>0.667</td>
<td>1</td>
<td>12k</td>
<td>m</td>
</tr>
<tr>
<td>O1</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.14200</td>
<td>1</td>
<td>1</td>
<td>4e</td>
<td>3m</td>
</tr>
<tr>
<td>O2</td>
<td>0.33333</td>
<td>0.6667</td>
<td>0.06100</td>
<td>1</td>
<td>1</td>
<td>4f</td>
<td>3m</td>
</tr>
<tr>
<td>O3</td>
<td>0.82100</td>
<td>0.64200</td>
<td>0.25000</td>
<td>1</td>
<td>1</td>
<td>6h</td>
<td>mm2</td>
</tr>
<tr>
<td>O4</td>
<td>0.83100</td>
<td>0.66200</td>
<td>0.05200</td>
<td>1</td>
<td>1</td>
<td>12k</td>
<td>m</td>
</tr>
<tr>
<td>O5</td>
<td>0.50400</td>
<td>0.00800</td>
<td>0.14800</td>
<td>1</td>
<td>1</td>
<td>12k</td>
<td>m</td>
</tr>
</tbody>
</table>
Appendix C

Supporting materials (SEM)

C.1 Sample mounting on SEM

The morphology and the chemical composition of the $SrCo_xTi_xFe_{12-x}O_{19}$ samples were determined using 7800F SEM at a beam energy of 20 keV and 8 nA probe current. All were mapped using the Oxford Instruments UltiMax-100EDS detector and mapped at a magnification of $1000\times$ (field of view=$120.7\times90.6 \mu m^2$). The polycrystalline samples were pressed onto sticky carbon tabs (with aluminium cores) mounted onto a 25 mm aluminium stub, see figure (C.1). Excess (loose) powders were removed with compressed air gun blowing from centre outwards after each powder was pressed, starting with $x = 0, 0.7, \ldots$ (marked with $\bullet$, $\bullet\bullet$, $\ldots$) in a clockwise fashion.

Figure C.1: The polycrystalline samples mounted onto a 25 mm aluminium stub.
Figure C.2: The measured versus nominal (theoretical) weight percentages for the SrCo$_2$Ti$_x$Fe$_{12-x}$O$_{19}$ samples, for Fe (on the top), Co (on the middle) and Ti ion (on the bottom).
C.2 Elemental maps (site 1)

Figure C.3: Sample x = 0. Note the Ti map is spotty, suggesting contamination with high-Ti/Co powders. Shadowing effects are seen for O K and Sr L maps.

Figure C.4: Sample x = 0.7. Spotty Ti and Co suggest contamination. Shadowing effects are seen for O K and Sr L maps.
Figure C.5: Sample $x = 1.1$. Shadowing effects are seen for O K and Sr L maps.

Figure C.6: Sample $x = 1.5$. Shadowing effects are seen for O K and Sr L maps.
Figure C.7: Sample $x = 2$. Shadowing effects are seen for O K and Sr L maps.

C.3 Elemental maps (site 2)

Figure C.8: Sample $x = 0$. Spotty Ti and Co suggest possible contamination. Shadowing effects are seen for O K and Sr L maps.
Figure C.9: Sample $x = 0.7$. Spotty Ti and Co suggest contamination. Shadowing effects are seen for O K and Sr L maps.

Figure C.10: Sample $x = 1.1$. Shadowing effects are seen for O K and Sr L maps.
Figure C.11: Sample $x = 1.5$. Shadowing effects are seen for O K and Sr L maps.

Figure C.12: Sample $x = 2$. Shadowing effects are seen for O K and Sr L maps.
Figure C.13: Spectra taken from the Site 1 of all five powders: Spectrum colours are red (x = 0), orange (x = 0.7), yellow (x = 1.1), green (x = 1.5) and blue (x = 2.0). Energy range 0 to 10 keV.

Figure C.14: Spectra taken from the Site 1 of all five powders: Spectrum colours are red (x = 0), orange (x = 0.7), yellow (x = 1.1), green (x = 1.5) and blue (x = 2.0). Energy range 0 to 10 keV.
Table C.1: The average atomic percentage of $\text{SrCo}_x\text{Ti}_x\text{Fe}_{12-x}\text{O}_{19}$ polycrystalline samples with $x=0, 0.7, 1.1, 1.5$ and $2$.

<table>
<thead>
<tr>
<th>Element</th>
<th>$x=0$</th>
<th>$x=0.7$</th>
<th>$x=1.1$</th>
<th>$x=1.5$</th>
<th>$x=2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sr</td>
<td>2.7 ± 0.5</td>
<td>2.7 ± 0.5</td>
<td>2.7 ± 0.5</td>
<td>2.6 ± 0.5</td>
<td>2.6 ± 0.5</td>
</tr>
<tr>
<td>Co</td>
<td>0.28 ± 0.02</td>
<td>2.0 ± 0.5</td>
<td>3. ± 0.5</td>
<td>5 ± 0.5</td>
<td>6 ± 0.5</td>
</tr>
<tr>
<td>Ti</td>
<td>0.04 ± 0.01</td>
<td>2.0 ± 0.5</td>
<td>3.8 ± 0.3</td>
<td>5 ± 0.3</td>
<td>6 ± 0.3</td>
</tr>
<tr>
<td>Fe</td>
<td>46 ± 1</td>
<td>38 ± 1</td>
<td>34 ± 2</td>
<td>30 ± 2</td>
<td>26 ± 1</td>
</tr>
<tr>
<td>O</td>
<td>49 ± 2</td>
<td>54 ± 2</td>
<td>55 ± 2</td>
<td>57 ± 2</td>
<td>58 ± 2</td>
</tr>
</tbody>
</table>

Table C.2: The average weight percentage of $\text{SrCo}_x\text{Ti}_x\text{Fe}_{12-x}\text{O}_{19}$ polycrystalline samples with $x=0, 0.7, 1.1, 1.5$ and $2$.

<table>
<thead>
<tr>
<th>Element</th>
<th>$x=0$</th>
<th>$x=0.7$</th>
<th>$x=1.1$</th>
<th>$x=1.5$</th>
<th>$x=2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sr</td>
<td>6 ± 1</td>
<td>6.5 ± 0.5</td>
<td>7 ± 1</td>
<td>7 ± 1</td>
<td>7 ± 1</td>
</tr>
<tr>
<td>Co</td>
<td>0.4 ± 0.03</td>
<td>4.16 ± 0.08</td>
<td>6.46 ± 0.09</td>
<td>8.5 ± 0.2</td>
<td>11.1 ± 0.2</td>
</tr>
<tr>
<td>Ti</td>
<td>0.06 ± 0.02</td>
<td>3.63 ± 0.02</td>
<td>5.3 ± 0.2</td>
<td>7.3 ± 0.2</td>
<td>9.4 ± 0.2</td>
</tr>
<tr>
<td>Fe</td>
<td>71.3 ± 0.8</td>
<td>60 ± 1</td>
<td>55 ± 2</td>
<td>51 ± 1</td>
<td>44 ± 1</td>
</tr>
<tr>
<td>O</td>
<td>21 ± 1</td>
<td>24 ± 1</td>
<td>26 ± 2</td>
<td>27 ± 2</td>
<td>28 ± 1</td>
</tr>
</tbody>
</table>
Appendix D

Supporting materials (magnetic analysis)

The anisotropy energy for a hexagonal system, is given by:

\[ E_{\text{total}} = E_a + E_{\text{ext.field}} = K_1 \sin^2 \theta + K_2 \sin^4 \theta + K_3 \sin^6 \theta - M_s H_{\text{app}} \sin \theta \]  \hspace{1cm} (D.1)

By minimising \( E_{\text{total}} \) with respect of the angle (\( \theta \)):

\[ \frac{\partial E_{\text{total}}}{\partial \theta} = 2K_1 \sin \theta \cos \theta + 4K_2 \sin^3 \theta \cos \theta + 6K_3 \sin^5 \theta \cos \theta - M_s H_{\text{app}} \cos \theta = 0 \]  \hspace{1cm} (D.2)

Rearranging the equation and dividing both sides of the equation by \( \cos \theta \):

\[ M_s H_{\text{app}} = 2K_1 \sin \theta + 4K_2 \sin^3 \theta + 6K_3 \sin^5 \theta \]  \hspace{1cm} (D.3)

Assuming the value of \( M_s \) does not change with field strength, therefore, the magnetisation component along ab-plane is given by:

\[ M = M_s \sin \theta, \quad \sin \theta = \frac{M}{M_s} \]  \hspace{1cm} (D.4)

By substituting equation (D.4) in equation (D.3), we get:

\[ M_s H_{\text{app}} = 2K_1 \left( \frac{M}{M_s} \right) + 4K_2 \left( \frac{M}{M_s} \right)^3 + 6K_3 \left( \frac{M}{M_s} \right)^5 \]  \hspace{1cm} (D.5)

By dividing both sides of the equation by \( M_s \), and \( M \), we get:

\[ \frac{H_{\text{app}}}{M} = \frac{2K_1}{M_s^2} + \frac{4K_2}{M_s^4} M^2 + \frac{6K_3}{M_s^6} M^4 \]  \hspace{1cm} (D.6)
List of Abbreviations

$O_h$ Octahedral
$T_d$ Tetrahedral
$T_{rig}$ Trigonal bipyramidal
1D One dimension
2D Two dimensions
AFM Atomic Force Microscopy
ATLAD Alternating Target Laser Ablation Deposition
BaM Barium Ferrite
CT Crystal Field
DM Dzyaloshinskii-Moriya
EDX Energy Dispersive X-Ray
FC Field Cooled
FE Ferroelectric
FM Ferromagnetic
FMR Ferromagnetic Resonance Spectroscopy
FWHM Full Width at Half Maximum
FY Fluorescence Yield
FZ Float Zone method
LCP Left Circularly Polarized
M(T) Temperature Dependent Magnetisation
M-H Field Dependent Magnetisation
ME Magnetoeclectic
PLD Pulsed Laser Deposition
RCP Right Circularly Polarized
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>SEM</td>
<td>Scanning Electron Microscope</td>
</tr>
<tr>
<td>SOC</td>
<td>Spin Orbit Coupling</td>
</tr>
<tr>
<td>SQUID</td>
<td>Superconducting Quantum Interference Device</td>
</tr>
<tr>
<td>SrM</td>
<td>Strontium Ferrite</td>
</tr>
<tr>
<td>TEY</td>
<td>Total Electron Yield</td>
</tr>
<tr>
<td>TR-MOKE</td>
<td>Time Resolved Magneto Optical Kerr Effect</td>
</tr>
<tr>
<td>UHV</td>
<td>Ultra High Vacuum</td>
</tr>
<tr>
<td>VSM</td>
<td>Vibrating Sample Magnetometer</td>
</tr>
<tr>
<td>XAS</td>
<td>X-ray Absorption Spectroscopy</td>
</tr>
<tr>
<td>XMCD</td>
<td>X-ray Magnetic Circular Dichroism</td>
</tr>
<tr>
<td>XRD</td>
<td>X-ray Diffraction</td>
</tr>
<tr>
<td>XRR</td>
<td>X-ray Reflectometry</td>
</tr>
<tr>
<td>ZFC</td>
<td>Zero Field Cooled</td>
</tr>
</tbody>
</table>
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