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#### Abstract

We study a class of zero-sum games between a singular-controller and a stopper over finite-time horizon. In the first part of the thesis, the underlying process is a multi-dimensional (locally non-degenerate) controlled stochastic differential equation (SDE) evolving in an unbounded domain. We prove that such games admit a value and provide an optimal strategy for the stopper. The value of the game is shown to be the maximal solution, in a suitable Sobolev class, of a variational inequality of 'min-max' type with obstacle constraint and gradient constraint. Although the variational inequality and the game are solved on an unbounded domain we do not require boundedness of either the coefficients of the controlled SDE or of the cost functions in the game. In the second part we extend the result to two classes of games that may be referred to as "degenerate" cases: (i) we study games with a constrained control direction and (ii) games with degenerate diffusion coefficient. Through approximation procedures, we obtain the existence of the value of the game and the optimal strategy for the stopper.
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## Chapter 1

## Introduction

The topic of this thesis is zero-sum (stochastic) games (ZSGs) between a stopper and a controller. Here zero-sum refers to a two-player game in which the players exchange a payoff when the game ends. The first player (the controller) uses a control that affects the dynamics of the underlying process and the second player (the stopper) decides when the game ends by choosing a stopping time. The controller pays the stopper, so the controller tries to minimise the payoff while the stopper tries to maximise it. This game is a combination of two well-known and widely studied problems: an optimal stopping problem and a singular control problem.

Optimal stopping was initially introduced by Wald in his theory of the sequential probability ratio test in 1945 (see [66]). Few years later, the problem was studied from a more probabilistic perspective by Snell (see [60]) who characterised the solution using martingale theory and showed that the value process related to the optimal stopping problem is the smallest supermartingale that dominates the payoff process (the so-called Snell's envelope). Snell's contribution led to what we know nowadays as the martingale approach. In the same years, problems with Markovian structure were studied by several authors, including, in particular, Dynkin [22], Shiryaev [58] and McKean [53]. This led to the so-called Markovian approach which has strong ties with the theory of partial differential equations. Optimal stopping problems are encountered in several research areas and they have received wide attention. For example, in Wald's sequential testing problem an optimiser wants to perform a hypothesis test on a stochastic system. After a period of observation of the system's dynamics, the observer should decide
whether to keep or reject the null hypothesis. The time at which the decision is made should be chosen as an optimal stopping time in a suitable optimal stopping problem. Another famous application of optimal stopping theory is in mathematical finance, where it is used to compute the price of American options. An introduction to all these aspects can be found in the monographs by Shiryaev [59], El Karoui [23] and Peskir and Shiryaev [56]. In particular Chapters 1, 6, 7 and 8 in [56] contain results obtained using both the martingale and the Markovian approach, applications in mathematical statistics, in mathematical finance and in financial engineering. Other applications in mathematical finance from a more economic perspective can be found in the monograph by Dixit and Pindyck [21]. Finally, in [56] it is also shown an important connection between optimal stopping problems and free boundary problems. Free boundary problems concern the study of solutions of PDEs inside domains that must be determined as part of the solution itself. It turns out that the value function $V$ of an optimal stopping problem is the solution $U$ of a free boundary problem in which the free boundary is determined via an obstacle constraint on $U$.

Similarly, free boundary problems arise in the study of singular control problems in which an optimiser tries to minimise (or maximise) in expectation a functional dependent on a singularly controlled stochastic process. The peculiarity of singular controls is that they are stochastic processes which are not absolutely continuous with respect to the Lebesgue measure as functions of time. In contrast the so-called 'classical' controls admit a density (Radon-Nikodym derivative) with respect to the Lebesgue measure as functions of time. One of the first contribution on singular stochastic control (SSC) problems was made by Bather and Chernoff [3] in 1967. Later on, Beneš et al. [7] solved explicitly a problem of singular control in 1980. Singular controls have found applications in several research areas such as aerospace engineering [4], mathematical finance [18] and [9], mathematical biology [2], and others. The value function $V$ of a singular control problem is the solution $U$ (in a suitable sense) of a free boundary problem in which the free boundary is determined via a gradient constraint on $U$ itself. The existence of an optimal control is related to the solvability of a so-called Skorohod reflection problem. The Skorohod problem is the problem of keeping an (optimally) controlled dynamics in the domain defined by the free boundary. This problem can be solved in some special cases (see, e.g., [51], [46], [31]) but it is a difficult task for general
multi-dimensional setting (see Remark 5.2 in [10]). Indeed, the existence of an optimal control in the multi-dimensional framework relies on the regularity of the value function, the free boundary and the direction of reflection at this boundary; there is no general theory to address the problem and we do not consider such question in this dissertation. To conclude, it is worth mentioning a connection between singular stochastic control and optimal stopping (see [40] and [41]). In dimension one, such connection can be easily stated: it turns out that under suitable assumptions the derivative with respect to the controlled state variable of the value function of a singular control problem is the value function of a suitable optimal stopping problem; consequently, the free boundary for the singular control problem coincides with the optimal stopping boundary in the associated stopping problem.

The aim of this dissertation is to combine optimal stopping and singular control in a ZSG. Here, we introduce the framework used in Chapter 3 which leads to our main result (variations of this formulation will be considered in Chapter 4): we consider a class of ZSGs on a finite-time horizon $[0, T]$ between a controller and a stopper. The underlying stochastic dynamics $X^{[n, \nu]}$ is given by a $d$-dimensional, singularly controlled, stochastic differential equation of the form

$$
\begin{equation*}
\mathrm{d} X_{t}^{[n, \nu]}=b\left(X_{t}^{[n, \nu]}\right) \mathrm{d} t+\sigma\left(X_{t}^{[n, \nu]}\right) \mathrm{d} W_{t}+n_{t} \mathrm{~d} \nu_{t}, \tag{1.1}
\end{equation*}
$$

where $W$ is a $d^{\prime}$-dimensional Brownian motion (with $d \leq d^{\prime}$ ) and the control pair $\left(n_{t}, \nu_{t}\right)_{t \in[0, T]}$ is given by a unitary vector $n_{t}(\omega) \in \mathbb{R}^{d}$ and a real valued, rightcontinuous, increasing process $\nu_{t}(\omega)$. The resulting dynamics is 'singular' because the mapping $t \mapsto \nu_{t}(\omega)$ need not be absolutely continuous with respect to the Lebesgue measure; it does not need to be even continuous. The stopper chooses a stopping time $\tau$ deciding when the game ends and she receives

$$
\begin{align*}
& e^{-r \tau} g\left(t+\tau, X_{\tau}^{[n, \nu]}\right)+\int_{0}^{\tau} e^{-r s} h\left(t+s, X_{s}^{[n, \nu]}\right) \mathrm{d} s  \tag{1.2}\\
& \quad+\int_{[0, \tau]} e^{-r s} f\left(t+s, X_{s}^{[n, \nu]}\right) \circ \mathrm{d} \nu_{s}
\end{align*}
$$

from the controller. Here $g(t, x)$ is the terminal payoff, $h(t, x)$ is the running payoff and $f(t, x)$ is the cost per unit of control exerted. Using a blend of analytical and probabilistic techniques we prove that the game admits a value $v$ which is the
maximal solution in a suitable Sobolev space of the variational inequalities:

$$
\begin{align*}
& \min \left\{\max \left\{\partial_{t} u+\mathcal{L} u-r u+h, g-u\right\}, f-|\nabla u|_{d}\right\}=0,  \tag{1.3}\\
& \max \left\{\min \left\{\partial_{t} u+\mathcal{L} u-r u+h, f-|\nabla u|_{d}\right\}, g-u\right\}=0,
\end{align*}
$$

with terminal condition $u(T, x)=g(T, x)$; the above equations should be understood in the almost everywhere sense on $[0, T] \times \mathbb{R}^{d}$. Here, the operator $\mathcal{L}$ is the infinitesimal generator of the uncontrolled SDE, $r \geq 0$ is a constant discount rate and $|\cdot|_{d}$ is the Euclidean norm in $\mathbb{R}^{d}$. We are able to provide an optimal stopping rule for the stopper and we can derive an $\epsilon$-optimal strategy for the controller for any $\epsilon>0$ (Remark 3.35).

The two variational problems in (1.3) have not received much attention in the literature and they pose a number of challenges. The first obvious one is that swapping the order of 'min' and 'max' is non-trivial and it relates in some sense to proving the equivalence between the so-called upper and lower value of the game. Secondly, a solution of the variational problem is subject to two hard constraints: an obstacle constraint $u \geq g$ and a gradient constraint $|\nabla u|_{d} \leq f$. Thirdly, we solve the problem on an unbounded domain but without imposing boundedness of the coefficients of the SDE or of the payoff functions, and without requiring uniform ellipticity of the matrix $\sigma \sigma^{\top}$ in the whole space. These seem important technical improvements even when compared to variational inequalities on unbounded domains for singular control problems (e.g., Chow et al. [17], Soner and Shreve [61, 62], Menaldi and Taksar [54] and Zhu [69]) or optimal stopping games (e.g., Friedman [28] and Stettner [63]). The two hard constraints characterise the free boundaries of the problem which can be defined as the boundaries of the sets $\{(t, x): u(t, x)>g(t, x)\}$ and $\left\{(t, x):|\nabla u(t, x)|_{d}<f(t, x)\right\}$. A priori, we do not know anything about these two sets, and their boundaries could be very irregular.

The study of controller-stopper ZSGs originates from work by Maitra and Sudderth [52] in 1996. A 'gambler' selects a conditional distribution $\varsigma=\left(\varsigma_{0}, \varsigma_{1}, \ldots\right)$ from a suitable class for a discrete-time process $\left(X_{n}\right)_{n \in \mathbb{N}} \subset \mathcal{S}$ with $X_{0}=x$, and a stopper ends the game at a stopping time $\tau$ of her choosing. The stopper pays an amount $u\left(X_{\tau}\right)$ to the gambler, for some bounded function $u$. We say that the
game admits a value if the following holds

$$
v(x)=\sup _{\varsigma} \inf _{\tau} \mathrm{E}\left[u\left(X_{\tau}\right) \mid X_{0}=x\right]=\inf _{\tau} \sup _{\varsigma} \mathrm{E}\left[u\left(X_{\tau}\right) \mid X_{0}=x\right] \quad \text { for all } x \in \mathcal{S} .
$$

It is proven in [52] that the game admits a value and an $\epsilon$-optimal Markov family of strategies under general assumptions on the state space, the reward function, the class of stopping times and the class of admissible controls. We will give more details on this and next examples of problems in Chapter 2.

The above problem was later cast in a continuous-time infinite horizon framework by Karatzas and Sudderth [42] who consider a one-dimensional Itô diffusion in a interval whose drift and diffusion coefficients are chosen by the controller from a suitable class. They obtain (almost explicit) optimal strategies for both players using methods based on the general theory of one-dimensional linear diffusions. Weerasinghe [67] studied a similar problem, in which the underlying dynamics is a one-dimensional SDE whose diffusion coefficient is controlled and is allowed to vanish, and finds that the game admits a value that is not continuously differentiable as function of the initial state of the process.

Following those early contributions, the literature on controller-stopper ZSGs (and to some extent also nonzero-sum games) has grown steadily. A wide variety of methods has been deployed spanning, for example, martingale theory (Karatzas and Zamfirescu [44]), backward stochastic differential equations (e.g., Hamadène and Lepeltier [32], Hamadène [33], Choukroun et al. [16]) and solution of variational problems via viscosity theory (e.g., Bayraktar and Huang [5] and Bayraktar and Young [6]). A common denominator of those papers is that the controller uses so-called 'classical' controls, i.e., progressively measurable maps $(t, \omega) \mapsto \alpha_{t}(\omega)$ that enter the drift and diffusion coefficient, $b$ and $\sigma$ of the controlled SDE in the form

$$
\mathrm{d} X_{t}^{\alpha}=b\left(X_{t}^{\alpha}, \alpha_{t}\right) \mathrm{d} t+\sigma\left(X_{t}^{\alpha}, \alpha_{t}\right) \mathrm{d} W_{t}
$$

From an analytical point of view, those games are connected to Hamilton-JacobiBellman (HJB) equations with obstacle constraint but without gradient constraint, hence different from (1.3). A main difference across those contribution is that [5] does not require the diffusion coefficient to be uniformly non-degenerate in contrast to [33] and [44] where the condition is a crucial assumption to perform a Girsanov transformation of the probability measure.

Much less attention instead has been devoted to the study of games in which the controller can adopt singular controls as in (1.1). A notable contribution to this strand of the literature was given by Hernandez-Hernandez et al. [35] who consider a ZSG in which $X^{[n, \nu]}$ is real valued. They provide a general verification theorem and explicit optimal strategies for both players in specific examples. They also show that the value function of the game need not be smooth if the stopping payoff is not continuously differentiable. The methods in [35] rely crucially on the infinite horizon and one-dimensional set-up that allow to link the variational problem with ordinary differential equations and require an educated guess on the structure of the optimal strategies. In this thesis, instead, we develop a general theory for multi-dimensional state-dynamics and prove the existence and the variational characterisation of the value function. The finite time horizon and the dimensionality of the process lead us to consider PDEs and to use a mix of analytical and probabilistic methods. It appears that our study is the first one involving a multi-dimensional singularly controlled underlying process.

ZSGs of controller-stopper type have been motivated by several applications. In [43] authors show a connection with the prices of American put-options in the presence of an 'up-and-out' barrier with constraints on the short-selling of stock. In [6] the authors show another connection with a minimisation of lifetime ruin probability for an individual who can invest in a Black-Scholes financial market and the rate of consumption is stochastic. In [35] the authors explain numerous other important applications of ZSGs like the ones we consider here. Such applications include models for a central bank controlling exchange rates up to the time of a possible political veto and models for the control of inflation.

This thesis is structured as follows. In Section 1.1 we set out the notation. In Chapter 2, we give preliminary results and a brief review of the literature on ZSGs.

In Chapter 3, we solve the game (1.2) in the above framework and show the main result of this dissertation. Our method of proof builds upon penalisation techniques that address simultaneously the two hard constraints embedded in (1.3): $u \geq g$ and $|\nabla u|_{d} \leq f$. We find bounds on the Sobolev norm of the solution of the penalised PDE problem, uniformly with respect to the penalisation parameters, thanks to analytical techniques rooted in early work by Evans [24] and new probabilistic tricks developed ad-hoc in our framework. Indeed, it turns out that
the co-existence of two hard constraints in (1.3), the 'min-max' structure of the problem, its parabolic nature and unboundedness of the domain make the use of purely analytical ideas as in Evans [24] (see also [68] and [39]) not sufficient to provide the necessary bounds (see also the references given in the previous paragraph and more recent work by Hynd [38] and Kelbert and Moreno-Franco [45], for comparison). In the process of obtaining our main result (Theorem 3.6) we also contribute a detailed proof of the existence and uniqueness of the solution for the penalised problem (Theorem 3.21 for bounded domain, and Theorem 3.24 and Proposition 3.25 for unbounded domain). Finally, the existence of an optimal stopping time $\tau_{*}$ is interesting in its own right as it may enable free-boundary techniques for the study of the optimal strategy of the controller.

In Chapter 4 we use the results from Chapter 3 to extend our analysis to two special classes of ZSGs that are not covered directly by Theorem (3.6): (i) the class in which the minimiser is allowed to use controls in selected directions of the state space and (ii) the class in which the diffusion of the underlying process is allowed to be degenerate. We approximate those problems with games that satisfy conditions of Chapter 3. Through the approximations we show that those two types of games admit a value and provide an optimal strategy for the stopper. In the case where the controller affects selected directions (Section 4.1) we allow the underlying process of the approximated game to be affected by a control in all the direction with a weight in the direction not originally affected. In the limit we let the weight go to zero and recover the original problem formulation. In the degenerate case (Section 4.2), we keep the same payoff as in the original game and we add a non-degenerate independent diffusion to the original underlying process in order to make it a non-degenerate process. We show that the value functions of the approximated games converge uniformly to the value of the initial game as the parameter goes to zero.

Finally, a technical appendix completes the thesis. We give a probabilistic proof of the well-known maximum principle for PDEs (Lemma B.3). We give a solution of [47, Exercise 10.1.14] which proves a type of Morrey's inequality for parabolic spaces (Lemma A.4). We present a possible choice of cut-off functions used in Chapter 3 with their properties (Section B.1) and we also present a possible choice of family of penalty functions based on this family of cut-off functions (Section B.2). We prove stability results for PDE (Lemma B. 1 and Section B.5).

We prove the existence and the uniqueness of a non-explosive solution of the $\epsilon$-optimal controlled SDE (Section B.6). Finally, we extend [20, Lemma 5.1] to semimartingales with jumps (Lemma C.1).

### 1.1 Notation

We conclude this introduction giving notation which is used in the whole dissertation related to $\mathbb{R}^{d}$, in particular we introduce parabolic Hölder spaces and their embedding in parabolic Sobolev spaces. Fix $d, d^{\prime} \in \mathbb{N}$ and $T \in(0, \infty)$. Given $u \in \mathbb{R}^{d}$ we let $|u|_{d}$ be its euclidean norm. For vectors $u, v \in \mathbb{R}^{d}$ their scalar product is denoted by $\langle u, v\rangle$. Given a matrix $M \in \mathbb{R}^{d \times d^{\prime}}$, with entries $M_{i j}, i=1, \ldots d$, $j=1, \ldots d^{\prime}$, we denote its norm by

$$
|M|_{d \times d^{\prime}}:=\left(\sum_{i=1}^{d} \sum_{j=1}^{d^{\prime}} M_{i j}^{2}\right)^{1 / 2}
$$

and, if $d=d^{\prime}$, we let $\operatorname{tr}(M):=\sum_{i=1}^{d} M_{i i}$.
The $d$-dimensional open ball centred in 0 with radius $m$ is denoted by $B_{m}$ and the general state space in this thesis is going to be

$$
\mathbb{R}_{0, T}^{d+1}:=[0, T] \times \mathbb{R}^{d}
$$

Finally, given a bounded set $A$ we denote by $\bar{A}$ its closure.
For a smooth function $f: \mathbb{R}_{0, T}^{d+1} \rightarrow \mathbb{R}$ we denote its partial derivatives by $\partial_{t} f, \partial_{x_{i}} f, \partial_{t x_{j}} f, \partial_{x_{i} x_{j}} f$, for $i, j=1, \ldots d$. We will also use $f_{t}=\partial_{t} f, f_{x_{i}}=\partial_{x_{i}} f$, $f_{t x_{i}}=\partial_{t x_{i}} f$ and $f_{x_{i} x_{j}}=\partial_{x_{i} x_{j}} f$ to simplify long expressions. By $\nabla f$ we intend the spatial gradient, i.e., $\nabla f=\left(\partial_{x_{1}} f, \ldots \partial_{x_{d}} f\right)$, and by $D^{2} f$ the spatial Hessian matrix with entries $\partial_{x_{i} x_{j}} f$ for $i, j=1, \ldots d$.

As usual $C^{\infty}\left(\mathbb{R}_{0, T}^{d+1}\right)$ is the space of functions with infinitely many continuous derivatives and $C_{c}^{\infty}\left(\mathbb{R}_{0, T}^{d+1}\right)$ is the subset of $C^{\infty}\left(\mathbb{R}_{0, T}^{d+1}\right)$ of functions with compact support. Continuous functions on a domain $D$ are denoted by $C(D)$. For an open bounded set $\mathcal{O} \subset \mathbb{R}_{0, T}^{d+1}$ we let $C^{0}(\overline{\mathcal{O}})$ be the space of continuous functions
$f: \overline{\mathcal{O}} \rightarrow \mathbb{R}$ equipped with the supremum norm

$$
\begin{equation*}
\|f\|_{C^{0}(\overline{\mathcal{O}})}:=\sup _{(t, x) \in \overline{\mathcal{O}}}|f(t, x)| . \tag{1.4}
\end{equation*}
$$

Analogously, $C^{0}\left(\mathbb{R}_{0, T}^{d+1}\right)$ is the space of bounded and continuous functions $f$ : $\mathbb{R}_{0, T}^{d+1} \rightarrow \mathbb{R}$ equipped with the norm $\|f\|_{\infty}:=\|f\|_{C^{0}\left(\mathbb{R}_{0, T}^{d+1}\right)}$ as in (1.4) but with $\overline{\mathcal{O}}$ replaced by $\mathbb{R}_{0, T}^{d+1}$.

For bounded $\mathcal{O} \subset \mathbb{R}_{0, T}^{d+1}$, we consider the following function spaces:

- $C^{0,1}(\overline{\mathcal{O}})$ be the class of continuous functions with $\partial_{x_{i}} f \in C(\overline{\mathcal{O}})$ for $i=1, \ldots d$;
- $C^{1,2}(\overline{\mathcal{O}})$ be the class of continuous functions with $\partial_{t} f, \partial_{x_{i}} f, \partial_{x_{i} x_{j}} f \in C(\overline{\mathcal{O}})$ for $i, j=1, \ldots d$;
- $C^{1,3}(\overline{\mathcal{O}})$ be the class of continuous functions with

$$
\partial_{t} f, \partial_{x_{i}} f, \partial_{x_{i} x_{j}} f, \partial_{x_{i} x_{j} x_{k}} f, \partial_{t x_{i}} f \in C(\overline{\mathcal{O}})
$$

for $i, j, k=1, \ldots d$ (notice the mixed derivatives $\partial_{t x_{i}} f$ ).
The above definitions extend obviously to continuously differentiable functions on $\mathbb{R}_{0, T}^{d+1}$.

Since we are studying the finite time horizon problem, we will deal with the so-called parabolic spaces. Let $\mathrm{d}\left(z_{1}, z_{2}\right)=\left(|t-s|+|x-y|_{d}^{2}\right)^{\frac{1}{2}}$ be the parabolic distance between points $z_{1}=(t, x)$ and $z_{2}=(s, y)$ in $\mathbb{R}_{0, T}^{d+1}$. For a fixed $\alpha \in(0,1)$ and a continuous function $f: \mathcal{O} \rightarrow \mathbb{R}$ we set (see [29, p. 61])

$$
\|f\|_{C^{\alpha}(\overline{\mathcal{O}})}:=\|f\|_{C^{0}(\overline{\mathcal{O}})}+\sup _{\substack{z_{1}, z_{2} \in \overline{\mathcal{O}} \\ z_{1} \neq z_{2}}} \frac{\left|f\left(z_{1}\right)-f\left(z_{2}\right)\right|}{\mathrm{d}^{\alpha}\left(z_{1}, z_{2}\right)} .
$$

We say that $f \in C^{\alpha}(\overline{\mathcal{O}})$ if $f \in C^{0}(\overline{\mathcal{O}})$ and $\|f\|_{C^{\alpha}(\overline{\mathcal{O}})}<\infty$. We work with the
following norms, defined for sufficiently smooth functions $f$ :

$$
\begin{aligned}
& \|f\|_{C^{0,1, \alpha}(\overline{\mathcal{O}})}:=\|f\|_{C^{\alpha}(\overline{\mathcal{O}})}+\sum_{i=1}^{d}\left\|\partial_{x_{i}} f\right\|_{C^{\alpha}(\overline{\mathcal{O}})} ; \\
& \|f\|_{C^{1,2, \alpha}(\overline{\mathcal{O}})}:=\|f\|_{C^{0,1, \alpha}(\overline{\mathcal{O}})}+\left\|\partial_{t} f\right\|_{C^{\alpha}(\overline{\mathcal{O}})}+\sum_{i, j=1}^{d}\left\|\partial_{x_{i} x_{j}} f\right\|_{C^{\alpha}(\overline{\mathcal{O}})} ; \\
& \|f\|_{C^{1,3, \alpha}(\overline{\mathcal{O}})}:=\|f\|_{C^{1,2, \alpha}(\overline{\mathcal{O}})}+\sum_{i=1}^{d}\left\|\partial_{t x_{i}} f\right\|_{C^{\alpha}(\overline{\mathcal{O}})}+\sum_{i, j, k=1}^{d}\left\|\partial_{x_{i} x_{j} x_{k}} f\right\|_{C^{\alpha}(\overline{\mathcal{O}})} .
\end{aligned}
$$

For $(j, k) \in\{(0,0) ;(0,1) ;(1,2) ;(1,3)\}$ and bounded $\mathcal{O}$ let us define

$$
\begin{aligned}
C^{j, k, \alpha}(\overline{\mathcal{O}}) & :=\left\{f \in C^{j, k}(\overline{\mathcal{O}}) \mid\|f\|_{C^{j, k, \alpha}(\overline{\mathcal{O}})}<\infty\right\}, \\
C_{\ell c c}^{j, k, \alpha}\left(\mathbb{R}_{0, T}^{d+1}\right) & :=\left\{f \in C^{j, k}\left(\mathbb{R}_{0, T}^{d+1}\right) \mid f \in C^{j, k, \alpha}(\overline{\mathcal{O}}) \text { for all bounded } \mathcal{O} \subset \mathbb{R}_{0, T}^{d+1}\right\} .
\end{aligned}
$$

For $B$ and $B^{\prime}$ open balls in $\mathbb{R}^{d}$ and $S \in[0, T)$, let $\mathcal{O}_{B}:=[0, T) \times B$ and $\mathcal{O}_{S, B^{\prime}}:=$ $[0, S) \times B^{\prime}$. We denote $C_{L o c}^{j, k, \alpha}\left(\mathcal{O}_{B}\right)$ the class of functions $f \in C\left(\overline{\mathcal{O}}_{B}\right)$ such that $f \in C^{j, k, \alpha}\left(\overline{\mathcal{O}}_{S, B^{\prime}}\right)$ for all $S<T$ and $B^{\prime}$ such that $\overline{B^{\prime}} \subset B$. Finally, we let

$$
C_{L o c}^{j, k, \alpha}\left(\mathbb{R}_{0, T}^{d+1}\right):=\left\{f \in C\left(\mathbb{R}_{0, T}^{d+1}\right) \mid f \in C_{L o c}^{j, k, \alpha}\left(\mathcal{O}_{B}\right) \text { for all open balls } B \subset \mathbb{R}^{d}\right\}
$$

Notice that, the derivatives of functions in $C_{\ell o c}^{j, k, \alpha}\left(\mathbb{R}_{0, T}^{d+1}\right)$ are Hölder continuous on $\overline{\mathcal{O}}_{B}$ for any ball $B \subset \mathbb{R}^{d}$. Instead, the derivatives of functions in $C_{L o c}^{j, k, \alpha}\left(\mathcal{O}_{B}\right)$ need not be continuous along the parabolic boundary of $\mathcal{O}_{B}$ and derivatives of functions in $C_{L o c}^{j, k, \alpha}\left(\mathbb{R}_{0, T}^{d+1}\right)$ may be discontinuous at $T$.

To simplify long formulae, sometimes we use the notations:

$$
\begin{equation*}
\|\nabla f\|_{C^{0}(\overline{\mathcal{O}})}:=\left(\sum_{i=1}^{d}\left\|f_{x_{i}}\right\|_{C^{0}(\overline{\mathcal{O}})}^{2}\right)^{\frac{1}{2}} \text { and }\left\|D^{2} f\right\|_{C^{0}(\overline{\mathcal{O}}}:=\left(\sum_{i, j=1}^{d}\left\|f_{x_{i} x_{j}}\right\|_{C^{0}(\overline{\mathcal{O}})}^{2}\right)^{\frac{1}{2}} . \tag{1.5}
\end{equation*}
$$

For $p \in[1, \infty]$ we say that $f \in L_{\ell o c}^{p}\left(\mathbb{R}_{0, T}^{d+1}\right)$ if $f \in L^{p}(\mathcal{O})$ for any bounded $\mathcal{O} \subset \mathbb{R}_{0, T}^{d+1}$. Denote by $\mathcal{D}_{\mathcal{O}}^{1,2}$ the class of functions $f \in L_{\ell o c}^{p}\left(\mathbb{R}_{0, T}^{d+1}\right)$ whose partial derivatives $\partial_{t} f, \partial_{x_{i}} f, \partial_{x_{i} x_{j}} f$ exist in the weak sense on $\mathcal{O}$, for $i, j=1, \ldots d$, and
let

$$
\|f\|_{W^{1,2, p}(\mathcal{O})}:=\|f\|_{L^{p}(\mathcal{O})}+\left\|\partial_{t} f\right\|_{L^{p}(\mathcal{O})}+\sum_{i=1}^{d}\left\|\partial_{x_{i}} f\right\|_{L^{p}(\mathcal{O})}+\sum_{i, j=1}^{d}\left\|\partial_{x_{i} x_{j}} f\right\|_{L^{p}(\mathcal{O})} .
$$

Then we define $W^{1,2, p}(\mathcal{O}):=\left\{f \in \mathcal{D}_{\mathcal{O}}^{1,2} \mid\|f\|_{W^{1,2, p}(\mathcal{O})}<\infty\right\}$ and

$$
W_{\ell o c}^{1,2, p}\left(\mathbb{R}_{0, T}^{d+1}\right):=\left\{f \in L_{\ell o c}^{p}\left(\mathbb{R}_{0, T}^{d+1}\right) \mid f \in W^{1,2, p}(\mathcal{O}), \forall \mathcal{O} \subseteq \mathbb{R}_{0, T}^{d+1}, \mathcal{O} \text { bounded }\right\} .
$$

The first non-standard but classical result we present is a compact Sobolev embedding for parabolic spaces. For $\alpha=1-\frac{d+2}{p}$ and $p>d+2$, and for any bounded $\mathcal{O} \subset \mathbb{R}_{0, T}^{d+1}$, we have

$$
\begin{equation*}
C^{1,2}(\overline{\mathcal{O}}) \subset W^{1,2, p}(\mathcal{O}) \hookrightarrow C^{0,1, \alpha}(\overline{\mathcal{O}}) \tag{1.6}
\end{equation*}
$$

where the first inclusion is obvious and the second one is the compact Sobolev embedding. This result can be viewed without proof in [26, eq. (E.9)] or solving [47, Exercise 10.1.14]. In this dissertation we give the solution of [47, Exercise 10.1.14] in Appendix A. 1 using hints from the book itself.

## Chapter 2

## Literature Review

This chapter provides a theoretical background and presents main results on ZSGs from the contributions provided in the introduction. We review those contributions, starting from the discrete time case and then moving on the continuous time case. In the case of 'classical' controls we consider both the one-dimensional and the multi-dimensional settings. Finally, we present a class of ZSGs with singular controls in the one dimensional case. Since this dissertation is based on the case where a controller pays a stopper, i.e., the controller is a minimiser of an objective function and the stopper is a maximiser, we introduce some concepts on ZSG using this set up. This framework is not the only possible: the controller can be a maximiser and the stopper can be a minimiser, both players can stop and control at the same time the process, the two players can only stop (in this particular framework the game is called Dynkin game).

### 2.1 Preliminary Concepts

In a zero-sum game two players exchange a payoff at the of the game. The player who receives the payoff aims at maximising her winnings. The player who pays the payoff aims at minimising her costs. Informally we say that each player selects a strategy in order to optimise their performance. In our framework, a player, called stopper, decides when the game ends choosing a stopping time $\tau$ from a suitable admissible class $\mathcal{T}$ and a player, called controller, chooses a control $\nu$ from an admissible class $\mathcal{A}$. In general, the admissible class $\mathcal{T}$ is composed by all stopping times, but sometimes the class that we consider is a subset of $\mathcal{T}$, in
those cases we will specify the particular subset of $\mathcal{T}$. The class $\mathcal{A}$ and how the control influence the dynamics may vary depending on the specific setup. The game's payoff is a functional of the stopping time and the underlying process. For example, take two measurable functions $g$ and $h$ representing the terminal cost and the running cost, respectively, then the expected payoff with underlying process $X^{\nu}$ starting from $x$ can be defined as

$$
\begin{equation*}
\mathcal{J}_{x}(\tau, \nu):=\mathrm{E}_{x}\left[g\left(\tau, X_{\tau}^{\nu}\right)+\int_{0}^{\tau} h\left(s, X_{s}^{\nu}\right) \mathrm{d} s\right] . \tag{2.1}
\end{equation*}
$$

We can associate to $\mathcal{J}_{x}(\tau, \nu)$ the lower and the upper value of the game, defined respectively by

$$
\begin{equation*}
\underline{v}(x):=\sup _{\tau \in \mathcal{T}} \inf _{\nu \in \mathcal{A}} \mathcal{J}_{x}(\tau, \nu) \quad \text { and } \quad \bar{v}(x):=\inf _{\nu \in \mathcal{A} \in \in \mathcal{T}} \sup _{\tau} \mathcal{J}_{x}(\tau, \nu) \tag{2.2}
\end{equation*}
$$

so that $\underline{v}(x) \leq \bar{v}(x)$. The lower and upper value functions are always well-defined and if equality holds for all $x$ then we say that the game admits a value

$$
v(x):=\underline{v}(x)=\bar{v}(x) .
$$

Moreover, if we find a pair $\left(\tau_{*}, \nu_{*}\right) \in \mathcal{T} \times \mathcal{A}$ such that

$$
\begin{equation*}
\mathcal{J}_{x}\left(\tau, \nu_{*}\right) \leq \mathcal{J}_{x}\left(\tau_{*}, \nu_{*}\right) \leq \mathcal{J}_{x}\left(\tau_{*}, \nu\right), \tag{2.3}
\end{equation*}
$$

for all $(\tau, \nu) \in \mathcal{T} \times \mathcal{A}$ then this pair is called saddle point of the game and it implies the existence of the value of the game. Indeed, considering the first inequality in (2.3) and taking the supremum on the class of stopping times, we get

$$
\bar{v}(x) \leq \sup _{\tau \in \mathcal{T}} \mathcal{J}_{x}\left(\tau, \nu_{*}\right) \leq \mathcal{J}_{x}\left(\tau_{*}, \nu_{*}\right) ;
$$

considering the second inequality in (2.3) and taking the infimum on the class of controls, we get

$$
\mathcal{J}_{x}\left(\tau_{*}, \nu_{*}\right) \leq \inf _{\nu \in \mathcal{A}} \mathcal{J}_{x}\left(\tau_{*}, \nu\right) \leq \underline{v}(x) .
$$

It follows that $\underline{v}(x)=\bar{v}(x)$ and

$$
\mathcal{J}_{x}\left(\tau_{*}, \nu_{*}\right)=v(x)=\underline{v}(x)=\bar{v}(x) .
$$

In general, the optimal strategies may not exist and it is only possible to provide a weaker concept. Assume that the value of the game exists, then $\eta$-optimal strategies $\tau_{\eta} \in \mathcal{T}$ and $\nu_{\eta} \in \mathcal{A}$, for $\eta>0$ are strategies such that

$$
\inf _{\nu \in \mathcal{A}} \mathcal{J}_{x}\left(\tau_{\eta}, \nu\right)>v(x)-\eta, \quad \text { and } \quad \sup _{\tau \in \mathcal{T}} \mathcal{J}_{x}\left(\tau, \nu_{\eta}\right)<v(x)+\eta .
$$

### 2.2 Stopper vs. Controller: Discrete Time

One of the first contributions in this field is given by Maitra and Sudderth in [52] who studied a class of ZSGs in a discrete time framework. In this setting, the underlying process is a discrete stochastic process with values in a space $S$ and a payoff of the following form

$$
\mathcal{J}_{x}(\tau, \nu):=\mathrm{E}_{x}\left[g\left(X_{\tau}^{\nu}\right)\right],
$$

where $g$ is a bounded function. Differently from Section 2.1, the framework in [52] is presented with a controller who maximises and a stopper who minimises. We can recover the formulation from Section 2.1 replacing $g$ with $-g$. Let $S$ be a nonempty Borel subset of a Polish space and let $\mathcal{M}(S)$ be the collection of probability measures defined on the Borel subsets of $S$. The controller selects at each time a transition probability from a subset of $\mathcal{M}(S)$. Precisely, for each $y \in S$, the controller can choose a transition probability only from $\Gamma(y) \subset \mathcal{M}(S)$. The admissible class $\mathcal{A}$ is then composed by strategies $\nu$ described as follows: let $\left(X_{n}^{\nu}\right)_{n \in \mathbb{N}}$ be the underlying process starting from $X_{0}^{\nu}:=x_{0}$. The strategy $\nu$ is a sequence $\left(\nu_{0}, \nu_{1}, \ldots\right)$, where $\nu_{0} \in \Gamma\left(x_{0}\right)$ and $\nu_{n}=\nu_{n}\left(x_{0}, \ldots, x_{n-1}\right) \in \Gamma\left(X_{n}^{\nu}\right)$ with $x_{m}=X_{m}^{\nu}$ for $1 \leq m<n$. In other words, at each time $n$, the controller uses the past of the process $X^{\nu}$ to select a transition probability from the set $\Gamma\left(X_{n}^{\nu}\right)$. The value function of the game (if it exists) can be written as

$$
v(x)=\sup _{\nu \in \mathcal{A}} \inf _{\tau \in \mathcal{T}} \mathrm{E}_{x}\left[g\left(X^{\nu}\right)\right]=\inf _{\tau \in \mathcal{T}} \sup _{\nu \in \mathcal{A}} \mathrm{E}_{x}\left[g\left(X^{\nu}\right)\right] .
$$

It is proved that the game admits a value using a martingale approach. It turns out that the value of the game is the largest deficient function which is dominated by $g$. Deficient function is a concept related to sub-harmonic functions and sub-martingale processes and for further details the reader may refer to [37]. Moreover, it is proved that for all $\eta>0$ the controller has an $\eta$-optimal Markov family of strategies for all $x \in S$, i.e., the $\eta$-optimal strategy $\nu_{n}$ at each time $n \in \mathbb{N}$ depends only on the state at the previous time-step $\nu_{n}\left(x_{0}, \ldots, x_{n-1}\right)=\nu_{n}\left(x_{n-1}\right)$.

### 2.3 Stopper vs. Classical Controller: Continuous Time

We start considering a so-called classical controller, i.e., a type of player who is allowed to use only controls that are absolutely continuous with respect to the Lebesgue measure as a function of time. We concentrate first on contributions about one-dimensional cases and later, we present the ones in a multi-dimensional cases. From now on, let $T$ be a finite time horizon, $(\Omega, \mathcal{F}, \mathrm{P})$ be a filtered probability space with filtration $\mathbb{F}=\left(\mathcal{F}_{t}\right)_{t \geq 0}$ and equipped with a $d$-dimensional Brownian motion $\left(W_{t}\right)_{t}$. For the ease of exposition, the dimension $d$ of the Brownian motion agrees with the dimension of the underlying process specified in each framework.

### 2.3.1 One-dimensional case

Karatzas and Sudderth [42] studied a game where the underlying process $X$ is a one-dimension Itô diffusion

$$
\mathrm{d} X_{t}=b(t) \mathrm{d} t+\sigma(t) \mathrm{d} W_{t}, \quad t \in[0, \infty)
$$

which evolves in a bounded interval $(\alpha, \beta) \subset \mathbb{R}$ with absorption at the boundary points $\alpha, \beta$. The coefficients $b$ and $\sigma$ are real-valued, $\mathbb{F}$-progressively measurable processes which satisfy a suitable integrability condition, which we do not specify for the ease of exposition. The controller acts as follows: a family $\{\mathcal{A}(y): y \in$ $[\alpha, \beta]\}$ with $\mathcal{A}(y) \subset \mathbb{R} \times(0, \infty)$ is fixed at the beginning of the game and whenever the underlying process $X$ is in a given state $X_{t}=x \in[\alpha, \beta]$, the player can choose
a local-drift volatility pair $\nu=\left(\nu_{1}(t), \nu_{2}(t)\right)$ from $\mathcal{A}(x)$, i.e, $X=X^{\nu}$ is solution of

$$
\mathrm{d} X_{t}^{\nu}=\nu_{1}(t) \mathrm{d} t+\nu_{2}(t) \mathrm{d} W_{t}, \quad t \in[0, \infty) .
$$

The admissible class $\mathcal{A}$ in this case is composed by all processes $X^{\nu}$ which can be constructed as above. In this game, (2.1) is expressed with a discount factor $r \in[0, \infty)$, i.e., the expected payoff reads

$$
\mathcal{J}_{x}\left(\tau, X^{\nu}\right):=\mathrm{E}_{x}\left[e^{-r \tau} g\left(X_{\tau}^{\nu}\right)\right] .
$$

The key point is that the pair $\left(\nu_{1}, \nu_{2}\right)$ can be chosen in the form of a Markov pair. That is, for the minimiser it is sufficient to find two functions $b(x)$ and $\sigma(x)$, with suitable regularity, and set $\nu_{1}(t)=b\left(X_{t}\right)$ and $\nu_{2}(t)=\sigma\left(X_{t}\right)$. Then the controlled dynamics becomes a one-dimensional stochastic differential equation and it enables the use of concepts from diffusion theory like the scale function and the speed measure. Using these tools, for any given pair of functions $(b, \sigma)$ the maximiser solves an optimal stopping problem for a one dimensional linear diffusion. That determines the candidate optimal stopping time $\tau_{*}$. Finally, the controller selects the pair $\left(b^{*}, \sigma^{*}\right)$ which provides the best response to $\tau_{*}$ and the proof is concluded by showing that indeed the treble $\left[\left(b^{*}, \sigma^{*}\right), \tau_{*}\right]$ forms a saddle point.

This approach is based on two main ingredients: (i) the scale function for one-dimensional processes and (ii) the fact that the controls affect the dynamics in an absolutely continuous way. In our framework, both these ingredients are not present and we allow the controller to affect the process with singular controls.

A problem more closely related to ours is given by Weerasinghe in [67]. In this work, a one-dimensional process is considered on infinite time horizon and the game is connected to an ordinary differential equation. A similar connection is found in this thesis, but since we consider a multi-dimensional process on a finite horizon the link is between the game and a partial differential equation of parabolic type with $d$ spatial dimensions.

In the framework of [67], the underlying process is one-dimensional and the controller acts only on the diffusion coefficient:

$$
\mathrm{d} X_{t}^{\nu}=b\left(X_{t}^{\nu}\right) \mathrm{d} t+\nu_{t} \mathrm{~d} W_{t}
$$

where $b$ satisfies standard assumptions and $\nu$ belongs to the class $\mathcal{A}$ of $\mathbb{F}$ progressively measurable processes uniformly bounded: $0 \leq \nu(t) \leq \sigma_{0}$, for a fixed $\sigma_{0} \in(0, \infty)$. The payoff (2.1) reads

$$
\mathcal{J}_{x}(\tau, \nu):=\mathrm{E}_{x}\left[\int_{0}^{\tau} e^{-r s} h\left(X_{s}^{\nu}\right) \mathrm{d} s\right],
$$

where $h$ is twice continuously differentiable defined on $\mathbb{R}$. It is proved that the value function of the game exists and a saddle point of the game is provided:

Theorem 2.1 ([67, Thm. 2.2]) There exist an interval $\left(\alpha_{*}, \beta_{*}\right) \supseteq(\alpha, \beta)$ and a function $v$ such that $v\left(\alpha_{*}\right)=v\left(\beta_{*}\right)=0, v(x)>0$ for all $x \in\left(\alpha_{*}, \beta_{*}\right), v_{x x}(x) \leq 0$ for all $x \in\left[\alpha_{*}, \beta_{*}\right]$ and

$$
\begin{equation*}
\frac{\sigma_{0}^{2}}{2} v_{x x}(x)+b(x) v_{x}(x)-r v(x)+h(x)=0, \quad \text { for all } x \in\left(\alpha_{*}, \beta_{*}\right) . \tag{2.4}
\end{equation*}
$$

Moreover, the pair $\left(\tau_{*}, \nu_{*}\right)$ is a saddle point, where $\tau_{*}:=\inf \left\{t \geq 0 \mid X_{t}^{\nu_{*}} \notin\left(\alpha_{*}, \beta_{*}\right)\right\}$ and $\left(\nu_{*}\right)_{t}:=\sigma_{0} \mathbb{1}_{\left\{X_{t}^{\left.\nu_{*} \in\left(\alpha_{*}, \beta_{*}\right)\right\}}\right.}$ with $X^{\nu_{*}}$ a weak solution of

$$
\mathrm{d} X_{t}^{\nu_{*}}=b\left(X_{t}^{\nu_{*}}\right) \mathrm{d} t+\left(\nu_{*}\right)_{t} \mathrm{~d} W_{s}
$$

Furthermore, the value of the game is $v_{*}(x):=v(x) \mathbb{1}_{\left\{x \in\left(\alpha_{*}, \beta_{*}\right)\right\}}$.
It is proved first that there exist an interval $\left(\alpha_{*}, \beta_{*}\right)$ and a function $v$ solution of the ODE in (2.4) with such properties. Then, it is proved that the pair $\left(\tau_{*}, \nu_{*}\right)$ is a saddle point of the game. The approach of the proof is similar to the heuristic argument we use in Chapter 3 to find the system of equations for our variational inequality (see Problem A). Thus, we will not give here all the details. The regularity of $h$ implies that $v$ composed with the controlled process $X^{\nu}$ is sufficiently regular to apply Itô's formula to $e^{-r s} v\left(X_{s}^{\nu}\right)$ for a stopping time $\tau \in \mathcal{T}$. Taking expectations, we get

$$
\mathrm{E}_{x}\left[e^{-r \tau} v\left(X_{\tau}^{\nu}\right)\right]=v(x)+\mathrm{E}_{x}\left[\int_{0}^{\tau} e^{-r s}\left(\frac{\nu_{s}^{2}}{2} v_{x x}\left(X_{s}^{\nu}\right)+b(x) v_{x}\left(X_{s}^{\nu}\right)-r v\left(X_{s}^{\nu}\right)\right) \mathrm{d} s\right] .
$$

First we show that $v(x) \leq \underline{v}(x)$. Letting $\tau=\tau_{*}$ as in Theorem 2.1, we have

$$
\begin{aligned}
0 & =v(x)+\mathrm{E}_{x}\left[\int_{0}^{\tau_{*}} e^{-r s}\left(\frac{\sigma_{0}^{2}}{2} v_{x x}\left(X_{s}^{\nu}\right)+b(x) v_{x}\left(X_{s}^{\nu}\right)-r v\left(X_{s}^{\nu}\right)+\frac{\nu_{s}^{2}-\sigma_{0}^{2}}{2} v_{x x}\left(X_{s}^{\nu}\right)\right) \mathrm{d} s\right] \\
& =v(x)+\mathrm{E}_{x}\left[\int_{0}^{\tau_{*}} e^{-r s}\left(-h\left(X_{s}^{\nu}\right)+\frac{\nu_{s}^{2}-\sigma_{0}^{2}}{2} v_{x x}\left(X_{s}^{\nu}\right)\right) \mathrm{d} s\right]
\end{aligned}
$$

where the first inequality is by $v\left(X_{\tau_{*}}^{\nu}\right)=0$ and the second equality uses that $v$ is solution of the ODE. Arranging terms, using that $v_{x x}$ is non-positive and $\nu_{s} \leq \sigma_{0}$ for all $s$, we have

$$
v(x) \leq \mathrm{E}_{x}\left[\int_{0}^{\tau_{*}} e^{-r s} h\left(X_{s}^{\nu}\right) \mathrm{d} s\right]=\mathcal{J}_{x}\left(\tau_{*}, \nu\right)
$$

Similarly, we prove that $v(x) \geq \bar{v}(x)$. Using the optimal control $\nu_{*}$ defined in Theorem 2.1, we obtain

$$
\mathrm{E}_{x}\left[e^{-r \tau} v\left(X_{\tau}^{\nu_{*}}\right)\right]=v(x)+\mathrm{E}_{x}\left[\int_{0}^{\tau} e^{-r s}\left(-h\left(X_{s}^{\nu_{*}}\right)\right) \mathrm{d} s\right]
$$

Using that $v(y) \geq 0$ for all $y$, we have

$$
\mathcal{J}_{x}\left(\tau, \nu_{*}\right)=\mathrm{E}_{x}\left[\int_{0}^{\tau} e^{-r s} h\left(X_{s}^{\nu_{*}}\right) \mathrm{d} s\right] \leq v(x) .
$$

This is sufficient to obtain that $\left(\tau_{*}, \nu_{*}\right)$ is a saddle point.
Remark 2.2: Notice that the terminal payoff of this problem is $g \equiv 0$ on $\mathbb{R}$. Theorem 2.1 implies that $v_{*}(x)>0$ for $x \in\left(\alpha_{*}, \beta_{*}\right)$ and $v_{*}(x)=0$ otherwise. Thus, the optimal stopping time can be written as

$$
\tau_{*}:=\inf \left\{t \geq 0 \mid v_{*}\left(X_{t}^{\nu_{*}}\right)=g\left(X_{t}^{\nu_{*}}\right)\right\} .
$$

The stopping time $\tau_{*}$ is the same optimal stopping rule found in this dissertation as optimal strategy of the stopper.

### 2.3.2 Multi-dimensional case

After those early contributions for one-dimensional problems, the focus moved to the multi-dimensional case. In 2006, Hamadène [33] used a BSDE approach to solve a class of ZSGs. Let $\mathcal{T}_{T}$ be the subset of $\mathcal{T}$ composed by bounded stopping times with $\tau \leq T$ P-a.s. and $\mathcal{A}$ be the class of $\mathbb{F}$-adapted processes with values in a suitable space $A$. In this class of games, the two players can both choose stopping times and controls: $(\tau, \nu) \in \mathcal{T}_{T} \times \mathcal{A}$ and $(\rho, \mu) \in \mathcal{T}_{T} \times \mathcal{A}$ for the first and second player, respectively. The underlying process is a weak solution of the following differential path-dependent equation

$$
\mathrm{d} X_{t}^{[\nu, \mu]}=b\left(t, X^{[\nu, \mu]}, \nu_{t}, \mu_{t}\right) \mathrm{d} t+\sigma\left(t, X^{[\nu, \mu]}\right) \mathrm{d} W_{t},
$$

where $b$ and $\sigma$ satisfy standard assumptions, $\sigma$ is invertible and $\left|\sigma^{-1}(t, x)\right|_{d \times d}$ has a polynomial growth. The expected payoff is

$$
\begin{aligned}
\mathcal{J}_{x}(\tau, \nu, \rho, \mu):=\mathrm{E}_{x}[ & \int_{0}^{\tau \wedge \rho} h\left(s, X^{[\nu, \mu]}, \nu_{s}, \mu_{s}\right) \mathrm{d} s+G_{\rho}^{1} \mathbb{1}_{\{\rho<\tau<T\}} \\
& \left.+G_{\tau}^{2} \mathbb{1}_{\{\tau=\rho<T\}}+G_{\tau}^{3} \mathbb{1}_{\{\tau<\rho\}}+G \mathbb{1}_{\{\tau=\rho=T\}}\right],
\end{aligned}
$$

where $G_{s}^{1}, G_{s}^{2}, G_{s}^{3}$ are measurable processes and $h$ is a continuous function with linear growth. In this work, it is shown that there exists a connection between the value of the game and the solution of a particular BSDE with two reflecting boundaries defined thanks to a saddle point of the game. Thus, a saddle point $\left(\tau_{*}, \nu_{*}, \rho_{*}, \mu_{*}\right)$ is guessed and then it is shown that the initial value of the solution of the correspondent BSDE system is the value of the game. The saddle point can be described as follows: $\tau_{*}$ and $\rho_{*}$ can be described as the first time that the value process of the game hits two level functions, $G^{1}$ and $G^{3} ; \nu_{*}$ and $\mu_{*}$ can be describe as feedback controls, i.e., there exists a function called Hamiltonian associated to the game and the controls are defined at each time as a saddle point of this Hamiltonian. Thanks to these controls the authors are able to obtain the value of the game. The Hamiltonian associated to the game is a key tool which we will find also in the next contributions. In our case, the use of singular controls does not allow the use of an Hamiltonian. Indeed, we are able to provide a similar approach 'Hamiltonian-feedback control' when we introduce a penalised problem
in Section 3.2 but this construction does not apply to the original game.
A problem in a similar framework but solved with a completely different approach can be found in Karatzas and Zamfirescu [44], where a Martingale approach is developed. The admissible classes here are $\mathcal{T}_{t}^{T}$ and $\mathcal{A}$, the subset of $\mathcal{T}$ composed by $\tau$ bounded stopping times $t \leq \tau \leq T \mathrm{P}$-a.s. and the class of predictable processes with values in some space $A$. The underlying process is a solution of a path-dependent differential equation (as in [33])

$$
\mathrm{d} X_{t}^{\nu}=b\left(t, X^{\nu}, \nu_{t}\right) \mathrm{d} t+\sigma\left(t, X^{\nu}\right) \mathrm{d} W_{t}
$$

where $b, \sigma$ satisfy standard assumptions and $\sigma$ is such that $\left|\sigma^{-1}(t, x)\right|_{d \times d} \leq D_{1}$ is uniformly bounded for some real constant $D_{1}$. The expected payoff of this game is

$$
\begin{equation*}
\mathcal{J}_{t, x}(\tau, \nu):=\mathrm{E}_{x}\left[g\left(X_{\tau}^{\nu}\right)+\int_{t}^{\tau} h\left(s, X^{\nu}, \nu_{s}\right) \mathrm{d} s\right] . \tag{2.5}
\end{equation*}
$$

The main idea is similar to the one used in [42] and it is based on results from optimal stopping and stochastic control theory when these problems are studied separately. Fixing an admissible control in the game, an optimal stopping problem can be associated to the payoff in (2.5) and it can be solved obtaining an optimal strategy for the stopper. In particular, the value function of the optimal stopping problem composed with the process $X^{\nu}$ turns out to be a sub-martingale. Moreover, there exists a sequence of admissible controls $\left(\nu_{k}\right)_{k \in \mathbb{N}}$ such that

$$
\left(\sup _{\tau \in \mathcal{T}_{t}^{T}} \mathcal{J}_{t, x}\left(\tau, \nu_{k}\right)\right)_{k \in \mathbb{N}}
$$

is a decreasing sequence. The monotonicity of this sequence is reflected to the sequence of optimal stopping times $\left(\tau_{k}\right)_{k \in \mathbb{N}}$ associated to the optimal stopping problem associated to $\nu_{k}$. Thanks to these properties, the integrability conditions on the functions and the fact that the control does not affect the diffusion coefficient $\sigma$, they are able to prove that the game played with (2.5) admits a value. Moreover, necessary and sufficient conditions for a pair to be a saddle point are provided. The optimal stopping time is the same as the one we obtain in our analysis and it can be found in other works presented before. The optimal control instead is similar to the one found in [33] and it is based on the Hamiltonian function: it is
a feedback control which can be achieved only because the controller is allowed to use controls which are absolutely continuous.

Those previous contributions ([33] and [44]) treat the multi-dimensional case, where the diffusion coefficient is not affected from the control. A contribution where the controller affects both the coefficient of the underlying process is presented by Bayraktar and Huang [5]. In this framework, the admissible class $\mathcal{A}$ is defined as the class of $\mathbb{F}$-adapted processes with values in a suitable space $A$. The expected reward for $(\tau, \nu) \in \mathcal{T}_{t}^{T} \times \mathcal{A}$ is

$$
\mathcal{J}_{t, x}(\tau, \nu):=\mathrm{E}_{x}\left[e^{-\int_{t}^{\tau} r\left(s, X_{s}^{\nu}\right) \mathrm{d} s} g\left(X_{\tau}^{\nu}\right)+\int_{t}^{\tau} e^{-\int_{t}^{s} r\left(\lambda, X_{\lambda}^{\nu}\right) \mathrm{d} \lambda} h\left(s, X_{s}^{\nu}, \nu_{s}\right) \mathrm{d} s\right],
$$

where

$$
\mathrm{d} X_{t}^{\nu}=b\left(t, X_{t}^{\nu}, \nu_{t}\right) \mathrm{d} t+\sigma\left(t, X_{t}^{\nu}, \nu_{t}\right) \mathrm{d} W_{t} .
$$

Differently from previous contributions, in here the existence of the value function is proved directly and it is not a by product of the existence of saddle points. Thanks to the Hamiltonian function $H$ introduced also in previous frameworks, the value of the game is the unique viscosity solution $v$ of the variational inequality:

$$
\max \left\{\partial_{t} v+H\left(t, x, \nabla v, D^{2} v\right)-r v, v-g\right\}=0, \quad \text { on } \mathbb{R}_{0, T}^{d+1}
$$

with terminal condition $v(T, x)=g(x)$ for all $x \in \mathbb{R}^{d}$. In our problem (see (1.3)) there are two variational inequalities with two constraints. This is the difference between the use of 'classical' controls and singular controls. In the latter, the variational inequality requires a gradient constraint on the value function of the game. Instead, 'classical' controls allow the use of the Hamiltonian function inside the variational inequality and thus it requires only an obstacle constraint inside. Since there is only one constraint inside the variational inequality, a comparison principle for sub-solutions and super-solutions is proved which leads to the existence of the value of the game. In our framework, since there are two constraints in the variational inequality then we are not able to prove a comparison principle and indeed, we just obtain a maximal relationship between the value of the game and the solution of the variation inequality (1.3).

### 2.4 Stopper vs. Singular Controller

The common denominator of all those previous contributions is the use of 'classical' controls. Controls which are not absolutely continuous as functions of time are singular controls (e.g. jump processes, local time). In this last section, we present the main contributions to this type of ZSGs.

### 2.4.1 One-dimensional case

One of the first contribution in the topic of ZSG of stopper vs. controller type with singular controls is by Hernandez-Hernandez et al. [35] (see also [36]). The class of admissible controls $\mathcal{A}$ is composed by all $\mathbb{F}$-adapted finite-variation càglàd processes $\nu$ such that $\nu_{0}=0$. They consider a one-dimensional process $X^{\nu}$ with $\nu \in \mathcal{A}$ whose dynamics is

$$
\mathrm{d} X_{t}^{\nu}=b\left(X_{t}^{\nu}\right) \mathrm{d} t+\sigma\left(X_{t}^{\nu}\right) \mathrm{d} W_{t}+\mathrm{d} \nu_{t}, \quad X_{0}=x \in \mathbb{R}
$$

where $b, \sigma$ are Lipschitz continuous functions and $\sigma$ is uniformly elliptic. The expected payoff is the following

$$
\begin{equation*}
\mathcal{J}_{x}(\nu, \tau):=\mathrm{E}_{x}\left[e^{-\Lambda_{\tau}} g\left(X_{\tau+}^{\nu}\right) \mathbb{1}_{\{\tau<\infty\}}+\int_{0}^{\tau} e^{-\Lambda_{s}} h\left(X_{s}^{\nu}\right) \mathrm{d} s+\int_{[0, \tau]} e^{-\Lambda_{s}} \mathrm{~d}\left|\nu_{s}\right|\right] \tag{2.6}
\end{equation*}
$$

where $\tau \in \mathcal{T}$, the functions $g, h, r$ are continuous with $r>r_{0} \in \mathbb{R},\left|\nu_{s}\right|$ denotes the total variation process of $\nu$ and $\Lambda_{t}:=\int_{0}^{t} r\left(X_{s}^{\nu}\right) \mathrm{d} s$. In this formulation, the game does not instantly finish at $\tau$ but the controller is allowed to move the process $X$ up to time $\tau$ included, i.e., $X_{\tau+}^{\nu}$ may be different from $X_{\tau}^{\nu}$. Compared with the previous contributions, the payoff herein presents an extra term, i.e., the last one in (2.6). This term is called action cost and it gives a cost each time the control is exerted, continuously or singularly. In particular, it is proportional to the measure induced by the control and an action function $f$ which is $f \equiv 1$ in this case. In our frameworks, we have an action function dependent on time and space, see Chapter 3 and only on time, see Chapter 4.

Remark 2.3: Every process $\nu \in \mathcal{A}$ admits the decomposition $\nu=\nu^{c}+\nu^{j}$, where $\nu^{c}, \nu^{j}$ are $\mathbb{F}$-adapted finite-variation càglàd processes such that $\nu^{c}$ has continuous
sample paths

$$
\nu_{0}^{c}=\nu_{0}^{j}=0 \quad \text { and } \quad \nu_{t}^{j}=\sum_{0 \leq s<t} \Delta \nu_{s} \quad \text { for all } t>0,
$$

where $\Delta \nu_{s}=\nu_{s+}-\nu_{s}$ for $s \geq 0$. Given such decomposition, there exists $\mathbb{F}$-adapted continuous processes $\left(\nu^{c}\right)^{+},\left(\nu^{c}\right)^{-}$such that

$$
\left(\nu^{c}\right)_{0}^{+}=\left(\nu^{c}\right)_{0}^{-}=0, \quad \nu^{c}=\left(\nu^{c}\right)^{+}-\left(\nu^{c}\right)^{-} \quad \text { and } \quad\left|\nu^{c}\right|=\left(\nu^{c}\right)^{+}+\left(\nu^{c}\right)^{-},
$$

where $\left|\nu^{c}\right|$ is the total variation process of $\nu^{c}$.

The problem is solved by a guess and verifying approach, i.e., a set of properties for the value of the game and the structure of the optimal strategies are guessed and it is verified that if a function satisfies these conditions then it is the value of the game. These properties can be connected to the conditions in our problem: variational inequalities with both an obstacle and a gradient constraint (see (3.6)). Differently from this guess and verifying approach, we take a more 'constructive' approach. We prove the existence of the value function by a penalisation method and we connect it to a solution of the set of variational inequalities. In particular the value of the game is a maximal solution of the variational inequalities. The system of properties in [35] ensures the existence of an optimal control which can be described as follows: the controlled process is kept inside a region of the space, where the gradient constraint is satisfied with strict inequality and the process is reflected along the free boundary of this region. The optimal stopping strategy for the stopper is the same found in our analysis. The pair constructed according to this recipe forms a saddle point of the game which gives directly the existence of the value of the game.

The variational inequality found in the verification theorem is similar to the one obtained by us in Chapter 3. In our case, the variational inequality is also a characterisation for the value function. Indeed, we show independently that the value function exists and then, we show that it is also the maximal solution of the variational inequality. The framework of [35], i.e., the infinite horizon of the problem and the one-dimension of the underlying process, leads to the study of ODEs. In our case, we deal with a multi-dimensional underlying process in finite
time horizon and these lead us to consider PDEs of parabolic type in place of ODEs. We do not require boundedness neither of the coefficients of the SDE nor the functions in the payoff. We prove directly the existence of the value of the game, we show which type of variational inequalities it satisfies and we provide an optimal strategy for the stopper. Unfortunately, we are not able to provide an optimal strategy for the controller. In singular control it is difficult to prove the existence of an optimal strategy in multi-dimensional problems and we are not able to provide it in the generality of our framework.

## Chapter 3

## Zero-sum game between Controller and Stopper

In this Chapter, we study a zero-sum game between a minimiser who controls all the directions of an underlying process and pays at the end of a game a stopper who has decided the terminal time. Under the Assumptions 3.4 and 3.5 , we prove our main result (Theorem 3.6) which shows that the value of the game is the maximal solution of a variational inequality and provides an optimal strategy for the stopper.

### 3.1 Setting and Main Results

Let $(\Omega, \mathcal{F}, \mathrm{P})$ be a complete probability space, $\mathbb{F}=\left(\mathcal{F}_{s}\right)_{s \in[0, \infty)}$ be a rightcontinuous filtration completed by the P -null sets and $\left(W_{s}\right)_{s \in[0, \infty)}$ be a $\mathbb{F}$-adapted, $d^{\prime}$-dimensional Brownian motion. Fix $T \in(0, \infty)$ and $d \leq d^{\prime}$. For $t \in[0, T]$, we denote

$$
\mathcal{T}_{t}:=\{\tau \mid \tau \text { is } \mathbb{F} \text {-stopping time with } \tau \in[0, T-t], \text { P-a.s. }\}
$$

and we let $\mathcal{A}_{t}$ be the class of processes
$\mathcal{A}_{t}:=\left\{\begin{array}{l|l}(n, \nu) & \begin{array}{l}\left(n_{s}\right)_{s \in[0, \infty)} \text { is progressively measurable, } \mathbb{R}^{d} \text {-valued, } \\ \text { with }\left|n_{s}\right|_{d}=1, \text { P-a.s. for all } s \in[0, \infty) ; \\ \left(\nu_{s}\right)_{s \in[0, \infty)} \text { is } \mathbb{F} \text {-adapted, real valued, non-decreasing and } \\ \text { right-continuous with } \nu_{0-}=0, \text { P-a.s., and } \mathbb{E}\left[\left|\nu_{T-t}\right|^{2}\right]<\infty\end{array}\end{array}\right\}$.

The notation $\nu_{0-}=0$ accounts for a possible jump of $\nu$ at time zero. For a given pair $(n, \nu) \in \mathcal{A}_{t}$ we consider the following (controlled) stochastic differential equation:

$$
\begin{equation*}
X_{s}^{[n, \nu]}=x+\int_{0}^{s} b\left(X_{u}^{[n, \nu]}\right) \mathrm{d} u+\int_{0}^{s} \sigma\left(X_{u}^{[n, \nu]}\right) \mathrm{d} W_{u}+\int_{[0, s]} n_{u} \mathrm{~d} \nu_{u} \tag{3.1}
\end{equation*}
$$

for $s \in[0, T-t]$, where $b: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ and $\sigma: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d \times d^{\prime}}$ are continuous functions. For P-a.e. $\omega$, the map $s \mapsto n_{s}(\omega)$ is Borel-measurable on $[0, T]$ and $s \mapsto \nu_{s}(\omega)$ defines a measure on $[0, T]$; thus the Lebesgue-Stieltjes integral $\int_{[0, s]} n_{u}(\omega) \mathrm{d} \nu_{u}(\omega)$ is well-defined for P -a.e. $\omega$. Under our Assumption 3.4 on $(b, \sigma)$ there is a unique $\mathbb{F}$-adapted solution of (3.1) by, e.g., [48, Thm. 2.5.7]. We denote

$$
\mathrm{P}_{x}(\cdot)=\mathrm{P}\left(\cdot \mid X_{0-}^{[n, \nu]}=x\right) \quad \text { and } \quad \mathrm{E}_{x}[\cdot]=\mathrm{E}\left[\cdot \mid X_{0-}^{[n, \nu]}=x\right] .
$$

We study a class of 2-player zero-sum games (ZSGs) between a (singular) controller and a stopper. The stopper picks a stopping time $\tau \in \mathcal{T}_{t}$ and the controller chooses a pair $(n, \nu) \in \mathcal{A}_{t}$. At time $\tau$ the game ends and the controller pays to the stopper a random payoff depending on $\tau$ and on the path of $X^{[n, \nu]}$ up to time $\tau$. Given continuous functions $f, g, h: \mathbb{R}_{0, T}^{d+1} \rightarrow[0, \infty)$, a fixed discount rate $r \geq 0$ and $(t, x) \in \mathbb{R}_{0, T}^{d+1}$, the game's expected payoff reads

$$
\begin{align*}
\mathcal{J}_{t, x}(n, \nu, \tau)=\mathrm{E}_{x}[ & e^{-r \tau} g\left(t+\tau, X_{\tau}^{[n, \nu]}\right)+\int_{0}^{\tau} e^{-r s} h\left(t+s, X_{s}^{[n, \nu]}\right) \mathrm{d} s  \tag{3.2}\\
& \left.+\int_{[0, \tau]} e^{-r s} f\left(t+s, X_{s}^{[n, \nu]}\right) \circ \mathrm{d} \nu_{s}\right]
\end{align*}
$$

where

$$
\begin{align*}
\int_{[0, \tau]} e^{-r s} f\left(t+s, X_{s}^{[n, \nu]}\right) \circ \mathrm{d} \nu_{s}:= & \int_{0}^{\tau} e^{-r s} f\left(t+s, X_{s}^{[n, \nu]}\right) \mathrm{d} \nu_{s}^{c}  \tag{3.3}\\
& +\sum_{0 \leq s \leq \tau} e^{-r s} \int_{0}^{\Delta \nu_{s}} f\left(t+s, X_{s-}^{[n, \nu]}+\lambda n_{s}\right) \mathrm{d} \lambda
\end{align*}
$$

Here $\nu^{c}$ is the continuous part of the process $\nu$ in the decomposition $\nu_{s}=\nu_{s}^{c}+$ $\sum_{u \leq s} \Delta \nu_{u}$, with $\Delta \nu_{u}=\nu_{u}-\nu_{u-}$.

Remark 3.1: The sum in (3.3) is well-defined.

Remark 3.2: If $f(t, x)=f(t)$ the integral (3.3) reduces to the standard LebesgueStieltjes integral $\int_{[0, \tau]} f(s) \mathrm{d} \nu_{s}$. In general, the integral in (3.3), is different from the definition of a Lebesgue-Stieltjes integral. We follow the approach proposed in Zhu [69] and adopt the definition (3.3) instead of the Lebesgue-Stieltjes integral. We take this approach because (3.3) gives a cost of exerting control that is consistent with the gradient constraint appearing in Hamilton-Jacobi-Bellman (HJB) equations for singular stochastic control (see, e.g., [50]). In problems where the control is monotone (commonly called of the monotone follower type) the Lebesgue-Stieltjes integral and the one in (3.3) can be connected by the following argument: consider the control $\nu^{n}$ that at a given time $t$ makes $n$ instantaneous jumps of size $h / n$ for a fixed $h$. Taking the limit as $n \rightarrow \infty$ the classical LebesgueStieltjes integral becomes the integral in (3.3). It is shown in [1, Cor. 1] that the control obtained in the limit, i.e., $\nu^{\infty}:=\lim _{n \rightarrow \infty} \nu^{n}$ is an optimal strategy in the sense that it optimises the functional, but it is not an admissible strategy in the class $\mathcal{A}_{t}$. We report here the example from [1, Cor. 1] which could give a better understanding. Let $n_{s} \equiv 1$ be a scalar and let $\nu_{s}$ be a non-decreasing, right-continuous process. We focus on jumps at time zero of the control and, in particular, we let the control $\nu^{n}$ be such that at time zero it makes $n$ instantaneous jumps of size $h / n$. We have that the Riemann-Stieltjes integral with $\tau=0$ can be written as

$$
\int_{0}^{[0]} f\left(X_{s}^{\nu^{n}}\right) \mathrm{d} \nu_{s}^{n}=\sum_{k=1}^{n} f\left(X_{k-1}^{\nu^{n}}\right)\left(\nu_{k}^{n}-\nu_{k-1}^{n}\right)=\sum_{k=1}^{n} f\left(x_{k-1}\right)\left(x_{k}-x_{k-1}\right),
$$

where $X_{k}^{\nu^{n}}$ and $\nu_{k}^{n}$ are the values of the processes $X^{\nu^{n}}$ and $\nu^{n}$ after $k$ jumps of size $h / n$, respectively (notice that $X_{k}^{\nu^{n}}=x+k h / n=: x_{k}$ ). From this integral, it is clear that if we pass to the limit as $n \rightarrow \infty$, we obtain that

$$
\lim _{n \rightarrow \infty} \int_{0}^{[0]} f\left(X_{s}^{\nu^{n}}\right) \mathrm{d} \nu_{s}^{n}=\int_{0}^{h} f(x+\lambda) \mathrm{d} \lambda
$$

On the other-hand, if we choose the definition of the integral as in (3.3) and we consider the control $\nu^{n}$ that makes $n$ jumps of size $h / n$ at time zero, we get for
all $n \in \mathbb{N}$ that

$$
\int_{0}^{[0]} f\left(X_{s}^{\nu^{n}}\right) \circ \mathrm{d} \nu_{s}^{n}=\sum_{k=1}^{n} \int_{(k-1) h / n}^{k h / n} f\left(X_{0-}^{\nu^{n}}+\lambda\right) \mathrm{d} \lambda=\int_{0}^{h} f(x+\lambda) \mathrm{d} \lambda .
$$

This shows that the two integrals, in this particular setting, give the same cost.

The game admits lower and upper value, defined respectively by

$$
\begin{equation*}
\underline{v}(t, x):=\sup _{\tau \in \mathcal{T}_{t}} \inf _{(n, \nu) \in \mathcal{A}_{t}} \mathcal{J}_{t, x}(n, \nu, \tau) \quad \text { and } \quad \bar{v}(t, x):=\inf _{(n, \nu) \in \mathcal{A}_{t}} \sup _{\tau \in \mathcal{T}_{t}} \mathcal{J}_{t, x}(n, \nu, \tau), \tag{3.4}
\end{equation*}
$$

so that $\underline{v}(t, x) \leq \bar{v}(t, x)$. If equality holds then we say that our game admits a value

$$
\begin{equation*}
v(t, x):=\underline{v}(t, x)=\bar{v}(t, x) . \tag{3.5}
\end{equation*}
$$

For $a(x):=\left(\sigma \sigma^{\top}\right)(x) \in \mathbb{R}^{d \times d}$, the infinitesimal generator of $X^{\left[e_{1}, 0\right]}$ (where $e_{1}$ is the unit vector with 1 in the first entry) reads

$$
(\mathcal{L} \varphi)(x)=\frac{1}{2} \operatorname{tr}\left(a(x) D^{2} \varphi(x)\right)+\langle b(x), \nabla \varphi(x)\rangle, \text { for any } \varphi \in C^{2}\left(\mathbb{R}^{d}\right)
$$

By density arguments the linear operator $\mathcal{L}$ admits a unique extension $\overline{\mathcal{L}}$ to $W_{\ell o c}^{2, p}\left(\mathbb{R}^{d}\right)$ and, with a slight abuse of notation, we set $\overline{\mathcal{L}}=\mathcal{L}$.

A heuristic use of the dynamic programming principle, suggests that the value of the game $v$ should be solution of a free boundary problem of the following form:

Problem A. Fix $p>d+2$. Find a function $u \in W_{\ell o c}^{1,2, p}\left(\mathbb{R}_{0, T}^{d+1}\right)$ such that, letting

$$
\begin{aligned}
\mathcal{I} & :=\left\{\left.(t, x) \in \mathbb{R}_{0, T}^{d+1}| | \nabla u(t, x)\right|_{d}<f(t, x)\right\} \quad \text { and } \\
\mathcal{C} & :=\left\{(t, x) \in \mathbb{R}_{0, T}^{d+1} \mid u(t, x)>g(t, x)\right\}
\end{aligned}
$$

$u$ satisfies:

$$
\begin{cases}\left(\partial_{t} u+\mathcal{L} u-r u\right)(t, x)=-h(t, x), & \text { for all }(t, x) \in \mathcal{C} \cap \mathcal{I} ;  \tag{3.6}\\ \left(\partial_{t} u+\mathcal{L} u-r u\right)(t, x) \geq-h(t, x), & \text { for a.e. }(t, x) \in \mathcal{C} \\ \left(\partial_{t} u+\mathcal{L} u-r u\right)(t, x) \leq-h(t, x), & \text { for a.e. }(t, x) \in \mathcal{I} ; \\ u(t, x) \geq g(t, x), & \text { for all }(t, x) \in \mathbb{R}_{0, T}^{d+1} ; \\ |\nabla u(t, x)|_{d} \leq f(t, x), & \text { for all }(t, x) \in \mathbb{R}_{0, T}^{d+1} \\ u(T, x)=g(T, x), & \text { for all } x \in \mathbb{R}^{d}\end{cases}
$$

with $|u(t, x)| \leq c\left(1+|x|_{d}^{2}\right)$ for all $(t, x) \in \mathbb{R}_{0, T}^{d+1}$ and a suitable $c>0$.
Notice that the conditions $u \geq g$ and $|\nabla u|_{d} \leq f$ hold for all $(t, x)$ because of the embedding (1.6). Thus, the two sets $\mathcal{I}$ and $\mathcal{C}$ are open in $[0, T) \times \mathbb{R}^{d}$.

Lemma 3.3 A function $u \in W_{\ell o c}^{1,2, p}\left(\mathbb{R}_{0, T}^{d+1}\right)$ solves Problem $A$ if and only if $u$ solves the variational inequalities in (1.3) a.e. on $\mathbb{R}_{0, T}^{d+1}$ with quadratic growth.

Proof. For simplicity of exposition, we recall that a solution of (1.3) is a function $u$ belonging to a suitable Sobolev space $W_{\ell o c}^{1,2, p}\left(\mathbb{R}_{0, T}^{d+1}\right)$, it has quadratic growth and satisfies a.e. on $\mathbb{R}_{0, T}^{d+1}$

$$
\begin{align*}
& \min \left\{\max \left\{\partial_{t} u+\mathcal{L} u-r u+h, g-u\right\}, f-|\nabla u|_{d}\right\}=0,  \tag{3.7}\\
& \max \left\{\min \left\{\partial_{t} u+\mathcal{L} u-r u+h, f-|\nabla u|_{d}\right\}, g-u\right\}=0,
\end{align*}
$$

with terminal condition $u(T, x)=g(T, x)$ for all $x \in \mathbb{R}^{d}$.
We prove now that a solution of (3.7) satisfies the six conditions in (3.6). Let $u$ be a solution of (3.7), the sixth equation of (3.6) holds. From the first line of (3.7) we have that

$$
\begin{equation*}
\max \left\{\partial_{t} u+\mathcal{L} u-r u+h, g-u\right\} \geq 0 \quad \text { and } \quad f-|\nabla u|_{d} \geq 0 \tag{3.8}
\end{equation*}
$$

hold almost everywhere on $\mathbb{R}_{0, T}^{d+1}$. If one of the two inequalities is strict, then the other must be an equality. The last part in (3.8) implies that the fifth equation in (3.6) holds almost everywhere and it also holds everywhere by embedding (1.6). Let $(t, x) \in \mathcal{I}$, we have that $f(t, x)-|\nabla u(t, x)|_{d}>0$ is strict and we obtain from
the left-hand side of (3.8) that

$$
\partial_{t} u+\mathcal{L} u-r u+x \leq 0 \quad \text { and } \quad g-u \leq 0
$$

hold a.e. on $\mathcal{I}$, i.e., we have that the third equation of (3.6) holds. Similarly, we use the second line of (3.7) in order to prove the second and the fourth equation of (3.6). It is immediate from the previous arguments that the first equation of (3.6) holds almost everywhere. To complete the proof, let $(t, x) \in \mathcal{C} \cap \mathcal{I}$ with $t \neq T$; since the intersection of open sets is open, then we can find a $\rho>0$ such that $\mathcal{O}_{\rho}:=(t-\rho, t+\rho) \times B_{\rho}(x) \subset \mathcal{C} \cap \mathcal{I}$ where $B_{\rho}(x)$ is the $d$-dimensional ball centred in $x$. Thus $u$ is a strong solution of the problem

$$
\begin{cases}\partial_{t} v+\mathcal{L} v-r v=-h, & \text { on } \mathcal{O}_{\rho} \\ v(s, y)=u(s, y), & \text { for }(s, y) \in \partial_{P} \mathcal{O}_{\rho}\end{cases}
$$

with $\partial_{P} \mathcal{O}_{\rho}:=\left((t-\rho, t+\rho) \times \partial B_{\rho}(x)\right) \cup\left(\{t+\rho\} \times \bar{B}_{\rho}(x)\right)$. By [29, Thm. 3.4.9] we have that there exists a unique classical solution $v$ of the boundary value problem above because $h \in C^{\alpha}\left(\overline{\mathcal{O}}_{\rho}\right)$, and $\mathcal{L}$ is sufficiently regular (we will specify this regularity in Assumption 3.4). Since $v$ is also a strong solution, then $v-u \in W^{1,2, p}\left(\mathcal{O}_{\rho}\right)$ is a strong solution of $\partial_{t} w+\mathcal{L} w-r w=0$ in $\mathcal{O}_{\rho}$ with $w=0$ at the boundary. It follows that $\|v-u\|_{W^{1,2, p}\left(\mathcal{O}_{\rho}\right)}=0$ by the the theory of strong solutions for linear parabolic PDEs (see [8, 8, Thm. 2.6.5 and Rem. 2.6.4]). It follows we can choose a $C_{L o c}^{1,2, \alpha}$-representative of $u$ which satisfies $\left(\partial_{t} u+\mathcal{L} u-r u+h\right)(t, x)=0$ everywhere on $\mathcal{C} \cap \mathcal{I}$.

It is straightforward to prove that a solution of Problem A is a solution of (3.7) thanks also to the arguments above.

In the next paragraphs, we will present the heuristic argument which lead us to the set of equations (3.6). We start from a sufficiently regular function that solves (3.6) and we prove that it is the value function of the game.

## The heuristic argument

Let $u \in C^{1,2}\left(\mathbb{R}_{0, T}^{d+1}\right)$ be a solution of Problem A, we want to prove that

$$
\begin{aligned}
& u(t, x) \leq \underline{v}(t, x), \\
& u(t, x) \geq \bar{v}(t, x) .
\end{aligned}
$$

Let $(n, \nu) \in \mathcal{A}_{t}$ and consider the controlled process defined in (3.1). Apply Itô's formula to the function

$$
e^{-r s} u\left(t+s, X_{s}^{[n, \nu]}\right)
$$

up to the time $\tau \in \mathcal{T}_{t}$. We get

$$
\begin{aligned}
u(t, x)= & e^{-r \tau} u\left(t+\tau, X_{\tau}^{[n, \nu]}\right)-\int_{0}^{\tau} e^{-r s}\left(\partial_{t}+\mathcal{L}-r\right) u\left(t+s, X_{s}^{[n, \nu]}\right) \mathrm{d} s \\
& -\int_{0}^{\tau} e^{-r s} \sigma\left(X_{s}^{[n, \nu]}\right) \nabla u\left(t+s, X_{s}^{[n, \nu]}\right) \mathrm{d} W_{s} \\
& -\int_{0}^{\tau} e^{-r s}\left\langle\nabla u\left(t+s, X_{s}^{[n, \nu]}\right), n_{s}\right\rangle \mathrm{d} \nu_{s}^{c} \\
& -\sum_{0 \leq s \leq \tau} e^{-r s} \int_{\nu_{s-}}^{\nu_{s}}\left\langle\nabla u\left(t+s, X_{s-}^{[n, \nu]}+\lambda n_{s}\right), n_{s}\right\rangle \mathrm{d} \lambda .
\end{aligned}
$$

We apply the expectation to the equation above and we obtain

$$
\begin{align*}
u(t, x)=\mathrm{E}_{x}[ & e^{-r \tau} u\left(t+\tau, X_{\tau}^{[n, \nu]}\right)-\int_{0}^{\tau} e^{-r s}\left(\partial_{t}+\mathcal{L}-r\right) u\left(t+s, X_{s}^{[n, \nu]}\right) \mathrm{d} s \\
& -\int_{0}^{\tau} e^{-r s}\left\langle\nabla u\left(t+s, X_{s}^{[n, \nu]}\right), n_{s}\right\rangle \mathrm{d} \nu_{s}^{c}  \tag{3.9}\\
& \left.-\sum_{0 \leq s \leq \tau} e^{-r s} \int_{\nu_{s-}}^{\nu_{s}}\left\langle\nabla u\left(t+s, X_{s-}^{[n, \nu]}+\lambda n_{s}\right), n_{s}\right\rangle \mathrm{d} \lambda\right]
\end{align*}
$$

because the stochastic integral is a martingale.
We suppose that there exists a control pair $\left(n^{*}, \nu^{*}\right) \in \mathcal{A}_{t}$ such that: if the process starts inside the region $\left\{|\nabla u|_{d}<f\right\}$, the control pair acts only when the process hits the boundary of this set. The control pair at that point is an impulse in the opposite direction of the gradient of the value function with a force equal to the norm of thegradient; if it starts outside, the control makes an initial jump from outside to inside the region $\left\{|\nabla u|_{d}<f\right\}$ and it leaves the process evolving as above. Notice that the control acts whenever $|\nabla u|_{d}=f$ and the process stays
inside $\overline{\left\{|\nabla u|_{d}<f\right\}}$ for all the interval time $(0, T-t]$. The existence of this control is related to the Skorohod reflection problem which requires regularity of the value function in order to be solved.

Using this control in (3.9) we get:

$$
\begin{aligned}
u(t, x)=\mathrm{E}_{x}[ & e^{-r \tau} u\left(t+\tau, X_{\tau}^{\left[n^{*}, \nu^{*}\right]}\right)-\int_{0}^{\tau} e^{-r s}\left(\partial_{t}+\mathcal{L}-r\right) u\left(t+s, X_{s}^{\left[n^{*}, \nu^{*}\right]}\right) \mathrm{d} s \\
& -\int_{0}^{\tau} e^{-r s}\left\langle\nabla u\left(t+s, X_{s}^{\left[n^{*}, \nu^{*}\right]}\right), n_{s}^{*}\right\rangle \mathrm{d} \nu_{s}^{c, *} \\
& \left.-\sum_{0 \leq s \leq \tau} e^{-r s} \int_{\nu_{s-}}^{\nu_{s}}\left\langle\nabla u\left(t+s, X_{s-}^{[n, \nu]}+\lambda n_{s}\right), n_{s}\right\rangle \mathrm{d} \lambda\right] \\
=\mathrm{E}_{x}[ & e^{-r \tau} u\left(t+\tau, X_{\tau}^{\left[n^{*}, \nu^{*}\right]}\right)-\int_{0}^{\tau} e^{-r s}\left(\partial_{t}+\mathcal{L}-r\right) u\left(t+s, X_{s}^{\left[n^{*}, \nu^{*}\right]}\right) \mathrm{d} s \\
& +\int_{0}^{\tau} e^{-r s} f\left(t+s, X_{s}^{\left[n^{*}, \nu^{*}\right]}\right) \mathrm{d} \nu_{s}^{c, *} \\
& \left.+\sum_{0 \leq s \leq \tau} e^{-r s} \int_{\nu_{s-}}^{\nu_{s}} f\left(t+s, X_{s-}^{[n, \nu]}+\lambda n_{s}\right) \mathrm{d} \lambda\right] .
\end{aligned}
$$

Using the third and fourth line of (3.6), we have from the above equation

$$
\left.\begin{array}{rl}
u(t, x) \geq & \mathrm{E}_{x}[
\end{array} e^{-r \tau} g\left(t+\tau, X_{\tau}^{\left[n^{*}, \nu^{*}\right]}\right)+\int_{0}^{\tau} e^{-r s} h\left(t+s, X_{s}^{\left[\left[^{*}, \nu^{*}\right]\right.}\right) \mathrm{d} s\right)
$$

The inequality holds for any choice of $\tau \in \mathcal{T}_{t}$, thus

$$
u(t, x) \geq \sup _{\tau \in \mathcal{T}_{t}} \mathcal{J}_{t, x}\left(n^{*}, \xi^{*}, \tau\right) \geq \bar{v}(t, x)
$$

We prove now that $u(t, x) \leq \underline{v}(t, x)$. Recalling the last line of (3.6), we consider the stopping time $\tau_{*}=\tau_{*}(t, x, n, \nu)$ :

$$
\tau_{*}:=\inf \left\{s \in[0, T-t]: u\left(t+s, X_{s}^{[n, \nu]}\right)=g\left(t+s, X_{s}^{[n, \nu]}\right)\right\} .
$$

From (3.9), using the second line of (3.6), we get

$$
\begin{aligned}
u(t, x) \leq \mathrm{E}_{x}[ & e^{-r \tau_{*}} g\left(t+\tau_{*}, X_{\tau_{*}}^{[n, \nu]}\right)+\int_{0}^{\tau} e^{-r s} h\left(t+s, X_{s}^{[n, \nu]}\right) \mathrm{d} s \\
& -\int_{0}^{\tau_{*}} e^{-r s}\left\langle\nabla u\left(t+s, X_{s}^{[n, \nu]}\right), n_{s}\right\rangle \mathrm{d} \nu_{s}^{c} \\
& \left.-\sum_{0 \leq s \leq \tau_{*}} e^{-r s} \int_{\nu_{s-}}^{\nu_{s}}\left\langle\nabla u\left(t+s, X_{s-}^{[n, \nu]}+\lambda n_{s}\right), n_{s}\right\rangle \mathrm{d} \lambda\right] .
\end{aligned}
$$

We use now the fifth line of (3.6) and

$$
\begin{aligned}
& u(t, x) \leq \mathrm{E}_{x}\left[e^{-r \tau_{*}} g\left(t+\tau_{*}, X_{\tau_{*}}^{[n, \nu]}\right)+\int_{0}^{\tau} e^{-r s} h\left(t+s, X_{s}^{[n, \nu]}\right) \mathrm{d} s\right. \\
& +\int_{0}^{\tau_{*}} e^{-r s} f\left(t+s, X_{s}^{[n, \nu]}\right) \mathrm{d} \nu_{s}^{c} \\
& \left.+\sum_{0 \leq s \leq \tau_{*}} e^{-r s} \int_{\nu_{s-}}^{\nu_{s}} f\left(t+s, X_{s-}^{[n, \nu]}+\lambda n_{s}\right) \mathrm{d} \lambda\right] \\
& =\mathcal{J}_{t, x}\left(n, \nu, \tau_{*}\right)
\end{aligned}
$$

The inequality holds for every choice of $(n, \nu) \in \mathcal{A}_{t}$ and we have

$$
\begin{aligned}
u(t, x) & \leq \inf _{(n, \nu) \in \mathcal{A}} \mathcal{J}_{t, x}\left(n, \nu, \tau_{*}\right) \\
& \leq \underline{v}(t, x) .
\end{aligned}
$$

Thus we have that $u(t, x)=\underline{v}(t, x)=\bar{v}(t, x)$.
Next we give assumptions under which we obtain our main result (Theorem 3.6).

Assumption 3.4 (Controlled SDE) The functions $b$ and $\sigma$ are continuously differentiable and locally Lipschitz on $\mathbb{R}^{d}$. Moreover, there is $D_{1}>0$ such that

$$
|b(x)|_{d}+|\sigma(x)|_{d \times d^{\prime}} \leq D_{1}\left(1+|x|_{d}\right), \text { for all } x \in \mathbb{R}^{d} .
$$

Recalling $a=\sigma \sigma^{\top}$, for any bounded set $B \subset \mathbb{R}^{d}$ there is $\theta_{B}>0$ such that $a(\cdot)$ is
locally elliptic:

$$
\begin{equation*}
\langle\zeta, a(x) \zeta\rangle \geq \theta_{B}|\zeta|_{d}^{2} \quad \text { for any } \zeta \in \mathbb{R}^{d} \text { and all } x \in \bar{B} \tag{3.10}
\end{equation*}
$$

Assumption 3.5 (Functions $f, g, h$ ) For the functions $f, g, h: \mathbb{R}_{0, T}^{d+1} \rightarrow[0, \infty)$ the following hold:
(i) $f^{2}, g \in C_{\ell o c}^{1,2, \alpha}\left(\mathbb{R}_{0, T}^{d+1}\right)$ and $h \in C_{\ell o c}^{0,1, \alpha}\left(\mathbb{R}_{0, T}^{d+1}\right)$ for some $\alpha \in(0,1)$;
(ii) $t \mapsto f(t, x)$ is non-increasing for each $x \in \mathbb{R}^{d}$ and $0 \leq f(t, x) \leq c\left(1+|x|_{d}^{p}\right)$ for some $c, p>0$;
(iii) there is $K_{0} \in(0, \infty)$ such that for all $0 \leq s<t \leq T$ and all $x \in \mathbb{R}_{0, T}^{d+1}$

$$
\begin{equation*}
h(t, x)-h(s, x) \leq K_{0}(t-s) \quad \text { and } \quad g(t, x)-g(s, x) \leq K_{0}(t-s) ; \tag{3.11}
\end{equation*}
$$

(iv) there is $K_{1} \in(0, \infty)$ such that

$$
\begin{equation*}
0 \leq g(t, x)+h(t, x) \leq K_{1}\left(1+|x|_{d}^{2}\right), \text { for }(t, x) \in \mathbb{R}_{0, T}^{d+1} ; \tag{3.12}
\end{equation*}
$$

(v) $f$ and $g$ are such that

$$
\begin{equation*}
|\nabla g(t, x)|_{d} \leq f(t, x), \text { for all }(t, x) \in \mathbb{R}_{0, T}^{d+1} \tag{3.13}
\end{equation*}
$$

(vi) there is $K_{2} \in(0, \infty)$ such that

$$
\begin{equation*}
\Theta(t, x):=\left(h+\partial_{t} g+\mathcal{L} g-r g\right)(t, x) \geq-K_{2}, \text { for all }(t, x) \in \mathbb{R}_{0, T}^{d+1} \tag{3.14}
\end{equation*}
$$

Condition (3.11) is immediately satisfied if $h$ and $g$ are time-homogeneous (as it is often the case in investment problems, see, e.g., [14], [15], [19]) or if the maps $t \mapsto(h(t, x), g(t, x))$ are non-increasing for all $x \in \mathbb{R}^{d}$. Otherwise, that condition amounts to setting a maximum growth rate on $t \mapsto(h(t, x), g(t, x))$ as time increases. Condition (3.12) is sufficient to guarantee that the value function of the game has at most a quadratic growth. Intuitively, if the controller decides to not use any control, the game evolves according the uncontrolled SDE and the expected payoff has quadratic growth since $g$ and $h$ have. Condition (3.13) is
sufficient to guarantee that the stopping payoff satisfies the gradient constraint in (3.6) and therefore, from a probabilistic point of view, the stopper can stop at any point in the state-space: strictly speaking, this condition is only needed in the contact set $\{u=g\}$. However, the contact set is unknown a priori so it is difficult in our generality to formulate an assumption involving that set's properties; on a more technical level, it will be shown in Lemma 3.32 that (3.13) implies that the controller should never exert a jump at the time the stopper ends the game. Condition (3.14) guarantees that there is no region in the state space where the controller (minimiser) can push the process and obtain arbitrarily large (negative) running gains.

Example: Assumption 3.5 describes conditions on the functions $f, g, h$. We present now an example where these conditions are satisfied. Consider $d=1$ and let $(0, \infty)$ be the state space (see Remark 3.8). Let the underlying process be a geometric Brownian motion with $b(x)=c_{1} x$ and $\sigma(x)=c_{2} x$ for some $c_{1}, c_{2}$ positive constants. In singular control problems, a common function cost is a constant function: $f \equiv 1$. For the terminal payoff we use $g(t, x)=x$, this is a function independent of time and its derivatives are

$$
g_{x}(t, x)=1 \quad \text { and } \quad g_{x x}(t, x)=0
$$

We obtain that (3.13) is satisfied and

$$
\left(\partial_{t}+\mathcal{L}-r\right) g=c_{1} x-r x
$$

Thus, condition (3.14) is satisfied if $r \leq c_{1}$ or, for example, if we take a function $h$ with quadratic growth in $x$ such as $h(t, x)=t+c_{3} x^{2}$. This function depends on time and $h(t, x)-h(s, x) \leq(t-s)$.

The next theorem is the main result of the paper and its proof is distilled in the following sections through a number of technical results and estimates.

Theorem 3.6 The game described above admits a value (i.e., (3.5) holds) and the value function $v$ of the game is the maximal solution to Problem A. Moreover, for any given $(t, x) \in \mathbb{R}_{0, T}^{d+1}$ and any admissible control $(n, \nu) \in \mathcal{A}_{t}$, the stopping
time $\tau_{*}=\tau_{*}(t, x ; n, \nu) \in \mathcal{T}_{t}$ defined under $\mathrm{P}_{x}$ as

$$
\begin{equation*}
\tau_{*}:=\inf \left\{s \geq 0 \mid v\left(t+s, X_{s}^{[n, \nu]}\right)=g\left(t+s, X_{s}^{[n, \nu]}\right)\right\} \wedge(T-t), \tag{3.15}
\end{equation*}
$$

is optimal for the stopper.
Remark 3.7: Uniqueness of the solution to Problem A remains an open question. Methods used in, e.g., [62], do not apply due to the presence of obstacle and gradient constraints. Existence of an optimal control pair $\left(n^{*}, \nu^{*}\right) \in \mathcal{A}_{t}$ is also subtle and cannot be addressed in the generality of our setting. Even in standard singular control problems (not games) abstract existence results rely on compactness arguments in the space of increasing processes under more stringent assumptions (e.g., convexity or concavity) on the functions $f, g, h, b$ and $\sigma$ (see, e.g., [12], [34], [49], [64]).

Remark 3.8: Our choice to work with $X^{[n, \nu]} \in \mathbb{R}^{d}$ is purely for simplicity of exposition. It will be clear from our arguments of proof that other types of unbounded domains as, e.g., orthants of $\mathbb{R}^{d}$, are equally covered by our analysis, provided that the controlled process $X^{[n, \nu]}$ cannot leave the domain in finite time. In particular, for $d=1$ our results apply to $X^{[n, \nu]} \in(0, \infty)$, which is of specific interest for economic applications with geometric Brownian motion or certain CIR dynamics.

### 3.2 Penalised Problem and A Priori Estimates

In this section we first introduce a class of penalised problems and illustrate their connection with a class of ZSGs of control (Section 3.2.1). Then we provide important a priori estimates on the growth and gradient of the solution of such penalised problems (Sections 3.2.2 and 3.2.3) and, finally, we prove existence and uniqueness of the solution (Section 3.2.4).

### 3.2.1 A penalised problem

For technical reasons related to solvability of the penalised problem and the probabilistic representation of its solution we choose to work on a sequence of bounded domains $\left(\mathcal{O}_{m}\right)_{m \in \mathbb{N}} \subset \mathbb{R}_{0, T}^{d+1}$. Recall that $B_{m} \subset \mathbb{R}^{d}$ is the open ball of radius $m$ centred in the origin and set $\mathcal{O}_{m}:=[0, T) \times B_{m}$ with parabolic boundary $\partial_{P} \mathcal{O}_{m}=\left([0, T) \times \partial B_{m}\right) \cup\left(\{T\} \times \bar{B}_{m}\right)$. To simplify notation, we use $\|\cdot\|_{m}=\|\cdot\|_{C^{0}\left(\overline{\mathcal{O}}_{m}\right)}$.

Let $\left(\xi_{m}\right)_{m \in \mathbb{N}} \subset C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$ be such that for each $m \in \mathbb{N}$ we have:
(i) $0 \leq \xi_{m} \leq 1$ on $\mathbb{R}^{d}$, with $\xi_{m}=1$ on $B_{m}$ and $\xi_{m}=0$ on $\mathbb{R}^{d} \backslash B_{m+1}$;
(ii) there is $C_{0}>0$ independent of $m \in \mathbb{N}$ such that

$$
\begin{equation*}
\left|\nabla \xi_{m}\right|_{d}^{2} \leq C_{0} \xi_{m} \text { on } \mathbb{R}^{d} \tag{3.16}
\end{equation*}
$$

An example of such functions is provided in Appendix B. 1 for completeness. We define

$$
g_{m}(t, x):=\xi_{m-1}(x) g(t, x) \quad \text { and } \quad h_{m}(t, x):=\xi_{m-1}(x) h(t, x), \quad \text { for }(t, x) \in \mathbb{R}_{0, T}^{d+1} .
$$

Clearly $g_{m}=h_{m}=0$ on $\mathbb{R}_{0, T}^{d+1} \backslash \mathcal{O}_{m}$ while $g_{m}=g$ and $h_{m}=h$ on $\mathcal{O}_{m-1}$. We also define a version $f_{m}$ of the function $f$ so that $f_{m}=f$ on $\mathcal{O}_{m-1}$ and the condition

$$
\begin{equation*}
\left|\nabla g_{m}(t, x)\right|_{d} \leq f_{m}(t, x), \quad \text { for }(t, x) \in \overline{\mathcal{O}}_{m} \tag{3.17}
\end{equation*}
$$

is preserved. For $(t, x) \in \mathbb{R}_{0, T}^{d+1}$ we let

$$
f_{m}(t, x):=\left(f^{2}(t, x)+\|g\|_{m}^{2}\left|\nabla \xi_{m-1}(x)\right|_{d}^{2}+2\left(g \xi_{m-1}\left\langle\nabla \xi_{m-1}, \nabla g\right\rangle\right)(t, x)\right)^{\frac{1}{2}}
$$

and notice that on $\overline{\mathcal{O}}_{m}$

$$
\begin{aligned}
\left|\nabla g_{m}\right|_{d}^{2} & =\sum_{i=1}^{d}\left(\xi_{m-1} \partial_{x_{i}} g+g \partial_{x_{i}} \xi_{m-1}\right)^{2} \\
& =\xi_{m-1}^{2}|\nabla g|_{d}^{2}+g^{2}\left|\nabla \xi_{m-1}\right|_{d}^{2}+2 \xi_{m-1} g\left\langle\nabla \xi_{m-1}, \nabla g\right\rangle \\
& \leq f_{m}^{2}
\end{aligned}
$$

where the inequality follows by the assumption $|\nabla g|_{d} \leq f$ and $\left|\xi_{m}\right| \leq 1$. Since $\nabla \xi_{m-1}=\mathbf{0}$ on $B_{m-1}$, we have $f_{m}=f$ on $\mathcal{O}_{m-1}$. Notice that $f_{m}^{2} \in C^{0,1, \alpha}\left(\overline{\mathcal{O}}_{m}\right)$ by Assumption 3.5 but it does not vanish on the boundary of $\mathcal{O}_{m}$. By construction, it is clear that

$$
g_{m} \rightarrow g, \quad h_{m} \rightarrow h \quad \text { and } \quad f_{m} \rightarrow f, \quad \text { as } m \rightarrow \infty
$$

uniformly on any compact $\mathcal{K} \subset \mathbb{R}_{0, T}^{d+1}$.
Let us now state the penalised problem. Fix $(\varepsilon, \delta) \in(0,1)^{2}$ and $m \in \mathbb{N}$. Let $\psi_{\varepsilon} \in C^{2}(\mathbb{R})$ be a non-negative, convex function such that $\psi_{\varepsilon}(y)=0$ for $y \leq 0$, $\psi_{\varepsilon}(y)>0$ for $y>0, \psi_{\varepsilon}^{\prime} \geq 0$ and $\psi_{\varepsilon}(y)=\frac{y-\varepsilon}{\varepsilon}$ for $y \geq 2 \varepsilon$. An example of such functions is provided in Appendix B. 2 for completeness. We also denote $(y)^{+}:=\max \{0, y\}$ for $y \in \mathbb{R}$. In order to use the results within this chapter also in Chapter 4 we introduce $\mathcal{H}: \mathbb{R}^{d} \rightarrow \mathbb{R}$ as $\mathcal{H}(p):=|p|_{d}^{2}$. Notice that $\nabla \mathcal{H}(p)=2 p$ and $D^{2} \mathcal{H}(p)=2 I_{d \times d}$. Indeed, $\mathcal{H}$ is a uniform convex function and this will be important in Chapter 4.

Problem B. Find $u=u_{m}^{\varepsilon, \delta}$ with $u \in C^{1,2, \alpha}\left(\overline{\mathcal{O}}_{m}\right)$, for $\alpha \in(0,1)$ as in Assumption 3.5, that solves:

$$
\left\{\begin{array}{l}
\left(\partial_{t}+\mathcal{L}-r\right) u=-h_{m}-\frac{1}{\delta}\left(g_{m}-u\right)^{+}+\psi_{\varepsilon}\left(\mathcal{H}(\nabla u)-f_{m}^{2}\right), \quad \text { on } \mathcal{O}_{m}  \tag{3.18}\\
u(t, x)=g_{m}(t, x),
\end{array}(t, x) \in \partial_{P} \mathcal{O}_{m} .\right.
$$

There are two useful probabilistic interpretations of a solution to Problem B,
which we are going to illustrate next. Given $t \in[0, T]$, define the control classes

$$
\mathcal{A}_{t}^{\circ}:=\left\{\begin{array}{l|l}
(n, \nu) & \begin{array}{l}
\left(n_{s}\right)_{s \in[0, \infty)} \text { is progressively measurable, } \mathbb{R}^{d} \text {-valued, } \\
\text { with }\left|n_{s}\right|_{d}=1, \text { P-a.s. for all } s \in[0, \infty) ;\left(\nu_{s}\right)_{s \in[0, \infty)} \text { is } \\
\mathbb{F} \text {-adapted, real valued, non-decreasing and absolutely } \\
\text { continuous in time, P-a.s., with } \mathrm{E}\left[\left|\nu_{T-t}\right|^{2}\right]<\infty
\end{array}
\end{array}\right\}
$$

and

$$
\mathcal{T}_{t}^{\delta}:=\left\{\begin{array}{l|l}
w & \begin{array}{l}
\left(w_{s}\right)_{s \in[0, \infty)} \text { is progressively measurable, } \\
\text { with } 0 \leq w_{s} \leq \frac{1}{\delta}, \text { P-a.s. for all } s \in[0, T-t]
\end{array}
\end{array}\right\}
$$

It is obvious that $\mathcal{A}_{t}^{\circ} \subset \mathcal{A}_{t}$. For $(t, x) \in \mathbb{R}_{0, T}^{d+1}$ and $y \in \mathbb{R}^{d}$ we define the Hamiltonian

$$
\begin{equation*}
H_{m}^{\varepsilon}(t, x, y):=\sup _{p \in \mathbb{R}^{d}}\left\{\langle y, p\rangle-\psi_{\varepsilon}\left(\mathcal{H}(p)-f_{m}^{2}(t, x)\right)\right\} . \tag{3.19}
\end{equation*}
$$

The function $H_{m}^{\varepsilon}$ is non-negative (pick $p=\mathbf{0}$ ). Thanks to (3.17), choosing $p=-\nabla g_{m}(t, x)$ we have

$$
\begin{equation*}
H_{m}^{\varepsilon}(t, x, y) \geq-\left\langle y, \nabla g_{m}(t, x)\right\rangle, \quad \text { for all }(t, x, y) \in[0, T] \times \mathbb{R}^{d} \times \mathbb{R}^{d} \tag{3.20}
\end{equation*}
$$

For any admissible pair $(n, \nu) \in \mathcal{A}_{t}^{\circ}$, we consider the controlled dynamics

$$
X_{s}^{[n, \nu]}=x+\int_{0}^{s}\left[b\left(X_{u}^{[n, \nu]}\right)+n_{u} \dot{\nu}_{u}\right] \mathrm{d} u+\int_{0}^{s} \sigma\left(X_{u}^{[n, \nu]}\right) \mathrm{d} W_{u}, \quad \text { for } 0 \leq s \leq T-t
$$

where now the process $\nu$ is absolutely continuous with respect the Lebesgue measure of time, P-a.s. Thus for a fixed $T>0$ and for almost every $\omega \in \Omega$ there exists a measurable function $\left(\dot{\nu}_{s}\right)_{s \in[0, \infty)}$ (which depends on $\omega$ ) such that

$$
\int_{0}^{t} \mathbb{1}_{A} \mathrm{~d} \nu_{s}=\int_{0}^{t} \mathbb{1}_{A} \dot{\nu}_{s} \mathrm{~d} s
$$

for all measurable sets $A \subseteq[0, T]$. Sometimes, $\dot{\nu}$ is called the Radon-Nikodym derivative of $\mathrm{d} \nu_{s}$ with respect to $\mathrm{d} s$. We define $\rho_{m}=\rho_{\mathcal{O}_{m}}(t, x ; n, \nu)$ as

$$
\begin{equation*}
\rho_{m}=\inf \left\{s \geq 0 \mid X_{s}^{[n, \nu]} \notin B_{m}\right\} \wedge(T-t) . \tag{3.21}
\end{equation*}
$$

Instead, for $w \in \mathcal{T}_{t}^{\delta}$, we introduce a controlled discount factor

$$
R_{s}^{w}:=\exp \left(-\int_{0}^{s}\left[r+w_{\lambda}\right] \mathrm{d} \lambda\right) .
$$

For $(t, x) \in \overline{\mathcal{O}}_{m}$ and a treble $[(n, \nu), w] \in \mathcal{A}_{t}^{\circ} \times \mathcal{T}_{t}^{\delta}$ let us consider an expected payoff:

$$
\begin{align*}
\mathcal{J}_{t, x}^{\mathcal{\varepsilon}, \delta, m}(n, \nu, w):=\mathrm{E}_{x}[ & R_{\rho_{m}}^{w} g_{m}\left(t+\rho_{m}, X_{\rho_{m}}^{[n, \nu]}\right)+\int_{0}^{\rho_{m}} R_{s}^{w} h_{m}\left(t+s, X_{s}^{[n, \nu]}\right) \mathrm{d} s  \tag{3.22}\\
& \left.+\int_{0}^{\rho_{m}} R_{s}^{w}\left[w_{s} g_{m}+H_{m}^{\varepsilon}\left(\cdot, n_{s} \dot{\nu}_{s}\right)\right]\left(t+s, X_{s}^{[n, \nu]}\right) \mathrm{d} s\right]
\end{align*}
$$

The associated upper and lower value read, respectively,

$$
\begin{aligned}
& \bar{v}_{m}^{\varepsilon, \delta}(t, x)=\inf _{(n, \nu) \in \mathcal{A}_{t}^{\circ}} \sup _{w \in \mathcal{T}_{t}^{\mathcal{\delta}}} \mathcal{J}_{t, x}^{\varepsilon, \delta, m}(n, \nu, w) \quad \text { and } \\
& \underline{v}_{m}^{\varepsilon, \delta}(t, x)=\sup _{w \in \mathcal{T}_{t}^{\delta}} \inf _{(n, \nu) \in \mathcal{A}_{t}^{( }} \mathcal{J}_{t, x}^{\varepsilon, \delta, m}(n, \nu, w),
\end{aligned}
$$

so that $\underline{v}_{m}^{\varepsilon, \delta} \leq \bar{v}_{m}^{\varepsilon, \delta}$. A solution of Problem B coincides with the value function of this ZSG.

Proposition 3.9 Let $u_{m}^{\varepsilon, \delta}$ be a solution of Problem B. Then

$$
\begin{equation*}
u_{m}^{\varepsilon, \delta}(t, x)=\bar{v}_{m}^{\varepsilon, \delta}(t, x)=\underline{v}_{m}^{\varepsilon, \delta}(t, x), \quad \text { for all }(t, x) \in \overline{\mathcal{O}}_{m} . \tag{3.23}
\end{equation*}
$$

Proof. For simplicity denote $u=u_{m}^{\varepsilon, \delta}$. By definition $\bar{v}_{m}^{\varepsilon, \delta}=\underline{v}_{m}^{\varepsilon, \delta}=u=g_{m}$ on $\partial_{P} \mathcal{O}_{m}$. Fix $(t, x) \in \mathcal{O}_{m}$ and an arbitrary treble $[(n, \nu), w] \in \mathcal{A}_{t}^{\circ} \times \mathcal{T}_{t}^{\delta}$. Applying Itô's formula to $R_{\rho_{m}}^{w} u\left(t+\rho_{m}, X_{\rho_{m}}^{[n, \nu]}\right)$ we have

$$
\begin{aligned}
R_{\rho_{m}}^{w} u\left(t+\rho_{m}, X_{\rho_{m}}^{[n, \nu]}\right)= & u(t, x)+\int_{0}^{\rho_{m}} R_{s}^{w}\left(\partial_{t}+\mathcal{L}-r\right) u\left(t+s, X_{s}^{[n, \nu]}\right) \mathrm{d} s \\
& -\int_{0}^{\rho_{m}} R_{s}^{w} w_{s} u\left(t+s, X_{s}^{[n, \nu]}\right) \mathrm{d} s \\
& +\int_{0}^{\rho_{m}} R_{s}^{w}\left\langle n_{s} \dot{\nu}_{s}, \nabla u\left(t+s, X_{s}^{[n, \nu]}\right)\right\rangle \mathrm{d} s \\
& -\int_{0}^{\rho_{m}} R_{s}^{w} \nabla u\left(t+s, X_{s}^{[n, \nu]}\right) \sigma\left(X_{s}^{[n, \nu]}\right) \mathrm{d} W_{s} .
\end{aligned}
$$

Notice that the function $u$ belongs to $C^{1,2, \alpha}\left(\overline{\mathcal{O}}_{m}\right)$ and thus Itô's formula applies up to time $\rho_{m}$. Applying expectation to both sides on the equation above and arranging terms we get

$$
\begin{aligned}
u(t, x)=\mathrm{E}_{x}[ & R_{\rho_{m}}^{w} u\left(t+\rho_{m}, X_{\rho_{m}}^{[n, \nu]}\right)-\int_{0}^{\rho_{m}} R_{s}^{w}\left(\partial_{t}+\mathcal{L}-r\right) u\left(t+s, X_{s}^{[n, \nu]}\right) \mathrm{d} s \\
& -\int_{0}^{\rho_{m}} R_{s}^{w} w_{s} u\left(t+s, X_{s}^{[n, \nu]}\right) \mathrm{d} s+\int_{0}^{\rho_{m}} R_{s}^{w}\left\langle n_{s} \dot{\nu}_{s}, \nabla u\left(t+s, X_{s}^{[n, \nu]}\right)\right\rangle \mathrm{d} s \\
& \left.-\int_{0}^{\rho_{m}} R_{s}^{w} \nabla u\left(t+s, X_{s}^{[n, \nu]}\right) \sigma\left(X_{s}^{[n, \nu]}\right) \mathrm{d} W_{s}\right] .
\end{aligned}
$$

The last term on the right-hand side above is a martingale because the functions inside the integral are bounded and therefore the expectation is zero. Using that $u$ solves (3.18) we have

$$
\begin{align*}
u(t, x)=\mathrm{E}_{x}[ & R_{\rho_{m}}^{w} g_{m}\left(t+\rho_{m}, X_{\rho_{m}}^{[n, \nu]}\right)+\int_{0}^{\rho_{m}} R_{s}^{w} h_{m}\left(t+s, X_{s}^{[n, \nu]}\right) \mathrm{d} s \\
& +\int_{0}^{\rho_{m}} R_{s}^{w}\left[\frac{1}{\delta}\left(g_{m}-u\right)^{+}-\psi_{\varepsilon}\left(\mathcal{H}(\nabla u)-f_{m}^{2}\right)\right]\left(t+s, X_{s}^{[n, \nu]}\right) \mathrm{d} s  \tag{3.24}\\
& \left.+\int_{0}^{\rho_{m}} R_{s}^{w}\left[w_{s} u\left(t+s, X_{s}^{[n, \nu]}\right)-\left\langle n_{s} \dot{\nu}_{s}, \nabla u\left(t+s, X_{s}^{[n, \nu]}\right)\right\rangle\right] \mathrm{d} s\right] .
\end{align*}
$$

We prove first that $u(t, x) \leq \underline{v}_{m}^{\varepsilon, \delta}(t, x)$. By definition of the Hamiltonian we have (choosing $p=-\nabla u\left(t+s, X_{s}^{[n, \nu]}\right)$ in (3.19))

$$
\begin{align*}
-\left\langle n_{s} \dot{\nu}_{s}, \nabla u\left(t+s, X_{s}^{[n, \nu]}\right)\right\rangle & -\psi_{\varepsilon}\left(\mathcal{H}(\nabla u)-f_{m}^{2}\right)\left(t+s, X_{s}^{[n, \nu]}\right)  \tag{3.25}\\
& \leq H_{m}^{\varepsilon}\left(t+s, X_{s}^{[n, \nu]}, n_{s} \dot{\nu}_{s}\right) .
\end{align*}
$$

Moreover, choosing $w=w^{*} \in \mathcal{T}_{t}^{\delta}$ defined as

$$
w_{s}^{*}:= \begin{cases}0 & \text { if } u\left(t+s, X_{s}^{[n, \nu]}\right)>g_{m}\left(t+s, X_{s}^{[n, \nu]}\right)  \tag{3.26}\\ \frac{1}{\delta} & \text { if } u\left(t+s, X_{s}^{[n, \nu]}\right) \leq g_{m}\left(t+s, X_{s}^{[n, \nu]}\right)\end{cases}
$$

we also have

$$
\begin{equation*}
\frac{1}{\delta}\left(g_{m}-u\right)^{+}\left(t+s, X_{s}^{[n, \nu]}\right)+w_{s}^{*} u\left(t+s, X_{s}^{[n, \nu]}\right)=w_{s}^{*} g_{m}\left(t+s, X_{s}^{[n, \nu]}\right) \tag{3.27}
\end{equation*}
$$

The process $w^{*} \in \mathcal{T}_{t}^{\delta}$ if it is progressively measurable. For all $\lambda \in\left[0, \rho_{m}\right]$, we just
need to prove that the pre-image of

$$
\begin{aligned}
D_{\lambda} & :=\left\{(s, \omega) \in[0, \lambda] \times \Omega \mid w_{s}^{*}(\omega)=0\right\} \\
& =\left\{(s, \omega) \in[0, \lambda] \times \Omega \mid\left(u-g_{m}\right)\left(t+s, X_{s}^{[n, \nu]}(\omega)\right)>0\right\}
\end{aligned}
$$

is a measurable set. Defining $Y_{\lambda}(s, \omega ; n, \nu)=\left(u-g_{m}\right)\left(t+s, X_{s}^{[n, \nu]}(\omega)\right)$ for $(s, \omega) \in$ $[0, \lambda] \times \Omega$, we have that $Y_{\lambda}$ is continuous because it is composition of a continuous function $u-g_{m}$ with a progressively measurable process $X_{\lambda}^{[n, \nu]}$, thus the pre-image of an open set is a measurable set, i.e., $Y_{\lambda}^{-1}((0, \infty))=D_{\lambda}$ is measurable.

Then, plugging (3.25) and (3.27) into (3.24) we arrive at

$$
\begin{aligned}
u(t, x)= & \mathrm{E}_{x}\left[R_{\rho_{m}}^{w^{*}} g_{m}\left(t+\rho_{m}, X_{\rho_{m}}^{[n, \nu]}\right)+\int_{0}^{\rho_{m}} R_{s}^{w^{*}} h_{m}\left(t+s, X_{s}^{[n, \nu]}\right) \mathrm{d} s\right. \\
& \left.\left.+\int_{0}^{\rho_{m}} R_{s}^{w^{*}}\left[w_{s}^{*} g\left(t+s, X_{s}^{[n, \nu]}\right)+H_{m}^{\varepsilon}\left(t+s, X_{s}^{[n, \nu]}, n_{s} \dot{\nu}_{s}\right)\right\rangle\right] \mathrm{d} s\right] \\
= & \mathcal{J}_{t, x}^{\varepsilon, \delta, m}\left(n, \nu, w^{*}\right) .
\end{aligned}
$$

Since the pair $(n, \nu)$ was arbitrary, then we have

$$
u(t, x) \leq \inf _{(n, \nu) \in \mathcal{A}_{t}^{\mathcal{O}_{t}}} \mathcal{J}_{t, x}^{\varepsilon, \delta, m}\left(n, \nu, w^{*}\right)
$$

and therefore $u(t, x) \leq \underline{v}_{m}^{\varepsilon, \delta}(t, x)$. Next we are going to prove that $u \geq \bar{v}_{m}^{\varepsilon, \delta}$.
For any $w \in \mathcal{T}_{t}^{\delta}$ it is not hard to see that

$$
\begin{equation*}
\frac{1}{\delta}\left(g_{m}-u\right)^{+}\left(t+s, X_{s}^{[n, \nu]}\right)+w_{s} u\left(t+s, X_{s}^{[n, \nu]}\right) \geq w_{s} g_{m}\left(t+s, X_{s}^{[n, \nu]}\right) \tag{3.28}
\end{equation*}
$$

since $0 \leq w_{s} \leq \frac{1}{\delta}$ for all $s \in[0, T-t]$. Assume, it is possible to find a pair $\left(n^{*}, \nu^{*}\right) \in \mathcal{A}_{t}^{\circ}$ such that, putting $X^{*}=X^{\left[n^{*}, \nu^{*}\right]}$ we obtain

$$
\begin{align*}
-\left\langle n_{s}^{*} \dot{\nu}_{s}^{*}, \nabla u\left(t+s, X_{s}^{*}\right)\right\rangle & -\psi_{\varepsilon}\left(\mathcal{H}(\nabla u)-f_{m}^{2}\right)\left(t+s, X_{s}^{*}\right)  \tag{3.29}\\
& =H_{m}^{\varepsilon}\left(t+s, X_{s}^{*}, n_{s}^{*} \dot{\nu}_{s}^{*}\right) .
\end{align*}
$$

Then, plugging (3.28) and (3.29) into (3.24), we have $u(t, x) \geq \mathcal{J}_{t, x}^{\varepsilon, \delta, m}\left(n^{*}, \nu^{*}, w\right)$.

Since $w \in \mathcal{T}_{t}^{\delta}$ is arbitrary we have

$$
u(t, x) \geq \sup _{w \in \mathcal{T}_{t}^{\delta}} \mathcal{J}_{t, x}^{\varepsilon, \delta, m}\left(n^{*}, \nu^{*}, w\right) \geq \bar{v}_{m}^{\varepsilon, \delta}(t, x)
$$

It remains to find the pair $\left(n^{*}, \nu^{*}\right)$. By concavity, the supremum in $H_{m}^{\varepsilon}(t, x, y)$ is uniquely attained at a point $p=p(t, x, y) \in \mathbb{R}^{d}$ identified by the first-order condition $y=\psi_{\varepsilon}^{\prime}\left(\mathcal{H}(p)-f_{m}^{2}(t, x)\right) \nabla \mathcal{H}(p)=\psi_{\varepsilon}^{\prime}\left(\mathcal{H}(p)-f_{m}^{2}(t, x)\right) 2 p$. Taking

$$
\begin{align*}
& n_{s}^{*}:= \begin{cases}-\frac{\nabla u^{\varepsilon, \delta}\left(t+s, X_{s}^{*}\right)}{\left|\nabla u_{m}^{\xi, \delta}\left(t+s, X_{s}^{*}\right)\right| d}, & \text { if } \nabla u_{m}^{\varepsilon, \delta}\left(t+s, X_{s}^{*}\right) \neq \mathbf{0}, \\
\text { any unit vector, }, & \text { if } \nabla u_{m}^{\varepsilon, \delta}\left(t+s, X_{s}^{*}\right)=\mathbf{0},\end{cases}  \tag{3.30}\\
& \dot{\nu}_{s}^{*}:=2 \psi_{\varepsilon}^{\prime}\left(\mathcal{H}\left(\nabla u_{m}^{\varepsilon, \delta}\left(t+s, X_{s}^{*}\right)\right)-f_{m}^{2}\left(t+s, X_{s}^{*}\right)\right)\left|\nabla u_{m}^{\varepsilon, \delta}\left(t+s, X_{s}^{*}\right)\right|_{d},
\end{align*}
$$

with

$$
\begin{align*}
X_{s \wedge \rho_{m}}^{*}= & x+\int_{0}^{s \wedge \rho_{m}} b\left(X_{\lambda}^{*}\right)-\left(2 \psi_{\varepsilon}^{\prime}\left(\mathcal{H}\left(\nabla u_{m}^{\varepsilon, \delta}\right)-f_{m}^{2}\right) \nabla u_{m}^{\varepsilon, \delta}\right)\left(t+\lambda, X_{\lambda}^{*}\right) \mathrm{d} \lambda  \tag{3.31}\\
& +\int_{0}^{s \wedge \rho_{m}} \sigma\left(X_{\lambda}^{*}\right) \mathrm{d} W_{\lambda}
\end{align*}
$$

for $s \in[0, T-t]$, we have that (3.29) holds (we restored the notation $u_{m}^{\varepsilon, \delta}$ for future reference). It remains to check that $\left(X_{s \wedge \rho_{m}}^{*}\right)_{s \in[0, T]}$ is actually well-defined.

Since $u_{m}^{\varepsilon, \delta} \in C^{1,2, \alpha}\left(\overline{\mathcal{O}}_{m}\right)$ and $\psi_{\varepsilon} \in C^{2}(\mathbb{R})$, then both the drift and diffusion coefficients of the controlled SDE are Lipschitz in space (recall Assumption 3.4). Hence (3.31) admits a unique strong solution. Moreover, both $n^{*}$ and $\nu^{*}$ are progressively measurable and since $0 \leq \psi_{\varepsilon}^{\prime} \leq 1 / \varepsilon$ then also $0 \leq \dot{\nu}_{s}^{*} \leq$ $2 \varepsilon^{-1}\left\|\nabla u_{m}^{\varepsilon, \delta}\right\|_{m}<\infty$. Therefore $\left(n^{*}, \nu^{*}\right) \in \mathcal{A}_{t}^{\circ}$.

Remark 3.10: From the proof of Proposition 3.9 we see that $w^{*}$ defined in (3.26) is optimal for the maximiser and $\left(n^{*}, \nu^{*}\right)$ defined in (3.30) is optimal for the minimiser in the ZSG with payoff (3.22).

We also show that $u_{m}^{\varepsilon, \delta}$ is the value function of a control problem with a recursive structure.

Proposition 3.11 Let $u_{m}^{\varepsilon, \delta}$ be a solution of Problem B. Then, for $(t, x) \in \overline{\mathcal{O}}_{m}$,

$$
\begin{align*}
u_{m}^{\varepsilon, \delta}(t, x)=\inf _{(n, \nu) \in \mathcal{A}_{t}^{\bullet}} \mathrm{E}_{x}[ & R_{\rho_{m}}^{\delta^{-1}} g_{m}\left(t+\rho_{m}, X_{\rho_{m}}^{[n, \nu]}\right)+\int_{0}^{\rho_{m}} R_{s}^{\delta^{-1}} h_{m}\left(t+s, X_{s}^{[n, \nu]}\right) \mathrm{d} s  \tag{3.32}\\
& \left.+\int_{0}^{\rho_{m}} R_{s}^{\delta^{-1}}\left[\frac{1}{\delta}\left(g_{m} \vee u_{m}^{\varepsilon, \delta}\right)+H_{m}^{\varepsilon}\left(\cdot, n_{s} \dot{\nu}_{s}\right)\right]\left(t+s, X_{s}^{[n, \nu]}\right) \mathrm{d} s\right]
\end{align*}
$$

and the pair $\left(n^{*}, \nu^{*}\right)$ from (3.30) is optimal.
Proof. For simplicity denote $u=u_{m}^{\varepsilon, \delta}$. Since $\frac{1}{\delta}\left(g_{m}-u\right)^{+}+\frac{1}{\delta} u=\frac{1}{\delta} g_{m} \vee u$, then taking $w \equiv \frac{1}{\delta}$ in (3.24) and using (3.25) we get

$$
\begin{aligned}
u(t, x) \leq \inf _{(n, \nu) \in \mathcal{A}_{t}^{\circ}} \mathrm{E}_{x}[ & R_{\rho_{m}}^{\delta^{-1}} g_{m}\left(t+\rho_{m}, X_{\rho_{m}}^{[n, \nu]}\right) \\
& \left.+\int_{0}^{\rho_{m}} R_{s}^{\delta^{-1}}\left[h_{m}+\frac{1}{\delta}\left(g_{m} \vee u\right)+H_{m}^{\varepsilon}\left(\cdot, n_{s} \dot{\nu}_{s}\right)\right]\left(t+s, X_{s}^{[n, \nu]}\right) \mathrm{d} s\right]
\end{aligned}
$$

The equality is obtained by substituting in (3.24) the controls $w \equiv \frac{1}{\delta}$ and ( $n^{*}, \nu^{*}$ ) defined in (3.30). Recalling the notation $X^{*}=X^{\left[n^{*}, \nu^{*}\right]}$ and (3.29) we obtain (3.32) and optimality of $\left(n^{*}, \nu^{*}\right)$.

From the probabilistic representation of $u_{m}^{\varepsilon, \delta}$ in (3.23) we establish uniqueness in Problem B.

Corollary 3.12 There is at most one solution to Problem B.

### 3.2.2 Quadratic growth and stability

Here we establish growth and stability results for $u_{m}^{\varepsilon, \delta}$.
Lemma 3.13 Let $u_{m}^{\varepsilon, \delta}$ be a solution of Problem B. Then, there is a constant $K_{3}>0$ independent of $\varepsilon, \delta, m$ such that

$$
\begin{equation*}
0 \leq u_{m}^{\varepsilon, \delta}(t, x) \leq K_{3}\left(1+|x|_{d}^{2}\right), \quad \text { for all }(t, x) \in \overline{\mathcal{O}}_{m} \tag{3.33}
\end{equation*}
$$

Proof. Since $f_{m}, g_{m}$ and $h_{m}$ are non-negative, then by (3.23) we get $u_{m}^{\varepsilon, \delta} \geq 0$. For the upper bound we pick the control pair $(n, \nu)=\left(e_{1}, 0\right)$ (where $e_{1}$ is the unit vector with 1 in the first entry) in (3.22) and we call $X^{0}=X^{\left[e_{1}, 0\right]}$ for simplicity.

Notice that $H_{m}^{\varepsilon}\left(t+s, X_{s}^{0}, 0\right)=0$, then

$$
\begin{aligned}
& u_{m}^{\varepsilon, \delta}(t, x) \\
& \leq \sup _{w \in \mathcal{T}^{\delta}} \mathrm{E}_{x}\left[\int_{0}^{\rho_{m}} R_{s}^{w}\left[h_{m}+w_{s} g_{m}\right]\left(t+s, X_{s}^{0}\right) \mathrm{d} s+R_{\rho_{m}}^{w} g_{m}\left(t+\rho_{m}, X_{\rho_{m}}^{0}\right)\right] \\
& \leq \sup _{w \in \mathcal{T}^{\delta}} \mathrm{E}_{x}\left[\int_{0}^{\rho_{m}} R_{s}^{w}\left[K_{1}\left(1+w_{s}\right)\left(1+\sup _{0 \leq \lambda \leq s}\left|X_{\lambda}^{0}\right|_{d}^{2}\right)\right] \mathrm{d} s+R_{\rho_{m}}^{w} K_{1}\left(1+\left|X_{\rho_{m}}^{0}\right|_{d}^{2}\right)\right] \\
& \leq K_{1} \sup _{w \in \mathcal{T}^{\delta}} \mathrm{E}_{x}\left[\left[1+\sup _{0 \leq s \leq T-t} e^{-r s}\left|X_{s}^{0}\right|_{d}^{2}\right]\left[e^{-\int_{0}^{\rho_{m}} w_{\lambda} \mathrm{d} \lambda}+\int_{0}^{\rho_{m}} e^{-\int_{0}^{s} w_{\lambda} \mathrm{d} \lambda}\left[1+w_{s}\right] \mathrm{d} s\right]\right]
\end{aligned}
$$

where the second inequality is using the quadratic growth of $h_{m}$ and $g_{m}$ (see (3.12)); the last inequality is using the definition of $R^{w}$ with

$$
R_{s}^{w}(1+x)=e^{-\int_{0}^{s} w_{\lambda} \mathrm{d} \lambda} e^{-r s}(1+x) \leq e^{-\int_{0}^{s} w_{\lambda} \mathrm{d} \lambda}\left(1+e^{-r s} x\right), \quad \forall x \in[0, \infty)
$$

For $\mathrm{P}_{x}$-a.e. $\omega$ we have the simple bound

$$
\begin{aligned}
e^{-\int_{0}^{\rho_{m}(\omega)} w_{\lambda} \mathrm{d} \lambda} & +\int_{0}^{\rho_{m}(\omega)} e^{-\int_{0}^{s} w_{\lambda}(\omega) \mathrm{d} \lambda}\left[1+w_{s}(\omega)\right] \mathrm{d} s \\
& =e^{-\int_{0}^{\rho_{m}(\omega)} w_{\lambda} \mathrm{d} \lambda}+\int_{0}^{\rho_{m}(\omega)} e^{-\int_{0}^{s} w_{\lambda}(\omega) \mathrm{d} \lambda} \mathrm{~d} s+\left[-e^{-\int_{0}^{s} w_{\lambda}(\omega) \mathrm{d} \lambda}\right]_{0}^{\rho_{m}(\omega)} \\
& \leq T+1 .
\end{aligned}
$$

Therefore

$$
u_{m}^{\varepsilon, \delta}(t, x) \leq K_{1}(T+1) \mathrm{E}_{x}\left[1+\sup _{0 \leq s \leq T-t} e^{-r s}\left|X_{s}^{0}\right|_{d}^{2}\right] \leq K_{3}\left(1+|x|_{d}^{2}\right)
$$

by standard estimates for SDEs with coefficients with linear growth ([48, Cor. 2.5.10]) and the constant $K_{3}>0$ depends only on $T, D_{1}$ and $K_{1}$ in Assumptions 3.4 and 3.5.

Remark 3.14: In particular, (3.33) implies that for any $m \geq m_{0} \in \mathbb{N}$ and $\varepsilon, \delta \in(0,1)$

$$
\left\|u_{m}^{\varepsilon, \delta}\right\|_{m_{0}} \leq K_{3}\left(1+\left|m_{0}\right|^{2}\right)=: M_{1}\left(m_{0}\right)
$$

where we recall $\|\cdot\|_{m_{0}}=\|\cdot\|_{C^{0}\left(\overline{\mathcal{O}}_{m_{0}}\right)}$.

The next result relies upon standard PDE arguments. Its proof is in Appendix B. 3 for completeness.

Lemma 3.15 Let $u_{m}^{\varepsilon, \delta}$ be a solution of Problem B. Let $u^{n} \in C^{\infty}\left(\overline{\mathcal{O}}_{m}\right)$ and $\chi_{n} \in$ $C^{\infty}(\mathbb{R})$ be such that $\chi_{n}(0)=0, \chi_{n}^{\prime} \geq 0,\left(\chi_{n}\right)_{n \in \mathbb{N}}$ are equi-Lipschitz, and

$$
\left\|u^{n}-u_{m}^{\varepsilon, \delta}\right\|_{C^{1,2, \gamma}\left(\mathcal{O}_{m}\right)}+\left\|\chi_{n}-(\cdot)^{+}\right\|_{C^{0}(\mathbb{R})} \leq \frac{1}{n}, \quad n \in \mathbb{N}
$$

for some $\gamma \in(0, \alpha)$. Then, there exists a unique solution $w^{n} \in C^{1,2, \alpha}\left(\overline{\mathcal{O}}_{m}\right)$ of

$$
\left\{\begin{array}{rlrl}
\left(\partial_{t}+\mathcal{L}-r\right) w^{n}= & -h_{m}-\frac{1}{\delta} \chi_{n}\left(g_{m}-u_{m}^{\varepsilon, \delta}\right) & &  \tag{3.34}\\
& +\psi_{\varepsilon}\left(\mathcal{H}\left(\nabla u^{n}\right)-f_{m}^{2}-\frac{1}{n}\right), & & \text { on } \mathcal{O}_{m} \\
w^{n}(t, x)=g_{m}(t, x), & & (t, x) \in \partial_{P} \mathcal{O}_{m}
\end{array}\right.
$$

Moreover, $w^{n} \in C_{\text {Loc }}^{1,3, \alpha}\left(\mathcal{O}_{m}\right)$ and $w^{n} \rightarrow u_{m}^{\varepsilon, \delta}$ in $C^{1,2, \beta}\left(\overline{\mathcal{O}}_{m}\right)$ as $n \rightarrow \infty$, for all $\beta \in(0, \alpha)$.

### 3.2.3 Gradient bounds

Our next goal is to find a bound for the norm of the gradient of $u_{m}^{\varepsilon, \delta}$ uniformly in $\varepsilon, \delta$. We start by considering an estimate on the parabolic boundary $\partial_{P} \mathcal{O}_{m}$ that will be later used to bound $u_{m}^{\varepsilon, \delta}$ on the whole $\overline{\mathcal{O}}_{m}$.

Lemma 3.16 Let $u_{m}^{\varepsilon, \delta}$ be a solution of Problem B. Then, there is $M_{2}=M_{2}(m)>0$ such that

$$
\begin{equation*}
\sup _{(t, x) \in \partial_{P} \mathcal{O}_{m}}\left|\nabla u_{m}^{\varepsilon, \delta}(t, x)\right|_{d} \leq M_{2}, \quad \text { for all } \varepsilon, \delta \in(0,1) . \tag{3.35}
\end{equation*}
$$

Proof. For simplicity we denote $u=u_{m}^{\varepsilon, \delta}$. If $t=T$ we have $u(T, x)=g_{m}(T, x)$ for $x \in \bar{B}_{m}$ and the bound is trivial because $\nabla u(T, x)=\nabla g_{m}(T, x)$.

Next, let $t \in[0, T)$. Notice that $\left.u\right|_{\partial B_{m}}=\left.g_{m}\right|_{\partial B_{m}}=0$. Fix $x \in B_{m}$ and $y \in \partial B_{m}$. Then

$$
\begin{align*}
0 \leq u(t, x)-u(t, y) & =u(t, x)-g_{m}(t, y)  \tag{3.36}\\
& \leq\left\|\nabla g_{m}\right\|_{m}|x-y|_{d}+u(t, x)-g_{m}(t, x),
\end{align*}
$$

where we recall the definition $\|\cdot\|_{m}=\|\cdot\|_{C^{0}\left(\overline{\mathcal{O}}_{m}\right)}$.
For arbitrary $(n, \nu) \in \mathcal{A}_{t}^{\circ}$ and $w \in \mathcal{T}_{t}^{\delta}$, Dynkin's formula gives

$$
\begin{align*}
g_{m}(t, x)=\mathrm{E}_{x}[ & R_{\rho_{m}}^{w} g_{m}\left(t+\rho_{m}, X_{\rho_{m}}^{[n, \nu]}\right)-\int_{0}^{\rho_{m}} R_{s}^{w}\left\langle n_{s} \dot{\nu}_{s}, \nabla g_{m}\left(t+s, X_{s}^{[n, \nu]}\right)\right\rangle \mathrm{d} s \\
& \left.-\int_{0}^{\rho_{m}} R_{s}^{w}\left[\partial_{t} g_{m}+\mathcal{L} g_{m}-r g_{m}-w_{s} g_{m}\right]\left(t+s, X_{s}^{[n, \nu]}\right) \mathrm{d} s\right] . \tag{3.37}
\end{align*}
$$

Then, setting $\Theta_{m}=\partial_{t} g_{m}+\mathcal{L} g_{m}-r g_{m}+h_{m}$ and recalling (3.23), we can write

$$
\begin{aligned}
& u(t, x)-g_{m}(t, x) \\
& =\inf _{(n, \nu) \in \mathcal{A}_{t}^{o}} \sup _{w \in \mathcal{T}_{t}^{\delta}} \mathrm{E}_{x}\left[\int_{0}^{\rho_{m}} R_{s}^{w}\left(\left[\Theta_{m}+\left\langle n_{s} \dot{\nu}_{s}, \nabla g_{m}\right\rangle\right]+H_{m}^{\varepsilon}\left(\cdot, n_{s} \dot{\nu}_{s}\right)\right)\left(t+s, X_{s}^{[n, \nu]}\right) \mathrm{d} s\right] .
\end{aligned}
$$

Picking $(n, \nu)=\left(e_{1}, 0\right)$ and recalling that $H_{m}^{\varepsilon}(\cdot, 0)=0$ and $\rho_{m}=\rho_{\mathcal{O}_{m}}$ we obtain the upper bound

$$
u(t, x)-g_{m}(t, x) \leq \sup _{w \in \mathcal{T}_{t}^{\delta}} \mathrm{E}_{x}\left[\int_{0}^{\rho_{\mathcal{O}_{m}}} R_{s}^{w} \Theta_{m}\left(t+s, X_{s}^{\left[e_{1}, 0\right]}\right) \mathrm{d} s\right] \leq\left\|\Theta_{m}\right\|_{m} \mathrm{E}_{x}\left[\rho_{\mathcal{O}_{m}}\right]
$$

Combining the latter with (3.36) we obtain

$$
0 \leq u(t, x)-u(t, y) \leq\left\|\nabla g_{m}\right\|_{m}|x-y|_{d}+\left\|\Theta_{m}\right\|_{m} \mathrm{E}_{x}\left[\rho_{\mathcal{O}_{m}}\right] .
$$

Since $\rho_{\mathcal{O}_{m}}=\rho_{\mathcal{O}_{m}}\left(t, x ; e_{1}, 0\right)$ is associated to the control pair $(n, \nu)=\left(e_{1}, 0\right)$, then

$$
\rho_{\mathcal{O}_{m}}=\inf \left\{s \geq 0 \mid X_{s}^{\left[e_{1}, 0\right]} \notin B_{m}\right\} \wedge(T-t)=: \tau_{m} \wedge(T-t),
$$

and clearly $\mathrm{E}_{x}\left[\rho_{\mathcal{O}_{m}}\right] \leq \mathrm{E}_{x}\left[\tau_{m}\right]=: \pi(x)$. It is well-known that $\pi \in C^{2}\left(\bar{B}_{m}\right)$ and it solves

$$
\mathcal{L} \pi(x)=-1 \quad \text { for } x \in B_{m} \quad \text { with } \quad \pi(x)=0 \quad \text { for } x \in \partial B_{m},
$$

by uniform ellipticity of $\mathcal{L}$ on $B_{m}$ (see [30, Thm. 6.14]). That is sufficient to conclude

$$
\mathrm{E}_{x}\left[\rho_{\mathcal{O}_{m}}\right] \leq \pi(x)=\pi(x)-\pi(y) \leq L_{\pi, m}|x-y|_{d}
$$

for some constant $L_{\pi, m}>0$ depending only on the coefficients of $\mathcal{L}$ and the radius $m$. Then, for all $t \in[0, T)$ we have $0 \leq u(t, x)-u(t, y) \leq M_{2}|x-y|_{d}$, with $M_{2}=\left\|\nabla g_{m}\right\|_{m}+\left\|\Theta_{m}\right\|_{m} L_{\pi, m}$. This implies (3.35) because $u \in C^{1,2, \alpha}\left(\overline{\mathcal{O}}_{m}\right)$.

Using Lemma 3.16 we can also provide a bound on $\left|\nabla u_{m}^{\varepsilon, \delta}\right|_{d}$ in the whole domain $\overline{\mathcal{O}}_{m}$. It is useful to recall that a function $\varphi \in C^{1,2}\left(\overline{\mathcal{O}}_{m}\right)$ attaining a maximum at a point $\left(t_{0}, x_{0}\right) \in \mathcal{O}_{m}$ also satisfies

$$
\begin{equation*}
\mathcal{L} \varphi\left(t_{0}, x_{0}\right)+\partial_{t} \varphi\left(t_{0}, x_{0}\right) \leq 0, \tag{3.38}
\end{equation*}
$$

by the maximum principle (see [29, Lemma 2.1]). Since $\left(t_{0}, x_{0}\right) \in \mathcal{O}_{m}$, then $\nabla \varphi\left(t_{0}, x_{0}\right)=\mathbf{0}$ and, when $t_{0} \in(0, T)$, also $\partial_{t} \varphi\left(t_{0}, x_{0}\right)=0$. We also provide a probabilistic proof of the maximum principle in Appendix (see Lemma B.3).

Proposition 3.17 Let $u_{m}^{\varepsilon, \delta}$ be a solution of Problem B. Then, there is $M_{3}=M_{3}(m)$ such that

$$
\begin{equation*}
\sup _{(t, x) \in \overline{\mathcal{O}}_{m}}\left|\nabla u_{m}^{\varepsilon, \delta}(t, x)\right|_{d} \leq M_{3}, \quad \text { for all } \varepsilon, \delta \in(0,1) \tag{3.39}
\end{equation*}
$$

Proof. This proof refines and extends arguments from [69, Lemma A.2] (see also [45, Lemma 2.8]). For simplicity we denote $u=u_{m}^{\varepsilon, \delta}$. Let $\lambda_{m} \in(0, \infty)$ be a constant depending on $m$ but independent of $\varepsilon, \delta$, which will be chosen later. Let $v^{\lambda} \in C^{0,1, \alpha}\left(\overline{\mathcal{O}}_{m}\right)$ be defined as

$$
v^{\lambda}(t, x):=|\nabla u(t, x)|_{d}^{2}-\lambda u(t, x)
$$

for some $\lambda \in\left(0, \lambda_{m}\right]$. Recalling $M_{1}=M_{1}(m)$ from Remark 3.14 we have for any $\lambda \in\left(0, \lambda_{m}\right]$

$$
\begin{equation*}
\sup _{(t, x) \in \overline{\mathcal{O}}_{m}}|\nabla u(t, x)|_{d}^{2} \leq \sup _{(t, x) \in \overline{\mathcal{O}}_{m}} v^{\lambda}(t, x)+\lambda_{m} M_{1}(m) . \tag{3.40}
\end{equation*}
$$

Let $\left(t^{\lambda}, x^{\lambda}\right) \in \overline{\mathcal{O}}_{m}$ be a maximum point for $v^{\lambda}$. Two situations may arise: either $\left(t^{\lambda}, x^{\lambda}\right) \in \mathcal{O}_{m}$ or $\left(t^{\lambda}, x^{\lambda}\right) \in \partial_{P} \mathcal{O}_{m}$. If $\left(t^{\lambda}, x^{\lambda}\right) \in \partial_{P} \mathcal{O}_{m}$, then by Lemmas
3.13 and 3.16 we have

$$
v^{\lambda}\left(t^{\lambda}, x^{\lambda}\right) \leq\left|\nabla u\left(t^{\lambda}, x^{\lambda}\right)\right|_{d}^{2} \leq M_{2}^{2} \Longrightarrow \sup _{(t, x) \in \overline{\mathcal{O}}_{m}}|\nabla u(t, x)|_{d}^{2} \leq M_{2}^{2}+\lambda_{m} M_{1}
$$

where the implication follows by (3.40). Thus, if

$$
\begin{equation*}
\Lambda_{m}:=\left\{\lambda \in\left(0, \lambda_{m}\right]:\left(t^{\lambda}, x^{\lambda}\right) \in \partial_{P} \mathcal{O}_{m}\right\} \neq \varnothing \tag{3.41}
\end{equation*}
$$

it is sufficient to pick $\lambda \in \Lambda_{m}$ and (3.39) holds.
Let us now assume $\Lambda_{m}=\varnothing$ (i.e., $\left(t^{\lambda}, x^{\lambda}\right) \in \mathcal{O}_{m}$ for all $\left.\lambda \in\left(0, \lambda_{m}\right]\right)$. With no loss of generality:

$$
\begin{equation*}
\left|\nabla u\left(t^{\lambda}, x^{\lambda}\right)\right|_{d}>1 \quad \text { and } \quad\left\langle\nabla u\left(t^{\lambda}, x^{\lambda}\right), \nabla g_{m}\left(t^{\lambda}, x^{\lambda}\right)\right\rangle-\left|\nabla u\left(t^{\lambda}, x^{\lambda}\right)\right|_{d}^{2}<0 . \tag{3.42}
\end{equation*}
$$

If either condition fails, then (3.39) trivially holds. Likewise, we assume

$$
\begin{equation*}
\psi_{\varepsilon}^{\prime}\left(\mathcal{H}\left(\nabla u\left(t^{\lambda}, x^{\lambda}\right)\right)-f_{m}^{2}\left(t^{\lambda}, x^{\lambda}\right)\right)>1 \tag{3.43}
\end{equation*}
$$

because $\psi_{\varepsilon}$ is convex and $\psi_{\varepsilon}^{\prime}(r)=\frac{1}{\varepsilon}>1$ for $r \geq 2 \varepsilon$. So, if (3.43) fails, it must be $\left|\nabla u\left(t^{\lambda}, x^{\lambda}\right)\right|_{d}^{2}=\mathcal{H}\left(\nabla u\left(t^{\lambda}, x^{\lambda}\right)\right)<f_{m}^{2}\left(t^{\lambda}, x^{\lambda}\right)+2 \varepsilon$ and (3.39) holds because $f_{m}$ is bounded on $\overline{\mathcal{O}}_{m}$.

We would like to compute $\partial_{t} v+\mathcal{L} v$ but the term containing $(\cdot)^{+}$in the PDE for $u$ is not continuously differentiable and, therefore, it is not clear that $|\nabla u|_{d}^{2}$ admits classical derivatives. That is why we resort to an approximation procedure. Let $u^{n}$, $\chi_{n}$ and $w^{n}$ be defined as in Lemma 3.15. Recall that $w^{n} \in C_{L o c}^{1,3, \alpha}\left(\mathcal{O}_{m}\right) \cap C^{1,2, \alpha}\left(\overline{\mathcal{O}}_{m}\right)$ and $w^{n} \rightarrow u$ in $C^{1,2, \gamma}\left(\overline{\mathcal{O}}_{m}\right)$ for all $\gamma \in(0, \alpha)$. Define

$$
v^{\lambda, n}(t, x):=\left|\nabla w^{n}(t, x)\right|_{d}^{2}-\lambda u(t, x),
$$

so that $v^{\lambda, n} \in C_{\text {Loc }}^{1,2, \alpha}\left(\mathcal{O}_{m}\right) \cap C^{0,1, \alpha}\left(\overline{\mathcal{O}}_{m}\right)$. Clearly, $v^{\lambda, n} \rightarrow v^{\lambda}$ uniformly on $\overline{\mathcal{O}}_{m}$.
Let $\left(t_{n}^{\lambda}, x_{n}^{\lambda}\right)_{n \in \mathbb{N}}$ be a sequence with $\left(t_{n}^{\lambda}, x_{n}^{\lambda}\right) \in \arg \max _{\overline{\mathcal{O}}_{m}} v^{\lambda, n}$ for $n \in \mathbb{N}$. Since $\overline{\mathcal{O}}_{m}$ is compact, the sequence admits a subsequence $\left(t_{n_{k}}^{\lambda}, x_{n_{k}}^{\lambda}\right)_{k \in \mathbb{N}}$ converging to some $(\tilde{t}, \tilde{x}) \in \overline{\mathcal{O}}_{m}$. It is not hard to show that $(\tilde{t}, \tilde{x}) \in \arg \max _{\overline{\mathcal{O}}_{m}} v^{\lambda}$ (we provide the full argument in Appendix for completeness). Then, with no loss of generality we can assume $\left(t^{\lambda}, x^{\lambda}\right)=(\tilde{t}, \tilde{x})$. That implies that we can choose $\left(t_{n_{k}}^{\lambda}, x_{n_{k}}^{\lambda}\right)_{k \in \mathbb{N}} \subset \mathcal{O}_{m}$.

More precisely, by continuity of $v^{\lambda}$, for any $\eta>0$ there exist bounded open sets $U_{\lambda, \eta} \subset \mathcal{O}_{m}$ and $V_{\lambda, \eta} \subset B_{m}$ such that $\left(t^{\lambda}, x^{\lambda}\right) \in U_{\lambda, \eta} \cup\left(\{0\} \times V_{\lambda, \eta}\right)$ and $v^{\lambda}(t, x)>v^{\lambda}\left(t^{\lambda}, x^{\lambda}\right)-\eta$ for all $(t, x) \in U_{\lambda, \eta} \cup\left(\{0\} \times V_{\lambda, \eta}\right)$ (by convention, if $t^{\lambda} \neq 0$ we take $\left.V_{\lambda, \eta}=\varnothing\right)$. Moreover, for $k \in \mathbb{N}$ sufficiently large we have $\left(t_{n_{j}}^{\lambda}, x_{n_{j}}^{\lambda}\right)_{j \geq k} \subset U_{\lambda, \eta} \cup\left(\{0\} \times V_{\lambda, \eta}\right)$.

From now on we simply relabel our subsequence by $\left(t_{n}^{\lambda}, x_{n}^{\lambda}\right)_{n \in \mathbb{N}}$ with a slight abuse of notation. Since $\left(t_{n}^{\lambda}, x_{n}^{\lambda}\right)$ is a maximum point of $v^{\lambda, n}$ from the maximum principle (see (3.38)) we get

$$
\begin{equation*}
\mathcal{L} v^{\lambda, n}\left(t_{n}^{\lambda}, x_{n}^{\lambda}\right)+\partial_{t} v^{\lambda, n}\left(t_{n}^{\lambda}, x_{n}^{\lambda}\right) \leq 0 . \tag{3.44}
\end{equation*}
$$

Next we compute explicitly all terms in (3.44) and to simplify notation we drop the argument $\left(t_{n}^{\lambda}, x_{n}^{\lambda}\right)$. Denoting $\partial_{t} v=v_{t}, \partial_{x_{i}} v=v_{x_{i}}$ and $\partial_{x_{i} x_{j}} v=v_{x_{i} x_{j}}$, we obtain

$$
\begin{align*}
v_{t}^{\lambda, n} & =2\left\langle\nabla w^{n}, \nabla w_{t}^{n}\right\rangle-\lambda u_{t} ; & \\
v_{x_{i}}^{\lambda, n} & =2\left\langle\nabla w^{n}, \nabla w_{x_{i}}^{n}\right\rangle-\lambda u_{x_{i}}, & 1 \leq i \leq d  \tag{3.45}\\
v_{x_{i} x_{j}}^{\lambda, n} & =2\left\langle\nabla w_{x_{i}}^{n}, \nabla w_{x_{j}}^{n}\right\rangle+2\left\langle\nabla w^{n}, \nabla w_{x_{i} x_{j}}^{n}\right\rangle-\lambda u_{x_{i} x_{j}}, & 1 \leq i, j \leq d .
\end{align*}
$$

Substituting in (3.44) gives:

$$
\begin{equation*}
0 \geq \sum_{i, j=1}^{d} a_{i j}\left\langle\nabla w_{x_{i}}^{n}, \nabla w_{x_{j}}^{n}\right\rangle+2 \sum_{k=1}^{d} w_{x_{k}}^{n}\left(\partial_{t} w_{x_{k}}^{n}+\mathcal{L} w_{x_{k}}^{n}\right)-\lambda\left(\partial_{t} u+\mathcal{L} u\right) \tag{3.46}
\end{equation*}
$$

From uniform ellipticity (3.10) on $B_{m}$ and denoting $\theta_{B_{m}}=\theta$ we have

$$
\begin{align*}
\sum_{i, j=1}^{d} a_{i j}\left\langle\nabla w_{x_{i}}^{n}, \nabla w_{x_{j}}^{n}\right\rangle & =\sum_{k=1}^{d} \sum_{i, j=1}^{d} a_{i j} w_{x_{k} x_{i}}^{n} w_{x_{k} x_{j}}^{n} \\
& \geq \sum_{k=1}^{d} \theta\left|\nabla w_{x_{k}}^{n}\right|_{d}^{2}  \tag{3.47}\\
& \geq \theta\left|D^{2} w^{n}\right|_{d \times d}^{2} .
\end{align*}
$$

To study the second term in (3.46) we introduce the differential operator $\mathcal{L}_{x_{k}}$ :

$$
\begin{equation*}
\left(\mathcal{L}_{x_{k}} \varphi\right)(x)=\frac{1}{2} \operatorname{tr}\left(a_{x_{k}}(x) D^{2} \varphi(x)\right)+\left\langle b_{x_{k}}(x), \nabla \varphi(x)\right\rangle, \quad \text { for } \varphi \in C^{2}\left(\mathbb{R}^{d}\right), \tag{3.48}
\end{equation*}
$$

where $a_{x_{k}} \in \mathbb{R}^{d \times d}$ is the matrix with entries $\left(\partial_{x_{k}} a_{i j}\right)_{i, j=1}^{d}$ and $b_{x_{k}} \in \mathbb{R}^{d}$ the vector with entries $\left(\partial_{x_{k}} b_{i}\right)_{i=1}^{d}$. Differentiating with respect to $x_{k}$ the PDE in (3.34) and rearranging terms we get

$$
\begin{align*}
\partial_{t} w_{x_{k}}^{n}+\mathcal{L} w_{x_{k}}^{n}= & r w_{x_{k}}^{n}+\psi_{\varepsilon}^{\prime}\left(\bar{\zeta}_{n}\right) \cdot\left(\mathcal{H}\left(\nabla u^{n}\right)-f_{m}^{2}\right)_{x_{k}}-\partial_{x_{k}} h_{m}  \tag{3.49}\\
& -\frac{1}{\delta} \chi_{n}^{\prime}\left(g_{m}-u\right) \cdot\left(g_{m}-u\right)_{x_{k}}-\mathcal{L}_{x_{k}} w^{n}
\end{align*}
$$

where we set $\bar{\zeta}_{n}:=\left(\mathcal{H}\left(\nabla u^{n}\right)-f_{m}^{2}\right)\left(t_{n}^{\lambda}, x_{n}^{\lambda}\right)-\frac{1}{n}$ for the argument of $\psi_{\varepsilon}^{\prime}$.
In the third term of (3.46) we substitute (3.18) and, combining with (3.47) and (3.49), we obtain

$$
\begin{align*}
& 0 \geq \theta\left|D^{2} w^{n}\right|_{d \times d}^{2}+2 {\left[r\left|\nabla w^{n}\right|_{d}^{2}+\psi_{\varepsilon}^{\prime}\left(\bar{\zeta}_{n}\right)\left\langle\nabla w^{n}, \nabla\left(\mathcal{H}\left(\nabla u^{n}\right)-f_{m}^{2}\right)\right\rangle-\left\langle\nabla w^{n}, \nabla h_{m}\right\rangle\right.} \\
&\left.-\frac{1}{\delta} \chi_{n}^{\prime}\left(g_{m}-u\right)\left\langle\nabla w^{n}, \nabla\left(g_{m}-u\right)\right\rangle-\sum_{k=1}^{d} w_{x_{k}}^{n} \mathcal{L}_{x_{k}} w^{n}\right]  \tag{3.50}\\
&-\lambda\left(r u+\psi_{\varepsilon}\left(\zeta_{n}\right)-\frac{1}{\delta}\left(g_{m}-u\right)^{+}-h_{m}\right),
\end{align*}
$$

where we set $\zeta_{n}:=\left(\mathcal{H}(\nabla u)-f_{m}^{2}\right)\left(t_{n}^{\lambda}, x_{n}^{\lambda}\right)$ for the argument of $\psi_{\varepsilon}$.
Let us denote $\hat{w}^{n}=u-w^{n}$. Then $\left\|\hat{w}^{n}\right\|_{C^{1,2, \gamma}\left(\overline{\mathcal{O}}_{m}\right)} \rightarrow 0$ as $n \rightarrow \infty$ because $w^{n} \rightarrow u$ in $C^{1,2, \gamma}\left(\overline{\mathcal{O}}_{m}\right)$, for all $\gamma \in(0, \alpha)$. We claim that

$$
\begin{align*}
& 2\left[r\left|\nabla w^{n}\right|_{d}^{2}-\left\langle\nabla w^{n}, \nabla h_{m}\right\rangle-\frac{1}{\delta} \chi_{n}^{\prime}\left(g_{m}-u\right)\left\langle\nabla w^{n}, \nabla\left(g_{m}-u\right)\right\rangle-\sum_{k=1}^{d} w_{x_{k}}^{n} \mathcal{L}_{x_{k}} w^{n}\right] \\
& -\lambda\left(r u+\psi_{\varepsilon}\left(\zeta_{n}\right)-\frac{1}{\delta}\left(g_{m}-u\right)^{+}-h_{m}\right)  \tag{3.51}\\
& \geq-C_{1}|\nabla u|_{d}^{2}-\theta\left|D^{2} w^{n}\right|_{d \times d}^{2}-C_{2}-\lambda r M_{1}-\lambda \psi_{\varepsilon}^{\prime}\left(\bar{\zeta}_{n}\right) \mathcal{H}(\nabla u)-R_{n},
\end{align*}
$$

for $M_{1}$ as in Remark 3.14, constants $C_{1}=C_{1}(m)>0, C_{2}=C_{2}(m)>0$ depending only on $m$ and with

$$
0 \leq R_{n} \leq \kappa_{\delta, m}\left(\left\|\hat{w}^{n}\right\|_{C^{0,1, \gamma}\left(\overline{\mathcal{O}}_{m}\right)}+\lambda\left\|\psi_{\varepsilon}^{\prime}\left(\zeta_{n}\right)-\psi_{\varepsilon}^{\prime}\left(\bar{\zeta}_{n}\right)\right\|_{m}\right)
$$

where $\kappa_{\delta, m}>0$ depends on $\delta,\|\nabla u\|_{m}$ and $\left\|\nabla g_{m}\right\|_{m}$. Clearly $R_{n} \rightarrow 0$ as $n \rightarrow \infty$. For the ease of exposition the proof of (3.51) is given separately at the end of this proof.

Plugging (3.51) into (3.50) we obtain

$$
\begin{aligned}
0 \geq & 2 \psi_{\varepsilon}^{\prime}\left(\bar{\zeta}_{n}\right)\left\langle\nabla w^{n}, \nabla\left(\mathcal{H}\left(\nabla u^{n}\right)-f_{m}^{2}\right)\right\rangle-C_{1}|\nabla u|_{d}^{2}-C_{2} \\
& -\lambda r M_{1}-\lambda \psi_{\varepsilon}^{\prime}\left(\bar{\zeta}_{n}\right) \mathcal{H}(\nabla u)-R_{n} .
\end{aligned}
$$

By (3.43), $\psi_{\varepsilon}^{\prime}\left(\bar{\zeta}_{n}\right) \geq 1$ for large $n$. Then, multiplying both sides of the inequality by -1 we obtain

$$
0 \leq \psi_{\varepsilon}^{\prime}\left(\bar{\zeta}_{n}\right)\left(\lambda \mathcal{H}(\nabla u)-2\left\langle\nabla w^{n}, \nabla\left(\mathcal{H}\left(\nabla u^{n}\right)-f_{m}^{2}\right)\right\rangle+C_{1}|\nabla u|_{d}^{2}+C_{2}+\lambda r M_{1}+R_{n}\right) .
$$

That implies

$$
\begin{equation*}
0 \leq C_{1}|\nabla u|_{d}^{2}+\lambda \mathcal{H}(\nabla u)-2\left\langle\nabla w^{n}, \nabla\left(\mathcal{H}\left(\nabla u^{n}\right)-f_{m}^{2}\right)\right\rangle+C_{2}+\lambda r M_{1}+R_{n} . \tag{3.52}
\end{equation*}
$$

We claim that

$$
\begin{equation*}
-2\left\langle\nabla w^{n}, \nabla\left(\mathcal{H}\left(\nabla u^{n}\right)-f_{m}^{2}\right)\right\rangle \leq-2 \lambda \mathcal{H}(\nabla u)+2|\nabla u|_{d}\left|\nabla f_{m}^{2}\right|_{d}+\tilde{R}_{n}, \tag{3.53}
\end{equation*}
$$

where $\tilde{R}_{n}=\tilde{R}_{n}(m, \varepsilon, \delta)$ goes to zero as $n \rightarrow \infty$. Again, for ease of exposition the proof of (3.53) is given separately at end of this proof, after the one for (3.51). Collecting $C_{1}|\nabla u|_{d}^{2}$ and $\lambda \mathcal{H}(\nabla u)$ we have that (3.52) becomes

$$
\begin{equation*}
0 \leq\left(C_{1}-\lambda\right)|\nabla u|_{d}^{2}+2|\nabla u|_{d}\left|\nabla f_{m}^{2}\right|_{d}+C_{2}+\lambda r M_{1}+R_{n}+\tilde{R}_{n} . \tag{3.54}
\end{equation*}
$$

By definition of $f_{m}$ it is not hard to verify that $\left|\nabla f_{m}^{2}\right|_{d} \leq C_{3}$ for a constant $C_{3}=C_{3}(m)>0$ independent of $\varepsilon$ and $\delta$. Then from the inequality above we obtain

$$
\left(\lambda-C_{1}\right)|\nabla u|_{d}^{2} \leq 2 C_{3}|\nabla u|_{d}+C_{2}+\lambda r M_{1}+R_{n}+\tilde{R}_{n} .
$$

Choosing $\lambda=\bar{\lambda}:=C_{1}+1$ and recalling our shorthand notation $\nabla u=\nabla u\left(t_{n}^{\lambda}, x_{n}^{\lambda}\right)$, we have

$$
\begin{equation*}
\left|\nabla u\left(t_{n}^{\bar{\lambda}}, x_{n}^{\bar{\lambda}}\right)\right|_{d}^{2} \leq 2 C_{3}\left|\nabla u\left(t_{n}^{\bar{\lambda}}, x_{n}^{\bar{\lambda}}\right)\right|_{d}+C_{2}+\bar{\lambda} r M_{1}+R_{n}+\tilde{R}_{n} . \tag{3.55}
\end{equation*}
$$

Thanks to (3.42) we have $\left|\nabla u\left(t^{\bar{\lambda}}, x^{\bar{\lambda}}\right)\right|_{d}>1$. Thus, with no loss of generality
we can assume that $|\nabla u(t, x)|_{d} \geq 1$ for all $(t, x) \in \bar{U}_{\bar{\lambda}, \eta} \cup\left(\{0\} \times \bar{V}_{\bar{\lambda}, \eta}\right)$ and recall also that $\left(t_{n}^{\bar{\lambda}}, x_{n}^{\bar{\lambda}}\right)_{n \in \mathbb{N}} \subset U_{\bar{\lambda}, \eta} \cup\left(\{0\} \times V_{\bar{\lambda}, \eta}\right)$. Thus, dividing by $\left|\nabla u\left(t_{n}^{\bar{\lambda}}, x_{n}^{\bar{\lambda}}\right)\right|_{d}$ in (3.55) we get

$$
\begin{equation*}
\left|\nabla u\left(t_{n}^{\bar{\lambda}}, x_{n}^{\bar{\lambda}}\right)\right|_{d} \leq 2 C_{3}+C_{2}+\bar{\lambda} r M_{1}+R_{n}+\tilde{R}_{n} . \tag{3.56}
\end{equation*}
$$

From (3.56) and the definition of $U_{\bar{\lambda}, \eta} \cup\left(\{0\} \times V_{\bar{\lambda}, \eta}\right)$

$$
\begin{aligned}
\sup _{(t, x) \in \overline{\mathcal{O}}_{m}} v^{\bar{\lambda}}(t, x) & =v^{\bar{\lambda}}\left(t^{\bar{\lambda}}, x^{\bar{\lambda}}\right) \\
& \leq v\left(t_{n}^{\bar{\lambda}}, x_{n}^{\bar{\lambda}}\right)+\eta \\
& \leq\left(2 C_{3}+C_{2}+\bar{\lambda} r M_{1}+R_{n}+\tilde{R}_{n}\right)^{2}+\eta .
\end{aligned}
$$

Letting $n \rightarrow \infty$ we obtain

$$
\sup _{(t, x) \in \overline{\mathcal{O}}_{m}} v^{\bar{\lambda}}(t, x) \leq\left(2 C_{3}+C_{2}+\bar{\lambda} r M_{1}\right)^{2}+\eta
$$

By the arbitrariness of $\eta$ and since (3.40) holds for any $\lambda \in\left(0, \lambda_{m}\right]$, taking $\lambda_{m}=\bar{\lambda}$ we have

$$
\sup _{(t, x) \in \overline{\mathcal{O}}_{m}}|\nabla u(t, x)|_{d}^{2} \leq\left(2 C_{3}+C_{2}+\bar{\lambda} r M_{1}\right)^{2}+\bar{\lambda} M_{1} .
$$

Hence, the proposition holds with $M_{3}=\left(\left(2 C_{3}+C_{2}+\bar{\lambda} r M_{1}\right)^{2}+\bar{\lambda} M_{1}\right)^{1 / 2}$ independent of $\varepsilon$ and $\delta$.

Proof of (3.51). Recalling $\hat{w}^{n}=u-w^{n}$ we first notice

$$
\begin{align*}
\left|\nabla w^{n}\right|_{d}^{2} & =\left(|\nabla u|_{d}^{2}-2\left\langle\nabla u, \nabla \hat{w}^{n}\right\rangle+\left|\nabla \hat{w}^{n}\right|_{d}^{2}\right)  \tag{3.57}\\
& \leq|\nabla u|_{d}^{2}+\left\|\nabla \hat{w}^{n}\right\|_{m}\left(2\|\nabla u\|_{m}+\left\|\nabla \hat{w}^{n}\right\|_{m}\right)
\end{align*}
$$

The first term on the left-hand side of (3.51) is positive. Let us look at the second and third term on the left-hand side of (3.51). For the former we have

$$
\begin{equation*}
\left\langle\nabla w^{n}, \nabla h_{m}\right\rangle \leq\left|\nabla w^{n}\right|_{d}\left|\nabla h_{m}\right|_{d} \leq \frac{1}{2}\left|\nabla w^{n}\right|_{d}^{2}+\frac{1}{2}\left|\nabla h_{m}\right|_{d}^{2} . \tag{3.58}
\end{equation*}
$$

For the latter, notice

$$
\begin{aligned}
\left\langle\nabla w^{n}, \nabla\left(g_{m}-u\right)\right\rangle & =\left\langle\nabla\left(u-\hat{w}^{n}\right), \nabla\left(g_{m}-u\right)\right\rangle \\
& =\left\langle\nabla u, \nabla g_{m}\right\rangle-|\nabla u|_{d}^{2}-\left\langle\nabla \hat{w}^{n}, \nabla\left(g_{m}-u\right)\right\rangle \\
& \leq\left\langle\nabla \hat{w}^{n}, \nabla\left(u-g_{m}\right)\right\rangle \\
& \leq\left\|\hat{w}^{n}\right\|_{C^{0,1, \gamma}\left(\overline{\mathcal{O}}_{m}\right)}\left(\|\nabla u\|_{m}+\left\|\nabla g_{m}\right\|_{m}\right),
\end{aligned}
$$

where the first inequality holds by (3.42) in $U_{\lambda, \eta} \cup\left(\{0\} \times V_{\lambda, \eta}\right)$. Since $0 \leq \chi_{n}^{\prime} \leq 2$, then

$$
\begin{equation*}
\frac{1}{\delta} \chi_{n}^{\prime}\left(g_{m}-u\right)\left\langle\nabla w^{n}, \nabla\left(g_{m}-u\right)\right\rangle \leq \frac{2}{\delta}\left\|\hat{w}^{n}\right\|_{C^{0,1, \gamma}\left(\overline{\mathcal{O}}_{m}\right)}\left(\|\nabla u\|_{m}+\left\|\nabla g_{m}\right\|_{m}\right) \tag{3.59}
\end{equation*}
$$

and this term can be collected into $R_{n}$ in (3.51).
The fourth term on the left-hand side of (3.51), recalling (3.48) we have

$$
\begin{align*}
\sum_{k=1}^{d} w_{x_{k}}^{n} \mathcal{L}_{x_{k}} w^{n} & =\frac{1}{2} \sum_{i, j=1}^{d}\left\langle\nabla w^{n}, \nabla a_{i j}\right\rangle w_{x_{i} x_{j}}^{n}+\sum_{i=1}^{d}\left\langle\nabla w^{n}, \nabla b_{i}\right\rangle w_{x_{i}}^{n}  \tag{3.60}\\
& \leq \frac{d^{2}}{2} A_{m}\left|\nabla w^{n}\right|_{d}\left|D^{2} w^{n}\right|_{d \times d}+d A_{m}\left|\nabla w^{n}\right|_{d}^{2},
\end{align*}
$$

where we used Cauchy-Schwartz inequality and set

$$
\begin{equation*}
A_{m}:=\max _{i, j}\left(\left\|\nabla a_{i j}\right\|_{C^{0}\left(\bar{B}_{m}\right)}+\left\|\nabla b_{i}\right\|_{C^{0}\left(\bar{B}_{m}\right)}\right) \tag{3.61}
\end{equation*}
$$

Using that $d^{2} A_{m}\left|\nabla w^{n}\right|_{d}\left|D^{2} w^{n}\right|_{d \times d} \leq \theta^{-1} d^{4} A_{m}^{2}\left|\nabla w^{n}\right|_{d}^{2}+\theta\left|D^{2} w^{n}\right|_{d \times d}^{2}$, with $\theta=\theta_{B_{m}}$ as in (3.10), and combining (3.58), (3.60) and (3.57), we have

$$
\begin{align*}
& \left\langle\nabla w^{n}, \nabla h_{m}\right\rangle+\sum_{k=1}^{d} w_{x_{k}}^{n} \mathcal{L}_{x_{k}} w^{n} \leq \frac{1}{2} C_{1}\left|\nabla w^{n}\right|_{d}^{2}+\frac{1}{2} \theta\left|D^{2} w^{n}\right|_{d \times d}^{2}+\frac{1}{2} C_{2}  \tag{3.62}\\
& \leq \frac{1}{2}\left[C_{1}|\nabla u|_{d}^{2}+\theta\left|D^{2} w^{n}\right|_{d \times d}^{2}+C_{2}+C_{1}\left\|\nabla \hat{w}^{n}\right\|_{m}\left(2\|\nabla u\|_{m}+\left\|\nabla \hat{w}^{n}\right\|_{m}\right)\right]
\end{align*}
$$

with

$$
\begin{equation*}
C_{1}=C_{1}(m):=1+d^{4} A_{m}^{2} \theta^{-1}+2 d A_{m} \quad \text { and } \quad C_{2}=C_{2}(m):=\left\|\nabla h_{m}\right\|_{m}^{2} \tag{3.63}
\end{equation*}
$$

The expression involving $\left\|\nabla \hat{w}^{n}\right\|_{m}$ can be collected into $R_{n}$ in (3.51).

It remains to find an upper bound for $\lambda\left(r u+\psi_{\varepsilon}\left(\zeta_{n}\right)-\frac{1}{\delta}\left(g_{m}-u\right)^{+}-h_{m}\right)$. Since $h_{m} \geq 0$ and $\left(g_{m}-u\right)^{+} \geq 0$ and taking $M_{1}=M_{1}(m)>0$ as in Remark 3.14 we have

$$
\begin{equation*}
\lambda\left(r u+\psi_{\varepsilon}\left(\zeta_{n}\right)-\frac{1}{\delta}\left(g_{m}-u\right)^{+}-h_{m}\right) \leq \lambda\left(r M_{1}+\psi_{\varepsilon}\left(\zeta_{n}\right)\right) \tag{3.64}
\end{equation*}
$$

By convexity of $\psi_{\varepsilon}$ and since $\psi_{\varepsilon}(0)=0$, we have

$$
\begin{align*}
\psi_{\varepsilon}\left(\zeta_{n}\right) & \leq \psi_{\varepsilon}^{\prime}\left(\zeta_{n}\right)\left(\mathcal{H}(\nabla u)-f_{m}^{2}\right) \\
& \leq \psi_{\varepsilon}^{\prime}\left(\zeta_{n}\right) \mathcal{H}(\nabla u)  \tag{3.65}\\
& \leq \psi_{\varepsilon}^{\prime}\left(\bar{\zeta}_{n}\right) \mathcal{H}(\nabla u)+\left|\psi_{\varepsilon}^{\prime}\left(\zeta_{n}\right)-\psi_{\varepsilon}^{\prime}\left(\bar{\zeta}_{n}\right)\right| \mathcal{H}(\nabla u) \\
& \leq \psi_{\varepsilon}^{\prime}\left(\bar{\zeta}_{n}\right) \mathcal{H}(\nabla u)+\left\|\psi_{\varepsilon}^{\prime}\left(\zeta_{n}\right)-\psi_{\varepsilon}^{\prime}\left(\bar{\zeta}_{n}\right)\right\|_{m}\|\nabla u\|_{m}^{2} .
\end{align*}
$$

Combining (3.59), (3.62), (3.64) and (3.65) we obtain (3.51).
Proof of (3.53). By Cauchy-Schwartz inequality and recalling that $\hat{w}^{n}=u-w^{n}$ we have

$$
\begin{align*}
-2 & \left\langle\nabla w^{n}, \nabla\left(\mathcal{H}\left(\nabla u^{n}\right)-f_{m}^{2}\right)\right\rangle \\
& \leq-2\left\langle\nabla w^{n}, \nabla\left(\mathcal{H}\left(\nabla u^{n}\right)\right)\right\rangle+2\left|\nabla w^{n}\right|_{d}\left|\nabla f_{m}^{2}\right|_{d}  \tag{3.66}\\
& \leq-2\left\langle\nabla w^{n}, \nabla\left(\mathcal{H}\left(\nabla u^{n}\right)\right)\right\rangle+2|\nabla u|_{d}\left|\nabla f_{m}^{2}\right|_{d}+2\left\|\nabla \hat{w}^{n}\right\|_{m}\left\|\nabla f_{m}^{2}\right\|_{m} .
\end{align*}
$$

The $k$-th entry of the vector $\nabla\left(\mathcal{H}\left(\nabla u^{n}\right)\right)$ reads $\left(\mathcal{H}\left(\nabla u^{n}\right)\right)_{x_{k}}=\left\langle\nabla \mathcal{H}\left(\nabla u^{n}\right), \nabla u_{x_{k}}^{n}\right\rangle$ and therefore the first term on the right-hand side of (3.66) can be written

$$
\begin{align*}
w_{x_{k}}^{n}\left(\mathcal{H}\left(\nabla u^{n}\right)\right)_{x_{k}}= & w_{x_{k}}^{n}\left\langle\nabla \mathcal{H}\left(\nabla u^{n}\right), \nabla u_{x_{k}}^{n}\right\rangle \\
= & w_{x_{k}}^{n}\left\langle\nabla \mathcal{H}\left(\nabla u^{n}\right)-\nabla \mathcal{H}(\nabla u), \nabla u_{x_{k}}^{n}\right\rangle  \tag{3.67}\\
& +w_{x_{k}}^{n}\left\langle\nabla \mathcal{H}(\nabla u), \nabla u_{x_{k}}^{n}-\nabla u_{x_{k}}\right\rangle+w_{x_{k}}^{n}\left\langle\nabla \mathcal{H}(\nabla u), \nabla u_{x_{k}}\right\rangle \\
\geq & -C_{\nabla \mathcal{H}}\left\|u^{n}-u\right\|_{C^{1,2, \gamma}\left(\overline{\mathcal{O}}_{m}\right)}\|\nabla u\|_{m}\left(\left\|D^{2} u^{n}\right\|_{m}+\|\nabla u\|_{m}\right) \\
& +2 w_{x_{k}}^{n}\left\langle\nabla \mathcal{H}(\nabla u), \nabla u_{x_{k}}\right\rangle,
\end{align*}
$$

where $C_{\nabla \mathcal{H}}$ is the Lipschitz constant of $\nabla \mathcal{H}$, i.e., 2. The last term above is
estimated as

$$
\begin{align*}
w_{x_{k}}^{n}\left\langle\nabla \mathcal{H}(\nabla u), \nabla u_{x_{k}}\right\rangle= & w_{x_{k}}^{n}\left\langle\nabla \mathcal{H}(\nabla u), \nabla\left(\hat{w}_{x_{k}}^{n}+w_{x_{k}}^{n}\right)\right\rangle \\
= & w_{x_{k}}^{n}\left\langle\nabla \mathcal{H}(\nabla u), \nabla \hat{w}_{x_{k}}^{n}\right\rangle+w_{x_{k}}^{n}\left\langle\nabla \mathcal{H}(\nabla u), \nabla w_{x_{k}}^{n}\right\rangle  \tag{3.68}\\
\geq & -C_{\nabla \mathcal{H}}\left\|\hat{w}^{n}\right\|_{C^{1,2, \gamma}\left(\overline{\mathcal{O}}_{m}\right)}\left\|\nabla w^{n}\right\|_{m}\|\nabla u\|_{m} \\
& +w_{x_{k}}^{n}\left\langle\nabla \mathcal{H}(\nabla u), \nabla w_{x_{k}}^{n}\right\rangle .
\end{align*}
$$

For the last term above, recall that all expressions are evaluated at $\left(t_{n}^{\lambda}, x_{n}^{\lambda}\right)$, which is a stationary point for $v^{\lambda, n}$ in the spatial coordinates. Thus, $2\left\langle\nabla w^{n}, \nabla w_{x_{i}}^{n}\right\rangle=\lambda u_{x_{i}}$ by (3.45). Summing over all $k$ 's in (3.68) we get

$$
\begin{align*}
\sum_{k=1}^{d} w_{x_{k}}^{n}\left\langle\nabla \mathcal{H}(\nabla u), \nabla w_{x_{k}}^{n}\right\rangle & =\sum_{k=1}^{d} \sum_{i=1}^{d} w_{x_{k}}^{n}(\nabla \mathcal{H}(\nabla u))_{i} w_{x_{k} x_{i}}^{n} \\
& =\sum_{i=1}^{d}(\nabla \mathcal{H}(\nabla u))_{i}\left\langle\nabla w^{n}, \nabla w_{x_{i}}^{n}\right\rangle \\
& =\sum_{i=1}^{d}(\nabla \mathcal{H}(\nabla u))_{i} \lambda u_{x_{i}}  \tag{3.69}\\
& =\lambda\langle\nabla \mathcal{H}(\nabla u), \nabla u\rangle \\
& \geq \lambda \mathcal{H}(\nabla u),
\end{align*}
$$

where the last inequality is justified because $\mathcal{H}(\cdot)$ is a convex function such that $\mathcal{H}(0)=0$, thus $\mathcal{H}(p) \leq\langle\nabla \mathcal{H}(p), p\rangle$. Plugging (3.69) back into (3.66) we get

$$
\begin{align*}
-2\left\langle\nabla w^{n},\right. & \left.\nabla\left(\mathcal{H}\left(\nabla u^{n}\right)-f_{m}^{2}\right)\right\rangle \\
\leq & -2 \lambda \mathcal{H}(\nabla u)+2|\nabla u|_{d}\left|\nabla f_{m}^{2}\right|+2\left\|\nabla \hat{w}^{n}\right\|_{m}\left\|\nabla f_{m}^{2}\right\|_{m} \\
& -C_{\nabla \mathcal{H}} d\left\|\hat{w}^{n}\right\|_{C^{1,2, \gamma}\left(\overline{\mathcal{O}}_{m}\right)}\|\nabla u\|_{m}\left(\left\|\nabla w^{n}\right\|_{m}+\left\|D^{2} u\right\|_{m}\right)  \tag{3.70}\\
& -C_{\nabla \mathcal{H}} d\left\|u^{n}-u\right\|_{C^{1,2, \gamma}\left(\overline{\mathcal{O}}_{m}\right)}\|\nabla u\|_{m}\left(\left\|D^{2} u^{n}\right\|_{m}+\|\nabla u\|_{m}\right)
\end{align*}
$$

Since $w^{n} \rightarrow u$ and $u^{n} \rightarrow u$ in $C^{1,2, \gamma}\left(\overline{\mathcal{O}}_{m}\right)$ as $n \rightarrow \infty$ for all $\gamma \in(0, \alpha)$ (Lemma 3.15), then all the terms in (3.66) and (3.70) depending on $\hat{w}^{n}$ and $u^{n}-u$ can be collected in a remainder $\tilde{R}_{n}=\tilde{R}_{n}(m, \varepsilon, \delta)$ that goes to zero as $n \rightarrow \infty$. So, (3.66)
and (3.70) give us

$$
-2\left\langle\nabla w^{n}, \nabla\left(\mathcal{H}\left(\nabla u^{n}\right)-f_{m}^{2}\right)\right\rangle \leq-2 \lambda \mathcal{H}(\nabla u)+2|\nabla u|_{d}\left|\nabla f_{m}^{2}\right|_{d}+\tilde{R}_{n},
$$

as claimed in (3.53).

### 3.2.4 Solution to the Penalised Problem

In this section we prove that Problem B admits a unique solution. The proof is based on a fixed point argument that requires the a priori estimates derived in Sections 3.2.2 and 3.2.3 as well as the next bound.

Proposition 3.18 Let $u_{m}^{\varepsilon, \delta}$ be a solution of Problem B. For any $\beta \in(0,1)$ there is $M_{4}=M_{4}(m, \varepsilon, \delta, \beta)$ such that

$$
\begin{equation*}
\left\|u_{m}^{\varepsilon, \delta}\right\|_{C^{0,1, \beta}\left(\overline{\mathcal{O}}_{m}\right)} \leq M_{4} . \tag{3.71}
\end{equation*}
$$

Proof. Let $u=u_{m}^{\varepsilon, \delta}$ for simplicity. Then, $u$ can be seen as the unique solution $\varphi$ of the linear PDE

$$
\partial_{t} \varphi+\mathcal{L} \varphi-r \varphi=-h_{m}-\frac{1}{\delta}\left(g_{m}-u\right)^{+}+\psi_{\varepsilon}\left(\mathcal{H}(\nabla u)-f_{m}^{2}\right), \quad \text { on } \mathcal{O}_{m}
$$

with boundary conditions $\varphi(t, x)=0$ for $x \in \partial B_{m}$ and $\varphi(T, x)=g_{m}(T, x)$ for all $x \in B_{m}$. The theory of strong solutions for linear parabolic PDEs (see [8, Thm. 2.6.5 and Rem. 2.6.4]) gives

$$
\begin{align*}
&\|u\|_{W^{1,2, p}\left(\mathcal{O}_{m}\right)} \leq C( \left\|h_{m}+\frac{1}{\delta}\left(g_{m}-u\right)^{+}-\psi_{\varepsilon}\left(\mathcal{H}(\nabla u)-f_{m}^{2}\right)\right\|_{L^{p}\left(\mathcal{O}_{m}\right)}  \tag{3.72}\\
&\left.+\left\|g_{m}\right\|_{W^{1,2, p}\left(\mathcal{O}_{m}\right)}\right)
\end{align*}
$$

for any $p \in(1, \infty)$, with $C$ a constant independent of $\varepsilon$ and $\delta$. Denoting $\left|\mathcal{O}_{m}\right|$ the volume of the set $\mathcal{O}_{m}$, thanks to Proposition 3.17 and $u \geq 0$ we have

$$
\begin{aligned}
\|u\|_{W^{1,2, p}\left(\mathcal{O}_{m}\right)} \leq & C\left|\mathcal{O}_{m}\right|^{\frac{1}{p}}\left(\left\|h_{m}+\frac{1}{\delta} g_{m}\right\|_{m}+\frac{1}{\varepsilon} M_{3}^{2}\right) \\
& +C\left\|g_{m}\right\|_{W^{1,2, p}\left(\mathcal{O}_{m}\right)}<\infty
\end{aligned}
$$

having also used that $\psi_{\varepsilon}(x) \leq \frac{1}{\varepsilon} x$ for all $x \geq 0$.

Since $p$ is arbitrary, then Sobolev embedding (1.6) guarantees that for any $\beta \in(0,1)$ there exists a constant $M_{4}=M_{4}(m, \varepsilon, \delta, \beta)$ such that (3.71) holds.

The next theorem requires two ingredients, a result on the existence and uniqueness for linear parabolic PDE on bounded domain and a fixed point theorem for Banach spaces. The first ingredient comes from [29, Thm. 3.3.7] whose assumptions are:
(i) the coefficients of $\mathcal{L}$ and $r$ are $\alpha$-Hölder continuous in $\overline{\mathcal{O}}_{m}$,
(ii) the second-order operator $a$ is uniformly elliptic in $\bar{B}_{m}$,
(iii) the right-hand side of (3.73) is $\alpha$-Hölder in $\overline{\mathcal{O}}_{m}$,
(iv) a so-called compatible conditions which is presented in the proof of the theorem for clarity,
(v) for every point $(t, x) \in \partial B_{m}$, there exists a neighbourhood $V$ such that all points $(s, y) \in V \cap \partial B_{m}$ can be represented as

$$
y_{i}=h\left(t, y_{1}, \ldots, y_{i-1}, y_{i+1}, \ldots, y_{d}\right) \quad \text { for some } i \in\{1, \ldots, d\}
$$

and the function $h$ and its derivatives, $\partial_{t} h, \partial_{x_{j}} h, \partial_{t t} h, \partial_{t x_{j}} h, \partial_{x_{j} x_{k}} h$, are $\alpha$ Hölder continuous in $\overline{V \cap\left(\{T\} \times \partial B_{m}\right)}$ for all $1 \leq j, k \leq d$ with $j, k \neq i$.

In our case, Assumptions (i), (ii) and (iii) are satisfied by Assumption 3.5. Assumption (iv) is presented in the theorem below and Assumption (v) holds because we have that for all $(s, y) \in[0, T] \times \partial B_{m}$ we can find $i$ such that $\left|y_{i}\right| \geq \frac{1}{\sqrt{d}}$. Defining $V_{y}:=\left\{x \in \mathbb{R}^{d}:|x-y|_{d}<\frac{1}{\sqrt{2 d}}\right\}$, we have that for $(t, x) \in[0, T] \times\left(V_{y} \cap \partial B_{m}\right)=: V_{y}^{T}$ we can use the function

$$
x_{i}=h\left(t, x_{1}, \ldots, x_{i-1}, x_{i+1}, \ldots, x_{d}\right):=\left(1-\sum_{j \neq i} x_{j}^{2}\right)^{\frac{1}{2}}
$$

We have that $h \geq \frac{\sqrt{2 d-1}}{\sqrt{2 d}}$ everywhere in $V_{y}^{T}$ and it is independent of time. Thus, the derivatives with respect to time are sufficiently regular, the derivatives with respect to the space variables only are continuously differentiable because they are a ratio of infinitely differentiable functions with a non-zero denominator everywhere.

The second ingredient is a Banach space. Let us define the subset of $C^{0,1, \alpha}\left(\overline{\mathcal{O}}_{m}\right)$ as:

$$
C_{*}^{0,1, \alpha}\left(\overline{\mathcal{O}}_{m}\right):=\left\{\begin{array}{l|l}
\varphi \in C^{0,1, \alpha}\left(\overline{\mathcal{O}}_{m}\right) & \begin{array}{l}
\varphi=0 \text { on }\{T\} \times \partial B_{m} \text { and } \\
\nabla \varphi=\mathbf{0} \text { on }\{T\} \times \partial B_{m}
\end{array}
\end{array}\right\} .
$$

Lemma 3.19 The space $\left(C_{*}^{0,1, \alpha}\left(\overline{\mathcal{O}}_{m}\right),\|\cdot\|_{C^{0,1, \alpha}\left(\overline{\mathcal{O}}_{m}\right)}\right)$ is a Banach space.
Proof. The space $C_{*}^{0,1, \alpha}\left(\overline{\mathcal{O}}_{m}\right)$ is a subset of $C^{0,1, \alpha}\left(\overline{\mathcal{O}}_{m}\right)$ which is a Banach space with respect to $\|\cdot\|_{C^{0,1, \alpha}\left(\overline{\mathcal{O}}_{m}\right)}$. Thus, it is enough to show that $C_{*}^{0,1, \alpha}\left(\overline{\mathcal{O}}_{m}\right)$ is closed under the same norm. This implies that $\left(C_{*}^{0,1, \alpha}\left(\overline{\mathcal{O}}_{m}\right),\|\cdot\|_{C^{0,1, \alpha}\left(\overline{\mathcal{O}}_{m}\right)}\right)$ is a Banach space

Let $\left(\varphi_{n}\right)_{n \in \mathbb{N}}$ be a Cauchy sequence in $C_{*}^{0,1, \alpha}\left(\overline{\mathcal{O}}_{m}\right)$ convergent to $\varphi \in C^{0,1, \alpha}\left(\overline{\mathcal{O}}_{m}\right)$. Since $\varphi_{n}=0$ and $\nabla \varphi_{n}=\mathbf{0}$ for all $n \in \mathbb{N}$ and $\varphi_{n} \rightarrow \varphi$ in $C^{0,1, \alpha}\left(\overline{\mathcal{O}}_{m}\right)$ we have that $\varphi \in C_{*}^{0,1, \alpha}\left(\overline{\mathcal{O}}_{m}\right)$.

Remark 3.20: Defining $C_{*}^{1,2, \alpha}\left(\overline{\mathcal{O}}_{m}\right):=\left(C^{1,2, \alpha} \cap C_{*}^{0,1, \alpha}\right)\left(\overline{\mathcal{O}}_{m}\right)$, we have that also the pair $\left(C_{*}^{1,2, \alpha}\left(\overline{\mathcal{O}}_{m}\right),\|\cdot\|_{C^{1,2, \alpha}\left(\overline{\mathcal{O}}_{m}\right)}\right)$ is a Banach space.

Theorem 3.21 There exists a unique solution $u_{m}^{\varepsilon, \delta}$ of Problem B.
Proof. Uniqueness is by Corollary 3.12. Existence will be proved refining arguments from [45, Prop. 1.2]. Fix $\varepsilon, \delta \in(0,1)$ and $m \in \mathbb{N}$.

Given $\varphi \in C_{*}^{0,1, \alpha}\left(\overline{\mathcal{O}}_{m}\right)$ we consider the linear partial differential equation for $w=w^{\varphi}$ :

$$
\left\{\begin{array}{lr}
\partial_{t} w+\mathcal{L} w-r w=-h_{m}-\frac{1}{\delta}\left(g_{m}-\varphi\right)^{+}+\psi_{\varepsilon}\left(\mathcal{H}(\nabla \varphi)-f_{m}^{2}\right), & \text { on } \mathcal{O}_{m}  \tag{3.73}\\
w(t, x)=g_{m}(t, x), & (t, x) \in \partial_{P} \mathcal{O}_{m}
\end{array}\right.
$$

For $x \in \partial B_{m}$ the compatibility condition

$$
\lim _{s \uparrow T}\left(\partial_{t} g_{m}+\mathcal{L} g_{m}-r g_{m}\right)(s, x)=\left[-h_{m}-\frac{1}{\delta}\left(g_{m}-\varphi\right)^{+}+\psi_{\varepsilon}\left(\mathcal{H}(\nabla \varphi)-f_{m}^{2}\right)\right](T, x),
$$

holds, with both sides of the expression being equal to zero. Indeed, on the left-hand side, properties of the cut-off function $\xi_{m-1} \in C_{c}^{\infty}\left(B_{m}\right)$ guarantee $g_{m}=\partial_{x_{i}} g_{m}=\partial_{x_{i}, x_{j}} g_{m}=0$ on $[0, T] \times \partial B_{m}$, hence also $\partial_{t} g_{m}=0$. On the
right-hand side of the equation, we use that $h_{m}=\varphi=\partial_{x_{i}} \varphi=0$ on $\{T\} \times \partial B_{m}$. Therefore (3.73) admits a unique solution in $C^{1,2, \alpha}\left(\overline{\mathcal{O}}_{m}\right)$ by [29, Thm. 3.3.7]. The boundary condition of the PDE implies $w=0$ and $\nabla w=\mathbf{0}$ on $\{T\} \times \partial B_{m}$. Hence $w \in C_{*}^{1,2, \alpha}\left(\overline{\mathcal{O}}_{m}\right)$.

Define the operator $\Gamma: C_{*}^{0,1, \alpha}\left(\overline{\mathcal{O}}_{m}\right) \rightarrow C_{*}^{0,1, \alpha}\left(\overline{\mathcal{O}}_{m}\right)$ that maps $\varphi$ to the solution of the $\operatorname{PDE}$ (3.73), i.e., $\Gamma[\varphi]=w^{\varphi}$. Next, we show that $\Gamma$ has a fixed point by Schaefer's fixed point theorem (stated in Appendix for completeness). So Problem $B$ admits a solution.

We have $\Gamma[\varphi] \in C_{*}^{1,2, \alpha}\left(\overline{\mathcal{O}}_{m}\right) \Longrightarrow \Gamma[\varphi] \in C_{*}^{0,1, \beta}\left(\overline{\mathcal{O}}_{m}\right)$ for all $\beta \in(0,1)$ by (1.6). We must prove that $\Gamma$ is continuous and compact in $C_{*}^{0,1, \alpha}\left(\overline{\mathcal{O}}_{m}\right)$. Consider a sequence $\left(\varphi_{n}\right)_{n \in \mathbb{N}} \subset C_{*}^{0,1, \alpha}\left(\overline{\mathcal{O}}_{m}\right)$ such that $\varphi_{n} \rightarrow \varphi$ in $C_{*}^{0,1, \alpha}\left(\overline{\mathcal{O}}_{m}\right)$. Let $F$ : $\mathbb{R} \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ be defined as

$$
F(q, p):=\psi_{\varepsilon}\left(\mathcal{H}(p)-f_{m}^{2}\right)-\frac{1}{\delta}\left(g_{m}-q\right)^{+} .
$$

Clearly $|\varphi|$ and $|\nabla \varphi|_{d}$ are bounded on $\overline{\mathcal{O}}_{m}$. Since $F$ is locally Lipschitz, then standard estimates for Hölder norms allow to prove $F\left(\varphi_{n}, \nabla \varphi_{n}\right) \rightarrow F(\varphi, \nabla \varphi)$ in $C^{\gamma}\left(\overline{\mathcal{O}}_{m}\right)$ as $n \rightarrow \infty$ for any $\gamma \in(0, \alpha)$. By Lemma B. 1 in Appendix, $\Gamma\left[\varphi_{n}\right] \rightarrow \Gamma[\varphi]$ in $C_{*}^{1,2, \gamma^{\prime}}\left(\overline{\mathcal{O}}_{m}\right)$ for any $\gamma^{\prime} \in(0, \gamma)$, as $n \rightarrow \infty$. Sobolev embedding (1.6) implies $\Gamma\left[\varphi_{n}\right] \rightarrow \Gamma[\varphi]$ in $C_{*}^{0,1, \beta}\left(\overline{\mathcal{O}}_{m}\right)$ for any $\beta \in(0,1)$, hence continuity of $\Gamma$.

For compactness, notice that $\Gamma$ maps bounded sets of $C_{*}^{0,1, \alpha}\left(\overline{\mathcal{O}}_{m}\right)$ into bounded sets of $C_{*}^{1,2, \alpha}\left(\overline{\mathcal{O}}_{m}\right)$ by [29, Thms. 3.2.6 and 3.3.7]. Since bounded sets in $C_{*}^{1,2, \alpha}\left(\overline{\mathcal{O}}_{m}\right)$ are bounded in $C_{*}^{0,1, \beta}\left(\overline{\mathcal{O}}_{m}\right)$ for all $\beta \in(0,1)$ (see (1.6)), then $C_{*}^{1,2, \alpha}\left(\overline{\mathcal{O}}_{m}\right) \hookrightarrow$ $C_{*}^{0,1, \alpha}\left(\overline{\mathcal{O}}_{m}\right)$ is a compact embedding.

It remains to prove that the set

$$
\mathcal{B}:=\left\{\varphi \in C_{*}^{0,1, \alpha}\left(\overline{\mathcal{O}}_{m}\right) \mid \rho \Gamma[\varphi]=\varphi \text { for some } \rho \in[0,1]\right\}
$$

is bounded in $C_{*}^{0,1, \alpha}\left(\overline{\mathcal{O}}_{m}\right)$. If $\rho=0$, then $\varphi=0$. If $\rho \Gamma[\varphi]=\varphi$ for some $\rho \in(0,1]$, then $\varphi$ satisfies

$$
\begin{cases}\partial_{t} \varphi+\mathcal{L} \varphi-r \varphi=\rho\left[-h_{m}-\frac{1}{\delta}\left(g_{m}-\varphi\right)^{+}+\psi_{\varepsilon}\left(\mathcal{H}(\nabla \varphi)-f_{m}^{2}\right)\right], & \text { on } \mathcal{O}_{m}  \tag{3.74}\\ \varphi=\rho g_{m}, & \text { on } \partial_{P} \mathcal{O}_{m}\end{cases}
$$

The PDE in (3.74) is the same as the one in (3.18) but with $h_{m}, \psi_{\varepsilon}, g_{m}, \frac{1}{\delta}$ replaced
by $\rho h_{m}, \rho \psi_{\varepsilon}, \rho g_{m}, \frac{\rho}{\delta}$. Then, all the results from this section and Proposition 3.18 apply to $\varphi$. In particular, $\|\varphi\|_{C^{0,1, \alpha}\left(\overline{\mathcal{O}}_{m}\right)} \leq M_{4}$ uniformly for all $\rho \in(0,1]$, with $M_{4}$ as in Proposition 3.18. Finally, Schaefer's fixed point theorem guarantees existence of the solution of Problem B, for every treble $(\varepsilon, \delta, m)$.

### 3.3 Penalised Problem on Unbounded Domain and Further Estimates

We refine our a priori estimates on the solution of Problem B. First we shall make all bounds independent of $m$ so that we can construct a solution to a penalised problem on unbounded domain as $m \rightarrow \infty$. Then we shall find bounds independent of $\varepsilon$ and $\delta$ so as to pass to the limit for $\varepsilon, \delta \downarrow 0$ and obtain a solution to Problem A.

### 3.3.1 $\quad$ Estimates independent of $m$

First we bound $\nabla u_{m}^{\varepsilon, \delta}$ independently of $m$ on each compact.
Proposition 3.22 Fix $m_{0} \in \mathbb{N}$ and $q \geq m_{0}+2$. Let $u_{q}^{\varepsilon, \delta}$ be the unique solution of Problem B on $\mathcal{O}_{q}$. Then, there is $N_{1}=N_{1}\left(m_{0}\right)$ independent of $\varepsilon, \delta$ and $q$, such that

$$
\begin{equation*}
\sup _{(t, x) \in \overline{\mathcal{O}}_{m_{0}}}\left|\nabla u_{q}^{\varepsilon, \delta}(t, x)\right|_{d} \leq N_{1} . \tag{3.75}
\end{equation*}
$$

Proof. For notational simplicity set $u=u_{q}^{\varepsilon, \delta}, \xi=\xi_{m_{0}}$ and $\|\cdot\|_{0}=\|\cdot\|_{m_{0}+1}$. Since $q \geq m_{0}+2$, we have $f_{q}=f, g_{q}=g$ and $h_{q}=h$ on $\overline{\mathcal{O}}_{m_{0}+1}$. Let $\lambda_{0} \in(0, \infty)$ be a constant depending on $m_{0}$ but independent of $\varepsilon, \delta, q$, which will be chosen later. Let $v^{\lambda} \in C^{0,1, \alpha}\left(\overline{\mathcal{O}}_{m_{0}+1}\right)$ be defined as

$$
\begin{equation*}
v^{\lambda}(t, x):=\xi(x)|\nabla u(t, x)|_{d}^{2}-\lambda u(t, x), \quad \text { for }(t, x) \in \overline{\mathcal{O}}_{m_{0}+1} \tag{3.76}
\end{equation*}
$$

for some $\lambda \in\left(0, \lambda_{0}\right]$. We will use later that

$$
\begin{align*}
\sup _{(t, x) \in \overline{\mathcal{O}}_{m_{0}}}|\nabla u(t, x)|_{d}^{2} & \leq \sup _{(t, x) \in \overline{\mathcal{O}}_{m_{0}+1}} \xi(x)|\nabla u(t, x)|_{d}^{2}  \tag{3.77}\\
& \leq \sup _{(t, x) \in \overline{\mathcal{O}}_{m_{0}+1}} v^{\lambda}(t, x)+\lambda_{0}\|u\|_{0}
\end{align*}
$$

where we also notice that $\|u\|_{0} \leq M_{1}$ with $M_{1}=M_{1}\left(m_{0}+1\right)$ as in Remark 3.14.
Let $\left(t^{\lambda}, x^{\lambda}\right) \in \overline{\mathcal{O}}_{m_{0}+1}$ be a maximum point for $v^{\lambda}$. If $x^{\lambda} \in \partial B_{m_{0}+1}$ then $\xi\left(x^{\lambda}\right)=0$ and $v\left(t^{\lambda}, x^{\lambda}\right)=-\lambda u\left(t^{\lambda}, x^{\lambda}\right) \leq 0$. If $t^{\lambda}=T$, then $v^{\lambda}\left(T, x^{\lambda}\right) \leq$ $\xi\left(x^{\lambda}\right)\left|\nabla g\left(T, x^{\lambda}\right)\right|_{d}^{2} \leq\|f\|_{0}^{2}$ (see Assumption 3.5). Thus, in both cases (3.75) holds with $N_{1} \geq\left(\|f\|_{0}^{2}+\lambda_{0} M_{1}\right)^{1 / 2}$. Defining $\Lambda_{m_{0}+1}$ as in (3.41) but with $\lambda_{0}$ instead of $\lambda_{m}$, if $\Lambda_{m_{0}+1} \neq \varnothing$ the bound holds taking $\lambda \in \Lambda_{m_{0}+1}$. It remains to consider the case $\Lambda_{m_{0}+1}=\varnothing$, so that $\left(t^{\lambda}, x^{\lambda}\right) \in \mathcal{O}_{m_{0}+1}$ for all $\lambda \in\left(0, \lambda_{0}\right]$.

As in the proof of Proposition 3.17 we use the smooth approximation $w^{n}$ of $u$, obtained from (3.34). Analogously, let us define $v^{\lambda, n}:=\xi\left|\nabla w^{n}\right|_{d}^{2}-\lambda u$ in $\overline{\mathcal{O}}_{m_{0}+1}$ and let $\left(t_{n}^{\lambda}, x_{n}^{\lambda}\right)_{n \in \mathbb{N}}$ be a sequence converging to $\left(t^{\lambda}, x^{\lambda}\right)$ with $\left(t_{n}^{\lambda}, x_{n}^{\lambda}\right) \in$ $\arg \max _{\overline{\mathcal{O}}_{m_{0}+1}} v^{\lambda, n}$. For any $\eta>0$ there exists a neighbourhood $U_{\lambda, \eta} \cup\left(\{0\} \times V_{\lambda, \eta}\right)$ of $\left(t^{\lambda}, x^{\lambda}\right)$ such that

$$
\begin{equation*}
v^{\lambda}(t, x)>v^{\lambda}\left(t^{\lambda}, x^{\lambda}\right)-\eta, \quad \text { for all }(t, x) \in U_{\lambda, \eta} \cup\left(\{0\} \times V_{\lambda, \eta}\right) \tag{3.78}
\end{equation*}
$$

and $\left(t_{n}^{\lambda}, x_{n}^{\lambda}\right) \in U_{\lambda, \eta} \cup\left(\{0\} \times V_{\lambda, \eta}\right)$ for sufficiently large $n$ 's (with the convention $V_{\lambda, \eta}=\varnothing$ if $t^{\lambda} \neq 0$ ).

Taking derivatives of $v^{\lambda, n}$ we have, for $1 \leq i, j \leq d$,

$$
\begin{aligned}
v_{t}^{\lambda, n}= & 2 \xi\left\langle\nabla w^{n}, \nabla w_{t}^{n}\right\rangle-\lambda u_{t} \\
v_{x_{i}}^{\lambda, n}= & 2 \xi\left\langle\nabla w^{n}, \nabla w_{x_{i}}^{n}\right\rangle-\lambda u_{x_{i}}+\xi_{x_{i}}\left|\nabla w^{n}\right|_{d}^{2} ; \\
v_{x_{i} x_{j}}^{\lambda, n}= & 2 \xi\left\langle\nabla w_{x_{i}}^{n}, \nabla w_{x_{j}}^{n}\right\rangle+2 \xi\left\langle\nabla w^{n}, \nabla w_{x_{i} x_{j}}^{n}\right\rangle \\
& -\lambda u_{x_{i} x_{j}}+\xi_{x_{i} x_{j}}\left|\nabla w^{n}\right|_{d}^{2}+2\left(\xi_{x_{i}}\left\langle\nabla w^{n}, \nabla w_{x_{j}}^{n}\right\rangle+\xi_{x_{j}}\left\langle\nabla w^{n}, \nabla w_{x_{i}}^{n}\right\rangle\right) .
\end{aligned}
$$

Since $\left(t_{n}^{\lambda}, x_{n}^{\lambda}\right) \in \mathcal{O}_{m_{0}+1}$ then (3.38) gives $\left(\partial_{t} v^{\lambda, n}+\mathcal{L} v^{\lambda, n}\right)\left(t_{n}^{\lambda}, x_{n}^{\lambda}\right) \leq 0$. Substituting the expressions for the derivatives of $v^{\lambda, n}$, some tedious but straightforward
calculations and symmetry of $a_{i j}$ give

$$
\begin{align*}
0 \geq & 2 \xi\left\langle\nabla w^{n},\left(\partial_{t}+\mathcal{L}\right)\left(\nabla w^{n}\right)\right\rangle-\lambda\left(\partial_{t} u+\mathcal{L} u\right)+\xi \sum_{i, j=1}^{d} a_{i j}\left\langle\nabla w_{x_{i}}^{n}, \nabla w_{x_{j}}^{n}\right\rangle  \tag{3.79}\\
& +(\mathcal{L} \xi)\left|\nabla w^{n}\right|_{d}^{2}+2 \sum_{i, j=1}^{d} a_{i j} \xi_{x_{i}}\left\langle\nabla w^{n}, \nabla w_{x_{j}}^{n}\right\rangle,
\end{align*}
$$

where $\left(\partial_{t}+\mathcal{L}\right)\left(\nabla w^{n}\right)$ denotes the vector with entries $\left(\partial_{t}+\mathcal{L}\right) w_{x_{k}}^{n}$ for $k=1, \ldots, d$. Here we omit the dependence on $\left(t_{n}^{\lambda}, x_{n}^{\lambda}\right)$ for notational convenience.

The expressions for $\left(\partial_{t}+\mathcal{L}\right) w_{x_{k}}^{n}$ and $\left(\partial_{t}+\mathcal{L}\right) u$ are the same as in (3.49) and (3.18), respectively. A lower bound for $\sum a_{i j}\left\langle\nabla w_{x_{i}}^{n}, \nabla w_{x_{j}}^{n}\right\rangle$ was also obtained in (3.47) but with $\theta$ therein replaced by $\theta=\theta_{B_{m_{0}+1}}$. Thus, from (3.79) we get

$$
\begin{align*}
& 0 \geq \xi \theta\left|D^{2} w^{n}\right|_{d \times d}^{2}  \tag{3.80}\\
& \quad+2 \xi\left[r\left|\nabla w^{n}\right|_{d}^{2}+\psi_{\varepsilon}^{\prime}\left(\bar{\zeta}_{n}\right)\left\langle\nabla w^{n}, \nabla\left(\mathcal{H}\left(\nabla u^{n}\right)-f^{2}\right)\right\rangle-\frac{1}{\delta} \chi_{n}^{\prime}(g-u)\left\langle\nabla w^{n}, \nabla(g-u)\right\rangle\right. \\
& \left.\quad \quad-\left\langle\nabla w^{n}, \nabla h\right\rangle-\sum_{k=1}^{d} w_{x_{k}}^{n} \mathcal{L}_{x_{k}} w^{n}\right]-\lambda\left(r u+\psi_{\varepsilon}\left(\zeta_{n}\right)-h-\frac{1}{\delta}(g-u)^{+}\right) \\
& \quad+(\mathcal{L} \xi)\left|\nabla w^{n}\right|_{d}^{2}+2 \sum_{i, j=1}^{d} a_{i j} \xi_{x_{i}}\left\langle\nabla w^{n}, \nabla w_{x_{j}}^{n}\right\rangle,
\end{align*}
$$

where $\bar{\zeta}_{n}=\left(\mathcal{H}\left(\nabla u^{n}\right)-f^{2}\right)\left(t_{n}^{\lambda}, x_{n}^{\lambda}\right)-\frac{1}{n}$ and $\zeta_{n}=\left(\mathcal{H}(\nabla u)-f^{2}\right)\left(t_{n}^{\lambda}, x_{n}^{\lambda}\right)$. Up to a factor $\xi$, the expression above is the analogue of (3.50) but with two additional terms. As in (3.51) we have

$$
\begin{align*}
& 2 \xi\left[r\left|\nabla w^{n}\right|_{d}^{2}-\frac{1}{\delta} \chi_{n}^{\prime}(g-u)\left\langle\nabla w^{n}, \nabla(g-u)\right\rangle-\left\langle\nabla w^{n}, \nabla h\right\rangle-\sum_{k=1}^{d} w_{x_{k}}^{n} \mathcal{L}_{x_{k}} w^{n}\right] \\
& -\lambda\left(r u+\psi_{\varepsilon}\left(\zeta_{n}\right)-\frac{1}{\delta}(g-u)^{+}-h\right)  \tag{3.81}\\
& \quad \geq-C_{1} \xi|\nabla u|_{d}^{2}-\frac{\theta}{2} \xi\left|D^{2} w^{n}\right|_{d \times d}^{2}-\xi C_{2}-\lambda r M_{1}-\lambda \psi_{\varepsilon}^{\prime}\left(\bar{\zeta}_{n}\right) \mathcal{H}(\nabla u)-R_{n},
\end{align*}
$$

where $R_{n} \rightarrow 0$ as $n \rightarrow \infty$ uniformly on $\overline{\mathcal{O}}_{m_{0}+1}$. We notice that, differently to (3.51), we have a factor $1 / 2$ multiplying $\left|D^{2} w^{n}\right|_{d \times d}^{2}$. That of course is obtained by adjusting the constant $C_{1}=\left(1+2 d^{4} A_{m_{0}+1}^{2} \theta^{-1}+2 d A_{m_{0}+1}\right)$ (see (3.63)) with $A_{m_{0}+1}$ as in (3.61) and $C_{2}=\|\nabla h\|_{0}$.

The last term on the right-hand side of (3.80) can be easily bounded. Set
$\bar{a}_{0}:=\max _{i, j}\left\|a_{i j}\right\|_{0}$, which is finite by continuity of $a_{i j}$, and recall that $|\nabla \xi|_{d}^{2} \leq C_{0} \xi$ by (3.16). Then

$$
\begin{align*}
2 \sum_{i, j=1}^{d} a_{i j} \xi_{x_{i}}\left\langle\nabla w^{n}, \nabla w_{x_{j}}^{n}\right\rangle & \geq-2 \bar{a}_{0} d \sum_{j=1}^{d}|\nabla \xi|{ }_{d}\left|\nabla w^{n}\right|_{d}\left|\nabla w_{x_{j}}^{n}\right|_{d} \\
& \geq-2 \bar{a}_{0} d^{2} \sqrt{C_{0} \xi}\left|\nabla w^{n}\right|_{d}\left|D^{2} w^{n}\right|_{d \times d}  \tag{3.82}\\
& \geq-C_{3}\left|\nabla w^{n}\right|_{d}^{2}-\xi \frac{\theta}{2}\left|D^{2} w^{n}\right|_{d \times d}^{2}
\end{align*}
$$

where the final inequality is by $|a b| \leq p a^{2}+\frac{b^{2}}{p}$ with $a=2 \bar{a}_{0} d^{2} \sqrt{C_{0}}\left|\nabla w^{n}\right|_{d}$, $b=\sqrt{\xi}\left|D^{2} w^{n}\right|_{d \times d}$ and $p=2 / \theta$, and setting $C_{3}=8 \theta^{-1} \bar{a}_{0}^{2} d^{4} C_{0}$. It is also easy to check that $\|\mathcal{L} \xi\|_{0} \leq \kappa$ for some $\kappa=\kappa\left(\|b\|_{0},\|\sigma\|_{0}\right)>0$, because the derivatives of $\xi$ are bounded independently of $m_{0}$.

Plugging (3.81) and (3.82) into (3.80) and setting $C_{4}=C_{3}+\kappa$ we have

$$
\begin{align*}
0 \geq & 2 \xi \psi_{\varepsilon}^{\prime}\left(\bar{\zeta}_{n}\right)\left\langle\nabla w^{n}, \nabla\left(\mathcal{H}\left(\nabla u^{n}\right)-f^{2}\right)\right\rangle-\xi C_{1}|\nabla u|_{d}^{2}-C_{4}\left|\nabla w^{n}\right|_{d}^{2}  \tag{3.83}\\
& -\lambda \psi_{\varepsilon}^{\prime}\left(\bar{\zeta}_{n}\right) \mathcal{H}(\nabla u)-\xi C_{2}-\lambda r M_{1}-R_{n}
\end{align*}
$$

Using (3.57) we have $\xi C_{1}|\nabla u|_{d}^{2}+C_{4}\left|\nabla w^{n}\right|_{d}^{2} \leq C_{5}|\nabla u|_{d}^{2}+\tilde{R}_{n}$, where $\tilde{R}_{n} \rightarrow 0$ as $n \rightarrow \infty$, uniformly on $\overline{\mathcal{O}}_{m_{0}+1}$ and $C_{5}=C_{1}+C_{4}$. It remains to find a lower bound for $\xi\left\langle\nabla w^{n}, \nabla\left(\mathcal{H}\left(\nabla u^{n}\right)-f^{2}\right)\right\rangle$. By the same arguments as in (3.66), the bound in (3.67) continue to hold, up to the inclusion of the multiplicative factor $\xi$. We have an additional term in the final expression in (3.69), because now $v_{x_{k}}^{\lambda, n}=0$ gives $2 \xi\left\langle\nabla w^{n}, \nabla w_{x_{k}}^{n}\right\rangle=\lambda u_{x_{k}}-\xi_{x_{k}}\left|\nabla w^{n}\right|_{d}^{2}$. So, the extra term appearing in (3.69) reads $-u_{x_{k}} \xi_{x_{k}}\left|\nabla w^{n}\right|_{d}^{2}$ and, similarly to (3.57), we get

$$
-u_{x_{k}} \xi_{x_{k}}\left|\nabla w^{n}\right|_{d}^{2} \geq-u_{x_{k}} \xi_{x_{k}}|\nabla u|_{d}^{2}-\left|u_{x_{k}}\right|\left\|\xi_{x_{k}}| | \nabla \hat{w}^{n}\right\|_{0}\left(2\|\nabla u\|_{0}+\left\|\nabla \hat{w}^{n}\right\|_{0}\right)
$$

In summary, we have

$$
\begin{align*}
\xi\left\langle\nabla w^{n}, \nabla\left(\mathcal{H}\left(\nabla u^{n}\right)-f^{2}\right)\right\rangle \geq & \lambda \mathcal{H}(\nabla u)-\xi|\nabla u|_{d}\left|\nabla f^{2}\right|_{d}  \tag{3.84}\\
& -|\nabla u|_{d}^{3}|\nabla \xi|_{d}-\xi \hat{R}_{n},
\end{align*}
$$

where $\hat{R}_{n} \rightarrow 0$ as $n \rightarrow \infty$, uniformly on $\overline{\mathcal{O}}_{m_{0}+1}$.
Substituting (3.84) into (3.83) and grouping together all terms that vanish as
$n \rightarrow \infty$ we obtain

$$
\begin{aligned}
0 \geq & 2 \psi_{\varepsilon}^{\prime}\left(\bar{\zeta}_{n}\right)\left[\frac{\lambda}{2} \mathcal{H}(\nabla u)-\xi|\nabla u|_{d}\left|\nabla f^{2}\right|_{d}-|\nabla u|_{d}^{3}|\nabla \xi|_{d}\right] \\
& -C_{5}|\nabla u|_{d}^{2}-C_{2}-\lambda r M_{1}-\bar{R}_{n}
\end{aligned}
$$

where $\bar{R}_{n} \rightarrow 0$ as $n \rightarrow \infty$. Using that $\psi_{\varepsilon}^{\prime}\left(\bar{\zeta}_{n}\right) \geq 1$ by the analogue of (3.43), for sufficiently large $n$, and multiplying the above expression by -1 we arrive at

$$
\begin{aligned}
0 \leq \psi_{\varepsilon}^{\prime}\left(\bar{\zeta}_{n}\right)[ & -\lambda \mathcal{H}(\nabla u)+2 \xi|\nabla u|_{d}\left|\nabla f^{2}\right|_{d}+2|\nabla u|_{d}^{3}|\nabla \xi|_{d} \\
& \left.+C_{5}|\nabla u|_{d}^{2}+C_{2}+\lambda r M_{1}+\bar{R}_{n}\right] .
\end{aligned}
$$

Using $\mathcal{H}(\nabla u)=|\nabla u|_{d}^{2}, 2 \xi|\nabla u|_{d}\left|\nabla f^{2}\right|_{d} \leq|\nabla u|_{d}^{2}+\left|\nabla f^{2}\right|_{d}^{2}$ and $\left|\nabla f^{2}\right|_{d} \leq\left\|\nabla f^{2}\right\|_{0}$, the above inequality leads to

$$
\left(\lambda-1-2|\nabla \xi|_{d}|\nabla u|_{d}-C_{5}\right)|\nabla u|_{d}^{2} \leq\left\|\nabla f^{2}\right\|_{0}^{2}+C_{2}+\lambda r M_{1}+\bar{R}_{n}
$$

Then, recalling that $|\nabla \xi|_{d}^{2} \leq C_{0} \xi$ (see (3.16)) and setting

$$
\bar{\lambda}=2+2 \sqrt{C_{0}}\left\|\sqrt{\xi}|\nabla u|_{d}\right\|_{0}+C_{5}
$$

we obtain

$$
\begin{equation*}
|\nabla u|_{d}^{2}\left(t_{n}^{\bar{\lambda}}, x_{n}^{\bar{\lambda}}\right) \leq\|\nabla f\|_{0}^{2}+C_{2}+\bar{\lambda} r M_{1}+\bar{R}_{n} . \tag{3.85}
\end{equation*}
$$

The parameter $\bar{\lambda}$ is bounded from above independently of $\nabla u$ as follows. Let $c>0$ be a constant that varies from one expression to the next, independent of $\bar{\lambda}, \varepsilon, \delta$, but depending on $d$ and the $C^{0}\left(\overline{\mathcal{O}}_{m_{0}+1}\right)$-norms of $b, \sigma, g, h, f^{2}$, and their spatial gradient. From (3.76), (3.77) and (3.78), we obtain

$$
\begin{aligned}
\left\|\xi|\nabla u|_{d}^{2}\right\|_{0} & \leq\left|\nabla u\left(t_{n}^{\bar{\lambda}}, x_{n}^{\bar{\lambda}}\right)\right|_{d}^{2}+\bar{\lambda} M_{1}+\eta \\
& \leq c\left(1+\bar{\lambda}+\bar{R}_{n}\right)+\eta \\
& \leq c\left(1+\left\|\sqrt{\xi}|\nabla u|_{d}\right\|_{0}+\bar{R}_{n}\right)+\eta
\end{aligned}
$$

where the second inequality uses (3.85) and the final one the definition of $\bar{\lambda}$. Since $\left\|\xi|\nabla u|_{d}^{2}\right\|_{0}=\left\|\sqrt{\xi}|\nabla u|_{d}\right\|_{0}^{2}$, then $\left\|\sqrt{\xi}|\nabla u|_{d}\right\|_{0} \leq \max \left\{1, c\left(1+\bar{R}_{n}\right)\right\}+\eta$. As $n \uparrow \infty$ and $\eta \downarrow 0$ we get (3.75) from (3.77) and (3.85), choosing $\lambda_{0}=2+2(1+c) \sqrt{C_{0}}+C_{5}$,
thanks to the bound on $\bar{\lambda}$.
The bound in Proposition 3.18 depends on $m$. The next result instead provides a uniform bound on any compact $\overline{\mathcal{O}}_{m_{0}}$ for $m_{0}<m$. This can be achieved thanks to (3.75).

Proposition 3.23 Fix $m_{0} \in \mathbb{N}$ and $q \geq m_{0}+3$ and let $u_{q}^{\varepsilon, \delta}$ be the unique solution of Problem B on $\mathcal{O}_{q}$. For any $p \in(d+2, \infty)$ and $\beta=1-(d+2) / p$ there is $N_{2}=N_{2}\left(m_{0}, \varepsilon, \delta, p\right)$ such that

$$
\begin{equation*}
\left\|u_{q}^{\varepsilon, \delta}\right\|_{W^{1,2, p}\left(\mathcal{O}_{m_{0}}\right)}+\left\|u_{q}^{\varepsilon, \delta}\right\|_{C^{0,1, \beta}\left(\overline{\mathcal{O}}_{m_{0}}\right)} \leq N_{2} . \tag{3.86}
\end{equation*}
$$

Proof. Define $\varphi(t, x):=\xi_{m_{0}}(x) u_{q}^{\varepsilon, \delta}(t, x)$. Since $u_{q}^{\varepsilon, \delta}$ solves (3.18) and $f_{q}=f$, $g_{q}=g$ and $h_{q}=h$ on $\mathcal{O}_{m_{0}+1}$, then $\varphi$ solves
$\partial_{t} \varphi+\mathcal{L} \varphi-r \varphi=\xi_{m_{0}}\left[-h-\frac{1}{\delta}\left(g-u_{q}^{\varepsilon, \delta}\right)^{+}+\psi_{\varepsilon}\left(\mathcal{H}\left(\nabla u_{q}^{\varepsilon, \delta}\right)-f^{2}\right)\right]+Q, \quad$ on $\mathcal{O}_{m_{0}+1}$,
where $Q(t, x)=u_{q}^{\varepsilon, \delta}(t, x)\left(\mathcal{L} \xi_{m_{0}}\right)(x)+2\left\langle a(x) \nabla \xi_{m_{0}}(x), \nabla u_{q}^{\varepsilon, \delta}(t, x)\right\rangle$, and with boundary conditions $\varphi(t, x)=0$ for $x \in \partial B_{m_{0}+1}$ and $\varphi(T, x)=\xi_{m_{0}}(x) g(T, x)$ for $x \in B_{m_{0}+1}$. As in (3.72) we have

$$
\begin{gather*}
\|\varphi\|_{W^{1,2, p}\left(\mathcal{O}_{m_{0}+1}\right)} \leq C\left(\left\|\xi_{m_{0}}\left[h+\frac{1}{\delta}\left(g-u_{q}^{\varepsilon, \delta}\right)^{+}-\psi_{\varepsilon}\left(\mathcal{H}\left(\nabla u_{q}^{\varepsilon, \delta}\right)-f^{2}\right)\right]+Q\right\|_{L^{p}\left(\mathcal{O}_{m_{0}+1}\right)}\right. \\
\left.+\left\|\xi_{m_{0}} g\right\|_{W^{1,2, p}\left(\mathcal{O}_{m_{0}+1}\right)}\right) \tag{3.87}
\end{gather*}
$$

for any $p \in(1, \infty)$ and with $C>0$ independent of $\varepsilon, \delta$ and $q$. Denoting $\left|\mathcal{O}_{m_{0}+1}\right|$ the volume of $\mathcal{O}_{m_{0}+1}$ and using Proposition 3.22 we obtain

$$
\begin{aligned}
\left\|u_{q}^{\varepsilon, \delta}\right\|_{W^{1,2, p}\left(\mathcal{O}_{m_{0}}\right)} \leq & \|\varphi\|_{W^{1,2, p}\left(\mathcal{O}_{m_{0}+1}\right)} \\
\leq & C\left|\mathcal{O}_{m_{0}+1}\right|^{\frac{1}{p}}\left(\left\|h+\frac{1}{\delta} g+Q\right\|_{m_{0}+1}+\frac{1}{\varepsilon}\left(N_{1}\right)^{2}\right) \\
& +C\left\|\xi_{m_{0}} g\right\|_{W^{1,2, p}\left(\mathcal{O}_{m_{0}+1}\right)},
\end{aligned}
$$

where the first inequality is due to $u_{q}^{\varepsilon, \delta}=\varphi$ on $\mathcal{O}_{m_{0}}$. Since $Q$ is bounded on $\overline{\mathcal{O}}_{m_{0}+1}$ independently of $q$, the estimate above and Sobolev embedding (1.6) give us (3.86).

### 3.3.2 Penalised problem on unbounded domain

Combining the results obtained so far we can prove existence and uniqueness of the solution to a penalised problem on $\mathbb{R}_{0, T}^{d+1}$.

Problem C. Find $u=u^{\varepsilon, \delta}$ with $u^{\varepsilon, \delta} \in\left(C_{L o c}^{1,2, \alpha} \cap W_{\ell o c}^{1,2, p}\right)\left(\mathbb{R}_{0, T}^{d+1}\right)$, for any $p \in(1, \infty)$ and $\alpha \in(0,1)$ as in Assumption 3.5, that solves:

$$
\begin{cases}\left(\partial_{t}+\mathcal{L}-r\right) u=-h-\frac{1}{\delta}(g-u)^{+}+\psi_{\varepsilon}\left(\mathcal{H}(\nabla u)-f^{2}\right), & \text { on }[0, T) \times \mathbb{R}^{d},  \tag{3.88}\\ u(T, x)=g(T, x), & \text { for all } x \in \mathbb{R}^{d}\end{cases}
$$

Theorem 3.24 There exists a solution $u^{\varepsilon, \delta}$ of Problem C.
Proof. Fix $n$ and take $m>n+3$. From Proposition 3.23 we know that for any $\beta \in(0,1)$ and $p \in(1, \infty)$, the norms $\left\|u_{m}^{\varepsilon, \delta}\right\|_{W^{1,2, p}\left(\mathcal{O}_{n}\right)}$ and $\left\|u_{m}^{\varepsilon, \delta}\right\|_{C^{0,1, \beta}\left(\overline{\mathcal{O}}_{n}\right)}$ are bounded by a constant independent of $m$. By weak compactness in $W^{1,2, p}$ and Ascoli-Arzelá's theorem we can then extract a sequence $\left(u_{m_{k}^{n}}^{\varepsilon, \delta}\right)_{k \in \mathbb{N}}$ and there exists a function $u^{\varepsilon, \delta ; n} \in W^{1,2, p}\left(\mathcal{O}_{n}\right)$ (both possibly depending on the choice of $\mathcal{O}_{n}$ ) such that, as $k \rightarrow \infty$ (and $m_{k}^{n} \rightarrow \infty$ ), we obtain

$$
\begin{align*}
& u_{m_{k}^{n}}^{\varepsilon, \delta} \rightarrow u^{\varepsilon, \delta ; n} \quad \text { and } \quad \nabla u_{m_{k}^{n}}^{\varepsilon, \delta} \rightarrow \nabla u^{\varepsilon, \delta ; n} \quad \text { in } C^{\alpha}\left(\overline{\mathcal{O}}_{n}\right),  \tag{3.89}\\
& \partial_{t} u_{m_{k}^{n}}^{\varepsilon, \delta} \rightarrow \partial_{t} u^{\varepsilon, \delta ; n} \quad \text { and } \quad D^{2} u_{m_{k}^{n}}^{\varepsilon, \delta} \rightarrow D^{2} u^{\varepsilon, \delta ; n} \quad \text { weakly in } L^{p}\left(\mathcal{O}_{n}\right) .
\end{align*}
$$

Since the sequence $\left(u_{m_{k}^{n}}^{\varepsilon, \delta}\right)_{k \in \mathbb{N}}$ is bounded also in the $W^{1,2, p}\left(\mathcal{O}_{n+1}\right)$-norm (perhaps by a larger constant), then up to selecting a further subsequence we have convergence as in (3.89) but with $n$ replaced by $n+1$. Therefore $u^{\varepsilon, \delta ; n}=u^{\varepsilon, \delta ; n+1}$ on $\mathcal{O}_{n}$. Using that $\overline{\mathcal{O}}_{n} \uparrow \mathbb{R}_{0, T}^{d+1}$ as $n \rightarrow \infty$ and iterating the extraction of further subsequences (if needed), we can uniquely define a limit function $u^{\varepsilon, \delta} \in\left(C_{\ell o c}^{0,1, \alpha} \cap W_{\ell o c}^{1,2, p}\right)\left(\mathbb{R}_{0, T}^{d+1}\right)$.

Fix $n$ and take $m>n$. Multiply the PDE solved by $u_{m}^{\varepsilon, \delta}$ (see (3.18)) by a test function supported on $\overline{\mathcal{O}}_{n}$. Then passing to the limit along the subsequence constructed above, it is standard procedure to show that $u^{\varepsilon, \delta}$ satisfies the first equation in (3.88) in the a.e. sense on $\mathcal{O}_{n}$ thanks to locally uniform convergence on compacts of $u_{m}^{\varepsilon, \delta}$ and $\nabla u_{m}^{\varepsilon, \delta}$ and the weak convergence of $\partial_{t} u_{m}^{\varepsilon, \delta}$ and $D^{2} u_{m}^{\varepsilon, \delta}$. Since, this can be done for any $\mathcal{O}_{n}$ and $u^{\varepsilon, \delta}(T, \cdot)=g(T, \cdot)$, then $u^{\varepsilon, \delta}$ solves (3.88) in the a.e. sense (it is a strong solution). It now remains to prove it is actually a classical
solution.
Fix an arbitrary open bounded domain $\mathcal{O} \subset \mathbb{R}_{0, T}^{d+1}$ with smooth parabolic boundary $\partial_{P} \mathcal{O}$. Let $v \in C_{L o c}^{1,2, \alpha}(\mathcal{O})$ be the unique classical solution of the boundary value problem

$$
\left\{\begin{array}{lr}
\partial_{t} v+\mathcal{L} v-r v=-h-\frac{1}{\delta}\left(g-u^{\varepsilon, \delta}\right)^{+}+\psi_{\varepsilon}\left(\mathcal{H}\left(\nabla u^{\varepsilon, \delta}\right)-f^{2}\right), & \text { on } \mathcal{O}  \tag{3.90}\\
v(t, x)=u^{\varepsilon, \delta}(t, x), & \text { for }(t, x) \in \partial_{P} \mathcal{O}
\end{array}\right.
$$

Existence and uniqueness of such $v$ is guaranteed by [29, Thm. 3.4.9] because

$$
-h-\frac{1}{\delta}\left(g-u^{\varepsilon, \delta}\right)^{+}+\psi_{\varepsilon}\left(\mathcal{H}\left(\nabla u^{\varepsilon, \delta}\right)-f^{2}\right) \in C^{\alpha}(\overline{\mathcal{O}}),
$$

and $\mathcal{L}$ is uniformly elliptic on $\overline{\mathcal{O}}$ with continuously differentiable coefficients (Assumption 3.4). Since $v$ is also a strong solution, then $v-u^{\varepsilon, \delta} \in W^{1,2, p}(\mathcal{O})$ is a strong solution of $\partial_{t} w+\mathcal{L} w-r w=0$ in $\mathcal{O}$ with $w=0$ on $\partial_{P} \mathcal{O}$. It follows that $\left\|v-u^{\varepsilon, \delta}\right\|_{W^{1,2, p}(\mathcal{O})}=0$ by the same estimate as in (3.72). By arbitrariness of $\mathcal{O}$ we can choose a $C_{L o c}^{1,2, \alpha}$-representative of $u^{\varepsilon, \delta}$, as claimed.

We now give a probabilistic representation for $u^{\varepsilon, \delta}$ analogue of (3.23) but on unbounded domain. For $(n, \nu) \in \mathcal{A}_{t}^{\circ}$ and $w \in \mathcal{T}_{t}^{\delta}$ let us denote by $\mathcal{J}_{t, x}^{\mathcal{\varepsilon}, \delta}(n, \nu, w)$ a payoff analogue of (3.22) but with $\rho_{m}, g_{m}, h_{m}$ replaced by $T-t, g, h$, respectively, and with the Hamiltonian $H_{m}^{\varepsilon}$ replaced by

$$
\begin{equation*}
H^{\varepsilon}(t, x, y):=\sup _{p \in \mathbb{R}^{d}}\left\{\langle y, p\rangle-\psi_{\varepsilon}\left(\mathcal{H}(p)-f^{2}(t, x)\right)\right\} . \tag{3.91}
\end{equation*}
$$

Notice that

$$
\begin{equation*}
t \mapsto H^{\varepsilon}(t, x, y) \text { is non-increasing for all }(x, y) \in \mathbb{R}^{d} \times \mathbb{R}^{d}, \tag{3.92}
\end{equation*}
$$

because $t \mapsto f(t, x)$ is non-increasing by Assumption 3.5. Moreover, taking
$p=\varepsilon y / 2$ in $H^{\varepsilon}$ gives

$$
\begin{align*}
H^{\varepsilon}(t, x, y) & \geq \frac{\varepsilon}{2}|y|_{d}^{2}-\psi_{\varepsilon}\left(\mathcal{H}\left(\frac{\varepsilon}{2} y\right)-f^{2}(t, x)\right) \\
& \geq \frac{\varepsilon}{2}|y|_{d}^{2}-\psi_{\varepsilon}\left(\mathcal{H}\left(\frac{\varepsilon}{2} y\right)\right)  \tag{3.93}\\
& =\frac{\varepsilon}{2}|y|_{d}^{2}-\psi_{\varepsilon}\left(\frac{\varepsilon^{2}}{4}|y|_{d}^{2}\right) \\
& \geq \frac{\varepsilon}{4}|y|_{d}^{2} .
\end{align*}
$$

Proposition 3.25 Let $u^{\varepsilon, \delta}$ be a solution of Problem C. Then

$$
\begin{equation*}
u^{\varepsilon, \delta}(t, x)=\inf _{(n, \nu) \in \mathcal{A}_{t}^{\circ}} \sup _{w \in \mathcal{T}_{t}^{\delta}} \mathcal{J}_{t, x}^{\varepsilon, \delta}(n, \nu, w)=\sup _{w \in \mathcal{T}_{t}^{\delta}} \inf _{(n, \nu) \in \mathcal{A}_{t}^{\circ}} \mathcal{J}_{t, x}^{\varepsilon, \delta}(n, \nu, w) . \tag{3.94}
\end{equation*}
$$

Proof. Fix $[(n, \nu), w] \in \mathcal{A}_{t}^{\circ} \times \mathcal{T}_{t}^{\delta}$. Since $u^{\varepsilon, \delta} \in\left(W_{\text {loc }}^{1,2, p} \cap C_{\text {Loc }}^{1,2, \beta}\right)\left(\mathbb{R}_{0, T}^{d+1}\right)$, its time derivative and its spatial second order derivatives could explode at time $T$, we define $\rho_{m}^{k}:=\rho_{m} \wedge\left(T-t-k^{-1}\right)$ and $\rho_{m}$ as in (3.21). Since the stochastic integral is a martingale because the spatial derivatives are locally bounded, by an application of Dynkin's formula to $R_{\rho_{m}^{k}}^{w} u^{\varepsilon, \delta}\left(t+\rho_{m}^{k}, X_{\rho_{m}^{k}}^{[n, \nu]}\right)$ combined with (3.88) gives

$$
\begin{aligned}
u^{\varepsilon, \delta}(t, x)=\mathrm{E}_{x}[ & R_{\rho_{m}^{k}}^{w} u^{\varepsilon, \delta}\left(t+\rho_{m}^{k}, X_{\rho_{m}^{k}}^{[n, \nu]}\right) \\
& +\int_{0}^{\rho_{m}^{k}} R_{s}^{w}\left[h+\frac{1}{\delta}\left(g-u^{\varepsilon, \delta}\right)^{+}-\psi_{\varepsilon}\left(\mathcal{H}\left(\nabla u^{\varepsilon, \delta}\right)-f^{2}\right)\right]\left(t+s, X_{s}^{[n, \nu]}\right) \mathrm{d} s \\
& \left.+\int_{0}^{\rho_{m}^{k}} R_{s}^{w}\left[w_{s} u^{\varepsilon, \delta}-\left\langle n_{s} \dot{\nu}_{s}, \nabla u^{\varepsilon, \delta}\right\rangle\right]\left(t+s, X_{s}^{[n, \nu]}\right) \mathrm{d} s\right]
\end{aligned}
$$

Since the process is localised inside the ball $B_{m}$, all the functions involved in the expectations are bounded, thus we can send $k \uparrow \infty$ and passing the limit under expectation we get

$$
\begin{align*}
u^{\varepsilon, \delta}(t, x)=\mathrm{E}_{x}[ & R_{\rho_{m}}^{w} u^{\varepsilon, \delta}\left(t+\rho_{m}, X_{\rho_{m}}^{[n, \nu]}\right)  \tag{3.95}\\
& +\int_{0}^{\rho_{m}} R_{s}^{w}\left[h+\frac{1}{\delta}\left(g-u^{\varepsilon, \delta}\right)^{+}-\psi_{\varepsilon}\left(\mathcal{H}\left(\nabla u^{\varepsilon, \delta}\right)-f^{2}\right)\right]\left(t+s, X_{s}^{[n, \nu]}\right) \mathrm{d} s \\
& \left.+\int_{0}^{\rho_{m}} R_{s}^{w}\left[w_{s} u^{\varepsilon, \delta}-\left\langle n_{s} \dot{\nu}_{s}, \nabla u^{\varepsilon, \delta}\right\rangle\right]\left(t+s, X_{s}^{[n, \nu]}\right) \mathrm{d} s\right]
\end{align*}
$$

By definition of the Hamiltonian $H^{\varepsilon}$ in (3.91) we have

$$
\begin{align*}
& u^{\varepsilon, \delta}(t, x) \\
& \leq  \tag{3.96}\\
& \mathrm{E}_{x}\left[R_{\rho_{m}}^{w} u^{\varepsilon, \delta}\left(t+\rho_{m}, X_{\rho_{m}}^{[n, \nu]}\right)\right] \\
& \quad+\mathrm{E}_{x}\left[\int_{0}^{\rho_{m}} R_{s}^{w}\left[h+\frac{1}{\delta}\left(g-u^{\varepsilon, \delta}\right)^{+}+w_{s} u^{\varepsilon, \delta}+H^{\varepsilon}\left(\cdot, n_{s} \dot{\nu}_{s}\right)\right]\left(t+s, X_{s}^{[n, \nu]}\right) \mathrm{d} s\right] .
\end{align*}
$$

Letting $m \uparrow \infty$ we have $\rho_{m} \uparrow T-t, \mathrm{P}_{x^{-}}$a.s. We can take the limit inside the second expectation by monotone convergence as all the terms under the integral are positive. By Lemma 3.13 the term under the first expectation has quadratic growth in $X^{[n, \nu]}$. Thanks to standard estimates for SDEs (see [48, Thm. 2.5.10]) there is a constant $c>0$ independent of $m$ such that

$$
\mathrm{E}_{x}\left[\sup _{0 \leq s \leq T-t}\left|X_{s}^{[n, \nu]}\right|_{d}^{2}\right] \leq c\left(1+|x|_{d}^{2}+\mathrm{E}_{x}\left[\left|\nu_{T-t}\right|^{2}\right]\right)
$$

Then, dominated convergence and $u^{\varepsilon, \delta}(T, \cdot)=g(T, \cdot)$ give us

$$
\begin{align*}
& u^{\varepsilon, \delta}(t, x) \\
& \leq \mathrm{E}_{x}\left[R_{T-t}^{w} g\left(T, X_{T-t}^{[n, \nu]}\right)\right.  \tag{3.97}\\
& \left.\quad+\int_{0}^{T-t} R_{s}^{w}\left[h+\frac{1}{\delta}\left(g-u^{\varepsilon, \delta}\right)^{+}+w_{s} u^{\varepsilon, \delta}+H^{\varepsilon}\left(\cdot, n_{s} \dot{\nu}_{s}\right)\right]\left(t+s, X_{s}^{[n, \nu]}\right) \mathrm{d} s\right] .
\end{align*}
$$

By arguments as in the proof of Proposition 3.9, with $w^{*} \in \mathcal{T}_{t}^{\delta}$ defined as in (3.26) but with $u$ and $g_{m}$ replaced by $u^{\varepsilon, \delta}$ and $g$, respectively, we obtain $u^{\varepsilon, \delta}(t, x) \leq \mathcal{J}_{t, x}^{\mathcal{\varepsilon}, \delta}\left(n, \nu, w^{*}\right)$. Therefore

$$
\begin{equation*}
u^{\varepsilon, \delta}(t, x) \leq \sup _{w \in \mathcal{T}_{t}^{\delta}} \inf _{(n, \nu) \in \mathcal{A}_{t}^{\mathcal{O}}} \mathcal{J}_{t, x}^{\mathcal{E}, \delta}(n, \nu, w) . \tag{3.98}
\end{equation*}
$$

As in Proposition 3.9, for the reverse inequality we set $X^{*}=X^{\left[n^{*}, \nu^{*}\right]}$ and denote

$$
\begin{align*}
& n_{s}^{*}:= \begin{cases}-\frac{\nabla u^{\varepsilon, \delta}\left(t+s, X_{*}^{*}\right)}{\nabla \nabla u^{\varepsilon, \delta}\left(t+s, X_{s}^{*}\right) l_{d}}, & \text { if } \nabla u^{\varepsilon, \delta}\left(t+s, X_{s}^{*}\right) \neq \mathbf{0}, \\
\text { any unit vector, } & \text { if } \nabla u^{\varepsilon, \delta}\left(t+s, X_{s}^{*}\right)=\mathbf{0},\end{cases}  \tag{3.99}\\
& \dot{\nu}_{s}^{*}:=2 \psi_{\varepsilon}^{\prime}\left(\mathcal{H}\left(\nabla u^{\varepsilon, \delta}\left(t+s, X_{s}^{*}\right)\right)-f^{2}\left(t+s, X_{s}^{*}\right)\right)\left|\nabla u^{\varepsilon, \delta}\left(t+s, X_{s}^{*}\right)\right|_{d} .
\end{align*}
$$

We claim here and will prove later that $\left(n^{*}, \nu^{*}\right) \in \mathcal{A}_{t}^{\circ}$ and the SDE for $X^{*}$ admits a unique non-exploding strong solution. For $\left(n^{*}, \nu^{*}\right)$ equality holds in (3.96). As $m \uparrow \infty$ Fatou's lemma gives $u^{\varepsilon, \delta}(t, x) \geq \mathcal{J}_{t, x}\left(n^{*}, \nu^{*}, w\right)$, hence

$$
\begin{equation*}
u^{\varepsilon, \delta}(t, x) \geq \inf _{(n, \nu) \in \mathcal{A}_{t}^{\circ}} \sup _{w \in \mathcal{T}_{t}^{\mathcal{\delta}}} \mathcal{J}_{t, x}(n, \nu, w) \tag{3.100}
\end{equation*}
$$

Combining (3.98) and (3.100) we conclude.
It remains to check that $\left(n^{*}, \nu^{*}\right) \in \mathcal{A}_{t}^{\circ}$ and $X^{*}$ is non-exploding. We use an argument from [61, Lemma 13.7]. Let $\zeta_{m}=\inf \left\{s \geq 0:\left|X_{s}^{*}\right|_{d} \geq m\right\}$. On the random time-interval $\left[0, \zeta_{m} \wedge(T-t)\right]$ the process $X^{*}$ is well-defined and the pair $\left(n^{*}, \nu^{*}\right)$ is adapted because $u^{\varepsilon, \delta} \in C_{L o c}^{1,2, \alpha}\left(\mathcal{O}_{m}\right) \cap C^{0,1, \alpha}\left(\overline{\mathcal{O}}_{m}\right)$. Notice that $\zeta_{k} \leq \zeta_{k+1}$ and it may occur $\zeta_{\infty}:=\lim _{k \rightarrow \infty} \zeta_{k}<T-t$ with positive probability. Moreover $\rho_{m}=\zeta_{m} \wedge(T-t)$ in (3.95) and let us take $w \equiv 0$ therein. By construction, for $s \in\left[0, \zeta_{m} \wedge(T-t)\right]$

$$
-\left\langle n_{s}^{*} \dot{\nu}_{s}^{*}, \nabla u^{\varepsilon, \delta}\left(t+s, X_{s}^{*}\right)\right\rangle-\psi_{\varepsilon}\left(\left|\nabla u^{\varepsilon, \delta}\right|_{d}^{2}-f^{2}\right)\left(t+s, X_{s}^{*}\right)=H^{\varepsilon}\left(t+s, X_{s}^{*}, n_{s}^{*} \dot{\nu}_{s}^{*}\right) .
$$

Then, by positivity of all remaining terms in (3.95)

$$
u^{\varepsilon, \delta}(t, x) \geq \mathbf{E}_{x}\left[\int_{0}^{\zeta_{m} \wedge(T-t)} e^{-r s} H^{\varepsilon}\left(t+s, X_{s}^{*}, n_{s}^{*} \dot{\nu}_{s}^{*}\right) \mathrm{d} s\right]
$$

By positivity of $H^{\varepsilon}$ and monotone convergence, we can let $m \uparrow \infty$ and preserve the inequality while the integral in time extends to $\zeta_{\infty} \wedge(T-t)$. Combining with (3.93) and Lemma 3.13 we have

$$
\begin{equation*}
\frac{\varepsilon}{4} \mathrm{E}_{x}\left[\int_{0}^{\zeta_{\infty} \wedge(T-t)} e^{-r s}\left|\dot{\nu}_{s}^{*}\right|^{2} \mathrm{~d} s\right] \leq u^{\varepsilon, \delta}(t, x) \leq K_{3}\left(1+|x|_{d}^{2}\right) . \tag{3.101}
\end{equation*}
$$

Since $\dot{\nu}^{*} \geq 0$ then $s \mapsto \nu_{s}^{*}$ is non-decreasing and

$$
\left|\nu_{\zeta_{m} \wedge(T-t)}^{*}\right|^{2}=2 \int_{0}^{\zeta_{m} \wedge(T-t)} \nu_{s}^{*} \dot{\nu}_{s}^{*} \mathrm{~d} s \leq \int_{0}^{\zeta_{m} \wedge(T-t)}\left|\nu_{s}^{*}\right|^{2} \mathrm{~d} s+\int_{0}^{\zeta_{m} \wedge(T-t)}\left|\dot{\nu}_{s}^{*}\right|^{2} \mathrm{~d} s
$$

where we used $2 a b \leq a^{2}+b^{2}$. By Gronwall's lemma and taking expectations we
obtain
$\mathrm{E}_{x}\left[\left|\nu_{\zeta_{m} \wedge(T-t)}^{*}\right|^{2}\right] \leq e^{T} \mathrm{E}_{x}\left[\int_{0}^{\zeta_{m} \wedge(T-t)}\left|\dot{\nu}_{s}^{*}\right|^{2} \mathrm{~d} s\right] \leq e^{T(1+r)} \mathrm{E}_{x}\left[\int_{0}^{\zeta_{m} \wedge(T-t)} e^{-r s}\left|\dot{\nu}_{s}^{*}\right|^{2} \mathrm{~d} s\right]$.
Combining with (3.101) and letting $m \rightarrow \infty$, Fatou's lemma gives us

$$
\begin{equation*}
\mathrm{E}_{x}\left[\left|\nu_{\zeta_{\infty} \wedge(T-t)}^{*}\right|^{2}\right] \leq 4 e^{T(1+r)} \varepsilon^{-1} K_{3}\left(1+|x|_{d}^{2}\right) \tag{3.102}
\end{equation*}
$$

Linear growth of $(b, \sigma)$ and well-posedness of $X_{s \wedge \zeta_{m}}^{*}$ give, by Markov inequality and standard bounds,

$$
\begin{aligned}
\mathrm{P}_{x}\left(\zeta_{m}<T-t\right) & \leq \frac{1}{m^{2}} \mathrm{E}_{x}\left[\sup _{s \in\left[0, \zeta_{m} \wedge(T-t)\right]}\left|X_{s}^{*}\right|_{d}^{2}\right] \\
& \leq \frac{C}{m^{2}}\left(1+|x|_{d}^{2}+\mathrm{E}_{x}\left[\left|\nu_{\zeta_{m} \wedge(T-t)}^{*}\right|^{2}\right]\right) \\
& \leq \frac{C}{m^{2}} c(\varepsilon)\left(1+|x|_{d}^{2}\right),
\end{aligned}
$$

where $C>0$ depends only on $T$ and $D_{1}$ from Assumption 3.4, and $c(\varepsilon)$ depends on the constants from (3.102). Since $\zeta_{m} \uparrow \zeta_{\infty}$, then $\mathrm{P}_{x}\left(\zeta_{m}<T-t\right) \downarrow \mathrm{P}_{x}\left(\zeta_{\infty} \leq T-t\right)$ as $m \rightarrow \infty$ and by taking limits in the expression above we conclude $\mathrm{P}_{x}\left(\zeta_{\infty} \leq\right.$ $T-t)=0$. Thus, $X_{s}^{*}$ is well-defined for all $s \in[0, T-t]$ and $\mathrm{E}_{x}\left[\left|\nu_{T-t}^{*}\right|^{2}\right]<\infty$, by (3.102) implying $\left(n^{*}, \nu^{*}\right) \in \mathcal{A}_{t}^{\circ}$ as claimed.

Proposition 3.25 implies that Problem C admits a unique solution and that the treble $\left[\left(n^{*}, \nu^{*}\right), w^{*}\right]$ is optimal in (3.94). By arguments as in the proof of Proposition 3.11 we also obtain the next result.

Proposition 3.26 Let $u^{\varepsilon, \delta}$ be the unique solution of Problem C. Then

$$
\begin{aligned}
u^{\varepsilon, \delta}(t, x)=\inf _{(n, \nu) \in \mathcal{A}_{t}^{\circ}} \mathrm{E}_{x}[ & R_{T-t}^{\delta^{-1}} g\left(T, X_{T-t}^{[n, \nu]}\right) \\
& \left.+\int_{0}^{T-t} R_{s}^{\delta^{-1}}\left[h+\frac{1}{\delta} g \vee u^{\varepsilon, \delta}+H^{\varepsilon}\left(\cdot, n_{s} \dot{\nu}_{s}\right)\right]\left(t+s, X_{s}^{[n, \nu]}\right) \mathrm{d} s\right],
\end{aligned}
$$

and the pair $\left(n^{*}, \nu^{*}\right)$ from (3.99) is optimal.

### 3.3.3 Refined estimates independent of $\varepsilon$ and $\delta$

Here we develop bounds for the penalty terms in the PDE of Problem C which are independent of $\varepsilon$ and $\delta$.

Lemma 3.27 For $K_{2}$ as in (3.14) we have

$$
\begin{equation*}
\frac{1}{\delta}\left\|\left(g-u^{\varepsilon, \delta}\right)^{+}\right\|_{\infty} \leq K_{2} . \tag{3.103}
\end{equation*}
$$

Proof. For any $(n, \nu) \in \mathcal{A}_{t}^{\circ}$, the function $g$ has the same probabilistic representation as in (3.37) but with $g_{m}, \rho_{m}$ and $w$ replaced by $g, T-t$ and $1 / \delta$, respectively. Combining that with the expression for $u^{\varepsilon, \delta}$ in Proposition 3.26, and recalling $\Theta$ defined in (3.14), we get

$$
\begin{aligned}
\left(u^{\varepsilon, \delta}-g\right)(t, x)=\inf _{(n, \nu) \in \mathcal{A}_{t}^{\circ}} \mathrm{E}_{x} & {\left[\int_{0}^{T-t} R_{s}^{\delta^{-1}}\left[\left\langle n_{s} \dot{\nu}_{s}, \nabla g\right\rangle+H^{\varepsilon}\left(\cdot, n_{s} \dot{\nu}_{s}\right)\right]\left(t+s, X_{s}^{[n, \nu]}\right) \mathrm{d} s\right.} \\
& \left.+\int_{0}^{T-t} R_{s}^{\delta^{-1}}\left[\Theta+\frac{1}{\delta} g \vee u^{\varepsilon, \delta}-\frac{1}{\delta} g\right]\left(t+s, X_{s}^{[n, \nu]}\right) \mathrm{d} s\right] .
\end{aligned}
$$

As in (3.20), $\left[\left\langle n_{s} \dot{\nu}_{s}, \nabla g\right\rangle+H^{\varepsilon}\left(\cdot, n_{s} \dot{\nu}_{s}\right)\right]\left(t+s, X_{s}^{[n, \nu]}\right) \geq 0$, and observing that $g \vee u^{\varepsilon, \delta}-g \geq 0$ we get

$$
\begin{aligned}
u^{\varepsilon, \delta}(t, x)-g(t, x) & \geq \inf _{(n, \nu) \in \mathcal{A}_{t}^{\circ}} \mathrm{E}_{x}\left[\int_{0}^{T-t} R_{s}^{\delta^{-1}} \Theta\left(t+s, X_{s}^{[n, \nu]}\right) \mathrm{d} s\right] \\
& \geq-K_{2} \frac{\delta}{r \delta+1}
\end{aligned}
$$

where $K_{2}$ was defined in (3.14). The above implies $\frac{1}{\delta}\left(g(t, x)-u^{\varepsilon, \delta}(t, x)\right)^{+} \leq K_{2}$ as needed.

Next we give an upper bound on $\partial_{t} u^{\varepsilon, \delta}$. In the lemma below we understand

$$
\partial_{t} u^{\varepsilon, \delta}(T, x):=\lim _{s \rightarrow 0} \frac{u^{\varepsilon, \delta}(T, x)-u^{\varepsilon, \delta}(T-s, x)}{s} .
$$

Lemma 3.28 There is $K_{4}>0$ only depending on $K_{0}$ and $K_{2}$ from Assumption 3.5 such that

$$
\begin{equation*}
\partial_{t} u^{\varepsilon, \delta}(t, x) \leq K_{4}, \quad \text { for }(t, x) \in \mathbb{R}_{0, T}^{d+1} \tag{3.104}
\end{equation*}
$$

Proof. Let $u=u^{\varepsilon, \delta}$ for simplicity and take $T \geq t_{2}>t_{1} \geq 0$. Let $w^{(2)} \in \mathcal{T}_{t_{2}}^{\delta}$ be optimal for the value function $u\left(t_{2}, x\right)$ and let $\left(n^{(1)}, \nu^{(1)}\right) \in \mathcal{A}_{t_{1}}^{\circ}$ be optimal for the value function $u\left(t_{1}, x\right)$. Set $X^{(1)}=X^{\left[n^{(1)}, \nu^{(1)}\right]}$ and notice that $w_{s}^{(1)}:=w_{s}^{(2)} \mathbb{1}_{\left\{s \leq T-t_{2}\right\}}$ lies in $\mathcal{T}_{t_{1}}^{\delta}$ and $\left(n^{(1)}, \nu^{(1)}\right)$ restricted to $\left[0, T-t_{2}\right]$ lies in $\mathcal{A}_{t_{2}}^{\circ}$. To simplify notation let us also set $\left[\Delta_{t_{2}, t_{1}} g\right](s, x)=g\left(t_{2}+s, x\right)-g\left(t_{1}+s, x\right)$ and analogously for $\left[\Delta_{t_{2}, t_{1}} h\right](s, x)$ and $\left[\Delta_{t_{2}, t_{1}} H^{\varepsilon}\right](s, x, y)$. Then

$$
\begin{align*}
& u\left(t_{2}, x\right)-u\left(t_{1}, x\right) \\
& \leq \mathcal{J}_{t_{2}, x}^{\varepsilon, \delta}\left(n^{(1)}, \nu^{(1)}, w^{(2)}\right)-\mathcal{J}_{t_{1}, x}^{\varepsilon, \delta}\left(n^{(1)}, \nu^{(1)}, w^{(1)}\right) \\
& \leq \mathrm{E}_{x}\left[R_{T-t_{2}}^{w^{(2)}} g\left(T, X_{T-t_{2}}^{(1)}\right)-R_{T-t_{1}}^{w^{(1)}} g\left(T, X_{T-t_{1}}^{(1)}\right)\right.  \tag{3.105}\\
& \quad-\int_{T-t_{2}}^{T-t_{1}} R_{s}^{w^{(1)}}\left[h+H^{\varepsilon}\left(\cdot, n_{s}^{(1)} \dot{\nu}_{s}^{(1)}\right)\right]\left(t_{1}+s, X_{s}^{(1)}\right) \mathrm{d} s \\
& \left.\quad+\int_{0}^{T-t_{2}} R_{s}^{w^{(2)}}\left[\left[\Delta_{t_{2}, t_{1}} h\right]+\left[\Delta_{t_{2}, t_{1}} H^{\varepsilon}\right]\left(\cdot, n_{s}^{(1)} \dot{\nu}_{s}^{(1)}\right)+w_{s}^{(2)}\left[\Delta_{t_{2}, t_{1}} g\right]\right]\left(s, X_{s}^{(1)}\right) \mathrm{d} s\right] .
\end{align*}
$$

By (3.92) the Hamiltonian $H^{\varepsilon}$ is non-increasing in time, so $\left[\Delta_{t_{2}, t_{1}} H^{\varepsilon}\right] \leq 0$. Next, we apply Dynkin's formula to $R_{T-t_{1}}^{w^{(1)}} g\left(T, X_{T-t_{1}}^{(1)}\right)$ on the time interval $\left[T-t_{2}, T-t_{1}\right]$, to obtain

$$
\begin{align*}
& \mathrm{E}_{x}\left[R_{T-t_{1}}^{w^{(1)}} g\left(T, X_{T-t_{1}}^{(1)}\right)\right] \\
& =\mathrm{E}_{x}\left[R_{T-t_{2}}^{w^{(1)}} g\left(T-\left(t_{2}-t_{1}\right), X_{T-t_{2}}^{(1)}\right)\right.  \tag{3.106}\\
& \\
& \left.\quad+\int_{T-t_{2}}^{T-t_{1}} R_{s}^{w^{(1)}}\left[\partial_{t} g+\mathcal{L} g-r g+\left\langle\nabla g, n_{s}^{(1)} \dot{\nu}_{s}^{(1)}\right\rangle\right]\left(t_{1}+s, X_{s}^{(1)}\right) \mathrm{d} s\right]
\end{align*}
$$

Let us plug (3.106) into (3.105), recall that $R_{T-t_{2}}^{w^{(1)}}=R_{T-t_{2}}^{w^{(2)}}$ and use (3.20) with $f, g$ replacing $f_{m}, g_{m}$ :

$$
\begin{aligned}
u\left(t_{2}, x\right)-u\left(t_{1}, x\right) \leq & \mathrm{E}_{x}\left[R_{T-t_{2}}^{w^{(2)}}\left(g\left(T, X_{T-t_{2}}^{(1)}\right)-g\left(T-\left(t_{2}-t_{1}\right), X_{T-t_{2}}^{(1)}\right)\right)\right. \\
& -\int_{T-t_{2}}^{T-t_{1}} R_{s}^{w^{(1)}} \Theta\left(t_{1}+s, X_{s}^{(1)}\right) \mathrm{d} s \\
& \left.+\int_{0}^{T-t_{2}} R_{s}^{w^{(2)}}\left[\left[\Delta_{t_{2}, t_{1}} h\right]\left(s, X_{s}^{(1)}\right)+w_{s}^{(2)}\left[\Delta_{t_{2}, t_{1}} g\right]\left(s, X_{s}^{(1)}\right)\right] \mathrm{d} s\right]
\end{aligned}
$$

where we recall $\Theta=\partial_{t} g+\mathcal{L} g-r g+h$. Thanks to condition (3.11) on $h$ and $g$ and (3.14) on $\Theta$

$$
u\left(t_{2}, x\right)-u\left(t_{1}, x\right) \leq\left(K_{0}(1+T)+K_{2}\right)\left(t_{2}-t_{1}\right)
$$

by evaluating explicitly $\int_{0}^{T-t_{2}} w_{s}^{(2)} R_{s}^{w^{(2)}} \mathrm{d} s$. Then, the claim holds with $K_{4}=$ $K_{0}(1+T)+K_{2}$.

Our next goal is to find a uniform bound for the penalty term involving $\psi_{\varepsilon}$.
Lemma 3.29 There is $M_{5}=M_{5}(m)$, independent of $\varepsilon$ and $\delta$, such that

$$
\begin{equation*}
\left\|\psi_{\varepsilon}\left(\mathcal{H}\left(\nabla u^{\varepsilon, \delta}\right)-f^{2}\right)\right\|_{m} \leq M_{5}, \tag{3.107}
\end{equation*}
$$

where we recall $\|\cdot\|_{m}=\|\cdot\|_{C^{0}\left(\overline{\mathcal{O}}_{m}\right)}$.
Proof. For notational simplicity we set $u=u^{\varepsilon, \delta}$ and $\xi=\xi_{m}$. Let

$$
\begin{equation*}
v(t, x):=\xi(x) \psi_{\varepsilon}\left(\mathcal{H}(\nabla u(t, x))-f^{2}(t, x)\right), \quad \text { for }(t, x) \in \overline{\mathcal{O}}_{m+1} . \tag{3.108}
\end{equation*}
$$

Since $v$ is continuous, then it attains a maximum on $\overline{\mathcal{O}}_{m+1}$. If such maximum is attained at a point $\left(t^{*}, x^{*}\right) \in \partial_{P} \mathcal{O}_{m+1}$ then $v\left(t^{*}, x^{*}\right)=0$ because either $x^{*} \in \partial B_{m+1}$ and $\xi\left(x^{*}\right)=0$ or $t^{*}=T$ and $\left|\nabla u\left(t^{*}, x^{*}\right)\right|_{d}=\left|\nabla g\left(T, x^{*}\right)\right|_{d} \leq f\left(T, x^{*}\right)$ by (3.13). Thus, suppose the maximum is attained in $\mathcal{O}_{m+1}$.

We argue similarly to the proof of Proposition 3.17. For any $\eta>0$ there exists a neighbourhood $U_{\eta} \cup\left(\{0\} \times V_{\eta}\right)$ of $\left(t^{*}, x^{*}\right)$ such that $v(t, x)>v\left(t^{*}, x^{*}\right)-\eta$ for all $(t, x) \in U_{\eta} \cup\left(\{0\} \times V_{\eta}\right)$. With no loss of generality, there is $S<T$ and $B$ an open ball with $\bar{B} \subset B_{m+1}$, so that $U_{\eta} \cup\left(\{0\} \times V_{\eta}\right) \subset \mathcal{O}_{S, B}$, where $\mathcal{O}_{S, B}=[0, S) \times B$. Let $w^{n}$ be the solution of a PDE as in (3.88) but with $\nabla u^{\varepsilon, \delta}$ and $(\cdot)^{+}$on the right-hand side of that equation replaced by smooth approximations $\nabla u^{n}$ and $\chi_{n}$, and the function $f^{2}$ in the argument of $\psi_{\varepsilon}$ replaced by $f^{2}+\frac{1}{n}$. By arguments analogous to those in Lemma 3.15, $w^{n} \in C_{L o c}^{1,3, \alpha}\left(\mathcal{O}_{m+1}\right)$ and $w^{n} \rightarrow u$ in $C^{1,2, \beta}\left(\overline{\mathcal{O}}_{S, B}\right)$ and in $\left(C^{0,1, \beta} \cap W^{1,2, p}\right)\left(\overline{\mathcal{O}}_{m}\right)$ as $n \rightarrow \infty$ for all $\beta \in(0, \alpha)$ (see Remark B.2). Define

$$
v^{n}(t, x):=\xi(x) \psi_{\varepsilon}\left(\mathcal{H}\left(\nabla w^{n}(t, x)\right)-f^{2}(t, x)-\frac{1}{n}\right), \quad \text { for }(t, x) \in \overline{\mathcal{O}}_{m+1}
$$

We have that $v^{n}$ belongs to $C_{L o c}^{1,2, \alpha}\left(\mathcal{O}_{m+1}\right) \cap C^{0,1, \alpha}\left(\overline{\mathcal{O}}_{m+1}\right)$, it is non-negative and
it is equal to zero for $x \in \partial B_{m+1}$. Moreover $v^{n} \rightarrow v$ in $C^{0,1, \gamma}\left(\overline{\mathcal{O}}_{m+1}\right)$ for all $\gamma \in(0, \alpha)$.

Let $\left(t_{n}^{*}, x_{n}^{*}\right)_{n \in \mathbb{N}}$ be such that $\left(t_{n}^{*}, x_{n}^{*}\right) \in \arg \max _{\overline{\mathcal{O}}_{m+1}} v^{n}$ and, with no loss of generality, assume $\left(t_{n}^{*}, x_{n}^{*}\right) \rightarrow\left(t^{*}, x^{*}\right)$. We also assume $\left|\nabla g\left(t^{*}, x^{*}\right)\right|_{d}-\left|\nabla u\left(t^{*}, x^{*}\right)\right|_{d}<0$, as otherwise $f\left(t^{*}, x^{*}\right) \geq\left|\nabla g\left(t^{*}, x^{*}\right)\right|_{d} \geq\left|\nabla u\left(t^{*}, x^{*}\right)\right|_{d}$ implies $0 \leq v(t, x) \leq$ $v\left(t^{*}, x^{*}\right)=0$. By uniform convergence of $\nabla w^{n}$ to $\nabla u$, we can also assume $|\nabla g|_{d}-\left|\nabla w^{n}\right|_{d} \leq 0$ on $U_{\eta} \cup\left(\{0\} \times V_{\eta}\right)$ for all $n \in \mathbb{N}$.

We denote $\bar{\zeta}_{n}:=\left(\mathcal{H}\left(\nabla w^{n}\right)-f^{2}-\frac{1}{n}\right)\left(t_{n}^{*}, x_{n}^{*}\right)$ and taking derivatives of $v^{n}$ we obtain

$$
\begin{align*}
v_{t}^{n}= & \xi \psi_{\varepsilon}^{\prime}\left(\bar{\zeta}_{n}\right)\left(\mathcal{H}\left(\nabla w^{n}\right)-f^{2}\right)_{t} \\
v_{x_{i}}^{n}= & \xi_{x_{i}} \psi_{\varepsilon}\left(\bar{\zeta}_{n}\right)+\xi \psi_{\varepsilon}^{\prime}\left(\bar{\zeta}_{n}\right)\left(\mathcal{H}\left(\nabla w^{n}\right)-f^{2}\right)_{x_{i}}  \tag{3.109}\\
v_{x_{i} x_{j}}^{n}= & \xi_{x_{i} x_{j}} \psi_{\varepsilon}\left(\bar{\zeta}_{n}\right)+\psi_{\varepsilon}^{\prime}\left(\bar{\zeta}_{n}\right)\left(\xi_{x_{i}}\left(\mathcal{H}\left(\nabla w^{n}\right)-f^{2}\right)_{x_{j}}+\xi_{x_{j}}\left(\mathcal{H}\left(\nabla w^{n}\right)-f^{2}\right)_{x_{i}}\right) \\
& +\xi \psi_{\varepsilon}^{\prime \prime}\left(\bar{\zeta}_{n}\right)\left(\mathcal{H}\left(\nabla w^{n}\right)-f^{2}\right)_{x_{i}}\left(\mathcal{H}\left(\nabla w^{n}\right)-f^{2}\right)_{x_{j}} \\
& +\xi \psi_{\varepsilon}^{\prime}\left(\bar{\zeta}_{n}\right)\left(\left\langle D^{2} \mathcal{H}\left(\nabla w^{n}\right) \nabla w_{x_{j}}^{n}, \nabla w_{x_{i}}^{n}\right\rangle+\left\langle\nabla \mathcal{H}\left(\nabla w^{n}\right), \nabla w_{x_{i} x_{j}}^{n}\right\rangle-\left(f^{2}\right)_{x_{i} x_{j}}\right) .
\end{align*}
$$

By (3.38) we have $0 \geq\left(\partial_{t} v^{n}+\mathcal{L} v^{n}\right)\left(t_{n}^{*}, x_{n}^{*}\right)$. Since $\left(t_{n}^{*}, x_{n}^{*}\right)$ is fixed, we omit it from the calculations that follow, for notational simplicity. Then using (3.109) and symmetry of $a_{i j}$

$$
\begin{align*}
0 \geq & (\mathcal{L} \xi) \psi_{\varepsilon}\left(\bar{\zeta}_{n}\right)-\xi \psi_{\varepsilon}^{\prime}\left(\bar{\zeta}_{n}\right)\left(\partial_{t}\left(f^{2}\right)+\mathcal{L}\left(f^{2}\right)\right)+\xi \psi_{\varepsilon}^{\prime}\left(\bar{\zeta}_{n}\right)\left\langle\mathcal{H}\left(\nabla w^{n}\right),\left(\partial_{t}+\mathcal{L}\right)\left(\nabla w^{n}\right)\right\rangle \\
& +\frac{1}{2} \xi \psi_{\varepsilon}^{\prime \prime}\left(\bar{\zeta}_{n}\right)\left\langle a \nabla\left(\mathcal{H}\left(\nabla w^{n}\right)-f^{2}\right), \nabla\left(\mathcal{H}\left(\nabla w^{n}\right)-f^{2}\right)\right\rangle \\
& +\psi_{\varepsilon}^{\prime}\left(\bar{\zeta}_{n}\right)\left\langle a \nabla \xi, \nabla\left(\mathcal{H}\left(\nabla w^{n}\right)-f^{2}\right)\right\rangle  \tag{3.110}\\
& +\frac{1}{2} \xi \psi_{\varepsilon}^{\prime}\left(\bar{\zeta}_{n}\right) \sum_{i, j=1}^{d} a_{i j}\left\langle D^{2} \mathcal{H}\left(\nabla w^{n}\right) \nabla w_{x_{i}}^{n}, \nabla w_{x_{j}}^{n}\right\rangle
\end{align*}
$$

where $\left(\partial_{t}+\mathcal{L}\right)\left(\nabla w^{n}\right)$ is the vector with entries $\left(\partial_{t}+\mathcal{L}\right) w_{x_{k}}^{n}$ for $k=1, \ldots, d$.
Using that $\mathcal{H}$ is diagonal with entries 2 , we have

$$
\begin{equation*}
\frac{1}{2}\left\langle D^{2} \mathcal{H}\left(\nabla w^{n}\right) \nabla w_{x_{i}}^{n}, \nabla w_{x_{j}}^{n}\right\rangle=\left\langle\nabla w_{x_{i}}^{n}, \nabla w_{x_{j}}^{n}\right\rangle \tag{3.111}
\end{equation*}
$$

and recalling that $\psi_{\varepsilon}$ is non-decreasing and convex, so $\psi_{\varepsilon}^{\prime}, \psi_{\varepsilon}^{\prime \prime} \geq 0$, the last term on the right-hand side of (3.110) is bounded from below by $\xi \psi_{\varepsilon}^{\prime}\left(\bar{\zeta}_{n}\right) \theta\left|D^{2} w^{n}\right|_{d \times d}^{2}$ as
in (3.47) with $\theta$ equal to $\theta_{B_{m+1}}$. Uniform ellipticity (3.10) on $B_{m+1}$ also gives

$$
\frac{1}{2} \xi \psi_{\varepsilon}^{\prime \prime}\left(\bar{\zeta}_{n}\right)\left\langle a \nabla\left(\mathcal{H}\left(\nabla w^{n}\right)-f^{2}\right), \nabla\left(\mathcal{H}\left(\nabla w^{n}\right)-f^{2}\right)\right\rangle \geq 0 .
$$

Set $\bar{a}_{m}:=\max _{i, j}\left\|a_{i j}\right\|_{C^{0}\left(\bar{B}_{m+1}\right)}$ and recall $|\nabla \xi|_{d}^{2} \leq C_{0} \xi$ (see (3.16)). Then

$$
\begin{align*}
& \left\langle a \nabla \xi, \nabla\left(\mathcal{H}\left(\nabla w^{n}\right)-f^{2}\right)\right\rangle \\
& \quad \geq-\bar{a}_{m} d^{2}|\nabla \xi|_{d}\left(2\left|\nabla w^{n}\right|_{d}\left|D^{2} w^{n}\right|_{d \times d}+\left|\nabla f^{2}\right|_{d}\right)  \tag{3.112}\\
& \quad \geq-\xi \frac{\theta}{4}\left|D^{2} w^{n}\right|_{d \times d}^{2}-\frac{16}{\theta} \bar{a}_{m}^{2} d^{4} C_{0}\left|\nabla w^{n}\right|_{d}^{2}-\bar{a}_{m} d^{2} \sqrt{C_{0} \xi}\left|\nabla f^{2}\right|_{d}
\end{align*}
$$

where we used $|a b| \leq p a^{2}+b^{2} / p$ with $p=\frac{4}{\theta}, b=\sqrt{\xi}\left|D^{2} w^{n}\right|_{d \times d}$ and $a=$ $2 \bar{a}_{m} d^{2} \sqrt{C_{0}}\left|\nabla w^{n}\right|_{d}$. Since $\nabla w^{n} \rightarrow \nabla u$ uniformly on $\overline{\mathcal{O}}_{m+1}$, then by Proposition 3.22 we can assume $\left|\nabla w^{n}\right|_{d} \leq 1+N_{1}$ and obtain

$$
\left\langle a \nabla \xi, \nabla\left(\mathcal{H}\left(\nabla w^{n}\right)-f^{2}\right)\right\rangle \geq-\xi \frac{\theta}{4}\left|D^{2} w^{n}\right|_{d \times d}^{2}-C_{1},
$$

with $C_{1}=16 d^{4} \bar{a}_{m}^{2} C_{0} \theta^{-1}\left(1+N_{1}\right)^{2}+2 \bar{a}_{m} d^{2} \sqrt{C_{0} \xi}\left\|\nabla f^{2}\right\|_{m+1}$. Since $\mathcal{L} \xi$ and $\left(\partial_{t}+\mathcal{L}\right) f^{2}$ are continuous on $\overline{\mathcal{O}}_{m+1}$ we have $|\mathcal{L} \xi|+\left|\left(\partial_{t}+\mathcal{L}\right) f^{2}\right| \leq C_{2}$ on $\overline{\mathcal{O}}_{m+1}$. Similarly to the first inequality in (3.65), $\psi_{\varepsilon}\left(\bar{\zeta}_{n}\right) \leq \psi_{\varepsilon}^{\prime}\left(\bar{\zeta}_{n}\right) \mathcal{H}\left(\nabla w^{n}\right)=\psi_{\varepsilon}^{\prime}\left(\bar{\zeta}_{n}\right)\left|\nabla w^{n}\right|_{d}^{2} \leq$ $\psi_{\varepsilon}^{\prime}\left(\bar{\zeta}_{n}\right)\left(1+N_{1}\right)^{2}$. Thus

$$
\psi_{\varepsilon}\left(\bar{\zeta}_{n}\right)|\mathcal{L} \xi| \leq \psi_{\varepsilon}^{\prime}\left(\bar{\zeta}_{n}\right)\left(1+N_{1}\right)^{2} C_{2}=: \psi_{\varepsilon}^{\prime}\left(\bar{\zeta}_{n}\right) C_{3},
$$

where $C_{3}=C_{3}(m)>0$.
We claim that, for any $\lambda>0$ there are constants $C_{4}=C_{4}(m)>0$ and $\kappa_{\delta, m}>0$ such that

$$
\begin{align*}
& \xi\left\langle\nabla w^{n},\left(\partial_{t}+\mathcal{L}\right)\left(\nabla w^{n}\right)\right\rangle  \tag{3.113}\\
& \quad \geq-\frac{\theta}{4} \xi\left|D^{2} w^{n}\right|_{d \times d}^{2}-2 \xi \lambda \theta \psi_{\varepsilon}^{2}\left(\zeta_{n}\right)-C_{4}\left(1+\lambda^{-1}\right)-\kappa_{\delta, m} R_{n},
\end{align*}
$$

where $\zeta_{n}:=\left(\left|\nabla u^{n}\right|_{d}^{2}-f^{2}-\frac{1}{n}\right)\left(t_{n}^{*}, x_{n}^{*}\right)$ and $R_{n}$ is independent of $\left(t_{n}^{*}, x_{n}^{*}\right)$ and such that $R_{n} \rightarrow 0$ as $n \rightarrow \infty$. The claim is proven separately at the end of this proof, for the sake of readability. Plugging all the above estimates into (3.110) and
factoring out $\psi_{\varepsilon}^{\prime}\left(\bar{\zeta}_{n}\right) \geq 1$ gives us

$$
0 \leq-\frac{\theta}{2} \xi\left|D^{2} w^{n}\right|_{d \times d}^{2}+2 \lambda \theta \xi \psi_{\varepsilon}^{2}\left(\zeta_{n}\right)+C_{1}+C_{2}+C_{3}+C_{4}\left(1+\lambda^{-1}\right)+\kappa_{\delta, m} R_{n}
$$

Letting $C_{5}=C_{5}(m)>0$ be a suitable constant the expression simplifies to

$$
\frac{\theta}{2} \xi\left|D^{2} w^{n}\right|_{d \times d}^{2} \leq 2 \lambda \theta \xi \psi_{\varepsilon}^{2}\left(\zeta_{n}\right)+C_{5}\left(1+\lambda^{-1}\right)+\kappa_{\delta, m} R_{n}
$$

We want to bound $\xi\left|D^{2} w^{n}\right|_{d \times d}$ by $\xi \psi_{\varepsilon}\left(\zeta_{n}\right)$. So we multiply both sides of the inequality above by $\xi$, take square root and use $\sqrt{a+b} \leq \sqrt{a}+\sqrt{b}$ for $a, b \geq 0$ and $|\xi| \leq 1$. That gives

$$
\begin{equation*}
\xi\left|D^{2} w^{n}\right|_{d \times d} \leq 2 \sqrt{\lambda} \xi \psi_{\varepsilon}\left(\zeta_{n}\right)+\sqrt{2 \theta^{-1} C_{5}\left(1+\lambda^{-1}\right)}+\sqrt{2 \theta^{-1} \kappa_{\delta, m} R_{n}} \tag{3.114}
\end{equation*}
$$

Recall that $w^{n}$ solves

$$
\partial_{t} w^{n}+\mathcal{L} w^{n}-r w^{n}=\psi_{\varepsilon}\left(\zeta_{n}\right)-h-\frac{1}{\delta} \chi_{n}(g-u), \quad \text { on }[0, T) \times \mathbb{R}^{d} .
$$

Multiplying by $\xi$ we can express $\xi \psi_{\varepsilon}\left(\zeta_{n}\right)$ in terms of the remaining functions in the equation above. Since $\left(t_{n}^{*}, x_{n}^{*}\right) \in \mathcal{O}_{S, B}, w^{n} \rightarrow u$ in $C^{1,2, \beta}\left(\overline{\mathcal{O}}_{S, B}\right)$ and $\chi_{n}(g-u) \rightarrow(g-u)^{+}$uniformly on compacts, we can assume with no loss of generality that on $\overline{\mathcal{O}}_{S, B}$ the following hold: $\frac{1}{\delta} \chi_{n}(g-u) \leq\left(1+K_{2}\right)$ by (3.103), $\left|\nabla w^{n}\right|_{d} \leq\left(1+N_{1}\right)$ by (3.75), $\partial_{t} w^{n} \leq \frac{1}{2}+K_{4}$ by (3.104) and $r w^{n} \geq-\frac{1}{2}$ because $u \geq 0$. The coefficients $a$ and $b$ in $\mathcal{L}$ are bounded on $\bar{B}_{m+1}$ by a constant $A_{m+1}$ (slightly abusing notation). Thus,

$$
\begin{aligned}
\xi \psi_{\varepsilon}\left(\zeta_{n}\right)= & \xi \partial_{t} w^{n}-\xi r w^{n}+\xi \mathcal{L} w^{n}+\xi h+\xi \frac{1}{\delta} \chi_{n}(g-u) \\
\leq & 1+K_{4}+A_{m+1}\left(1+N_{1}\right)+\frac{1}{2} A_{m+1} \xi\left|D^{2} w^{n}\right|_{d \times d} \\
& +\|h\|_{m+1}+\left(1+K_{2}\right) .
\end{aligned}
$$

Substituting (3.114) and grouping together the constants we obtain, for some $C_{6}=C_{6}(m)>0$,

$$
\begin{equation*}
\left(1-\sqrt{\lambda} A_{m+1}\right) \xi \psi_{\varepsilon}\left(\zeta_{n}\right) \leq C_{6} \sqrt{1+\lambda^{-1}+\kappa_{\delta, m} R_{n}} \tag{3.115}
\end{equation*}
$$

Then, choosing $\lambda=\left(4 A_{m+1}^{2}\right)^{-1}$ and recalling that all expressions are evaluated at
$\left(t_{n}^{*}, x_{n}^{*}\right)$ we obtain

$$
\xi\left(x_{n}^{*}\right) \psi_{\varepsilon}\left(\mathcal{H}\left(\nabla u^{n}\left(t_{n}^{*}, x_{n}^{*}\right)\right)-f^{2}\left(t_{n}^{*}, x_{n}^{*}\right)-\frac{1}{n}\right) \leq 2 C_{6} \sqrt{1+4 A_{m+1}^{2}+\kappa_{\delta, m} R_{n}} .
$$

Taking limits as $n \rightarrow \infty$, using that $\left(t_{n}^{*}, x_{n}^{*}\right) \rightarrow\left(t^{*}, x^{*}\right), R_{n} \rightarrow 0$ and $\nabla u^{n} \rightarrow \nabla u$ (uniformly on compacts), we have

$$
\xi\left(x^{*}\right) \psi_{\varepsilon}\left(\mathcal{H}\left(\nabla u\left(t^{*}, x^{*}\right)\right)-f^{2}\left(t^{*}, x^{*}\right)\right) \leq 2 C_{6} \sqrt{1+4 A_{m+1}^{2}}=: M_{5} .
$$

Recalling the definition of $v$ in (3.108) we can conclude:

$$
\left\|\psi_{\varepsilon}\left(\mathcal{H}(\nabla u)-f^{2}\right)\right\|_{m} \leq \sup _{(t, x) \in \overline{\mathcal{O}}_{m+1}} v(t, x)=v\left(t^{*}, x^{*}\right) \leq M_{5},
$$

with $M_{5}=M_{5}(m)$ independent of $\delta$ and $\varepsilon$.
Proof of (3.113). Recall that $u=u^{\varepsilon, \delta}$ and that $w^{n}$ solves

$$
\left(\partial_{t}+\mathcal{L}-r\right) w^{n}=-h-\frac{1}{\delta} \chi_{n}\left(g-u^{\varepsilon, \delta}\right)+\psi_{\varepsilon}\left(\mathcal{H}\left(\nabla u^{n}\right)-f^{2}-\frac{1}{n}\right), \text { on }[0, T) \times \mathbb{R}^{d} .
$$

Differentiating with respect to $x_{k}$, multiplying by $\xi$ and evaluating at $\left(t_{n}^{*}, x_{n}^{*}\right)$ we get

$$
\begin{align*}
\xi\left(\partial_{t} w_{x_{k}}^{n}+\mathcal{L} w_{x_{k}}^{n}\right)= & -\xi \mathcal{L}_{x_{k}} w^{n}+\xi r w_{x_{k}}^{n}-\xi h_{x_{k}}-\xi \frac{1}{\delta} \chi_{n}^{\prime}(g-u)(g-u)_{x_{k}}  \tag{3.116}\\
& +\xi \psi_{\varepsilon}^{\prime}\left(\zeta_{n}\right)\left(\mathcal{H}\left(\nabla u^{n}\right)-f^{2}-\frac{1}{n}\right)_{x_{k}}
\end{align*}
$$

where $\zeta_{n}=\left(\mathcal{H}\left(\nabla u^{n}\right)-f^{2}-\frac{1}{n}\right)\left(t_{n}^{*}, x_{n}^{*}\right)$. We subtract the term

$$
v_{x_{k}}^{n}=\xi_{x_{k}} \psi_{\varepsilon}\left(\bar{\zeta}_{n}\right)+\xi \psi_{\varepsilon}^{\prime}\left(\bar{\zeta}_{n}\right)\left(\mathcal{H}\left(\nabla w^{n}\right)-f^{2}\right)_{x_{k}}
$$

from both sides of (3.116), and we add and subtract $\xi_{x_{k}} \psi_{\varepsilon}\left(\zeta_{n}\right)$ on the right-hand side of (3.116). Then

$$
\begin{align*}
\xi\left(\partial_{t} w_{x_{k}}^{n}+\mathcal{L} w_{x_{k}}^{n}\right)-v_{x_{k}}^{n}= & -\xi \mathcal{L}_{x_{k}} w^{n}+\xi r w_{x_{k}}^{n}-\xi h_{x_{k}}-\xi \frac{1}{\delta} \chi_{n}^{\prime}(g-u)(g-u)_{x_{k}} \\
& -\xi_{x_{k}} \psi_{\varepsilon}\left(\zeta_{n}\right)+P_{n, k}, \tag{3.117}
\end{align*}
$$

where

$$
\begin{aligned}
P_{n, k}= & \xi_{x_{k}}\left(\psi_{\varepsilon}\left(\zeta_{n}\right)-\psi_{\varepsilon}\left(\bar{\zeta}_{n}\right)\right) \\
& +\xi\left(\psi_{\varepsilon}^{\prime}\left(\zeta_{n}\right)\left(\mathcal{H}\left(\nabla u^{n}\right)-f^{2}\right)_{x_{k}}-\psi_{\varepsilon}^{\prime}\left(\bar{\zeta}_{n}\right)\left(\mathcal{H}\left(\nabla w^{n}\right)-f^{2}\right)_{x_{k}}\right)
\end{aligned}
$$

Recall that $\nabla \mathcal{H}\left(\nabla w^{n}\right)=2 \nabla w^{n}$ and that $\left(t_{n}^{*}, x_{n}^{*}\right) \in \mathcal{O}_{S, B}$ is a stationary point for $v^{n}$ in the spatial coordinates, so $v_{x_{k}}^{n}=0$ in (3.117) for each $1 \leq k \leq d$. Then

$$
\begin{align*}
\xi\left\langle\nabla \mathcal{H}\left(\nabla w^{n}\right),\left(\partial_{t}+\mathcal{L}\right)\left(\nabla w^{n}\right)\right\rangle= & 2 \xi\left(-\sum_{k=1}^{d} w_{x_{k}}^{n} \mathcal{L}_{x_{k}} w^{n}+r\left|\nabla w^{n}\right|_{d}^{2}\right.  \tag{3.118}\\
& \left.-\left\langle\nabla w^{n}, \nabla h+\frac{1}{\delta} \chi_{n}^{\prime}(g-u) \nabla(g-u)\right\rangle\right) \\
& -2 \psi_{\varepsilon}\left(\zeta_{n}\right)\left\langle\nabla w^{n}, \nabla \xi\right\rangle+2 \sum_{k=1}^{d} w_{x_{k}}^{n} P_{n, k} .
\end{align*}
$$

Since $\left(t_{n}^{*}, x_{n}^{*}\right) \in \mathcal{O}_{S, B}$, then denoting $\|\cdot\|_{S, B}=\|\cdot\|_{C^{0}\left(\overline{\mathcal{O}}_{S, B}\right)}$ we have

$$
\begin{aligned}
2 \sum_{k=1}^{d} w_{x_{k}}^{n} P_{n, k} \geq & -2\left\|\psi_{\varepsilon}\left(\zeta_{n}\right)-\psi_{\varepsilon}\left(\bar{\zeta}_{n}\right)\right\|_{S, B}\left\|\nabla w^{n}\right\|_{S, B}\|\nabla \xi\|_{S, B} \\
& -2\left\|\psi_{\varepsilon}^{\prime}\left(\zeta_{n}\right)-\psi_{\varepsilon}^{\prime}\left(\bar{\zeta}_{n}\right)\right\|_{S, B}\left\|\nabla w^{n}\right\|_{S, B}\left\|\nabla\left(\left|\nabla w^{n}\right|_{d}^{2}-f^{2}\right)\right\|_{S, B} \\
& -2\left\|\psi_{\varepsilon}^{\prime}\left(\zeta_{n}\right)\right\|_{S, B}\left\|\nabla w^{n}\right\|_{S, B}\left\|\nabla\left(\left|\nabla u^{n}\right|_{d}^{2}-\left|\nabla w^{n}\right|_{d}^{2}\right)\right\|_{S, B}=: \tilde{R}_{n}
\end{aligned}
$$

where $\tilde{R}_{n} \rightarrow 0$ as $n \rightarrow \infty$ thanks to $C^{1,2, \beta}\left(\overline{\mathcal{O}}_{S, B}\right)$-convergence of $w^{n}$ and $u^{n}$ to $u$, for $\beta \in(0, \alpha)$. By Cauchy-Schwarz inequality, recalling that $0 \leq \chi_{n}^{\prime}(\cdot) \leq 2$ and using arguments as in (3.59) we have

$$
\begin{aligned}
& \left\langle\nabla w^{n}, \nabla h\right\rangle \leq\left\|\nabla w^{n}\right\|_{m+1}\|\nabla h\|_{m+1} \leq\left(N_{1}+1\right)\|\nabla h\|_{m+1}, \\
& \frac{1}{\delta} \chi_{n}^{\prime}(g-u)\left\langle\nabla w^{n}, \nabla(g-u)\right\rangle \\
& \quad \leq \frac{2}{\delta}\left\|\nabla \hat{w}^{n}\right\|_{S, B}\left(\|\nabla g\|_{m+1}+\|\nabla u\|_{m+1}\right)=: \kappa_{\delta, m} \tilde{R}_{n}^{\prime},
\end{aligned}
$$

where $N_{1}=N_{1}(m+1)$ is as in Proposition 3.22 and $\hat{w}^{n}=u-w^{n}$. Recall that $\left\|\nabla \hat{w}^{n}\right\|_{S, B} \rightarrow 0$ as $n \rightarrow \infty$, therefore $\tilde{R}_{n}^{\prime} \rightarrow 0$ too. For the penultimate term on
the right-hand side of (3.118), recalling $|\nabla \xi|_{d} \leq \sqrt{C_{0} \xi}$ (see (3.16)), we have

$$
\begin{aligned}
2 \psi_{\varepsilon}\left(\zeta_{n}\right)\left\langle\nabla w^{n}, \nabla \xi\right\rangle & \leq 2\left|\nabla w^{n}\right|_{d}|\nabla \xi|_{d} \psi_{\varepsilon}\left(\zeta_{n}\right) \\
& \leq 2\left(N_{1}+1\right) \sqrt{C_{0} \xi} \psi_{\varepsilon}\left(\zeta_{n}\right) \\
& \leq \frac{\left(N_{1}+1\right)^{2} 2 C_{0}}{\lambda \theta}+2 \xi \lambda \theta \psi_{\varepsilon}^{2}\left(\zeta_{n}\right)
\end{aligned}
$$

where in the last inequality we used $a b \leq \frac{a^{2}}{p}+p b^{2}$ with $a=\left(N_{1}+1\right) \sqrt{2 C_{0}}$, $b=\sqrt{2 \xi} \psi_{\varepsilon}\left(\zeta_{n}\right)$, and $p=\lambda \theta$, with $\lambda$ a constant to be chosen later and $\theta=\theta_{B_{m+1}}$ as in (3.10). For the first term on the right-hand side of (3.118) we argue as in (3.60) and obtain

$$
\begin{equation*}
\sum_{k=1}^{d} w_{x_{k}}^{n} \mathcal{L}_{x_{k}} w^{n} \leq \frac{\theta}{8}\left|D^{2} w^{n}\right|_{d \times d}^{2}+C_{1}\left(N_{1}+1\right)^{2} \tag{3.119}
\end{equation*}
$$

where $C_{1}:=8 d^{4} A_{m+1}^{2} \theta^{-1}+2 d A_{m+1}$, the constant $A_{m+1}$ is defined as in (3.61) and, differently from (3.62), we use $a b \leq p a^{2}+\frac{b^{2}}{p}$ with $p=\frac{\theta}{8}, a=\left|D^{2} w^{n}\right|_{d \times d}$ and $b=\frac{d^{2}}{2} A_{m+1}\left|\nabla w^{n}\right|_{d}$.

Combining these bounds we get

$$
\begin{aligned}
\xi\left\langle\nabla \mathcal{H}\left(\nabla w^{n}\right),\left(\partial_{t}+\mathcal{L}\right)\left(\nabla w^{n}\right)\right\rangle \geq & -\xi \frac{\theta}{4}\left|D^{2} w^{n}\right|_{d \times d}^{2}-2 \xi \lambda \theta \psi_{\varepsilon}^{2}\left(\zeta_{n}\right) \\
& -C_{4}\left(1+\lambda^{-1}\right)-\kappa_{\delta, m} R_{n}
\end{aligned}
$$

where we define $C_{4}:=2 C_{1}\left(N_{1}+1\right)^{2}+\left(N_{1}+1\right)^{2} 2 C_{0} \theta^{-1}+2\left(N_{1}+1\right)\|\nabla h\|_{m+1}$ and we collect $\tilde{R}_{n}$ and $2 \kappa_{\delta, m} \tilde{R}_{n}^{\prime}$ in $\kappa_{\delta, m} R_{n}$ with an abuse of notation.

The bounds on the penalty terms in the PDE for $u^{\varepsilon, \delta}$ enable the next estimate.
Theorem 3.30 For any $p \in(1, \infty)$, there is $M_{6}=M_{6}(m, p)$ such that

$$
\begin{equation*}
\left\|u^{\varepsilon, \delta}\right\|_{W^{1,2, p}\left(\mathcal{O}_{m}\right)} \leq M_{6}, \quad \text { for all } \varepsilon, \delta \in(0,1) \tag{3.120}
\end{equation*}
$$

Proof. The proof repeats the exact same arguments as in the proof of Proposition 3.23 but applied to $\varphi=\xi_{m+1} u^{\varepsilon, \delta}$ rather than to $\varphi=\xi_{m_{0}} u_{q}^{\varepsilon, \delta}$. In addition, we use Lemmas 3.27 and 3.29 to obtain the upper bound for $\|\varphi\|_{W^{1,2, p}\left(\mathcal{O}_{m+1}\right)}$ as in (3.87), which is therefore independent of $\varepsilon, \delta$.

### 3.4 The Variational Inequality

In this section, we finally prove our main result, i.e., Theorem 3.6. First we prove that Problem A admits a solution (Theorem 3.31), then we prove that such solution is the value function of our game (Theorem 3.33) and it is the maximal solution for Problem A.

Theorem 3.31 There exists a solution u of Problem A.
Proof. Let $\left(\varepsilon_{k}\right)_{k \in \mathbb{N}}$ be a decreasing sequence with $\varepsilon_{k} \rightarrow 0$. Fix $k, m \in \mathbb{N}$. Thanks to Theorem 3.30 and the compact embedding of $W^{1,2, p}\left(\mathcal{O}_{m}\right)$ into $C^{0,1, \beta}\left(\overline{\mathcal{O}}_{m}\right)$ for $\beta=1-(d+2) / p$, we can extract a sequence $\left(u^{\varepsilon_{k}, \delta_{k, j}^{m}}\right)_{j \in \mathbb{N}}$ converging to a limit $u^{\varepsilon_{k} ;[m]}$ (possibly depending on $\mathcal{O}_{m}$ ) as $j \rightarrow \infty$, in the following sense:

$$
\begin{align*}
& u^{\varepsilon_{k}, \delta_{k, j}^{m}} \rightarrow u^{\varepsilon_{k} ;[m]} \quad \text { and } \quad \nabla u^{\varepsilon_{k}, \delta_{k, j}^{m}} \rightarrow \nabla u^{\varepsilon_{k} ;[m]} \quad \text { in } C^{\alpha}\left(\overline{\mathcal{O}}_{m}\right),  \tag{3.121}\\
& \partial_{t} u^{\varepsilon_{k}, \delta_{k, j}^{m}} \rightarrow \partial_{t} u^{\varepsilon_{k} ;[m]} \quad \text { and } \quad D^{2} u^{\varepsilon_{k}, \delta_{k, j}^{m}} \rightarrow D^{2} u^{\varepsilon_{k} ;[m]} \quad \text { weakly in } L^{p}\left(\mathcal{O}_{m}\right) .
\end{align*}
$$

Up to selecting further subsequences (if needed), we find analogous limits on $\mathcal{O}_{m+1} \subset \mathcal{O}_{m+2} \subset \ldots$ so that $u^{\varepsilon_{k} ;[m]}=u^{\varepsilon_{k} ;[m+1]}$ on $\overline{\mathcal{O}}_{m}, u^{\varepsilon_{k} ;[m+1]}=u^{\varepsilon_{k} ;[m+2]}$ on $\overline{\mathcal{O}}_{m+1}$ and so on. Since $\overline{\mathcal{O}}_{m} \uparrow \mathbb{R}_{0, T}^{d+1}$ as $m \rightarrow \infty$, iterating this procedure we can define a limit function $u^{\varepsilon_{k}}$ on $\mathbb{R}_{0, T}^{d+1}$.

The sequence $\left(u^{\varepsilon_{k}}\right)_{k \in \mathbb{N}}$ satisfies the same bound as in (3.120). Therefore, by the same argument as above we can extract a further converging subsequence, which we denote still by $\left(u^{\varepsilon_{k}}\right)_{k \in \mathbb{N}}$ with an abuse of notation. That is, there is a function $u$ on $\mathbb{R}_{0, T}^{d+1}$ such that for any $m \in \mathbb{N}$

$$
\begin{aligned}
& u^{\varepsilon_{k}} \rightarrow u \quad \text { and } \quad \nabla u^{\varepsilon_{k}} \rightarrow \nabla u \quad \text { in } C^{\alpha}\left(\overline{\mathcal{O}}_{m}\right), \\
& \partial_{t} u^{\varepsilon_{k}} \rightarrow \partial_{t} u \quad \text { and } \quad D^{2} u^{\varepsilon_{k}} \rightarrow D^{2} u \quad \text { weakly in } L^{p}\left(\mathcal{O}_{m}\right) .
\end{aligned}
$$

Finally, we can extract a diagonal subsequence $\left(u^{\varepsilon_{i}, \delta_{i}}\right)_{i \in \mathbb{N}}$ that converges to $u$ locally on $\mathbb{R}_{0, T}^{d+1}$ in the sense above as $\left(\varepsilon_{i}, \delta_{i}\right) \rightarrow 0$, simultaneously.

Next we prove that the limit function $u$ is solution of Problem A. By construction, $u \in W_{\ell o c}^{1,2, p}\left(\mathbb{R}_{0, T}^{d+1}\right)$. Thanks to (3.103), (3.107) and $C^{0,1, \alpha}$-convergence on compacts, in the limit as $\varepsilon, \delta \rightarrow 0$ we obtain

$$
g(t, x)-u(t, x) \leq 0 \quad \text { and } \quad|\nabla u(t, x)|_{d}-f(t, x) \leq 0
$$

for all $(t, x) \in \mathbb{R}_{0, T}^{d+1}$.
Fix $(\bar{t}, \bar{x}) \in \mathcal{C}$, i.e., $u(\bar{t}, \bar{x})>g(\bar{t}, \bar{x})$. By continuity of $u$ and $g$ there is an open neighbourhood $\mathcal{O}$ of $(\bar{t}, \bar{x})$ such that $u(t, x)>g(t, x)$ for all $(t, x) \in \mathcal{O}$. Uniform convergence on compacts of $u^{\varepsilon_{i}, \delta_{i}}$ to $u$ also guarantees that $u^{\varepsilon_{i}, \delta_{i}}>g$ on $\mathcal{O}$, for sufficiently large $i$ 's. Then, for large $i$ 's (3.88) reads

$$
\partial_{t} u^{\varepsilon_{i}, \delta_{i}}+\mathcal{L} u^{\varepsilon_{i}, \delta_{i}}-r u^{\varepsilon_{i}, \delta_{i}}=-h+\psi_{\varepsilon}\left(\mathcal{H}\left(\nabla u^{\varepsilon_{i}, \delta_{i}}\right)-f^{2}\right) \geq-h, \quad \text { on } \mathcal{O} .
$$

Multiplying the equation above by $\phi \in C_{c}^{\infty}(\mathcal{O}), \phi \geq 0$ and letting $i \rightarrow \infty$ we obtain the second equation in (3.6). Analogously, let $(\bar{t}, \bar{x}) \in \mathcal{I}$, i.e., $|\nabla u(\bar{t}, \bar{x})|_{d}<f(\bar{t}, \bar{x})$. Then, by continuity of $\nabla u$ and uniform convergence on compacts of $\nabla u^{\varepsilon_{i}, \delta_{i}} \rightarrow \nabla u$ we find an open neighbourhood $\mathcal{O}$ such that $|\nabla u|_{d}<f$ on $\mathcal{O}$ and $\left|\nabla u^{\varepsilon_{i}, \delta_{i}}\right|_{d}<f$ on $\mathcal{O}$ for sufficiently large $i$. In such neighbourhood (3.88) reads

$$
\partial_{t} u^{\varepsilon_{i}, \delta_{i}}+\mathcal{L} u^{\varepsilon_{i}, \delta_{i}}-r u^{\varepsilon_{i}, \delta_{i}}=-h-\frac{1}{\delta}\left(g-u^{\varepsilon_{i}, \delta_{i}}\right)^{+} \leq-h,
$$

and by the same argument as above, using test functions, we can pass to the limit and obtain the third equation in (3.6). The case in which $(\bar{t}, \bar{x}) \in \mathcal{I} \cap \mathcal{C}$ is now obvious and the first equation in (3.6) also holds for all $(t, x)$ by standard PDE theory (e.g., as in the proof of Theorem 3.24). Finally, the terminal condition is trivially satisfied since $u^{\varepsilon, \delta}(T, x)=g(T, x)$ for all $(\varepsilon, \delta) \in(0,1)^{2}$.

Notice that $u$ has at most quadratic growth by Lemma 3.13.
To prove that a solution of Problem A is the value of our game, we need the next lemma.

Lemma 3.32 Let $(t, x) \in \mathbb{R}_{0, T}^{d+1}$. For any $\tau \in \mathcal{T}_{t}$ we have

$$
\inf _{(n, \nu) \in \mathcal{A}_{t}} \mathcal{J}_{t, x}(n, \nu, \tau)=\inf _{(n, \nu) \in \mathcal{A}_{t}^{\mathcal{T}}} \mathcal{J}_{t, x}(n, \nu, \tau),
$$

where $\mathcal{A}_{t}^{\tau}:=\left\{(n, \nu) \in \mathcal{A}_{t} \mid \nu_{\tau}=\nu_{\tau_{-}}, \mathrm{P}_{x}-\right.$ a.s. $\}$.

Proof. In the expression of $\mathcal{J}_{t, x}(n, \nu, \tau)$, for any treble $[(n, \nu), \tau] \in \mathcal{A}_{t} \times \mathcal{T}_{t}$ we have

$$
\begin{aligned}
& e^{-r \tau} g\left(t+\tau, X_{\tau}^{[n, \nu]}\right)+\int_{[0, \tau]} e^{-r s} f\left(t+s, X_{s}^{[n, \nu]}\right) \circ \mathrm{d} \nu_{s} \\
& =e^{-r \tau} g\left(t+\tau, X_{\tau-}^{[n, \nu]}\right)+\int_{[0, \tau)} e^{-r s} f\left(t+s, X_{s}^{[n, \nu]}\right) \circ \mathrm{d} \nu_{s} \\
& \quad+e^{-r \tau} \int_{0}^{\Delta \nu_{\tau}}\left(\left\langle\nabla g, n_{\tau}\right\rangle+f\right)\left(t+\tau, X_{\tau-}^{[n, \nu]}+\lambda n_{\tau}\right) \mathrm{d} \lambda \\
& \geq \\
& \quad e^{-r \tau} g\left(t+\tau, X_{\tau-}^{[n, \nu]}\right)+\int_{[0, \tau)} e^{-r s} f\left(t+s, X_{s}^{[n, \nu]}\right) \circ \mathrm{d} \nu_{s},
\end{aligned}
$$

where the final inequality is due to (3.13). Therefore, the controller attains a lower payoff by avoiding a jump of the control at time $\tau$. That concludes the proof.

Theorem 3.33 The game in (3.4) admits a value $v$ which is also the maximal solution of Problem A. Moreover, $\tau_{*}$ defined in (3.15) is optimal for the stopper.

Proof. Fix $(t, x) \in \mathbb{R}_{0, T}^{d+1}$, let $[(n, \nu), \tau] \in \mathcal{A}_{t} \times \mathcal{T}_{t}$ and recall $\rho_{m}$. By regularity of $u^{\varepsilon, \delta}$ (Theorem 3.24), letting $\rho_{m}^{k}=\rho_{m} \wedge\left(T-t-k^{-1}\right)^{+}$Itô's formula applies to $e^{-r\left(\tau \wedge \rho_{m}^{k}\right)} u^{\varepsilon, \delta}\left(t+\tau \wedge \rho_{m}^{k}, X_{\tau \wedge \rho_{m}^{k}}^{[n, \nu]}\right)$. Using that $u^{\varepsilon, \delta}$ solves Problem C, taking expectations and letting $k \uparrow \infty$ we obtain

$$
\begin{align*}
u^{\varepsilon, \delta}(t, x)=\mathrm{E}_{x}[ & e^{-r\left(\tau \wedge \rho_{m}\right)} u^{\varepsilon, \delta}\left(t+\tau \wedge \rho_{m}, X_{\tau \wedge \rho_{m}}^{[n, \nu]}\right) \\
& +\int_{0}^{\tau \wedge \rho_{m}} e^{-r s}\left[h+\frac{1}{\delta}\left(g-u^{\varepsilon, \delta}\right)^{+}-\psi_{\varepsilon}\left(\mathcal{H}\left(\nabla u^{\varepsilon, \delta}\right)-f^{2}\right)\right]\left(t+s, X_{s-}^{[n, \nu]}\right) \mathrm{d} s \\
& -\int_{0}^{\tau \wedge \rho_{m}} e^{-r s}\left\langle\nabla u^{\varepsilon, \delta}\left(t+s, X_{s-}^{[n, \nu]}\right), n_{s}\right\rangle \mathrm{d} \nu_{s}^{c}  \tag{3.122}\\
& \left.-\sum_{0 \leq s \leq \tau \wedge \rho_{m}} e^{-r s} \int_{0}^{\Delta \nu_{s}}\left\langle\nabla u^{\varepsilon, \delta}\left(t+s, X_{s-}^{[n, \nu]}+\lambda n_{s}\right), n_{s}\right\rangle \mathrm{d} \lambda\right] .
\end{align*}
$$

We want to take limits as $\varepsilon, \delta \rightarrow 0$ and pass the limits under expectations. To do that we notice that $X_{s-}^{[n, \nu]} \in \bar{B}_{m}$ for all $s \in\left[0, \rho_{m}\right], \mathrm{P}_{x}$-a.s. Then the terms under the integral with respect to ' $\mathrm{d} s$ ' are bounded thanks to Assumption 3.5, Lemma 3.27 and Lemma 3.29. Since $\nabla u^{\varepsilon, \delta}$ is also bounded by $N_{1}(m)$ (Proposition 3.22 with $m_{0}$ therein replaced by $m$ ), the integrals with respect to the control are bounded by $N_{1}(m) \nu_{T-t}$, which is square integrable by definition of $\mathcal{A}_{t}$. Finally,
recall that $u^{\varepsilon, \delta}$ has quadratic growth by Lemma 3.13 and notice that

$$
\begin{equation*}
\mathrm{E}_{x}\left[\sup _{0 \leq s \leq T-t}\left|X_{s}^{[n, \nu]}\right|_{d}^{2}\right] \leq c\left(1+|x|_{d}^{2}+\mathrm{E}_{x}\left[\left|\nu_{T-t}\right|^{2}\right]\right) \tag{3.123}
\end{equation*}
$$

by standard estimates for SDEs [48, Thm. 2.5.10], with $c>0$ independent of $m, \varepsilon$, $\delta$. Then we are allowed to use dominated convergence and it remains to evaluate the limit.

For $\mathrm{P}_{x}$-a.e. $\omega \in \Omega$ there is a compact $\mathcal{K}_{\omega} \subset \mathbb{R}^{d}$ such that $X_{s}^{[n, \nu]}(\omega) \in \mathcal{K}_{\omega}$ for all $s \in\left[0, \rho_{m}(\omega)\right]$, by right-continuity of the process and the fact that $\nu$ is square integrable. Then, uniform convergence of $\left(u^{\varepsilon, \delta}, \nabla u^{\varepsilon, \delta}\right)$ to ( $u, \nabla u$ ) on compacts implies

$$
\begin{aligned}
& \lim _{\varepsilon, \delta \rightarrow 0}\left\langle\nabla u^{\varepsilon, \delta}\left(t+s, X_{s-}^{[n, \nu]}\right), n_{s}\right\rangle(\omega)=\left\langle\nabla u\left(t+s, X_{s-}^{[n, \nu]}\right), n_{s}\right\rangle(\omega) \\
& \lim _{\varepsilon, \delta \rightarrow 0}\left\langle\nabla u^{\varepsilon, \delta}\left(t+s, X_{s-}^{[n, \nu]}+\lambda n_{s}\right), n_{s}\right\rangle(\omega)=\left\langle\nabla u\left(t+s, X_{s-}^{[n, \nu]}+\lambda n_{s}\right), n_{s}\right\rangle(\omega),
\end{aligned}
$$

for all $s \in\left[0, \rho_{m}(\omega)\right]$ and all $\lambda \in\left[0, \Delta \nu_{s}(\omega)\right]$, for $\mathrm{P}_{x^{-}}$a.e. $\omega \in \Omega$. Moreover, for arbitrary $\eta>0$, choosing $\tau=\tau_{\eta}=\inf \left\{s \geq 0 \mid u\left(t+s, X_{s}^{[n, \nu]}\right) \leq g\left(t+s, X_{s}^{[n, \nu]}\right)+\eta\right\}$ gives

$$
\liminf _{\varepsilon, \delta \rightarrow 0}\left(u^{\varepsilon, \delta}-g\right)\left(t+s, X_{s-}^{[n, \nu]}\right) \geq \eta, \quad \text { for all } s \in\left[0, \tau_{\eta} \wedge \rho_{m}\right], \mathrm{P}_{x} \text {-a.s. }
$$

Using the observations above, combined with dominated convergence and $\psi_{\varepsilon} \geq 0$ we obtain

$$
\begin{aligned}
u(t, x) \leq \mathrm{E}_{x}[ & e^{-r\left(\tau_{\eta} \wedge \rho_{m}\right)} u\left(t+\tau_{\eta} \wedge \rho_{m}, X_{\tau_{\eta} \wedge \rho_{m}}^{[n, \nu]}\right)+\int_{0}^{\tau_{\eta} \wedge \rho_{m}} e^{-r s} h\left(t+s, X_{s}^{[n, \nu]}\right) \mathrm{d} s \\
& -\int_{0}^{\tau_{\eta} \wedge \rho_{m}} e^{-r s}\left\langle\nabla u\left(t+s, X_{s-}^{[n, \nu]}\right), n_{s}\right\rangle \mathrm{d} \nu_{s}^{c} \\
& \left.-\sum_{0 \leq s \leq \tau_{\eta} \wedge \rho_{m}} e^{-r s} \int_{0}^{\Delta \nu_{s}}\left\langle\nabla u\left(t+s, X_{s-}^{[n, \nu]}+\lambda n_{s}\right), n_{s}\right\rangle \mathrm{d} \lambda\right]
\end{aligned}
$$

By $|\nabla u|_{d} \leq f$ and the definition of $\tau_{\eta} \wedge \rho_{m}$ we have

$$
\begin{aligned}
u(t, x) \leq & \eta+\mathrm{E}_{x}\left[e^{-r \tau_{\eta}} g\left(t+\tau_{\eta}, X_{\tau_{\eta}}^{[n, \nu]}\right) \mathbb{1}_{\left\{\tau_{\eta} \leq \rho_{m}\right\}}+e^{-r \rho_{m}} u\left(t+\rho_{m}, X_{\rho_{m}}^{[n, \nu]}\right) \mathbb{1}_{\left\{\tau_{\eta}>\rho_{m}\right\}}\right] \\
& +\mathrm{E}_{x}\left[\int_{0}^{\tau_{\eta} \wedge \rho_{m}} e^{-r s} h\left(t+s, X_{s}^{[n, \nu]}\right) \mathrm{d} s+\int_{\left[0, \tau_{\eta} \wedge \rho_{m}\right]} e^{-r s} f\left(t+s, X_{s}^{[n, \nu]}\right) \circ \mathrm{d} \nu_{s}\right] .
\end{aligned}
$$

Now we let $m \rightarrow \infty$. Clearly $\rho_{m} \uparrow T-t, \mathrm{P}_{x^{-} \text {-a.s. by (3.123). Since the bound in }}$ (3.123) is independent of $m$ and functions $u$ and $g$ have at most quadratic growth we can apply the dominated convergence theorem to pass the limit inside the first expectation. We can also take the limit inside the second expectation by monotone convergence as all terms under the integral are non-negative. For $\mathrm{P}_{x}$-a.e. $\omega \in \Omega$ we have $X_{s}^{[n, \nu]}(\omega) \in \mathcal{K}_{\omega}$ for all $s \in[0, T-t]$. Then

$$
\begin{aligned}
\lim _{m \rightarrow \infty} & e^{-r \rho_{m}(\omega)} u\left(t+\rho_{m}(\omega), X_{\rho_{m}}^{[n, \nu]}(\omega)\right) \mathbb{1}_{\left\{\tau_{\eta}>\rho_{m}\right\}}(\omega) \\
& =e^{-r(T-t)} u\left(T, X_{T-t}^{[n, \nu]}(\omega)\right) \mathbb{1}_{\left\{\tau_{\eta} \geq T-t\right\}}(\omega) \\
& =e^{-r(T-t)} g\left(T, X_{T-t}^{[n, \nu]}(\omega)\right) \mathbb{1}_{\left\{\tau_{\eta}=T-t\right\}}(\omega), \quad P_{x^{-}} \text {a.e. } \omega \in \Omega
\end{aligned}
$$

because $\tau_{\eta}(\omega) \leq T-t$ and $u$ is uniformly continuous on $[0, T] \times \mathcal{K}_{\omega}$. Hence, for $m \rightarrow \infty$ we obtain

$$
\begin{align*}
u(t, x) \leq & \eta+\mathrm{E}_{x}\left[e^{-r \tau_{\eta}} g\left(t+\tau_{\eta}, X_{\tau_{\eta}}^{[n, \nu]}\right)+\int_{0}^{\tau_{\eta}} e^{-r s} h\left(t+s, X_{s}^{[n, \nu]}\right) \mathrm{d} s\right. \\
& \left.\quad+\int_{\left[0, \tau_{\eta}\right]} e^{-r s} f\left(t+s, X_{s}^{[n, \nu]}\right) \circ \mathrm{d} \nu_{s}\right]  \tag{3.124}\\
= & \eta+\mathcal{J}_{t, x}\left(n, \nu, \tau_{\eta}\right) .
\end{align*}
$$

By arbitrariness of $(n, \nu) \in \mathcal{A}_{t}$ and sub-optimality of $\tau_{\eta}$ we have $u(t, x) \leq \eta+\underline{v}(t, x)$ by definition of lower value. Letting $\eta \rightarrow 0$ we get $u(t, x) \leq \underline{v}(t, x)$.

Next we prove $u \geq \bar{v}$. Since $\frac{1}{\delta}\left(g-u^{\varepsilon, \delta}\right)^{+} \geq 0$ that term can de dropped from (3.122) to obtain a lower bound for $u^{\varepsilon, \delta}$. We let $\delta \rightarrow 0$ in (3.122) along the sequence constructed in (3.121) while keeping $\varepsilon$ fixed. As above, dominated
convergence applies, and thanks to $u^{\varepsilon} \geq g$ (Lemma 3.27) we obtain

$$
\begin{align*}
u^{\varepsilon}(t, x) \geq \mathbf{E}_{x}[ & e^{-r\left(\tau \wedge \rho_{m}\right)} g\left(t+\tau \wedge \rho_{m}, X_{\tau \wedge \rho_{m}}^{[n, \nu]}\right) \\
& +\int_{0}^{\tau \wedge \rho_{m}} e^{-r s}\left[h-\psi_{\varepsilon}\left(\left|\nabla u^{\varepsilon}\right|_{d}^{2}-f^{2}\right)\right]\left(t+s, X_{s-}^{[n, \nu]}\right) \mathrm{d} s  \tag{3.125}\\
& -\int_{0}^{\tau \wedge \rho_{m}} e^{-r s}\left\langle\nabla u^{\varepsilon}\left(t+s, X_{s-}^{[n, \nu]}\right), n_{s}\right\rangle \mathrm{d} \nu_{s}^{c} \\
& \left.-\sum_{0 \leq s \leq \tau \wedge \rho_{m}} e^{-r s} \int_{0}^{\Delta \nu_{s}}\left\langle\nabla u^{\varepsilon}\left(t+s, X_{s-}^{[n, \nu]}+n_{s} \lambda\right), n_{s}\right\rangle \mathrm{d} \lambda\right] .
\end{align*}
$$

We can now choose a control pair $(n, \nu)=\left(n^{\varepsilon}, \nu^{\varepsilon}\right)$ defined as in (3.99) but with $u^{\varepsilon, \delta}$ therein replaced by $u^{\varepsilon}$. Although $\nabla u^{\varepsilon}(t, \cdot)$ is not Lipschitz, it can be shown by standard localisation procedure and the use of [65, Thm. 1] that the associated controlled SDE admits a unique, non-exploding, strong solution $X^{\varepsilon}=X^{\left[n^{\varepsilon}, \nu^{\varepsilon}\right]}$ on $[0, T-t]$ (the proof is given in Appendix B. 6 for completeness).

By construction, the pair $\left(n^{\varepsilon}, \nu^{\varepsilon}\right)$ satisfies

$$
\begin{align*}
-\left\langle n_{s}^{\varepsilon} \dot{\nu}_{s}^{\varepsilon}, \nabla u^{\varepsilon}\left(t+s, X_{s}^{\varepsilon}\right)\right\rangle & -\psi_{\varepsilon}\left(\mathcal{H}\left(\nabla u^{\varepsilon}\right)-f^{2}\right)\left(t+s, X_{s}^{\varepsilon}\right)  \tag{3.126}\\
& =H^{\varepsilon}\left(t+s, X_{s}^{\varepsilon}, n_{s}^{\varepsilon} \dot{\nu}_{s}^{\varepsilon}\right),
\end{align*}
$$

with $H^{\varepsilon}$ as in (3.91). Then, from (3.125) we obtain

$$
\begin{aligned}
u^{\varepsilon}(t, x) \geq \mathrm{E}_{x}[ & e^{-r\left(\tau \wedge \rho_{m}\right)} g\left(t+\tau \wedge \rho_{m}, X_{\tau \wedge \rho_{m}}^{\varepsilon}\right) \\
& \left.+\int_{0}^{\tau \wedge \rho_{m}} e^{-r s}\left(h+H^{\varepsilon}\left(\cdot, n_{s}^{\varepsilon} \dot{\nu}_{s}^{\varepsilon}\right)\right)\left(t+s, X_{s}^{\varepsilon}\right) \mathrm{d} s\right] .
\end{aligned}
$$

Taking $p=f\left(t+s, X_{s}^{\varepsilon}\right) n_{s}^{\varepsilon}$ in the Hamiltonian, letting $m \rightarrow \infty$ and using Fatou's lemma, we obtain

$$
\begin{gathered}
u^{\varepsilon}(t, x) \geq \mathrm{E}_{x}\left[e^{-r \tau} g\left(t+\tau, X_{\tau}^{\varepsilon}\right)+\int_{0}^{\tau} e^{-r s} h\left(t+s, X_{s}^{\varepsilon}\right) \mathrm{d} s\right. \\
\\
\left.+\int_{[0, \tau]} e^{-r s} f\left(t+s, X_{s}^{\varepsilon}\right) \circ \mathrm{d} \nu_{s}^{\varepsilon}\right],
\end{gathered}
$$

where we notice that $\nu^{\varepsilon}$ is absolutely continuous so that the final integral is obvious.

By arbitrariness of $\tau$ we can take supremum over all stopping times. Since $\left(n^{\varepsilon}, \nu^{\varepsilon}\right) \in \mathcal{A}_{t}$, we can also take infimum over all admissible controls and continue with the same direction of inequalities. That is, $u^{\varepsilon}(t, x) \geq \bar{v}(t, x)$. Finally, letting $\varepsilon \rightarrow 0$ we obtain $u(t, x) \geq \bar{v}(t, x)$, as needed. Since $u \leq \underline{v}$ was proven above, we conclude $u=v=\bar{v}=\underline{v}$.

Next we prove optimality of $\tau_{*}$. From (3.124) and the fact that $u=v$ we deduce that $\tau_{\eta}$ is $\eta$-optimal for the stopper. For an arbitrary $(n, \nu) \in \mathcal{A}_{t}$, letting $\left(\eta_{m}\right)_{m \in \mathbb{N}}$ with $\eta_{m} \downarrow 0$, the sequence $\left(\tau_{\eta_{m}}\right)_{m \in \mathbb{N}}$ is a non-decreasing sequence $\mathrm{P}_{x}$-a.s. We introduce an event and its complement:

$$
\begin{aligned}
B & :=\left\{\omega \in \Omega: \tau_{\eta_{m}}(\omega)<\tau_{*}(\omega), \forall m \in \mathbb{N}\right\} \quad \text { and } \\
B^{c} & :=\left\{\omega \in \Omega: \exists m \in \mathbb{N} \text { such that } \tau_{\eta_{k}}(\omega)=\tau_{*}(\omega) \forall k \geq m\right\}
\end{aligned}
$$

Thus, we have

$$
\lim _{m \rightarrow \infty} X_{\tau_{\eta_{m}}}^{[n, \nu]}(\omega)=\mathbb{1}_{B}(\omega) X_{\tau_{0}-}^{[n, \nu]}(\omega)+\mathbb{1}_{B^{c}}(\omega) X_{\tau_{*}}^{[n, \nu]}(\omega)
$$

where

$$
\tau_{0}=\inf \left\{s \geq 0 \mid u\left(t+s, X_{s-}^{[n, \nu]}\right)=g\left(t+s, X_{s-}^{[n, \nu]}\right)\right\} \wedge(T-t)
$$

Letting $m \rightarrow \infty$ and applying dominated convergence to (3.124) along the sequence $\tau_{\eta_{m}}$ gives

$$
\begin{aligned}
u(t, x) \leq \mathrm{E}_{x}\left[\mathbb{1}_{B}( \right. & e^{-r \tau_{0}} g\left(t+\tau_{0}, X_{\tau_{0}-}^{[n, \nu]}\right)+\int_{0}^{\tau_{0}} e^{-r s} h\left(t+s, X_{s}^{[n, \nu]}\right) \mathrm{d} s \\
& \left.+\int_{\left[0, \tau_{0}\right)} e^{-r s} f\left(t+s, X_{s}^{[n, \nu]}\right) \circ \mathrm{d} \nu_{s}\right) \\
& +\mathbb{1}_{B^{c}}\left(e^{-r \tau_{*}} g\left(t+\tau_{*}, X_{\tau_{*}}^{[n, \nu]}\right)+\int_{0}^{\tau_{*}} e^{-r s} h\left(t+s, X_{s}^{[n, \nu]}\right) \mathrm{d} s\right. \\
& \left.\left.\quad+\int_{\left[0, \tau_{*}\right]} e^{-r s} f\left(t+s, X_{s}^{[n, \nu]}\right) \circ \mathrm{d} \nu_{s}\right)\right] .
\end{aligned}
$$

The above equation holds for any $(n, \nu) \in \mathcal{A}_{t}$. We now take the infimum over all pairs $(n, \nu) \in \mathcal{A}_{t}$. Recalling Lemma 3.32, there is no loss of generality in restricting such infimum to the class of controls such that $\Delta \nu_{\tau_{*}}=0$. Since $B^{c} \subseteq\left\{\Delta \nu_{\tau_{*}} \neq 0\right\}$, then $\mathrm{P}\left(B^{c}\right)=0$ and it is not hard to check that $\tau_{0}=\tau_{*}$ and $X_{\tau_{0}-}^{[n, \nu]}=X_{\tau_{*}}^{[n, \nu]}, \mathrm{P}_{x}$-a.s.

Therefore

$$
\begin{gathered}
u(t, x) \leq \inf _{(n, \nu) \in \mathcal{A}_{t}} \mathrm{E}_{x}\left[e^{-r \tau_{*}} g\left(t+\tau_{*}, X_{\tau_{*}}^{[n, \nu]}\right)+\int_{0}^{\tau_{*}} e^{-r s} h\left(t+s, X_{s}^{[n, \nu]}\right) \mathrm{d} s\right. \\
\left.+\int_{\left[0, \tau_{*}\right]} e^{-r s} f\left(t+s, X_{s}^{[n, \nu]}\right) \circ \mathrm{d} \nu_{s}\right] \leq v(t, x) .
\end{gathered}
$$

Since $u=v$ then $\tau_{*}$ is optimal for the stopper.
It remains to prove that $v$ is indeed the maximal solution of Problem A. Let $w$ be another solution of Problem A. The same argument as in the proof of [27, Thm. 4.1, Ch. VIII] can be adapted to our proof. Consider a family of mollifiers $\left(\zeta_{k}\right)_{k \in \mathbb{N}} \subset C_{c}^{\infty}\left(\mathbb{R}_{0, T}^{d+1}\right)$ and let $\left(w_{k}\right)_{k \in \mathbb{N}} \subset C_{c}^{\infty}\left(\mathbb{R}_{0, T}^{d+1}\right)$ be the mollified family such that $w_{k} \rightarrow w$ and $\nabla w_{k} \rightarrow \nabla w$ uniformly on compact sets, with $\partial_{t} w_{k} \rightarrow \partial_{t} w$ and $D^{2} w_{k} \rightarrow D^{2} w$ strongly in $L_{\ell o c}^{p}\left(\mathbb{R}_{0, T}^{d+1}\right)$ for all $p \in[1, \infty)$, as $k \rightarrow \infty$. For notational simplicity, denote the operator $\left(\partial_{t}+\mathcal{L}-r\right)$ by $\tilde{\mathcal{L}}$. We have that

$$
\begin{gathered}
\left(\tilde{\mathcal{L}} w * \zeta_{k}\right)\left(t_{0}, x_{0}\right)=\int_{\mathbb{R}_{0, T}^{d+1}}\left(w_{t}(t, x)+\sum_{i, j=1}^{d} a_{i j}(x) w_{x_{i} x_{j}}(t, x)+\sum_{i=1}^{d} b_{i}(x) w_{x_{i}}(t, x)\right. \\
-r w(t, x)) \zeta_{k}\left(t_{0}-t, x_{0}-x\right) \mathrm{d} t \mathrm{~d} x
\end{gathered}
$$

and

$$
\left(\tilde{\mathcal{L}} w_{k}\right)\left(t_{0}, x_{0}\right)=\left(\partial_{t}+\mathcal{L}\left(x_{0}\right)-r\right)\left(\int_{\mathbb{R}_{0, T}^{d+1}} w(t, x) \zeta_{k}\left(t_{0}-t, x_{0}-x\right) \mathrm{d} t \mathrm{~d} x\right)
$$

Thanks to the properties on the derivatives of a convolution we have

$$
\begin{gathered}
\left(\tilde{\mathcal{L}} w_{k}\right)\left(t_{0}, x_{0}\right)=\int_{\mathbb{R}_{0, T}^{d+1}}\left(w_{t}(t, x)+\sum_{i, j=1}^{d} a_{i j}\left(x_{0}\right) w_{x_{i} x_{j}}(t, x)+\sum_{i=1}^{d} b_{i}\left(x_{0}\right) w_{x_{i}}(t, x)\right. \\
-r w(t, x)) \zeta_{k}\left(t_{0}-t, x_{0}-x\right) \mathrm{d} t \mathrm{~d} x
\end{gathered}
$$

Thus, we have

$$
\begin{aligned}
& \left|\left(\tilde{\mathcal{L}} w * \zeta_{k}\right)\left(t_{0}, x_{0}\right)-\left(\tilde{\mathcal{L}} w_{k}\right)\left(t_{0}, x_{0}\right)\right| \\
& =\mid \\
& \quad \mid \int_{\mathbb{R}_{0, T}^{d+1}}\left(\sum_{i, j=1}^{d}\left(a_{i j}(x)-a_{i j}\left(x_{0}\right)\right) w_{x_{i} x_{j}}(t, x)\right. \\
& \left.\quad+\sum_{i=1}^{d}\left(b_{i}(x)-b_{i}\left(x_{0}\right)\right) w_{x_{i}}(t, x)\right) \zeta_{k}\left(t_{0}-t, x_{0}-x\right) \mathrm{d} t \mathrm{~d} x \mid
\end{aligned}
$$

Since first and second order derivatives of $w$ belong to $L_{\ell o c}^{p}\left(\mathbb{R}_{0, T}^{d+1}\right)$, by Hölder's inequality and the fact that $a$ and $b$ are continuous we have that for all fixed $m$

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \sup _{(t, x) \in \overline{\mathcal{O}}_{m}}\left|\left(\tilde{\mathcal{L}} w * \zeta_{k}\right)(t, x)-\left(\tilde{\mathcal{L}} w_{k}\right)(t, x)\right|=0 \tag{3.127}
\end{equation*}
$$

For $\eta>0$, we set

$$
\mathcal{C}_{w}^{\eta}=\left\{(t, x) \in \mathbb{R}_{0, T}^{d+1}: w(t, x)>g(t, x)+\eta\right\}
$$

it still holds that

$$
\lim _{k \rightarrow \infty} \sup _{(t, x) \in \overline{\mathcal{O}}_{m} \cap \mathcal{C}_{w}^{\eta}}\left|\left(\tilde{\mathcal{L}} w * \zeta_{k}\right)(t, x)-\left(\tilde{\mathcal{L}} w_{k}\right)(t, x)\right|=0
$$

Since $w$ is a solution of Problem A, we have that $(\tilde{\mathcal{L}} w+h)(t, x) \geq 0$ for almost every $(t, x) \in \mathcal{C}_{w}^{\eta}$, therefore

$$
\begin{equation*}
\left((\tilde{\mathcal{L}} w+h) * \zeta_{k}\right)(t, x) \geq 0 \tag{3.128}
\end{equation*}
$$

for all $(t, x) \in \mathcal{C}_{w}^{\eta}$, or in other terms $\left(\tilde{\mathcal{L}} w * \zeta_{k}\right)(t, x) \geq-\left(h * \zeta_{k}\right)(t, x)$ for all $(t, x) \in \mathcal{C}_{w}^{\eta}$.

For fixed $\eta>0$ and $m \in \mathbb{N}$, we define

$$
\left.N_{k, m}:=\inf _{(t, x) \in \overline{\mathcal{O}_{m} \cap \mathcal{C}_{w}^{n}}} \mid \tilde{\mathcal{L}} w_{k}\right)(t, x)+h(t, x) \mid .
$$

By the convergence of (3.127) and thanks to (3.128) we have

$$
\begin{equation*}
\liminf _{k \rightarrow \infty} N_{k, m} \geq 0 \tag{3.129}
\end{equation*}
$$

Pick an arbitrary pair $(n, \nu) \in \mathcal{A}_{t}$ and denote

$$
\zeta_{\eta}:=\inf \left\{s \geq 0 \mid w\left(t+s, X_{s}^{[n, \nu]}\right) \leq g\left(t+s, X_{s}^{[n, \nu]}\right)+\eta\right\} \wedge(T-t) .
$$

By an application of Itô's formula to $e^{-r s} w_{k}\left(t+s, X_{s}^{[n, \nu]}\right)$ up to the stopping time $\zeta_{\eta} \wedge \rho_{m}$, we obtain

$$
\begin{aligned}
w_{k}(t, x)=\mathrm{E}_{x}[ & e^{-r\left(\zeta_{\eta} \wedge \rho_{m}\right)} w_{k}\left(t+\zeta_{\eta} \wedge \rho_{m}, X_{\zeta_{\eta} \wedge \rho_{m}}^{[n, \nu]}\right) \\
& -\int_{0}^{\zeta_{\eta} \wedge \rho_{m}} e^{-r s}\left(\partial_{t} w_{k}+\mathcal{L} w_{k}-r w_{k}\right)\left(t+s, X_{s}^{[n, \nu]}\right) \mathrm{d} s \\
& -\int_{0}^{\zeta_{\eta} \wedge \rho_{m}} e^{-r s}\left\langle\nabla w_{k}\left(t+s, X_{s-}^{[n, \nu]}\right), n_{s}\right\rangle \mathrm{d} \nu_{s}^{c} \\
& \left.-\sum_{s \leq \zeta_{\eta} \wedge \rho_{m}} e^{-r s} \int_{0}^{\Delta \nu_{s}}\left\langle\nabla w_{k}\left(t+s, X_{s-}^{[n, \nu]}+\lambda n_{s}\right), n_{s}\right\rangle \mathrm{d} \lambda\right] .
\end{aligned}
$$

Letting $k \rightarrow \infty$, dominated convergence (up to possibly selecting a subsequence) and reverse Fatou's lemma (justified by (3.129)) allow us to pass the limit under expectation. Then, exploiting the uniform convergence of $\left(w_{k}, \nabla w_{k}\right)$ to $(w, \nabla w)$ on $\overline{\mathcal{O}_{m} \cap \mathcal{C}_{w}^{\eta}}$, (3.129), the definition of $\zeta_{\eta} \wedge \rho_{m}$ and the fact that $|\nabla w|_{d} \leq f$ we have

$$
\begin{aligned}
w(t, x) \leq \eta+\mathrm{E}_{x}[ & e^{-r \zeta_{\eta}} g\left(t+\zeta_{\eta}, X_{\zeta_{\eta}}^{[n, \nu]}\right) \mathbb{1}_{\left\{\zeta_{\eta} \leq \rho_{m}\right\}}+e^{-r \rho_{m}} w\left(t+\rho_{m}, X_{\rho_{m}}^{[n, \nu]}\right) \mathbb{1}_{\left\{\zeta_{\eta}>\rho_{m}\right\}} \\
& +\int_{0}^{\zeta_{\eta} \wedge \rho_{m}} e^{-r s} h\left(t+s, X_{s}^{[n, \nu]}\right) \mathrm{d} s \\
& \left.+\int_{0}^{\zeta_{\eta} \wedge \rho_{m}} e^{-r s} f\left(t+s, X_{s}^{[n, \nu]}\right) \circ \mathrm{d} \nu_{s}\right] .
\end{aligned}
$$

Finally, letting $m \rightarrow \infty$, the same arguments that lead to (3.124) give $w(t, x) \leq$ $\eta+\mathcal{J}_{t, x}\left(n, \nu, \zeta_{\eta}\right)$. Hence, $w(t, x) \leq \eta+v(t, x)$ and letting $\eta \rightarrow 0$ we conclude.

Remark 3.34: It is worth noticing that the proof above can be repeated verbatim
if we replace $\mathcal{A}_{t}$ with $\mathcal{A}_{t}^{\circ}$ everywhere. Thus we conclude that

$$
v(t, x)=\inf _{(n, \nu) \in \mathcal{A}_{t}^{\dot{o}}} \sup _{\tau \in \mathcal{T}_{t}} \mathcal{J}_{t, x}(n, \nu, \tau)=\sup _{\tau \in \mathcal{T}_{t}} \inf _{(n, \nu) \in \mathcal{A}_{t}^{\mathcal{O}}} \mathcal{J}_{t, x}(n, \nu, \tau)
$$

That is, the game with absolutely continuous controls admits the same value as the game with singular controls. It is however expected, but it will not be proven here, that an optimal control cannot be found in $\mathcal{A}_{t}^{\circ}$ whereas it should be possible to find one in $\mathcal{A}_{t}$ in some cases.

Remark 3.35 ( $\eta$-optimal control strategies): Theorem 3.31 proves the uniform convergence of a subsequence $u^{\varepsilon_{i}}$ to the value function of the game $u$ (see (3.125)). This means that for any $\eta>0$, there exists a $k$ such that for all $i \geq k$

$$
\left|u^{\varepsilon_{i}}(t, x)-u(t, x)\right|<\eta .
$$

From the proof of the theorem, we have the explicit $\eta$-optimal strategy for the controller in the game with value $u^{\varepsilon_{i}}$, i.e., the control pair $(n, \nu)=\left(n^{\varepsilon_{i}}, \nu^{\varepsilon_{i}}\right)$ defined as in (3.99) but with $u^{\epsilon, \delta}$ therein replaced by $u^{\varepsilon_{i}}$.

## Chapter 4

## Degenerate Cases

This chapter presents extensions of our analysis to two degenerate cases of ZSG. In Section 4.1, we study the case where the controller is allowed to use controls in selected directions of the state-space. In Section 4.2, we study the case where the underlying process has a degenerate diffusion.

### 4.1 A Restriction on the Controller

This chapter presents a similar game to the one studied in Chapter 3 but in which the controller has a constraint on the control directions of the underlying process. Under a new set of assumptions, we are able to prove through an approximation procedure that the game admits a value and we provide an optimal strategy for the stopper. The reason why the theory of Chapter 3 cannot be applied directly can be found in Remark 4.5 after the presentation of the problem.

### 4.1.1 The Problem

Let $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right)_{t}, \mathrm{P}\right)$ be a stochastic basis on which an adapted $d^{\prime}$-dimensional Brownian motion $\left(W_{t}\right)_{t}$ is defined. Let $T$ be the terminal time, and $b: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ and $\sigma: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d} \times \mathbb{R}^{d^{\prime}}$ be measurable functions, with $d \leq d^{\prime}$. Denote

$$
\mathcal{T}_{t}:=\{\tau \mid \tau \text { is a stopping time, } \tau \leq T-t\} .
$$

The difference with the game in Chapter 3 is that now the control affects only some coordinates of the underlying process which we assume for simplicity of
exposition to be the first $\hbar$ coordinates $(\hbar<d)$ without loss of generality. We define by $\mathcal{A}_{t}^{\hbar}$ the class of admissible controls as

$$
\mathcal{A}_{t}^{\hbar}:=\left\{(n, \nu) \left\lvert\, \begin{array}{l}
\left(n_{s}\right)_{s \in[0, \infty)} \text { is progressively measurable, } \mathbb{R}^{\hbar} \text { valued, } \\
\text { with }\left|n_{s}\right|_{\hbar}=1, \text { P-a.s. } \forall s \in[0, \infty) ; \\
\left(\nu_{s}\right)_{s \in[0, \infty)} \text { is } \mathbb{F} \text {-adapted, real valued, non-decreasing and } \\
\text { right-continuous with } \nu_{0-}=0, \text { P-a.s., and } \mathrm{E}\left[\left|\nu_{T-t}\right|^{2}\right]<\infty
\end{array}\right.\right\} .
$$

Moreover, we indicate by $\nabla^{\hbar} f$ and $\nabla^{d-\hbar} f$ the gradient of a function $f$ truncated to the first $\hbar$ coordinates and last $d-\hbar$ coordinates, respectively.

Consider the following $d$-dimensional controlled stochastic differential where we will use the notation $X_{s}^{[n, \nu]}$ to underline that the process is controlled by $(n, \nu) \in \mathcal{A}_{t}^{\hbar}$ :

$$
\begin{array}{ll}
\mathrm{d} X_{i, t}^{[n, \nu]}=b_{i}\left(X_{s}^{[n, \nu]}\right) \mathrm{d} s+\sum_{j=1}^{d^{\prime}} \sigma_{i j}\left(X_{s}^{[n, \nu]}\right) \mathrm{d} W_{s}^{j}+n_{i, s} \mathrm{~d} \nu_{s}, & \text { for } 1 \leq i \leq \hbar \\
\mathrm{d} X_{i, t}^{[n, \nu]}=b_{i}\left(X_{s}^{[n, \nu]}\right) \mathrm{d} s+\sum_{j=1}^{d^{\prime}} \sigma_{i j}\left(X_{s}^{[n, \nu]}\right) \mathrm{d} W_{s}^{j}, & \text { for } \hbar+1 \leq i \leq d
\end{array}
$$

Sometimes we will use $X_{t}^{x,[n, \nu]}$ to keep track of the fact that the process is starting in $x$ at time 0 .

Similar to Chapter 3, the controller pays a reward to the stopper when the game ends and the two players are optimising the expectation of the reward in which the controller now is minimising over the class $\mathcal{A}_{t}^{\hbar}$. Here, we recall explicitly the payoff from Chapter 3 where now the action cost $f$ does not depend on the spatial coordinates:

$$
\begin{gather*}
\mathcal{J}_{t, x}(n, \nu, \tau)=\mathrm{E}_{x}\left[e^{-r \tau} g\left(t+\tau, X_{\tau}^{[n, \nu]}\right)+\int_{0}^{\tau} e^{-r s} h\left(t+s, X_{s}^{[n, \nu]}\right) \mathrm{d} s\right.  \tag{4.1}\\
\\
\left.+\int_{[0, \tau]} e^{-r s} f(t+s) \circ \mathrm{d} \nu_{s}\right] .
\end{gather*}
$$

Since the function $f$ depends only on time, then the integral defined in (4.1) is
now consistent with the Riemann-Stieltjes integral, i.e.,

$$
\begin{align*}
\int_{[0, \tau]} e^{-r s} f(t+s) \circ \mathrm{d} \nu_{s} & =\int_{0}^{\tau} e^{-r s} f(t+s) \mathrm{d} \nu_{s}^{c}+\sum_{0 \leq s \leq \tau} e^{-r s} f(t+s) \Delta \nu_{s}  \tag{4.2}\\
& =\int_{0}^{\tau} e^{-r s} f(t+s) \mathrm{d} \nu_{s}
\end{align*}
$$

We define

$$
\begin{equation*}
\underline{v}(t, x):=\sup _{\tau \in \mathcal{T}_{t}} \inf _{(n, \nu) \in \mathcal{A}_{t}^{\hbar}} \mathcal{J}_{t, x}(n, \nu, \tau) \text { and } \bar{v}(t, x):=\inf _{(n, \nu) \in \mathcal{A}_{t}^{\hbar}} \sup _{\tau \in \mathcal{T}_{t}} \mathcal{J}_{t, x}(n, \nu, \tau), \tag{4.3}
\end{equation*}
$$

so that $\underline{v}(t, x) \leq \bar{v}(t, x)$. If the equality holds then we say that the game admits a value:

$$
\begin{equation*}
v(t, x):=\underline{v}(t, x)=\bar{v}(t, x) . \tag{4.4}
\end{equation*}
$$

We recall that $\mathcal{L}$ denotes the infinitesimal generator of the uncontrolled process $X^{\left[e_{1}, 0\right]}$ (where $e_{1}$ is the unit vector in $\mathbb{R}^{\hbar}$ with 1 in the first entry) and it reads

$$
(\mathcal{L} \varphi)(x)=\frac{1}{2} \operatorname{tr}\left(a(x) D^{2} \varphi(x)\right)+\langle b(x), \nabla \varphi(x)\rangle,
$$

with $a(x):=\left(\sigma \sigma^{\top}\right)(x)$.
Next we give assumptions under which we obtain our main result (Theorem 4.3).

Assumption 4.1 (Controlled SDE) The functions $b$ and $\sigma$ are Lipschitz with constant $D_{1}$ and continuously differentiable on $\mathbb{R}^{d}$ and $\sigma$ is such that

$$
\sigma^{i}(x)=\sigma^{i}\left(x_{i}\right), \quad \text { for } i=1, \ldots d
$$

where $\sigma_{i}=\left(\sigma_{i 1}, \ldots \sigma_{i d^{\prime}}\right)$. Recalling $a=\sigma \sigma^{\top}$, for any bounded set $B \subset \mathbb{R}^{d}$ there is $\theta_{B}>0$ such that $a(\cdot)$ is locally elliptic

$$
\langle\zeta, a(x) \zeta\rangle \geq \theta_{B}|\zeta|_{d}^{2} \quad \text { for any } \zeta \in \mathbb{R}^{d} \text { and all } x \in \bar{B}
$$

Notice that the Lipschitz continuity of $b$ and $\sigma$ implies that there exists $D_{2}$
such that

$$
\begin{equation*}
|b(x)|_{d}+|\sigma(x)|_{d \times d^{\prime}} \leq D_{2}\left(1+|x|_{d}\right), \quad \text { for all } x \in \mathbb{R}^{d} . \tag{4.5}
\end{equation*}
$$

Assumption 4.2 (Functions $f, g, h$ ) For the functions $f, g, h: \mathbb{R}_{0, T}^{d+1} \rightarrow[0, \infty)$ the following hold:
(i) $g \in C_{\ell o c}^{1,2, \alpha}\left(\mathbb{R}_{0, T}^{d+1}\right)$ and $h \in C_{\ell o c}^{0,1, \alpha}\left(\mathbb{R}_{0, T}^{d+1}\right)$ for some $\alpha \in(0,1)$;
(ii) $f$ is non-increasing, positive and $f^{2}$ is differentiable;
(iii) there is $K_{0} \in(0, \infty)$ such that for all $0 \leq s<t \leq T$ and all $x \in \mathbb{R}_{0, T}^{d+1}$

$$
h(t, x)-h(s, x) \leq K_{0}(t-s) \quad \text { and } \quad g(t, x)-g(s, x) \leq K_{0}(t-s) ;
$$

(iv) there is $K_{1} \in(0, \infty)$ such that

$$
\begin{equation*}
|g(t, x)-g(t, y)|+|h(t, x)-h(t, y)| \leq K_{1}|x-y|_{d}, \quad \text { for } x, y \in \mathbb{R}^{d} \tag{4.6}
\end{equation*}
$$

(v) $f$ and $g$ are such that

$$
\begin{equation*}
\left|\nabla^{\hbar} g(t, x)\right|_{\hbar} \leq f(t), \quad \text { for all }(t, x) \in \mathbb{R}_{0, T}^{d+1} \tag{4.7}
\end{equation*}
$$

(vi) there is $K_{2} \in(0, \infty)$ such that

$$
\left(h+\partial_{t} g+\mathcal{L} g-r g\right)(t, x) \geq-K_{2}, \quad \text { for all }(t, x) \in \mathbb{R}_{0, T}^{d+1}
$$

Notice that (4.6) implies that there exists $K_{3} \in(0, \infty)$ such that

$$
\begin{equation*}
0 \leq|g(t, x)|+|h(t, x)| \leq K_{3}\left(1+|x|_{d}\right), \quad \text { for }(t, x) \in \mathbb{R}_{0, T}^{d+1} \tag{4.8}
\end{equation*}
$$

A comment on these conditions can be found in Chapter 3 below Assumption 3.5.
We can now state the main result of the chapter.
Theorem 4.3 The game described above admits a value $v$ (i.e., (4.4) holds). Moreover, for any given $(t, x) \in \mathbb{R}_{0, T}^{d+1}$ and any admissible control $(n, \nu) \in \mathcal{A}_{t}^{\hbar}$, the
stopping time $\tau_{*}=\tau_{*}(t, x ; n, \nu) \in \mathcal{T}_{t}$ defined under $\mathrm{P}_{x}$ as

$$
\begin{equation*}
\tau_{*}:=\inf \left\{s \geq 0 \mid v\left(t+s, X_{s}^{[n, \nu]}\right)=g\left(t+s, X_{s}^{[n, \nu]}\right)\right\} \wedge(T-t) \tag{4.9}
\end{equation*}
$$

is optimal for the stopper.
Remark 4.4: In this framework, we are not able to connect the value function with a variational inequality as we did in Chapter 3.

### 4.1.2 Approximated Problem

The theory developed in Chapter 3 does not apply directly to this new type of game. Results proved by probabilistic arguments apply without changes to this class of games, but the results proved by analytic arguments fail and we need an approximation procedure in order to use them.

We explain in the next remark the main reason why some proofs stop to hold.
Remark 4.5: The theory in Chapter 3 does not apply directly because some of the results therein (such as, Propositions 3.17 and 3.22, and Lemma 3.29) cease to hold. Under the setting of Section 4.1, the heuristic argument and the result obtained later through the approximated procedure lead to the following condition: the value function of the game $v$ should satisfy $\left|\nabla^{\hbar} v\right|_{\hbar} \leq f$. It means that the penalisation term introduced in the corresponding $\operatorname{PDE}$ is $\psi_{\varepsilon}\left(\mathcal{H}(\nabla v)-f^{2}\right)$ with $\mathcal{H}(p)=|\bar{p}|_{\hbar}^{2}$ and $\bar{p}$ is the vector of the first $\hbar$ coordinates of $p$. Repeating the proof of Proposition 3.17, we get from the corresponding (3.53) the following

$$
-2\left\langle\nabla w^{n}, \nabla\left(\mathcal{H}\left(\nabla u^{n}\right)-f_{m}^{2}\right)\right\rangle \leq-2 \lambda\left|\nabla^{\hbar} u^{n}\right|_{\hbar}^{2}+2|\nabla u|_{d}\left|\nabla f_{m}^{2}\right|_{d}+\tilde{R}_{n} .
$$

This inequality is not sufficient to conclude the proof of the analogue of Proposition 3.17. Indeed, the first term on the right-hand side above does not bound the terms as in Proposition 3.17. In a similar way Proposition 3.22 does not hold. The other result which fails is Lemma 3.29, indeed (3.111) in the proof of Lemma 3.29 does not lead to a bound on $\left|D^{2} w^{n}\right|_{d \times d}^{2}$ but it leads only to a bound on a strict subset of the partial derivatives included in $D^{2} w^{n}$ and thus the result does not hold.

### 4.1.3 Approximation Procedure

We introduce a sequence of approximated games to which the results from Chapter 3 apply. These games are indexed by a parameter $\gamma$ and we obtain a family of value functions associated to $\gamma \in(0,1)$. The existence of the value of the original game is found through a convergent subsequence of this family.

Fix a $\gamma \in(0,1)$. For a given pair $(n, \nu) \in \mathcal{A}_{t}^{d}$ we consider the following (controlled) stochastic differential equation:

$$
\begin{align*}
& \mathrm{d} X_{i, t}^{[n, \nu], \gamma}=b_{i}\left(X_{s}^{[n, \nu], \gamma}\right) \mathrm{d} s+\sum_{j=1}^{d^{\prime}} \sigma_{i j}\left(X_{i, s}^{[n, \nu], \gamma}\right) \mathrm{d} W_{s}^{j}+n_{i, s} \mathrm{~d} \nu_{s}, \text { for } 1 \leq i \leq \hbar,  \tag{4.10}\\
& \mathrm{d} X_{i, t}^{[n, \nu], \gamma}=b_{i}\left(X_{s}^{[n, \nu], \gamma}\right) \mathrm{d} s+\sum_{j=1}^{d^{\prime}} \sigma_{i j}\left(X_{i, s}^{[n, \nu], \gamma}\right) \mathrm{d} W_{s}^{j}+\gamma n_{i, s} \mathrm{~d} \nu_{s}, \text { for } \hbar+1 \leq i \leq d .
\end{align*}
$$

The term $\gamma$ is a weight applied to the last $d-\hbar$ coordinates.
Let $p=(\bar{p}, \tilde{p}) \in \mathbb{R}^{\hbar} \times \mathbb{R}^{d-\hbar}$. For $\gamma \in(0,1]$, we introduce a function $\mathcal{H}^{\gamma}(p)$ : $\mathbb{R}^{d} \rightarrow \mathbb{R}$ defined as $\mathcal{H}^{\gamma}(p):=|\bar{p}|_{\hbar}^{2}+\gamma|\tilde{p}|_{d-\hbar}^{2}$ (it is clear that $\mathcal{H}^{1}$ is equal to $\mathcal{H}$ used in Chapter 3). The gradient is $\nabla \mathcal{H}^{\gamma}(p)=2 \bar{p}+2 \gamma \tilde{p}=\left(2 p_{1}, \ldots, 2 p_{\hbar}, 2 \gamma p_{\hbar+1}, \ldots, 2 \gamma p_{d}\right)$ and the Hessian matrix $D^{2} \mathcal{H}^{\gamma}(p)$ is a diagonal matrix with the first $\hbar$ entries equal to 2 and the last $d-\hbar$ entries equal to $2 \gamma$.

We introduce an approximation of $f$ as

$$
\begin{equation*}
f^{\gamma}(t):=\sqrt{f^{2}(t)+\gamma K_{1}^{2}} \quad \text { for } t \in[0, T], \tag{4.11}
\end{equation*}
$$

where $K_{1}$ comes from (4.6). By construction $f^{\gamma} \rightarrow f$ uniformly on $[0, T]$ as $\gamma \rightarrow 0$. Notice that (4.7) and (4.11) imply

$$
\begin{aligned}
\mathcal{H}^{\gamma}(\nabla g(t, x)) & =\left|\nabla^{\hbar} g(t, x)\right|_{\hbar}^{2}+\gamma\left|\nabla^{d-\hbar} g(t, x)\right|_{d-\hbar}^{2} \\
& \leq f^{2}(t)+\gamma K_{1}^{2} \\
& =\left(f^{\gamma}(t)\right)^{2},
\end{aligned}
$$

for all $(t, x) \in \mathbb{R}_{0, T}^{d+1}$.
We consider a new payoff $\mathcal{J}_{t, x}^{\gamma}$ similar to the payoff defined in (4.1) with $X_{t}^{[n, \nu]}$
and $f$ therein replaced by $X_{t}^{[n, \nu], \gamma}$ and $f^{\gamma}$, respectively, i.e.,

$$
\begin{align*}
\mathcal{J}_{t, x}^{\gamma}(n, \nu, \tau)=\mathrm{E}_{x}[ & e^{-r \tau} g\left(t+\tau, X_{\tau}^{[n, \nu], \gamma}\right)+\int_{0}^{\tau} e^{-r s} h\left(t+s, X_{s}^{[n, \nu], \gamma}\right) \mathrm{d} s  \tag{4.12}\\
& \left.+\int_{0}^{\tau} e^{-r s} f^{\gamma}(t+s) \mathrm{d} \nu_{s}\right] .
\end{align*}
$$

We say that the game (4.12) admits a value if

$$
\begin{equation*}
u^{\gamma}(t, x)=\sup _{\tau \in \mathcal{T}_{t}} \inf _{(n, \nu) \in \mathcal{A}_{t}^{d}} \mathcal{J}_{t, x}^{\gamma}(n, \nu, \tau)=\inf _{(n, \nu) \in \mathcal{A}_{t}^{d}} \sup _{\tau \in \mathcal{T}_{t}} \mathcal{J}_{t, x}^{\gamma}(n, \nu, \tau) . \tag{4.13}
\end{equation*}
$$

The game described above satisfies Assumptions 3.4 and 3.5. The dynamics of $X^{[n, \nu], \gamma}$ has a weight $\gamma$ in the last $d-\hbar$ coordinates which does not appear in the dynamics of (3.1). The $\gamma$ parameter in the dynamics allows to recover the theory of [11]. Indeed, it leads to a different penalisation term $\psi_{\epsilon}\left(\mathcal{H}^{\gamma}(\nabla u)-\left(f_{m}^{\gamma}\right)^{2}\right)$ in (3.18) and a different Hamiltonian (3.19) that now reads

$$
H_{m}^{\varepsilon, \gamma}(t, x, y):=\sup _{p \in \mathbb{R}^{d}}\left\{\langle\bar{y}, \bar{p}\rangle+\gamma\langle\tilde{y}, \tilde{p}\rangle-\psi_{\varepsilon}\left(\mathcal{H}^{\gamma}(p)-\left(f_{m}^{\gamma}(t, x)\right)^{2}\right)\right\},
$$

where $y=(\bar{y}, \tilde{y})$ and $p=(\bar{p}, \tilde{p})$ belong to $\mathbb{R}^{\hbar} \times \mathbb{R}^{d-\hbar}$. We notice that the first-order condition for $H_{m}^{\varepsilon, \gamma}$ is the same as the one for $H_{m}^{\varepsilon}$ used in the proof of Proposition 3.9. Indeed we have

$$
\begin{aligned}
y_{i} & =\psi_{\varepsilon}^{\prime}\left(\mathcal{H}^{\gamma}(p)-\left(f_{m}^{\gamma}(t, x)\right)^{2}\right) \mathcal{H}_{i}(p)=\psi_{\varepsilon}^{\prime}\left(\mathcal{H}^{\gamma}(p)-\left(f_{m}^{\gamma}(t, x)\right)^{2}\right) 2 p_{i} \quad \text { for } i \leq \hbar, \\
\gamma y_{i} & =\psi_{\varepsilon}^{\prime}\left(\mathcal{H}^{\gamma}(p)-\left(f_{m}^{\gamma}(t, x)\right)^{2}\right) \mathcal{H}_{i}(p)=\psi_{\varepsilon}^{\prime}\left(\mathcal{H}^{\gamma}(p)-\left(f_{m}^{\gamma}(t, x)\right)^{2}\right) 2 \gamma p_{i} \quad \text { for } i>\hbar,
\end{aligned}
$$

which can be expressed as $y=\psi_{\varepsilon}^{\prime}\left(\mathcal{H}(p)-f_{m}^{2}(t, x)\right) 2 p$ using vectorial notation. We now explain in detail the small changes that are required to adapt the results from Chapter 3 to the case with dynamics (4.10).

Propositions 3.9 and 3.11 hold with $\mathcal{H}^{\gamma}$ in place of $\mathcal{H}$. Even if $H_{m}^{\varepsilon, \gamma}$ is replaced by $H_{m}^{\varepsilon}$, they lead to the same first-order condition (as described above). Similarly, Propositions 3.25 and 3.26 hold by the same argument with

$$
H^{\varepsilon, \gamma}(t, x, y):=\sup _{p \in \mathbb{R}^{d}}\left\{\langle\bar{y}, \bar{p}\rangle+\gamma\langle\tilde{y}, \tilde{p}\rangle-\psi_{\varepsilon}\left(\mathcal{H}^{\gamma}(p)-\left(f^{\gamma}(t, x)\right)^{2}\right)\right\},
$$

in place of $H^{\varepsilon}$ and the extension of (3.93) to $H^{\varepsilon, \gamma}$, i.e., we have

$$
\begin{aligned}
H^{\varepsilon, \gamma}(t, x, y) & \geq \frac{\varepsilon}{2}\left(|\bar{y}|_{\hbar}^{2}+\gamma|\tilde{y}|_{d-\hbar}^{2}\right)-\psi_{\varepsilon}\left(\mathcal{H}^{\gamma}\left(\frac{\varepsilon}{2} y\right)-\left(f^{\gamma}(t, x)\right)^{2}\right) \\
& \geq \frac{\varepsilon}{2}\left(|\bar{y}|_{\hbar}^{2}+\gamma|\tilde{y}|_{d-\hbar}^{2}\right)-\psi_{\varepsilon}\left(\mathcal{H}^{\gamma}\left(\frac{\varepsilon}{2} y\right)\right) \\
& =\frac{\varepsilon}{2}\left(|\bar{y}|_{\hbar}^{2}+\gamma|\tilde{y}|_{d-\hbar}^{2}\right)-\psi_{\varepsilon}\left(\frac{\varepsilon^{2}}{4}\left(|\bar{y}|_{\hbar}^{2}+\gamma|\tilde{y}|_{d-\hbar}^{2}\right)\right) \\
& \geq \frac{\varepsilon \gamma}{4}|y|_{d}^{2} .
\end{aligned}
$$

Thus the corresponding equation of (3.102) holds with a $\gamma^{-1}$ multiplicative factor on the right-hand side of (3.102).

Proposition 3.17 holds with an adjustments in (3.53). That equation leads now to

$$
-2\left\langle\nabla w^{n}, \nabla\left(\mathcal{H}^{\gamma}\left(\nabla u^{n}\right)-\left(f_{m}^{\gamma}\right)^{2}\right)\right\rangle \leq 2 \lambda \mathcal{H}^{\gamma}\left(\nabla u^{n}\right)+2|\nabla u|_{d}\left|\nabla\left(f_{m}^{\gamma}\right)^{2}\right|_{d}+\tilde{R}_{n} .
$$

Since $\mathcal{H}^{\gamma}\left(\nabla u^{n}\right) \geq \gamma\left|\nabla u^{n}\right|_{d}^{2}$ then the equation corresponding to (3.54) is

$$
0 \leq\left(C_{1}-\lambda \gamma\right)|\nabla u|_{d}^{2}+C_{2}+\lambda r M_{1}+R_{n}+\tilde{R}_{n}
$$

The proof continues with the same arguments and the $\gamma$ factor is maintained until the end. It follows that the final constant $M_{3}$ depends on $\gamma$. The proof of Proposition 3.22 requires the same changes. In particular, (3.84) becomes

$$
\begin{aligned}
\xi\left\langle\nabla w^{n}, \nabla\left(\mathcal{H}^{\gamma}\left(\nabla u^{n}\right)-\left(f^{\gamma}\right)^{2}\right)\right\rangle & \geq \lambda \mathcal{H}^{\gamma}(\nabla u)-|\nabla u|_{d}^{3}|\nabla \xi|_{d}-\xi \hat{R}_{n}, \\
& \geq \lambda \gamma|\nabla u|_{d}^{2}-|\nabla u|_{d}^{3}|\nabla \xi|_{d}-\xi \hat{R}_{n},
\end{aligned}
$$

where $2|\nabla u|_{d}\left|\nabla\left(f^{\gamma}\right)^{2}\right|_{d}$ in (3.84) disappears because $f^{\gamma}$ does not depend on the spatial variables and we can conclude the proof in the same way.

Lemma 3.29 still holds, but in this case we have that (3.111) holds in the following way:

$$
\frac{1}{2}\left\langle D^{2} \mathcal{H}^{\gamma}\left(\nabla w^{n}\right) \nabla w_{x_{i}}^{n}, \nabla w_{x_{j}}^{n}\right\rangle \geq \gamma\left\langle\nabla w_{x_{i}}^{n}, \nabla w_{x_{j}}^{n}\right\rangle
$$

This inequality forces us to change other inequalities in order to obtain $\gamma$ as a
multiplicative factor. In particular, (3.112) becomes

$$
\begin{aligned}
& \left\langle a \nabla \xi, \nabla\left(\mathcal{H}^{\gamma}\left(\nabla w^{n}\right)-\left(f^{\gamma}\right)^{2}\right)\right\rangle \\
& \quad \geq-\xi \frac{\theta \gamma}{4}\left|D^{2} w^{n}\right|_{d \times d}^{2}-\frac{16}{\theta \gamma} \bar{a}_{m}^{2} d^{4} C_{0}\left|\nabla w^{n}\right|_{d}^{2}
\end{aligned}
$$

and (3.119) becomes

$$
\sum_{k=1}^{d} w_{x_{k}}^{n} \mathcal{L}_{x_{k}} w^{n} \leq \frac{\theta \gamma}{8}\left|D^{2} w^{n}\right|_{d \times d}^{2}+\frac{C_{1}}{\gamma}\left(N_{1}+1\right)^{2}
$$

The proof continues as in the proof of Proposition 3.17 and it leads to the equation corresponding to (3.115):

$$
\left(1-\sqrt{\lambda \gamma^{-1}} A_{m+1}\right) \xi \psi_{\varepsilon}\left(\zeta_{n}\right) \leq C_{6} \sqrt{1+\lambda^{-1}+\kappa_{\delta, m} R_{n}} .
$$

Choosing $\lambda=\frac{\gamma}{4 A_{m+1}^{2}}$ we can conclude in the same way.
Finally, Theorem 3.33 holds with the same arguments using the same idea used for Propositions 3.9 and 3.11, i.e., the use of an optimal control that satisfies the first-order condition of the Hamiltonian $H^{\varepsilon, \gamma}$.

The remaining results of Chapter 3 do not need any changes.
Theorem 4.6 The game described above admits a value $u^{\gamma}$ (i.e., (4.13) holds). Moreover, for any given $(t, x) \in \mathbb{R}_{0, T}^{d+1}$ and any admissible control $(n, \nu) \in \mathcal{A}_{t}^{d}$, the stopping time $\tau_{*}^{\gamma}=\tau_{*}^{\gamma}(t, x ; n, \nu) \in \mathcal{T}_{t}$ defined under $\mathrm{P}_{x}$ as

$$
\tau_{*}^{\gamma}:=\inf \left\{s \geq 0 \mid u^{\gamma}\left(t+s, X_{s}^{[n, \nu]}\right)=g\left(t+s, X_{s}^{[n, \nu]}\right)\right\} \wedge(T-t),
$$

is optimal for the stopper.
Following the theory of Chapter 3, we have that the function $u^{\gamma}$ from Theorem 4.6 has the following properties.

Lemma 4.7 For any $\gamma \in(0,1)$, the function $u^{\gamma}$ belongs to $\left(C_{\text {loc }}^{0,1, \beta} \cap W_{\text {loc }}^{1,2, p}\right)\left(\mathbb{R}_{0, T}^{d+1}\right)$ and

$$
0 \leq u^{\gamma}(t, x) \leq K_{4}\left(1+|x|_{d}\right),
$$

where $K_{4}=K_{4}\left(T, D_{2}, K_{3}\right)$ is independent of $\gamma$ and comes from Lemma 3.13 proved using the stronger assumption (4.8).

The next lemma proves that the controller has no advantage to use a control $\nu$ with an expectation greater than a suitable constant $K_{6}$. This result is crucial to prove the main theorem of this section (Theorem 4.12), but it has also an interest in its own right.

Lemma 4.8 There exists a constant $K_{6}=K_{6}\left(x ; T, f(T), K_{4}, D_{1}\right)$ independent of $\gamma$ such that

$$
u^{\gamma}(t, x)=\inf _{(n, \nu) \in \mathcal{A}_{t, x}^{d, o p t}} \sup _{\tau \in \mathcal{T}_{t}} \mathcal{J}_{t, x}^{\gamma}(n, \nu, \tau)=\sup _{\tau \in \mathcal{T}_{t}} \inf _{(n, \nu) \in \mathcal{A}_{t, x}^{d, o p t}} \mathcal{J}_{t, x}^{\gamma}(n, \nu, \tau),
$$

where $\mathcal{A}_{t, x}^{d, o p t}:=\left\{(n, \nu) \in \mathcal{A}_{t}^{d} \mid \mathrm{E}_{x}\left[\nu_{T-t}\right] \leq K_{6}\right\}$.
Proof. Let $\left(e_{1}, 0\right) \in \mathcal{A}_{t}^{d}$ be the null control and denote $X=X^{\left[e_{1}, 0\right]}$. Following the idea of Lemma 3.13, we have

$$
\begin{align*}
\sup _{\tau \in \mathcal{T}_{t}} \inf _{(n, \nu) \in \mathcal{A}_{t}^{d}} \mathcal{J}_{t, x}^{\gamma}(n, \nu, \tau) & \leq \sup _{\tau \in \mathcal{T}_{t}} \mathcal{J}_{t, x}^{\gamma}\left(e_{1}, 0, \tau\right) \\
& =\sup _{\tau \in \mathcal{T}_{t}} \mathrm{E}_{x}\left[e^{-r \tau} g\left(t+\tau, X_{\tau}\right)+\int_{0}^{\tau} e^{-r s} h\left(t+s, X_{s}\right) \mathrm{d} s\right] \\
& \leq K_{3}(1+T) \mathrm{E}_{x}\left[\sup _{s \in[0, T]}\left(1+e^{-r s}\left|X_{s}\right|_{d}\right)\right]  \tag{4.14}\\
& \leq K_{4}\left(1+|x|_{d}\right),
\end{align*}
$$

where the second inequality is using the linear growth of $g$ and $h$ (see (4.8)), the third inequality is by standard estimates for SDEs with coefficients with linear growth ([48, Cor. 2.5.10]) and the constant $K_{4}>0$ depends only on $T, D_{2}$ and $K_{3}$ from (4.5) and (4.8), respectively. Therefore, the controller tries to minimise over the class

$$
\mathcal{A}_{t, x}^{d, o p t}:=\left\{(n, \nu) \in \mathcal{A}_{t}^{d} \mid \sup _{\tau \in \mathcal{T}_{t}} \mathcal{J}_{t, x}^{\gamma}(n, \nu, \tau) \leq K_{4}\left(1+|x|_{d}\right)\right\} .
$$

For $(n, \nu) \in \mathcal{A}_{t, x}^{d, o p t}$ we have

$$
\begin{align*}
\mathrm{E}_{x}\left[\left|\nu_{T-t}\right|\right]= & \mathrm{E}_{x}\left[\int_{[0, T-t]} \mathrm{d} \nu_{s}\right] \\
\leq & \mathrm{E}_{x}\left[\left(\min _{s \in[0, T-t]} f^{\gamma}(t+s)\right)^{-1} \int_{[0, T-t]} f^{\gamma}(t+s) \mathrm{d} \nu_{s}\right]  \tag{4.15}\\
\leq & \frac{e^{r T}}{f^{\gamma}(T)} \mathrm{E}_{x}\left[e^{-r(T-t)} g\left(T, X_{T}^{[n, \nu], \gamma}\right)+\int_{0}^{T-t} e^{-r s} h\left(t+s, X_{s}^{[n, \nu], \gamma}\right) \mathrm{d} s\right. \\
& \left.\quad+\int_{[0, T-t]} e^{-r s} f^{\gamma}(t+s) \mathrm{d} \nu_{s}\right] \\
\leq & \frac{e^{r T}}{f(T)} \mathcal{J}_{t, x}^{\gamma}(n, \nu, T-t)
\end{align*}
$$

where the first inequality is using $\frac{f^{\gamma}(t+s)}{f^{\gamma}(t+s)}$ inside the integral and taking the minimum of the denominator; the second inequality is justified because $g, h$ are non-negative and $f^{\gamma}$ is non-increasing in time, we also multiplied by $e^{r(T-t)} e^{-r(T-t)}$ and $e^{r s} e^{-r s}$ the function $g$ and inside the two integrals, respectively, and finally we collected $e^{-r(T-t)}$ and $e^{r s}$ in front of the expectation taking the maximum on time of them, i.e., $e^{r T}$; the third inequality is because $f^{\gamma}$ is decreasing in $\gamma$ and thus $f^{\gamma}(T) \geq f(T)$.

Combining (4.15) with (4.14) and $(n, \nu) \in \mathcal{A}_{t, x}^{d, o p t}$, we have

$$
\mathrm{E}_{x}\left[\left|\nu_{T-t}\right|\right] \leq \frac{e^{r T} K_{4}}{f(T)}\left(1+|x|_{d}\right)=: K_{6},
$$

where $K_{6}=K_{6}\left(x ; T, f(T), K_{4}\right)$ is independent of $\gamma$.
Remark 4.9: The result in Lemma 4.8 can be extended to $\underline{v}(t, x)$ and we obtain that

$$
\underline{v}(t, x)=\sup _{\tau \in \mathcal{T}_{t}} \inf _{(n, \nu) \in \mathcal{A}_{t, x}^{\hbar, o p t}} \mathcal{J}_{t, x}(n, \nu, \tau)=\inf _{(n, \nu) \in \mathcal{A}_{t, x}^{t, o p t}} \sup _{\tau \in \mathcal{T}_{t}} \mathcal{J}_{t, x}(n, \nu, \tau),
$$

with $\mathcal{A}_{t, x}^{\hbar, \text { opt }}=\left\{(n, \nu) \in \mathcal{A}_{t}^{\hbar} \mid \mathrm{E}_{x}\left[\nu_{T-t}\right] \leq K_{6}\right\}$ and $K_{6}$ as in Lemma 4.8.
The proof follows the steps of the proof of Lemma 4.8. Indeed, (4.14) and (4.15) hold with: $f(t+s)$ and $\mathcal{J}_{t, x}(n, \nu, \tau)$ in place of $f^{\gamma}(t+s)$ and $\mathcal{J}_{t, x}^{\gamma}(n, \nu, \tau)$, respectively, and we can repeat the same steps therein which lead to the result.

Before we state the next result we recall the definition of local time at 0 of a process $X$ from [57, Sec. IV.7, p. 212].

Definition 4.10 The local time at 0 of a semimartingale $X$ is defined as

$$
L_{t}^{0}(X):=A_{t}^{0}-\sum_{0<s \leq t}\left|X_{s}\right|-\left|X_{s-}\right|-\operatorname{sign}\left(X_{s-}\right) \Delta X_{s},
$$

where $A_{t}^{0}$ is the increasing process that satisfies

$$
\left|X_{t}\right|=\left|X_{0}\right|+\int_{0+}^{t} \operatorname{sign}\left(X_{s-}\right) \mathrm{d} X_{s}+A_{t}^{0}
$$

Theorem 4.11 Let $t \in[0, T]$. For all $\tau \leq T-t$ stopping time and $(n, \nu) \in \mathcal{A}_{t}^{d}$, there exists $(\bar{n}, \bar{\nu}) \in \mathcal{A}_{t}^{\hbar}$ such that

$$
\mathrm{E}_{x}\left[\left|X_{\tau}^{[n, \nu], \gamma}-X_{\tau}^{[\bar{n}, \bar{\nu}], 0}\right|_{d}\right] \leq \gamma K_{7} \mathrm{E}_{x}\left[\nu_{T-t}\right]
$$

where $K_{7}=K_{7}\left(D_{1}, d, T\right)$ with $D_{1}$ from Assumption 4.1 is a constant independent of $\gamma$.

Proof. For each pair $(n, \nu) \in \mathcal{A}_{t}^{d}$, with $n=\left(n^{\hbar}, n^{d-\hbar}\right) \in \mathbb{R}^{\hbar} \times \mathbb{R}^{d-\hbar}$, we can define a pair $(\bar{n}, \bar{\nu}) \in \mathcal{A}_{t}^{\hbar}$ as

$$
\begin{align*}
\bar{n}_{i, s} & :=\left\{\begin{array}{ll}
\frac{n_{i, s}}{|n|_{s}^{n} \mid \hbar}, & \left|n_{s}^{\hbar}\right|_{\hbar} \neq 0, \\
\bar{e}_{1}, & \left|n_{s}^{\hbar}\right|_{\hbar}=0,
\end{array} \quad \text { for } i=1, \ldots \hbar ;\right.  \tag{4.16}\\
\bar{\nu}_{s} & :=\int_{0}^{s}\left|n_{r}^{\hbar}\right|_{\hbar} \mathrm{d} \nu_{r} ;
\end{align*}
$$

where $\bar{e}_{1}$ is the $\hbar$-dimensional unit vector with value 1 in the first coordinate. We have that $\int_{0}^{s} \bar{n}_{i, r} \mathrm{~d} \bar{\nu}_{r}=\int_{0}^{s} n_{i, r} \mathrm{~d} \nu_{r}$ for all $s \in[0, T-t]$. The vector process $\left(\bar{n}_{s}\right)_{s \in[0, \infty)}$ is progressively measurable. Indeed, take a measurable subset $U$ of the $\hbar$-dimensional unit ball. We need to prove that for all $s \in[0, T-t]$, the set

$$
U^{-1}:=\left\{(r, \omega) \in[0, s] \times \Omega \mid \bar{n}_{r}(\omega) \in U\right\}
$$

is a measurable set. Let $Z:=\left\{(r, \omega) \in[0, s] \times \Omega:\left|n_{r}^{\hbar}(\omega)\right|_{\hbar} \neq 0\right\}$, we have that $U^{-1}=\left(U^{-1} \cap Z\right) \cup\left(U^{-1} \cap Z^{c}\right)$. On the set $U^{-1} \cap Z$, we have that $\bar{n}_{s}$ is the ratio of
two progressively measurable processes with a denominator always different from 0 and thus the set is measurable. The other set $U^{-1} \cap Z^{c}$ is equal to $\emptyset$ if $\bar{e}_{1} \notin U$ and equal to $Z^{c}$ if $\bar{e}_{1} \in U$; in both cases we have that $U^{-1} \cap Z^{c}$ is measurable because $\emptyset$ and $Z^{c}$ are. Indeed, the latter is measurable because it is the pre-image of a closed set under a measurable function, in particular, it is the composition of $|\cdot|$ (which is a continuous function and thus also a measurable function) with $n$ which is progressively measurable by assumption. We conclude that the set $U$ is measurable as it is a finite union of measurable sets.

We consider two processes, $X^{[n, \nu], \gamma}$ and, $X^{[\bar{n}, \bar{\nu}], 0}$, whose dynamics follow for the coordinates $i=1, \ldots \hbar$

$$
\begin{align*}
& \mathrm{d} X_{i, s}^{[n, \nu], \gamma}=b_{i}\left(X_{s}^{[n, \nu], \gamma}\right) \mathrm{d} s+\sum_{j=1}^{d^{\prime}} \sigma_{i j}\left(X_{i, s}^{[n, \nu], \gamma}\right) \mathrm{d} W_{s}^{j}+n_{i, s} \mathrm{~d} \nu_{s},  \tag{4.17}\\
& \mathrm{~d} X_{i, s}^{[\bar{n}, \bar{\nu}], 0}=b_{i}\left(X_{s}^{[\bar{n}, \bar{\nu}], 0}\right) \mathrm{d} s+\sum_{j=1}^{d^{\prime}} \sigma_{i j}\left(X_{i, s}^{[\bar{n}, \bar{s}], 0}\right) \mathrm{d} W_{s}^{j}+\bar{n}_{i, s} \mathrm{~d} \bar{\nu}_{s},
\end{align*}
$$

and for $i=\hbar+1, \ldots d$

$$
\begin{align*}
\mathrm{d} X_{i, s}^{[n, \nu], \gamma} & =b_{i}\left(X_{s}^{[n, \nu], \gamma}\right) \mathrm{d} s+\sum_{j=1}^{d^{\prime}} \sigma_{i j}\left(X_{i, s}^{[n, \nu], \gamma}\right) \mathrm{d} W_{s}^{j}+\gamma n_{i, s} \mathrm{~d} \nu_{s},  \tag{4.18}\\
\mathrm{~d} X_{i, s}^{[\bar{n}, \overline{\mathrm{~J}}], 0} & =b_{i}\left(X_{s}^{[\bar{n}, \bar{y}], 0}\right) \mathrm{d} s+\sum_{j=1}^{d^{\prime}} \sigma_{i j}\left(X_{i, s}^{[\bar{n}, \bar{\nu}], 0}\right) \mathrm{d} W_{s}^{j} .
\end{align*}
$$

Let $\tau \in \mathcal{T}_{t}$ and denote $X^{\gamma}=X^{[n, \nu], \gamma}$ and $X^{0}=X^{[\bar{n}, \bar{\jmath}], 0}$ for simplicity. Define the exit time from the ball of radius $R$ as

$$
\tau_{R}:=\inf \left\{s \geq\left. 0| | X_{s}^{\gamma}\right|_{d} \vee\left|X_{s}^{0}\right|_{d} \geq R\right\} .
$$

We denote the two processes $X_{. \wedge \tau \wedge \tau_{R}}^{\gamma}$ and $X_{. \wedge \tau \wedge \tau_{R}}^{0}$ by $X^{\gamma, R}$ and $X^{0, R}$, respectively; in a similar way, we denote the difference process, stopped at the time $\tau \wedge \tau_{R}$ as $J^{\gamma, R}:=X^{\gamma, R}-X^{0, R}$. The process $J^{\gamma, R}$ is a semimartingale. For any $s \in[0, T-t]$, by Meyer-Itô Formula for semimartingales (see [57, Thm. IV.70]) applied to the
$i$-th coordinate of $J^{\gamma, R}, J_{i}^{\gamma, R}$, we have

$$
\begin{align*}
\left|J_{i, s}^{\gamma, R}\right|= & \int_{0+}^{s \wedge \tau \wedge \tau_{R}} \operatorname{sign}\left(J_{i, \lambda-}^{\gamma, R}\right) \mathrm{d}\left(J_{i, \lambda}^{\gamma, R}\right)+L_{s \wedge \tau \wedge \tau_{R}}^{0}\left(J_{i}^{\gamma, R}\right)  \tag{4.19}\\
& +\sum_{0<\lambda \leq s \wedge \tau \wedge \tau_{R}}\left|J_{i, \lambda}^{\gamma, R}\right|-\left|J_{i, \lambda-}^{\gamma, R}\right|-\operatorname{sign}\left(J_{i, \lambda-}^{\gamma, R}\right) \Delta\left(J_{i, \lambda}^{\gamma, R}\right)
\end{align*}
$$

for $i=1, \ldots d$, where $\operatorname{sign}(y)=-1$ for $y<0, \operatorname{sign}(y)=1$ for $y>0$ and 0 otherwise, $L_{s \wedge \tau \wedge \tau_{R}}^{0}\left(J_{i}^{\gamma, R}\right)$ is the local time of the process $J_{i}^{\gamma, R}$ at 0 in the time interval $\left[0, s \wedge \tau \wedge \tau_{R}\right]$, and $\Delta\left(J_{i, \lambda}^{\gamma, R}\right):=J_{i, \lambda}^{\gamma, R}-J_{i, \lambda-}^{\gamma, R}$. Notice that $J_{i, \lambda}^{\gamma, R}=J_{i, \lambda-}^{\gamma, R}$ for $i=1, \ldots \hbar$ because we have that $\int_{0}^{s} \bar{n}_{i, r} \mathrm{~d} \bar{\nu}_{r}=\int_{0}^{s} n_{i, r} \mathrm{~d} \nu_{r}$. Thus, using the SDEs defined above we have

$$
\begin{aligned}
\left|J_{i, s}^{\gamma, R}\right|= & \int_{0}^{s \wedge \tau \wedge \tau_{R}} \operatorname{sign}\left(J_{i, \lambda}^{\gamma, R}\right)\left(b^{i}\left(X_{\lambda}^{\gamma, R}\right)-b^{i}\left(X_{\lambda}^{0, R}\right)\right) \mathrm{d} \lambda \\
& +\int_{0}^{s \wedge \tau \wedge \tau_{R}} \operatorname{sign}\left(J_{i, \lambda}^{\gamma, R}\right)\left(\sigma^{i}\left(X_{i, \lambda}^{\gamma, R}\right)-\sigma^{i}\left(X_{i, \lambda}^{0, R}\right)\right) \mathrm{d} W_{\lambda}+L_{s \wedge \tau \wedge \tau_{R}}^{0}\left(J_{i}^{\gamma, R}\right)
\end{aligned}
$$

for $i=1, \ldots \hbar$.
Taking expectation in the equation above we get

$$
\begin{align*}
\mathrm{E}_{x}\left[\left|J_{i, s}^{\gamma, R}\right|\right] & =\mathrm{E}_{x}\left[\int_{0}^{s \wedge \tau \wedge \tau_{R}} \operatorname{sign}\left(J_{i, \lambda}^{\gamma, R}\right)\left(b^{i}\left(X_{\lambda}^{\gamma, R}\right)-b^{i}\left(X_{\lambda}^{, R 0}\right)\right) \mathrm{d} \lambda+L_{s \wedge \tau \wedge \tau_{R}}^{0}\left(J_{i}^{\gamma, R}\right)\right] \\
& \leq \mathrm{E}_{x}\left[\int_{0}^{s}\left|b^{i}\left(X_{\lambda}^{\gamma, R}\right)-b^{i}\left(X_{\lambda}^{0, R}\right)\right| \mathrm{d} \lambda+L_{s}^{0}\left(J_{i}^{\gamma, R}\right)\right]  \tag{4.20}\\
& \leq \mathrm{E}_{x}\left[D_{1} \int_{0}^{s}\left|J_{\lambda}^{\gamma, R}\right|_{d} \mathrm{~d} \lambda+L_{s}^{0}\left(J_{i}^{\gamma, R}\right)\right],
\end{align*}
$$

where $D_{1}$ comes from Assumption 4.1. In order to estimate the local time, we follow the idea of [20, Lem. 5.1] which we can apply because $J_{i}^{\gamma, R}$ is a continuous semimartingale:

$$
\begin{align*}
\mathrm{E}_{x} & {\left[L_{s}^{0}\left(J_{i}^{\gamma, R}\right)\right] }  \tag{4.21}\\
\leq & 4 \epsilon-2 \mathrm{E}_{x}\left[\int_{0}^{s}\left(\mathbb{1}_{\left\{J_{i, \lambda}^{\gamma, R} \in[0, \epsilon)\right\}}+\mathbb{1}_{\left\{J_{i, \lambda}^{\gamma, R} \geq \epsilon\right\}} e^{1-\frac{J_{i, \lambda}^{\gamma, R}}{\epsilon}}\right)\left(b^{i}\left(X_{\lambda}^{\gamma, R}\right)-b^{i}\left(X_{\lambda}^{0, R}\right)\right) \mathrm{d} \lambda\right] \\
& +\frac{1}{\epsilon} \mathrm{E}_{x}\left[\int_{0}^{s} \mathbb{1}_{\left\{J_{i, \lambda}^{\gamma, R}>\epsilon\right\}} e^{1-\frac{J_{i, \lambda}^{\gamma, R}}{\epsilon}}\left(\sigma^{i}\left(X_{i, \lambda}^{\gamma, R}\right)-\sigma^{i}\left(X_{i, \lambda}^{0, R}\right)\right)^{2} \mathrm{~d} \lambda\right]
\end{align*}
$$

for any $\epsilon>0$. Denote by $I_{\epsilon}$ the last integral on the right-hand side above, we
estimate it as follows: pick $\zeta \in\left(\frac{1}{2}, 1\right)$, we have

$$
\begin{aligned}
I_{\epsilon}= & \frac{1}{\epsilon} \mathrm{E}_{x}\left[\int_{0}^{s} \mathbb{1}_{\left\{J_{i, \lambda}^{\gamma, R} \in(\epsilon, \epsilon)\right\}} e^{1-\frac{J_{i, \lambda}^{\gamma, R}}{\epsilon}}\left(\sigma^{i}\left(X_{i, \lambda}^{\gamma, R}\right)-\sigma^{i}\left(X_{i, \lambda}^{0, R}\right)\right)^{2} \mathrm{~d} \lambda\right] \\
& +\frac{1}{\epsilon} \mathrm{E}_{x}\left[\int_{0}^{s} \mathbb{1}_{\left\{J_{i, \lambda}^{\gamma, R} \geq \epsilon\right\}} e^{1-\frac{J_{i, \lambda}^{\gamma, R}}{\epsilon}}\left(\sigma^{i}\left(X_{i, \lambda}^{\gamma, R}\right)-\sigma^{i}\left(X_{i, \lambda}^{0, R}\right)\right)^{2} \mathrm{~d} \lambda\right] \\
\leq & \frac{1}{\epsilon} \mathrm{E}_{x}\left[D_{1}^{2} \int_{0}^{s} \mathbb{1}_{\left\{J_{i, \lambda}^{\gamma, R} \in(\epsilon, \epsilon)\right\}}\left|J_{i, \lambda}^{\gamma, R}\right|^{2} \mathrm{~d} \lambda\right] \\
& +\frac{1}{\epsilon} \mathrm{E}_{x}\left[e^{1-\epsilon^{\zeta-1}} \int_{0}^{s} \mathbb{1}_{\left.\left\{J_{i, \lambda}^{\gamma, R} \geq \epsilon\right\}\right\}}\left(\sigma^{i}\left(X_{i, \lambda}^{\gamma, R}\right)-\sigma^{i}\left(X_{i, \lambda}^{0, R}\right)\right)^{2} \mathrm{~d} \lambda\right] \\
\leq & D_{1}^{2} \epsilon^{2 \zeta-1} T+\kappa_{R}^{2} \epsilon^{-1} e^{1-\epsilon^{\zeta-1}} \mathrm{E}_{x}\left[\int_{0}^{s}\left|J_{i, \lambda}^{\gamma, R}\right|_{d} \mathrm{~d} \lambda\right]
\end{aligned}
$$

where the first inequality for the first integral is by the Lipschitz property of $\sigma$ with $D_{1}$ from Assumption 4.1 and $e^{1-\frac{J_{i, \lambda}^{\gamma, R}}{\epsilon}} \leq 1$ on the event $\mathbb{1}_{\left\{J_{i, \lambda}^{\gamma, R} \in\left(\epsilon, \epsilon^{\zeta}\right)\right\}}$, and for the second integral is by $e^{1-\frac{J_{i, \lambda}^{\gamma, R}}{\epsilon}} \leq e^{1-\epsilon^{\zeta-1}}$ on the event $\mathbb{1}_{\left\{J_{i, \lambda}^{\gamma, R} \geq \epsilon\right\}}$. The second inequality for the first integral is by $\left|J_{i, \lambda}^{\gamma, R}\right| \leq \epsilon^{\zeta}$ on the event $\mathbb{1}_{\left\{J_{i, \lambda}^{\gamma, R} \in(\epsilon, \epsilon \zeta)\right\}}$ and the computation of the integral, and for the second integral we use that $\sigma^{i}$ is $\frac{1}{2}$-Hölder with constant $\kappa_{R}$ on the random time interval $\left[0, \tau_{R}\right]$.

Thus we obtain that

$$
\begin{equation*}
\mathrm{E}_{x}\left[L_{s}^{0}\left(J_{i}^{\gamma, R}\right)\right] \leq 4 \epsilon+\left(4 D_{1}+\frac{\kappa_{R}^{2}}{\epsilon} e^{1-\epsilon^{\zeta-1}}\right) \mathrm{E}_{x}\left[\int_{0}^{s}\left|J_{\lambda}^{\gamma, R}\right|_{d} \mathrm{~d} \lambda\right]+D_{1}^{2} \epsilon^{2 \zeta-1} T \tag{4.22}
\end{equation*}
$$

where $4 D_{1}$ comes from the second term of the right-hand side of (4.21) and we have also bound $\left|J_{i, \lambda}^{\gamma, R}\right| \leq\left|J_{\lambda}^{\gamma, R}\right|_{d}$. Combining (4.20) and (4.22), we obtain the following estimate:

$$
\begin{equation*}
\mathrm{E}_{x}\left[\left|J_{i, s}^{\gamma, R}\right|\right] \leq 4 \epsilon+\left(5 D_{1}+\frac{\kappa_{R}^{2}}{\epsilon} e^{1-\epsilon^{\zeta-1}}\right) \mathrm{E}_{x}\left[\int_{0}^{s}\left|J_{\lambda}^{\gamma, R}\right|_{d} \mathrm{~d} \lambda\right]+D_{1}^{2} \epsilon^{2 \zeta-1} T, \tag{4.23}
\end{equation*}
$$

for $i=1, \ldots \hbar$. The remaining coordinates are estimated as follows. Let $i=$
$\hbar+1, \ldots d$, we have from (4.19)

$$
\begin{align*}
\left|J_{i, s}^{\gamma, R}\right|= & \int_{0}^{s} \operatorname{sign}\left(J_{i, \lambda}^{\gamma, R}\right)\left(b^{i}\left(X_{\lambda}^{\gamma, R}\right)-b^{i}\left(X_{\lambda}^{0, R}\right)\right) \mathrm{d} \lambda \\
& +\int_{0}^{s} \operatorname{sign}\left(J_{i, \lambda}^{\gamma, R}\right)\left(\sigma^{i}\left(X_{i, \lambda}^{\gamma, R}\right)-\sigma^{i}\left(X_{i, \lambda}^{0, R}\right)\right) \mathrm{d} W_{\lambda}  \tag{4.24}\\
& +\gamma \int_{0+}^{s} \operatorname{sign}\left(J_{i, \lambda-}^{\gamma, R}\right) n_{i, \lambda-} \mathrm{d} \nu_{\lambda}+L_{s}^{0}\left(J_{i, \lambda}^{\gamma, R}\right) \\
& +\sum_{0<\lambda \leq s}\left|J_{i, \lambda}^{\gamma, R}\right|-\left|J_{i, \lambda-}^{\gamma, R}\right|-\operatorname{sign}\left(J_{i, \lambda-}^{\gamma, R}\right) \Delta\left(J_{i, \lambda}^{\gamma, R}\right) .
\end{align*}
$$

We notice that

$$
\begin{aligned}
\left|J_{i, \lambda}^{\gamma, R}\right| & =\left|J_{i, \lambda-}^{\gamma, R}+\gamma n_{i, \lambda} \Delta \nu_{\lambda}\right| \leq\left|J_{i, \lambda}^{\gamma, R}\right|+\gamma \Delta \nu_{\lambda} \\
\gamma \int_{0}^{s} \operatorname{sign}\left(J_{i, \lambda}^{\gamma, R}\right) n_{i, \lambda} \mathrm{~d} \nu_{\lambda}^{c} & =\gamma \int_{0+}^{s} \operatorname{sign}\left(J_{i, \lambda-}^{\gamma, R}\right) n_{i, \lambda-} \mathrm{d} \nu_{\lambda}-\sum_{0<\lambda \leq s} \operatorname{sign}\left(J_{i, \lambda-}^{\gamma, R}\right) \Delta\left(J_{i, \lambda}^{\gamma, R}\right),
\end{aligned}
$$

where $\nu^{c}$ denotes the continuous part of $\nu$. It is clear that

$$
\gamma \int_{0}^{s} \operatorname{sign}\left(J_{i, \lambda}^{\gamma, R}\right) n_{i, \lambda} \mathrm{~d} \nu_{\lambda}^{c}+\gamma \sum_{0<\lambda \leq s} \Delta \nu_{\lambda} \leq \nu_{s}
$$

Thus, we get from (4.24) the inequality:

$$
\begin{aligned}
\left|J_{i, s}^{\gamma, R}\right| \leq & \int_{0}^{s} \operatorname{sign}\left(J_{i, \lambda}^{\gamma, R}\right)\left(b^{i}\left(X_{\lambda}^{\gamma, R}\right)-b^{i}\left(X_{\lambda}^{0, R}\right)\right) \mathrm{d} \lambda \\
& +\int_{0}^{s} \operatorname{sign}\left(J_{i, \lambda}^{\gamma, R}\right)\left(\sigma^{i}\left(X_{i, \lambda}^{\gamma, R}\right)-\sigma^{i}\left(X_{i, \lambda}^{0, R}\right)\right) \mathrm{d} W_{\lambda} \\
& +\gamma \nu_{s}+L_{s}^{0}\left(J_{i, \lambda}^{\gamma, R}\right) .
\end{aligned}
$$

Since we have a non-continuous semimartingale, then [20, Lemma 5.1] does not apply directly. We have some extra terms, i.e, the second expectation and the last term on the right-hand side below, similar to (4.24), in the proof of [20, Lemma
5.1]. We give the full result in detail in C. 1 in Appendix.

$$
\begin{aligned}
\mathrm{E}_{x} & {\left[L_{s}^{0}\left(J_{i}^{\gamma, R}\right)\right] } \\
\leq & 4 \epsilon-2 \mathrm{E}_{x}\left[\int_{0}^{s}\left(\mathbb{1}_{\left\{J_{i, \lambda}^{\gamma, R} \in[0, \epsilon)\right\}}+\mathbb{1}_{\left\{J_{i, \lambda}^{\gamma, R} \geq \epsilon\right\}} e^{1-\frac{J_{i, \lambda}^{\gamma, R}}{\epsilon}}\right)\left(b^{i}\left(X_{\lambda}^{\gamma, R}\right)-b^{i}\left(X_{\lambda}^{0, R}\right)\right) \mathrm{d} \lambda\right] \\
& -2 \mathrm{E}_{x}\left[\int_{0}^{s}\left(\mathbb{1}_{\left\{J_{i, \lambda}^{\gamma, R} \in[0, \epsilon)\right\}}+\mathbb{1}_{\left\{J_{i, \lambda}^{\gamma, R} \geq \epsilon\right\}} e^{1-\frac{J_{i, \lambda}^{\gamma, R}}{\epsilon}}\right) \gamma n_{i, \lambda} \mathrm{~d} \nu_{\lambda}^{c}\right] \\
& +\frac{1}{\epsilon} \mathrm{E}_{x}\left[\int_{0}^{s} \mathbb{1}_{\left\{J_{i, \lambda}^{\gamma, R}>\epsilon\right\}} e^{1-\frac{J_{i, \lambda}^{\gamma, R}}{\epsilon}}\left(\sigma^{i}\left(X_{i, \lambda}^{\gamma, R}\right)-\sigma^{i}\left(X_{i, \lambda}^{0, R}\right)\right)^{2} \mathrm{~d} \lambda\right] \\
& +2 \mathrm{E}_{x}\left[\gamma \sum_{0<\lambda \leq s} \Delta \nu_{\lambda}\right] .
\end{aligned}
$$

Repeating the same idea of [20] and the above estimates for the first $\hbar$ coordinates, we get

$$
\begin{align*}
\mathrm{E}_{x}\left[\left|J_{i, s}^{\gamma, R}\right|\right] \leq & 4 \epsilon+\left(5 D_{1}+\frac{\kappa_{R}^{2}}{\epsilon} e^{1-\epsilon^{\zeta-1}}\right) \mathrm{E}_{x}\left[\int_{0}^{s}\left|J_{\lambda}^{\gamma, R}\right|_{d} \mathrm{~d} \lambda\right]  \tag{4.25}\\
& +D_{1}^{2} \epsilon^{2 \zeta-1} T+7 \gamma \mathrm{E}_{x}\left[\nu_{s}\right] .
\end{align*}
$$

Combining (4.23) and (4.25) for $i=1, \ldots d$ we have

$$
\begin{aligned}
\mathrm{E}_{x}\left[\left|J_{s}^{\gamma, R}\right|_{d}\right] \leq & \sum_{i=1}^{d} \mathrm{E}_{x}\left[\left|J_{i, s}^{\gamma, R}\right|\right] \\
\leq & 4 d \epsilon+d\left(5 D_{1}+\frac{\kappa_{R}^{2}}{\epsilon} e^{1-\epsilon \epsilon^{\zeta-1}}\right) \mathrm{E}_{x}\left[\int_{0}^{s}\left|J_{\lambda}^{\gamma, R}\right|_{d} \mathrm{~d} \lambda\right] \\
& +d D_{1}^{2} \epsilon^{2 \zeta-1} T+7 d \gamma \mathrm{E}_{x}\left[\nu_{s}\right]
\end{aligned}
$$

Sending $\epsilon \downarrow 0$, we get

$$
\mathrm{E}_{x}\left[\left|J_{s}^{\gamma, R}\right|_{d}\right] \leq 5 d D_{1} \mathrm{E}_{x}\left[\int_{0}^{s}\left|J_{\lambda}^{\gamma, R}\right|_{d} \mathrm{~d} \lambda\right]+7 d \gamma \mathrm{E}_{x}\left[\nu_{s}\right] .
$$

We can now apply Gronwall's lemma to get

$$
\mathrm{E}_{x}\left[\left|J_{s}^{\gamma, R}\right|_{d}\right] \leq \gamma K_{7} \mathrm{E}_{x}\left[\nu_{T-t}\right], \quad \text { for any } s \in[0, T-t]
$$

with $K_{7}=K_{7}\left(D_{1}, d, T\right)$. Passing to the limit for $R \rightarrow \infty$ and by Fatou's Lemma,
we get

$$
\mathrm{E}_{x}\left[\left|J_{s}^{\gamma}\right|_{d}\right] \leq \liminf _{R \rightarrow \infty} \mathrm{E}_{x}\left[\left|J_{s}^{\gamma, R}\right|_{d}\right] \leq \gamma K_{7} \mathrm{E}_{x}\left[\nu_{T-t}\right], \quad \text { for any } s \in[0, T-t]
$$

Recalling that $J_{\cdot}^{\gamma}=X_{. \wedge \tau}^{\gamma}-X_{\cdot \wedge \tau}^{0}=X_{\cdot \wedge \tau}^{[n, \nu], \gamma}-X_{\cdot \wedge \tau}^{[\bar{n}, \bar{\nu}], 0}$ and picking $s=T-t$, we have that

$$
\begin{aligned}
\mathrm{E}_{x}\left[\left|X_{\tau}^{[n, \nu], \gamma}-X_{\tau}^{[\bar{n}, \bar{\nu}], 0}\right|_{d}\right] & =\mathrm{E}_{x}\left[\left|X_{\tau \wedge(T-t)}^{[n, \nu], \gamma}-X_{\tau \wedge(T-t)}^{[\bar{n}, \bar{\nu}], 0}\right|_{d}\right] \\
& =\mathrm{E}_{x}\left[\left|J_{T-t}^{\gamma}\right|_{d}\right] \\
& \leq \gamma K_{7} \mathrm{E}_{x}\left[\nu_{T-t}\right]
\end{aligned}
$$

with $K_{7}$ independent of $\nu$ and $\gamma$.

### 4.1.4 The Value of the Game

Theorem 4.12 The game in (4.3) admits a value $v$. Moreover, for any compact $\mathcal{K} \subset \mathbb{R}_{0, T}^{d+1}$, there exists a $C_{\mathcal{K}}$ such that

$$
\sup _{(t, x) \in \mathcal{K}}\left|u^{\gamma}(t, x)-v(t, x)\right| \leq C_{\mathcal{K}} \gamma^{\frac{1}{2}},
$$

where $u^{\gamma}$ is the function described in Theorem 4.6.
Proof. Let $u^{\gamma}$ be the value of the game described in Theorem 4.6. We introduce $\underline{u}:=\liminf _{\gamma \rightarrow 0} u^{\gamma}$ and $\bar{u}:=\limsup _{\gamma \rightarrow 0} u^{\gamma}$. If we prove that

$$
\bar{u}(t, x) \leq \underline{v}(t, x) \quad \text { and } \quad \underline{u}(t, x) \geq \bar{v}(t, x),
$$

for all $(t, x) \in \mathbb{R}_{0, T}^{d+1}$, we get that $\underline{u}(t, x)=\bar{u}(t, x)=v(t, x)=\underline{v}(t, x)=\bar{v}(t, x)$ and Theorem 4.12 holds.

Fix $(t, x) \in \mathbb{R}_{0, T}^{d+1}$. We first prove that $\underline{u} \geq \bar{v}$. Let $\left(n^{\gamma}, \nu^{\gamma}\right) \in \mathcal{A}_{t}^{d}$ be an $\eta$ optimal control for $u^{\gamma}(t, x)$ and consider the associated $\left(\bar{n}^{\gamma}, \bar{\nu}^{\gamma}\right) \in \mathcal{A}_{t}^{\hbar}$ constructed as in (4.16). Consider the processes $X^{\left[n^{\gamma}, \nu^{\gamma}\right], \gamma}$ and $X^{\left[\bar{n}^{\gamma}, \bar{\nu}^{\gamma}\right], 0}$ from (4.17) and (4.18) with $(n, \nu)$ and $(\bar{n}, \bar{\nu})$ therein replaced by $\left(n^{\gamma}, \nu^{\gamma}\right)$ and $\left(\bar{n}^{\gamma}, \bar{\nu}^{\gamma}\right)$, respectively. For notational simplicity, denote the two processes $X^{\left[n^{\gamma}, \nu^{\gamma}\right], \gamma}$ and $X^{\left[n^{\gamma}, \bar{\nu}^{\gamma}\right], 0}$ by $X^{\gamma}$ and
$X^{0}$, respectively. Let $\tau \in \mathcal{T}_{t}$ be an $\eta$-optimal stopping time for $\bar{v}(t, x)$. We have

$$
\begin{aligned}
& u^{\gamma}(t, x)-\bar{v}(t, x) \geq \mathcal{J}_{t, x}^{\gamma}\left(n^{\gamma}, \nu^{\gamma}, \tau\right)-\mathcal{J}_{t, x}\left(\bar{n}^{\gamma}, \bar{\nu}^{\gamma}, \tau\right)-2 \eta \\
& =\mathrm{E}_{x}\left[e^{-r \tau}\left(g\left(t+\tau, X_{\tau}^{\gamma}\right)-g\left(t+\tau, X_{\tau}^{0}\right)\right)\right. \\
& +\int_{0}^{\tau} e^{-r s}\left(h\left(t+s, X_{s}^{\gamma}\right)-h\left(t+s, X_{s}^{0}\right)\right) \mathrm{d} s \\
& \left.+\int_{[0, \tau]} e^{-r s} f^{\gamma}(t+s) \mathrm{d} \nu_{s}^{\gamma}-\int_{[0, \tau]} e^{-r s} f(t+s) \mathrm{d} \bar{\nu}_{s}^{\gamma}\right]-2 \eta \\
& \geq-K_{1} \mathrm{E}_{x}\left[\left|X_{\tau}^{\gamma}-X_{\tau}^{0}\right|_{d}\right]-\mathrm{E}_{x}\left[\int_{0}^{T-t}\left|X_{s}^{\gamma}-X_{s}^{0}\right|_{d} \mathrm{~d} s\right] \\
& \geq-K_{1} \mathrm{E}_{x}\left[\left|X_{\tau}^{\gamma}-X_{\tau}^{0}\right|_{d}\right]-K_{1} T \sup _{s \in[0, T-t]} \mathrm{E}_{x}\left[\left|X_{s}^{\gamma}-X_{s}^{0}\right|_{d}\right]-2 \eta
\end{aligned}
$$

where $K_{1}$ comes from (4.6). The first inequality is by the choice of ( $n^{\gamma}, \nu^{\gamma}$ ) and $\tau$. The second inequality is by the definition of $\bar{\nu}$, i.e., $\frac{\mathrm{d} \bar{\nu}_{s}(\omega)}{\mathrm{d} s(\omega)}=\left|n_{s}^{\hbar}(\omega)\right|_{\hbar} \leq 1$ for all $\omega \in \Omega$ and that $f^{\gamma} \geq f$ by (4.11). The last inequality is by Fubini's theorem and taking supremum inside the integral. Using Theorem 4.11 combined with $\mathrm{E}_{x}\left[\mid \nu_{T-t}^{\gamma}\right] \leq K_{6}$ from Lemma 4.8 we have that

$$
u^{\gamma}(t, x)-\bar{v}(t, x) \geq-K_{1}(1+T) \gamma K_{7} K_{6}-2 \eta,
$$

and passing to the limit inferior as $\gamma \downarrow 0$ we get

$$
\underline{u}(t, x)-\bar{v}(t, x) \geq-2 \eta .
$$

By the arbitrariness of $\eta$, we obtain $\underline{u}(t, x) \geq \bar{v}(t, x)$.
We prove now that $\bar{u}(t, x) \leq \underline{v}(t, x)$. Let $\tau_{\gamma} \in \mathcal{T}_{t}$ be an $\eta$-optimal stopping time for $u^{\gamma}$ and let $(n, \nu) \in \mathcal{A}_{t}^{\hbar}$ be an $\eta$-optimal control for $\underline{v}(t, x)$. Notice that since $(n, \nu) \in \mathcal{A}_{t}^{\hbar} \subset \mathcal{A}_{t}^{d}$, we have $X_{s}^{[n, \nu], \gamma}(\omega)=X_{s}^{[n, \nu], 0}(\omega)$ for all $s \in[0, T-t]$,
almost every $\omega \in \Omega$. Thus

$$
\begin{aligned}
u^{\gamma}(t, x)-\underline{v}(t, x) & \leq \mathcal{J}_{t, x}^{\gamma}\left(n, \nu, \tau_{\gamma}\right)-\mathcal{J}_{t, x}\left(n, \nu, \tau_{\gamma}\right)+2 \eta \\
& =\mathrm{E}_{x}\left[\int_{\left[0, \tau_{\gamma}\right]} e^{-r s}\left(f^{\gamma}(t+s)-f(t+s)\right) \mathrm{d} \nu_{s}\right]+2 \eta \\
& \leq \sqrt{\gamma} K_{1} \mathrm{E}_{x}\left[\left|\nu_{T-t}\right|\right]+2 \eta \\
& \leq \sqrt{\gamma} K_{1} K_{6}+2 \eta .
\end{aligned}
$$

The first inequality is by the choice of $\tau_{\gamma}$ and $(n, \nu)$; the equality is because the two processes are indistinguishable; the second inequality is by the definition of $f^{\gamma}$ and thus $f^{\gamma} \leq f+\sqrt{\gamma} K_{1}$ (see (4.11)); the third inequality is by Remark 4.9. Passing to the limit superior as $\gamma \downarrow 0$ and by the arbitrariness of $\eta$ we get $\bar{u}(t, x) \leq \underline{v}(t, x)$ and we have $\lim _{\gamma \rightarrow 0} u^{\gamma}(t, x)=\underline{v}(t, x)=\bar{v}(t, x)=v(t, x)$.

Using that $\gamma \in(0,1)$, we obtain

$$
\left|u^{\gamma}(t, x)-v(t, x)\right| \leq K_{1} K_{6}\left(1+K_{7}(1+T)\right) \gamma^{\frac{1}{2}}
$$

for all $(t, x) \in \mathbb{R}_{0, T}^{d+1}$, with $K_{1}$ from (4.6), $K_{6}=K_{6}(x)$ from Lemma 4.8 and $K_{7}$ as in Theorem 4.11. Since $K_{6}=K_{6}(x)$ is dependent continuously on $x$, let $\mathcal{K} \subset \mathbb{R}_{0, T}^{d+1}$ be a compact, we have that

$$
\sup _{(t, x) \in \mathcal{K}}\left|u^{\gamma}(t, x)-v(t, x)\right| \leq C_{\mathcal{K}} \gamma^{\frac{1}{2}}
$$

with $C_{\mathcal{K}}:=K_{1}\left(1+K_{7}(1+T)\right) \max _{(t, x) \in \mathcal{K}} K_{6}(x)$.
We show the optimality of the stopping time defined in (4.9). We follow an approach that can be found for example in [13, Thm. 4.12].

Theorem 4.13 For any given $(t, x) \in \mathbb{R}_{0, T}^{d+1}$ and any admissible control $(n, \nu) \in$ $\mathcal{A}_{t}^{\hbar}$, the stopping time $\tau_{*}=\tau_{*}(t, x ; n, \nu) \in \mathcal{T}_{t}$ defined under $\mathrm{P}_{x}$ as

$$
\begin{equation*}
\tau_{*}:=\inf \left\{s \geq 0 \mid v\left(t+s, X_{s}^{[n, \nu]}\right)=g\left(t+s, X_{s}^{[n, \nu]}\right)\right\} \wedge(T-t) \tag{4.26}
\end{equation*}
$$

is optimal for the stopper.

Proof. Let $(t, x) \in \mathbb{R}_{0, T}^{d+1}$ and $(n, \nu) \in \mathcal{A}_{t}^{\hbar}$. Define

$$
\tau_{*}^{\gamma}:=\inf \left\{s \geq 0 \mid u^{\gamma}\left(t+s, X_{s}^{[n, \nu]}\right) \leq g\left(t+s, X_{s}^{[n, \nu]}\right)\right\} \wedge(T-t) .
$$

We first prove that

$$
\begin{equation*}
\liminf _{\gamma \rightarrow 0} \tau_{*}^{\gamma} \geq \tau_{*} \tag{4.27}
\end{equation*}
$$

Fix $\omega \in \Omega$. If $\tau_{*}(\omega)=0$, then (4.27) holds. If $\tau_{*}(\omega)>0$, we pick $\delta>0$ such that $\delta<\tau_{*}(\omega)$. By the same arguments that lead to the optimality of $\tau_{*}$ in the proof of Theorem 3.33, we have that $\tau_{0}=\tau_{*}$ for almost every $\omega \in \Omega$ and $\Delta \nu_{\tau_{*}}=0$, i.e., $X_{\tau_{0}-}^{[n, \nu]}=X_{\tau_{*}-}^{[n, \nu]}=X_{\tau_{*}}^{[n, \nu]}$, where

$$
\tau_{0}=\inf \left\{s \geq 0 \mid v\left(t+s, X_{s-}^{[n, \nu]}\right)-g\left(t+s, X_{s-}^{[n, \nu]}\right)=0\right\} .
$$

We have that the sequence $\left(\tau_{\eta}\right)_{\eta \in(0,1)}$ with

$$
\tau_{\eta}:=\inf \left\{s \geq 0 \mid v\left(t+s, X_{s}^{[n, \nu]}\right)-g\left(t+s, X_{s}^{[n, \nu]}\right) \leq \eta\right\}
$$

admits a strictly increasing subsequence $\left(\tau_{\eta_{m}}\right)_{m \in \mathbb{N}}$ for almost every $\omega \in \Omega$, i.e., there exists an $\Omega_{0} \subset \Omega$ with $\mathrm{P}\left(\Omega_{0}\right)=1$ where $\tau_{\eta_{m}}(\omega) \uparrow \tau_{0}(\omega)$ for all $\omega$ as $m \rightarrow \infty$. Moreover,

$$
\lim _{m \rightarrow \infty} X_{\tau_{\eta m}}^{[n, \nu]}=X_{\tau_{0}-}^{[n, \nu]}
$$

holds for all $\omega \in \Omega_{0}$. It means that there exists a constant $C_{\omega}>0$ such that

$$
\inf _{0 \leq s \leq \delta}\left(v\left(t+s, X_{s}^{[n, \nu]}(\omega)\right)-g\left(t+s, X_{s}^{[n, \nu]}(\omega)\right)\right) \geq C_{\omega},
$$

otherwise we would have that for all $\eta_{m}>0$ from the sequence above,

$$
\inf _{0 \leq s \leq \delta}\left(v\left(t+s, X_{s}^{[n, \nu]}(\omega)\right)-g\left(t+s, X_{s}^{[n, \nu]}(\omega)\right)\right)<\eta_{m}
$$

and the inequality would imply that $\tau_{\eta_{m}} \leq \delta$ for all $m \in \mathbb{N}$. Since $\tau_{\eta_{m}} \uparrow \tau_{*}>\delta$, we reach a contradiction.

Moreover $(n, \nu) \in \mathcal{A}_{t}^{\hbar}$ is fixed, therefore we have that the second moment of
the controlled process is finite and thus there exists a compact $\mathcal{K}_{\omega} \subset \mathbb{R}_{0, T}^{d+1}$ such that the trajectory of $X^{n, \nu}$ lies in it

$$
\left\{\left(t+s, X_{s}^{[n, \nu]}\right): s \in[0, \delta]\right\} \subset \mathcal{K}_{\omega}
$$

By Theorem 4.12, we have that there exists a $\gamma^{\prime}$ such that for all $0<\gamma \leq \gamma^{\prime}$ :

$$
\sup _{(t, x) \in \mathcal{K}_{\omega}}\left|u^{\gamma}(t, x)-v(t, x)\right|<\frac{C_{\omega}}{2}
$$

and it follows

$$
\inf _{0 \leq s \leq \delta}\left|u^{\gamma}\left(t+s, X_{s}^{[n, \nu]}(\omega)\right)-g\left(t+s, X_{s}^{[n, \nu]}(\omega)\right)\right| \geq \frac{C_{\omega}}{2} .
$$

It means that $\tau_{*}^{\gamma}>\delta$ for $0<\gamma \leq \gamma^{\prime}$, and

$$
\liminf _{\gamma \rightarrow 0} \tau_{*}^{\gamma} \geq \delta
$$

Sending $\delta \uparrow \tau_{*}$ we have that (4.27) holds and we obtain

$$
\begin{equation*}
\lim _{\gamma \rightarrow 0} \tau_{*}^{\gamma} \wedge \tau_{*}=\tau_{*} \tag{4.28}
\end{equation*}
$$

with $\tau_{*}$ as in (4.26).
Fix $\eta>0$ and consider the stopping time

$$
\tau_{\eta}^{\gamma}:=\inf \left\{s \geq 0 \mid u^{\gamma}\left(t+s, X_{s}^{[n, \nu]}\right) \leq g\left(t+s, X_{s}^{[n, \nu]}\right)+\eta\right\}
$$

Since $(n, \nu) \in \mathcal{A}_{t}^{\hbar}$, then $(n, \nu)$ is admissible for the class $\mathcal{A}_{t}^{d}$ (precisely, $n \mapsto \hat{n}:=$ $(n, \mathbf{0}) \in \mathbb{R}^{\hbar} \times \mathbb{R}^{d-\hbar}$, we have that $\left.(\hat{n}, \nu) \in \mathcal{A}_{t}^{d}\right)$. By the arguments in proof of Theorem 3.33 about the optimality of $\tau_{*}$ therein, we have that $\tau_{\eta}^{\gamma} \uparrow \tau_{*}^{\gamma}$ as $\eta \downarrow 0$. By the first line of (3.124) with $g$ and $\tau_{\eta}$ therein replaced by $u^{\gamma}$ and $\tau_{\eta}^{\gamma} \wedge \tau_{*}$, respectively, we have

$$
\begin{aligned}
u^{\gamma}(t, x) \leq \eta+\mathrm{E}_{x}[ & e^{-r\left(\tau_{\eta}^{\gamma} \wedge \tau_{*}\right)} u^{\gamma}\left(t+\tau_{\eta}^{\gamma} \wedge \tau_{*}, X_{\tau_{\eta}^{\gamma} \wedge \tau_{*}}^{[n, \nu]}\right)+\int_{0}^{\tau_{\eta}^{\gamma} \wedge \tau_{*}} e^{-r s} h\left(t+s, X_{s}^{[n, \nu]}\right) \mathrm{d} s \\
& \left.+\int_{\left[0, \tau_{\eta}^{\gamma} \wedge \tau_{*}\right]} e^{-r s} f^{\gamma}(t+s) \mathrm{d} \nu_{s}\right]
\end{aligned}
$$

Sending $\eta \downarrow 0$, by dominated convergence theorem we obtain

$$
\begin{aligned}
u^{\gamma}(t, x) \leq \mathrm{E}_{x}[ & e^{-r\left(\tau_{*}^{\gamma} \wedge \tau_{*}\right)} u^{\gamma}\left(t+\tau_{*}^{\gamma} \wedge \tau_{*}, X_{\tau_{*}^{\gamma}}^{[n, \nu]}\right)+\int_{0}^{\tau_{*}^{\gamma} \wedge \tau_{*}} e^{-r s} h\left(t+s, X_{s}^{[n, \nu]}\right) \mathrm{d} s \\
& \left.+\int_{\left[0, \tau_{*}^{\gamma} \wedge \tau_{*}\right]} e^{-r s} f^{\gamma}(t+s) \mathrm{d} \nu_{s}\right]
\end{aligned}
$$

Finally, sending $\gamma \downarrow 0$ we have that

$$
\begin{aligned}
v(t, x) \leq \lim _{\gamma \rightarrow 0} \mathrm{E}_{x}[ & e^{-r\left(\tau_{*}^{\gamma} \wedge \tau_{*}\right)} u^{\gamma}\left(t+\tau_{*}^{\gamma} \wedge \tau_{*}, X_{\tau_{*}}^{[n, \nu] \tau_{*}}\right)+\int_{0}^{\tau_{*}^{\gamma} \wedge \tau_{*}} e^{-r s} h\left(t+s, X_{s}^{[n, \nu]}\right) \mathrm{d} s \\
& \left.+\int_{\left[0, \tau_{*}^{\gamma} \wedge \tau_{*}\right]} e^{-r s} f^{\gamma}(t+s) \mathrm{d} \nu_{s}\right] .
\end{aligned}
$$

Using that $(n, \nu) \in \mathcal{A}_{t}^{\hbar}, f$ is bounded, the functions $g$ and $h$ have linear growth, dominated convergence theorem applies and we obtain by (4.28) that

$$
\begin{aligned}
v(t, x) \leq \mathbf{E}_{x}[ & e^{-r \tau_{*}} g\left(t+\tau_{*}, X_{\tau_{*}}^{[n, \nu]}\right)+\int_{0}^{\tau_{*}} e^{-r s} h\left(t+s, X_{s}^{[n, \nu]}\right) \mathrm{d} s \\
& \left.+\int_{\left[0, \tau_{*}\right]} e^{-r s} f(t+s) \mathrm{d} \nu_{s}\right] .
\end{aligned}
$$

Thus, the strategy $\tau_{*}$ is optimal for the stopper.
The next remark shows that the value function $v$ of the game does not change if we impose the controller to use only absolute continuous controls.

Remark 4.14: Remark 3.34 says that

$$
u^{\gamma}(t, x)=\inf _{(n, \nu) \in \mathcal{A}_{t}^{d, \circ}} \sup _{\tau \in \mathcal{T}_{t}} \mathcal{J}_{t, x}^{\gamma}(n, \nu, \tau)=\sup _{\tau \in \mathcal{T}_{t}} \inf _{(n, \nu) \in \mathcal{A}_{t}^{d, o}} \mathcal{J}_{t, x}^{\gamma}(n, \nu, \tau),
$$

where $\mathcal{A}_{t}^{d, \circ}:=\left\{(n, \nu) \in \mathcal{A}_{t}^{d} \mid \nu\right.$ is absolutely continuous $\}$. We introduce the lower and upper value functions of the games with absolutely continuous admissible controls:

$$
\underline{v}^{\circ}(t, x)=\sup _{\tau \in \mathcal{T}_{t}} \inf _{(n, \nu) \in \mathcal{A}_{t}^{\hbar, \circ}} \mathcal{J}_{t, x}(n, \nu, \tau) \quad \text { and } \quad \bar{v}^{\circ}(t, x)=\inf _{(n, \nu) \in \mathcal{A}_{t}^{\mathcal{H}_{t}, 0}} \sup _{\tau \in \mathcal{T}_{t}} \mathcal{J}_{t, x}(n, \nu, \tau) .
$$

Repeating the proof of Theorem 4.12 replacing $\underline{v}$ and $\bar{v}$ therein with $\underline{v}^{\circ}$ and $\bar{v}^{\circ}$,
respectively, we get that $\lim _{\gamma \rightarrow 0} u^{\gamma}=v^{0}(t, x)$ and

$$
v^{0}(t, x)=\inf _{(n, \nu) \in \mathcal{A}_{t}^{k, 0}} \sup _{\tau \in \mathcal{T}_{t}} \mathcal{J}_{t, x}(n, \nu, \tau)=\sup _{\tau \in \mathcal{T}_{t}} \inf _{(n, \nu) \in \mathcal{A}_{t}^{\hbar, o}} \mathcal{J}_{t, x}(n, \nu, \tau) .
$$

Since the limit is unique, then we have that $v^{0}=v$ with $v$ as in Theorem 4.12.

### 4.2 Degenerate Processes

In this section, we relax the local ellipticity condition on the diffusion coefficient of the SDEs which we assumed in Chapter 3. We prove that stochastic games played with this new type of processes admit a value under a new set of assumptions. We use an approximation procedure to perturb the original process with a parametrised non-degenerate noise. The approximated games satisfy assumptions of Chapter 3 and we can apply results therein. The family of value functions admits a a convergent subsequence that converges to the the value of the original game. Moreover, we provide an optimal strategy for the stopper.

### 4.2.1 The Problem

We consider a zero-sum game as in Chapter 3 where there are still two players, a stopper (maximiser) and a controller (minimiser). In this new type of game we allow the diffusion coefficient (see $\sigma$ in (4.29)) to be degenerate.

We repeat briefly the model without giving the full details which can be found in Chapter 3. Let $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right)_{t}, \mathrm{P}\right)$ be a stochastic basis on which an adapted $d^{\prime}$-dimensional Brownian motion $\left(W_{t}\right)_{t}$ is defined. Let $T$ be the terminal time, and $b: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ and $\sigma: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d} \times \mathbb{R}^{d^{\prime}}$ be measurable functions. Denote

$$
\mathcal{T}_{t}:=\{\tau \mid \tau \text { is a stopping time, } \tau \leq T-t\} .
$$

We define by $\mathcal{A}_{t}$ the class of admissible controls as

$$
\mathcal{A}_{t}:=\left\{(n, \nu) \left\lvert\, \begin{array}{l}
\left(n_{s}\right)_{s \in[0, \infty)} \text { is progressively measurable, } \mathbb{R}^{d} \text { valued, } \\
\text { with }\left|n_{s}\right|_{d}=1, \text { P-a.s. } \forall s \in[0, \infty) ; \\
\left(\nu_{s}\right)_{s \in[0, \infty)} \text { is } \mathbb{F} \text {-adapted, real valued, non-decreasing and } \\
\text { right-continuous with } \nu_{0-}=0, \text { P-a.s., and } \mathrm{E}\left[\left|\nu_{T-t}\right|^{2}\right]<\infty
\end{array}\right.\right\} .
$$

Consider the following $d$-dimensional controlled stochastic differential equation. We will use the notation $X_{s}^{[n, \nu]}$ to underline that the process is controlled by $(n, \nu)$ :

$$
\begin{cases}\mathrm{d} X_{s}^{[n, \nu]}=b\left(X_{s}^{[n, \nu]}\right) \mathrm{d} s+\sigma\left(X_{s}^{[n, \nu]}\right) \mathrm{d} W_{s}+n_{s} \mathrm{~d} \nu_{s}, & 0 \leq s \leq T  \tag{4.29}\\ X_{0-}^{n, \xi}=x\end{cases}
$$

Since $\sigma \in \mathbb{R}^{d \times d^{\prime}}$, the resulting matrix $a(x):=\left(\sigma \sigma^{\top}\right)(x) \in \mathbb{R}^{d \times d}$ is a positivesemidefinite matrix which means that the matrix $a(x)$ can be singular, i.e., there can be points $x \in \mathbb{R}^{d}$ and $\zeta \in \mathbb{R}^{d}$ such that

$$
\langle\zeta, a(x) \zeta\rangle=0
$$

or, alternatively, that $\operatorname{det}(a(x))=0$ for some $x \in \mathbb{R}^{d}$.
Remark 4.15: In Chapters 3 and 4, we required that $d \leq d^{\prime}$ because we assumed the diffusion coefficient to be non-degenerate. In the case where $d>d^{\prime}$, the diffusion coefficient is always degenerate because $\operatorname{det}(a(x))=0$ for all $x \in \mathbb{R}^{d}$.

The players are playing the same zero-sum game introduced in (3.2) and we show it below for completeness

$$
\begin{gather*}
\mathcal{J}_{t, x}(n, \nu, \tau)=\mathrm{E}_{x}\left[e^{-r \tau} g\left(t+\tau, X_{\tau}^{[n, \nu]}\right)+\int_{0}^{\tau} e^{-r s} h\left(t+s, X_{s}^{[n, \nu]}\right) \mathrm{d} s\right.  \tag{4.30}\\
\\
\left.+\int_{[0, \tau]} e^{-r s} f(t+s) \circ \mathrm{d} \nu_{s}\right] .
\end{gather*}
$$

In this setting, the function $f$ is independent on the state space, and the integral
defined in (4.30) is now consistent with the Riemann-Stieltjes integral, i.e.,

$$
\int_{[0, \tau]} e^{-r s} f(t+s) \circ \mathrm{d} \nu_{s}=\int_{0}^{\tau} e^{-r s} f(t+s) \mathrm{d} \nu_{s}
$$

as in (4.2).
We define

$$
\begin{equation*}
\underline{v}(t, x):=\sup _{\tau \in \mathcal{T}_{t}} \inf _{(n, \nu) \in \mathcal{A}_{t}} \mathcal{J}_{t, x}(n, \nu, \tau) \text {, and } \bar{v}(t, x):=\inf _{(n, \nu) \in \mathcal{A}_{t}} \sup _{\tau \in \mathcal{T}_{t}} \mathcal{J}_{t, x}(n, \nu, \tau), \tag{4.31}
\end{equation*}
$$

so that $\underline{v}(t, x) \leq \bar{v}(t, x)$. If the equality holds then we say that the game admits a value:

$$
\begin{equation*}
v(t, x):=\underline{v}(t, x)=\bar{v}(t, x) . \tag{4.32}
\end{equation*}
$$

The local ellipticity condition in Assumption 3.4 does not hold anymore. Indeed, we allow the diffusion coefficient to be degenerate and thus (3.10) fails. This implies that some of the proofs in Chapter 3 are not valid anymore, in particular, Propositions 3.17 and 3.22, Lemma 3.29 and the argument in Section B.6.

We recall that $\mathcal{L}$ denotes the infinitesimal generator of the uncontrolled process $X^{\left[e_{1}, 0\right]}$ (where $e_{1}$ is the unit vector with 1 in the first entry) and it reads

$$
\begin{equation*}
(\mathcal{L} \varphi)(x)=\frac{1}{2} \operatorname{tr}\left(a(x) D^{2} \varphi(x)\right)+\langle b(x), \nabla \varphi(x)\rangle . \tag{4.33}
\end{equation*}
$$

Next we give assumptions under which we obtain our main result (Theorem 4.18).

Assumption 4.16 (Controlled SDE) The functions $b$ and $\sigma$ are continuously differentiable on $\mathbb{R}^{d}$ and Lipschitz with constant $D_{1}$, i.e.,

$$
\begin{equation*}
|b(x)-b(y)|_{d}+|\sigma(x)-\sigma(y)|_{d \times d^{\prime}} \leq D_{1}|x-y|_{d}, \quad \text { for all } x, y \in \mathbb{R}^{d} . \tag{4.34}
\end{equation*}
$$

The matrix $\sigma$ is such that there exists $D_{2}>0$ such that

$$
\begin{equation*}
|\sigma(x)|_{d \times d^{\prime}} \leq D_{2}\left(1+|x|_{d}\right)^{\frac{1}{2}}, \quad \text { for all } x \in \mathbb{R}^{d} \tag{4.35}
\end{equation*}
$$

Thanks to (4.34), we can assume that there exists $D_{2}$ such that

$$
|b(x)|_{d} \leq D_{2}\left(1+|x|_{d}\right), \quad \text { for all } x \in \mathbb{R}^{d}
$$

and without loss of generality we can assume that $D_{2}$ is the same of (4.35).
Assumption 4.17 (Functions $f, g, h$ ) For the functions $f, g, h: \mathbb{R}_{0, T}^{d+1} \rightarrow[0, \infty)$ the following hold:
(i) $g \in C_{\ell o c}^{1,2, \alpha}\left(\mathbb{R}_{0, T}^{d+1}\right)$ and $h \in C_{\ell o c}^{0,1, \alpha}\left(\mathbb{R}_{0, T}^{d+1}\right)$ for some $\alpha \in(0,1)$;
(ii) $f$ is non-increasing, positive and $f^{2}$ is differentiable;
(iii) there is $K_{0} \in(0, \infty)$ such that for all $0 \leq s<t \leq T$ and all $x \in \mathbb{R}_{0, T}^{d+1}$

$$
h(t, x)-h(s, x) \leq K_{0}(t-s) \quad \text { and } \quad g(t, x)-g(s, x) \leq K_{0}(t-s) ;
$$

(iv) there is $K_{1} \in(0, \infty)$ such that

$$
0 \leq|h(t, x)| \leq K_{1}\left(1+|x|_{d}^{2}\right), \quad \text { for }(t, x) \in \mathbb{R}_{0, T}^{d+1}
$$

(v) there is $K_{2} \in(0, \infty)$ and $\beta \in(0,1)$ such that

$$
\begin{equation*}
|h(t, x)-h(t, y)| \leq K_{2}\left(1+|x|_{d}+|y|_{d}\right)^{\beta}|x-y|_{d}, \quad \text { for }(t, x) \in \mathbb{R}_{0, T}^{d+1} \tag{4.36}
\end{equation*}
$$

(vi) $f$ and $g$ are such that

$$
\begin{equation*}
|\nabla g(t, x)|_{d} \leq f(t), \quad \text { for all }(t, x) \in \mathbb{R}_{0, T}^{d+1} \tag{4.37}
\end{equation*}
$$

(vii) there is $K_{3} \in(0, \infty)$ such that

$$
\left(h+\partial_{t} g+\mathcal{L} g-r g\right)(t, x) \geq-K_{3}, \quad \text { for all }(t, x) \in \mathbb{R}_{0, T}^{d+1}
$$

Notice that (ii) and (4.37) in Assumption 4.17 imply that

$$
\begin{equation*}
|\nabla g(t, x)| \leq f(0) \quad \text { for all }(t, x) \in \mathbb{R}_{0, T}^{d+1} \tag{4.38}
\end{equation*}
$$

A comment on these conditions can be found in Chapter 3 below Assumption 3.5.
We can now state the main result of the chapter.
Theorem 4.18 The game described above admits a value v (i.e., (4.32) holds). Moreover, for any given $(t, x) \in \mathbb{R}_{0, T}^{d+1}$ and any admissible control $(n, \nu) \in \mathcal{A}_{t}$, the stopping time $\tau_{*}=\tau_{*}(t, x ; n, \nu) \in \mathcal{T}_{t}$ defined under $\mathrm{P}_{x}$ as

$$
\tau_{*}:=\inf \left\{s \geq 0 \mid v\left(t+s, X_{s}^{[n, \nu]}\right)=g\left(t+s, X_{s}^{[n, \nu]}\right)\right\} \wedge(T-t)
$$

is optimal for the stopper.

### 4.2.2 Approximated Problem

The theory developed in Chapter 3 does not apply directly to this new type of game. Results proved by probabilistic arguments apply without changes to this class of games, but the results proved by analytic arguments fail.

### 4.2.3 Approximation Procedure

We introduce an approximating sequence of games to which the results from Chapter 3 apply. These games are indexed by a parameter $\theta$ and we obtain a family of value functions of these games. The existence of the value of the original game is found through a convergent subsequence in this family.

Fix a $\theta \in(0,1)$. For a given pair $(n, \nu) \in \mathcal{A}_{t}$ we consider the (controlled) stochastic differential equation:

$$
\mathrm{d} X_{s}^{[n, \nu], \theta}=b\left(X_{s}^{[n, \nu], \theta}\right) \mathrm{d} s+n_{s} \mathrm{~d} \nu_{s}+\sigma\left(X_{s}^{[n, \nu], \theta}\right) \mathrm{d} W_{s}+\theta I_{d} \mathrm{~d} \tilde{W}_{s}
$$

where $I_{d}$ is the $d$-dimensional identity matrix and $\tilde{W}$ is a $d$-dimensional Brownian motion independent from the original Brownian motion $W$. Let $\tau \in \mathcal{T}_{t}$, consider the same payoff defined in (4.30) but with $X^{[n, \nu], \theta}$ in the place of $X^{[n, \nu]}$ as underlying process, i.e.,

$$
\begin{gather*}
\mathcal{J}_{t, x}^{\theta}(n, \nu, \tau)=\mathrm{E}_{x}\left[e^{-r \tau} g\left(t+\tau, X_{\tau}^{[n, \nu], \theta}\right)+\int_{0}^{\tau} e^{-r s} h\left(t+s, X_{s}^{[n, \nu], \theta}\right) \mathrm{d} s\right.  \tag{4.39}\\
\\
\left.+\int_{[0, \tau]} e^{-r s} f(t+s) \mathrm{d} \nu_{s}\right] .
\end{gather*}
$$

We say that the game (4.30) admits a value if

$$
\begin{equation*}
u^{\theta}(t, x)=\sup _{\tau \in \mathcal{T}_{t}} \inf _{(n, \nu) \in \mathcal{A}_{t}} \mathcal{J}_{t, x}^{\theta}(n, \nu, \tau)=\inf _{(n, \nu) \in \mathcal{A}_{t}} \sup _{\tau \in \mathcal{T}_{t}} \mathcal{J}_{t, x}^{\theta}(n, \nu, \tau) . \tag{4.40}
\end{equation*}
$$

Since we add a noise $\theta I_{d} \mathrm{~d} \tilde{W}_{s}$ dependent on $\theta$, then the differential operator $\mathcal{L}$ defined in (4.33) changes in $\mathcal{L} \theta$. Indeed the matrix $a(x)$ becomes $a^{\theta}(x)=a(x)+\theta^{2} I_{d}$ which is non-degenerate because

$$
\begin{aligned}
\left\langle\zeta, a^{\theta}(x) \zeta\right\rangle & =\left\langle\zeta,\left(a(x)+\theta^{2} I_{d}\right) \zeta\right\rangle \\
& =\langle\zeta, a(x) \zeta\rangle+\theta^{2}|\zeta|_{d}^{2} \\
& \geq \theta^{2}|\zeta|_{d}^{2}
\end{aligned}
$$

for all $x, \zeta \in \mathbb{R}^{d}$. This game satisfies the Assumptions 3.4 and 3.5 and we are allowed to apply Theorem 3.6 with $a$ replaced by $a^{\theta}$. For simplicity we collect the results from Chapter 3 that we need in the next two theorems.

Theorem 4.19 The game described above admits a value function $u^{\theta}$ (i.e., (4.40) holds). Moreover, for any given $(t, x) \in \mathbb{R}_{0, T}^{d+1}$ and any admissible control $(n, \nu) \in$ $\mathcal{A}_{t}$, the stopping time $\tau_{*}^{\theta}=\tau_{*}^{\theta}(t, x ; n, \nu) \in \mathcal{T}_{t}$ defined under $\mathrm{P}_{x}$ as

$$
\begin{equation*}
\tau_{*}^{\theta}:=\inf \left\{s \geq 0 \mid u^{\theta}\left(t+s, X_{s}^{[n, \nu], \theta}\right)=g\left(t+s, X_{s}^{[n, \nu], \theta}\right)\right\} \wedge(T-t) \tag{4.41}
\end{equation*}
$$

is optimal for the stopper.
If we assume that the function $h$ is uniformly Lipschitz in $x$, then the theorem still holds even if we drop (4.35) in Assumption 4.16.

Lemma 4.20 For any $\theta \in(0,1)$, the function $u^{\theta}$ belongs to $\left(C_{\ell o c}^{0,1, \gamma} \cap W_{\ell o c}^{1,2, p}\right)\left(\mathbb{R}_{0, T}^{d+1}\right)$ for $\gamma \in(0,1)$ and $p \in(1, \infty)$. Moreover

$$
\begin{aligned}
& 0 \leq\left|u^{\theta}(t, x)\right| \leq K_{4}\left(1+|x|_{d}^{2}\right), \\
& \left|\nabla u^{\theta}(t, x)\right|_{d} \leq f(t)
\end{aligned}
$$

where $K_{4}=K_{4}\left(T, D_{1}, K_{1}\right)$ with $D_{1}$ and $K_{1}$ from Assumptions 4.16 and 4.17, respectively, and it is independent of $\theta$.

The Assumptions 4.16 and 4.17 are slightly different from Assumptions 4.1
and 4.2 in Section 4.1. Using Lemma 3.13 in order to repeat and complete the proof of Lemma 4.8 for $u^{\theta}$, it is straightforward to show that:

Lemma 4.21 There exists a $K_{6}=K_{6}\left(x ; T, f(T), K_{4}, D_{1}\right)$ independent of $\theta$ such that

$$
u^{\theta}(t, x)=\inf _{(n, \nu) \in \mathcal{A}_{t, x}^{o p t}} \sup _{\tau \in \mathcal{T}_{t}} \mathcal{J}_{t, x}^{\theta}(n, \nu, \tau)=\sup _{\tau \in \mathcal{T}_{t}} \inf _{(n, \nu) \in \mathcal{A}_{t, x}^{o p t}} \mathcal{J}_{t, x}^{\theta}(n, \nu, \tau)
$$

where $\mathcal{A}_{t, x}^{\text {opt }}:=\left\{(n, \nu) \in \mathcal{A}_{t} \mid \mathrm{E}_{x}\left[\nu_{T-t}\right] \leq K_{6}\right\}$ and

$$
K_{6}:=\frac{e^{r T} K_{4}}{f(T)}\left(1+|x|_{d}^{2}\right)
$$

independent of $\theta$ and $K_{4}=K_{4}\left(T, D_{2}, K_{1}\right)$ from Lemma 4.20.
Remark 4.22: The result in Lemma 4.21 can be extended to $\underline{v}(t, x)$ and we obtain that

$$
\underline{v}(t, x)=\sup _{\tau \in \mathcal{T}_{t}} \inf _{(n, \nu) \in \mathcal{A}_{t, x}^{\text {opt }}} \mathcal{J}_{t, x}(n, \nu, \tau)=\inf _{(n, \nu) \in \mathcal{A}_{t, x}^{\text {opt }}} \sup _{\tau \in \mathcal{T}_{t}} \mathcal{J}_{t, x}(n, \nu, \tau),
$$

with $\mathcal{A}_{t, x}^{\text {opt }}=\left\{(n, \nu) \in \mathcal{A}_{t} \mid \mathrm{E}_{x}\left[\nu_{T-t}\right] \leq K_{6}\right\}$ and $K_{6}$ as in Lemma 4.21.
The proof follows the steps of the proofs of Lemmas 4.8 and 4.21.

We state a classical inequality which will be used in the next theorem: for all $p \in[1, \infty)$, the following inequality holds

$$
\begin{equation*}
\left(\sum_{i=1}^{d} x_{i}\right)^{p} \leq d^{p-1}\left(\sum_{i=1}^{d}\left|x_{i}\right|^{p}\right) \tag{4.42}
\end{equation*}
$$

for all $x \in \mathbb{R}^{d}$.
We show in the next theorem the rate of convergence of the process with the noise to the process without the noise.

Theorem 4.23 Fix $(t, x) \in \mathbb{R}_{0, T}^{d+1}$ and $\beta \in(0,1)$. For any $(n, \nu) \in \mathcal{A}_{t}$, we have

$$
\begin{equation*}
\mathrm{E}_{x}\left[\sup _{s \in[0, T-t]}\left|X_{s}^{[n, \nu], \theta}-X_{s}^{[n, \nu], 0}\right|_{d}^{\frac{1}{1-\beta}}\right] \leq \theta K_{7}, \tag{4.43}
\end{equation*}
$$

where $K_{7}=K_{7}\left(D_{1}, d, T, \beta\right)$ with $D_{1}$ from Assumption 4.16. Moreover, it holds

$$
\begin{equation*}
\left.\mathrm{E}_{x}\left[\sup _{s \in[0, T-t]} \mid X_{s}^{[n, \nu], \theta}\right]\right] \leq K_{8} \mathrm{E}_{x}\left[\nu_{T-t}\right] \tag{4.44}
\end{equation*}
$$

where $K_{8}=K_{8}\left(d, T, D_{2}\right)$ independent of $\theta$.
Proof. For simplicity denote $X^{[n, \nu], \theta}, X^{[n, \nu], 0}$ and the difference process $X^{[n, \nu], \theta}-$ $X^{[n, \nu], 0}$ by $X^{\theta}, X^{0}$ and $J^{\theta}$, respectively. Taking the supremum over time and the expectation we get

$$
\begin{align*}
\mathrm{E}_{x}\left[\sup _{\lambda \in[0, s]}\left|J_{\lambda}^{\theta}\right|_{d}^{\frac{1}{1-\beta}}\right] \leq 3^{\frac{\beta}{1-\beta}} \mathrm{E}_{x} & \sup _{\lambda \in[0, s]}\left(\left|\int_{0}^{\lambda}\left(b\left(X_{r}^{\theta}\right)-b\left(X_{r}^{0}\right)\right) \mathrm{d} r\right|_{d}^{\frac{1}{1-\beta}}+\left|\theta I_{d} \tilde{W}_{\lambda}\right|_{d}^{\frac{1}{1-\beta}}\right. \\
& \left.\left.+\left|\int_{0}^{\lambda}\left(\sigma\left(X_{r}^{\theta}\right)-\sigma\left(X_{r}^{0}\right)\right) \mathrm{d} W_{r}\right|_{d}^{\frac{1}{1-\beta}}\right)\right] \tag{4.45}
\end{align*}
$$

where the inequality follows by the definition of $J^{\theta}$ and (4.42). The first term on the right-hand side of (4.45) is bounded from above using the Hölder's inequality and the Lipschitz property of $b$ (see (4.34))

$$
\begin{aligned}
\mathrm{E}_{x}\left[\sup _{\lambda \in[0, s]}\left|\int_{0}^{\lambda}\left(b\left(X_{r}^{\theta}\right)-b\left(X_{r}^{0}\right)\right) \mathrm{d} r\right|_{d}^{\frac{1}{1-\beta}}\right] & \leq \mathrm{E}_{x}\left[\sup _{\lambda \in[0, s]} \lambda^{\frac{1}{\beta}} \int_{0}^{\lambda}\left|b\left(X_{r}^{\theta}\right)-b\left(X_{r}^{0}\right)\right|_{d}^{\frac{1}{1-\beta}} \mathrm{d} r\right] \\
& \leq \mathrm{E}_{x}\left[T^{\frac{1}{\beta}} D_{1}^{\frac{1}{1-\beta}} \int_{0}^{s} \sup _{r \in[0, \lambda]}\left|J_{r}^{\theta}\right|_{d}^{\frac{1}{1-\beta}} \mathrm{d} r\right]
\end{aligned}
$$

the second term of the right-hand side of (4.45) is bounded from above using the Doob's maximal inequality applied to $\tilde{W}$

$$
\mathrm{E}_{x}\left[\sup _{\lambda \in[0, s]}\left|\theta I_{d} \tilde{W}_{\lambda}\right|_{d}^{\frac{1}{1-\beta}}\right] \leq \mathrm{E}_{x}\left[d\left(\frac{1}{\beta} \theta\left|Z_{T}\right|\right)^{\frac{1}{1-\beta}}\right] \leq \kappa_{1} \theta^{\frac{1}{1-\beta}}
$$

where $Z_{T}$ is an independent normal random variable distributed as $\mathcal{N}(0, T)$ and $\kappa_{1}=d \mathbf{E}_{x}\left[\left(\frac{1}{\beta}\left|Z_{T}\right|\right)^{\frac{1}{1-\beta}}\right]$; the last term on the right-hand side of (4.45) is bounded
from above using [48, Cor. 2.5.11]

$$
\begin{aligned}
\mathrm{E}_{x}\left[\sup _{\lambda \in[0, s]} \mid\right. & \left.\left.\int_{0}^{\lambda}\left(\sigma\left(X_{r}^{\theta}\right)-\sigma\left(X_{r}^{0}\right)\right) \mathrm{d} W_{r}\right|_{d} ^{\frac{1}{1-\beta}}\right] \\
& \leq 2^{\frac{1}{2-2 \beta}+2} \frac{\beta}{1-\beta} s^{\frac{1}{2-2 \beta}-1} \mathrm{E}_{x}\left[\int_{0}^{s}\left|\sigma\left(X_{r}^{\theta}\right)-\sigma\left(X_{r}^{0}\right)\right|_{d \times d^{\prime}}^{\frac{1}{1-\beta}} \mathrm{d} r\right] \\
& \leq \kappa_{2} \mathrm{E}_{x}\left[D_{1}^{\frac{1}{1-\beta}} \int_{0}^{s} \sup _{r \in[0, \lambda]}\left|J_{r}^{\theta}\right|_{d}^{\frac{1}{1-\beta}} \mathrm{d} r\right],
\end{aligned}
$$

where $\kappa_{2}=\kappa_{2}(T, \beta)=2^{\frac{5-4 \beta}{2-2 \beta}} \frac{\beta}{1-\beta} T^{\frac{2 \beta-1}{2-2 \beta}}$ and $D_{1}$ comes from (4.34). Using the three inequalities above in (4.45) we get

$$
\mathrm{E}_{x}\left[\sup _{\lambda \in[0, s]}\left|J_{\lambda}^{\theta}\right|_{d}^{\frac{1}{1-\beta}}\right] \leq 3^{\frac{\beta}{1-\beta}} \mathrm{E}_{x}\left[D_{1}^{\frac{1}{1-\beta}}\left(1+\kappa_{2}\right) \int_{0}^{s} \sup _{r \in[0, \lambda]}\left|J_{r}^{\theta}\right|_{d}^{\frac{1}{1-\beta}} \mathrm{d} \lambda+\kappa_{1} \theta^{\frac{1}{1-\beta}}\right] .
$$

By Gronwall's lemma we get for all $s \in[0, T-t]$

$$
\mathrm{E}_{x}\left[\sup _{\lambda \in[0, s]}\left|X_{\lambda}^{\theta}-X_{\lambda}^{0}\right|_{d}\right]=\mathrm{E}_{x}\left[\sup _{\lambda \in[0, s]}\left|J_{\lambda}^{\theta}\right|_{d}\right] \leq \theta^{\frac{1}{1-\beta}} K_{7}
$$

with $K_{7}=K_{7}\left(D_{1}, d, \beta, T\right)$ independent of $(n, \nu) \in \mathcal{A}_{t}$.
Now we prove (4.44). Let $(n, \nu) \in \mathcal{A}_{t}$ such that $\mathrm{E}\left[\nu_{T-t}\right] \leq K_{6}$ with $K_{6}$ as in Lemma 4.21. We have

$$
\begin{align*}
\mathrm{E}_{x}\left[\sup _{\lambda \in[0, s]}\left|X_{\lambda}^{\theta}\right|_{d}\right] \leq \mathrm{E}_{x}\left[\sup _{\lambda \in[0, s]}( \right. & \left|\int_{0}^{\lambda} b\left(X_{r}^{\theta}\right) \mathrm{d} r\right|_{d}+\left|\int_{0}^{\lambda} \sigma\left(X_{r}^{\theta}\right) \mathrm{d} W_{r}\right|_{d}  \tag{4.46}\\
& \left.\left.+\left|\int_{0}^{\lambda} \theta I_{d} \mathrm{~d} \tilde{W}_{r}\right|_{d}+\left|\int_{0}^{\lambda} n_{r} \mathrm{~d} \nu_{r}\right|_{d}\right)\right]
\end{align*}
$$

We now estimate all the terms above separately. The first term on the right-hand side of (4.46):

$$
\begin{aligned}
\mathrm{E}_{x}\left[\sup _{\lambda \in[0, s]}\left|\int_{0}^{\lambda} b\left(X_{r}^{\theta}\right) \mathrm{d} r\right|_{d}\right] & \leq \mathrm{E}_{x}\left[D_{2} \int_{0}^{s}\left(1+\sup _{r \in[0, \lambda]}\left|X_{r}^{\theta}\right|_{d}\right) \mathrm{d} \lambda\right] \\
& \leq T D_{2}+\mathrm{E}_{x}\left[D_{2} \int_{0}^{s} \sup _{r \in[0, \lambda]}\left|X_{r}^{\theta}\right|_{d} \mathrm{~d} \lambda\right]
\end{aligned}
$$

the second term on the right-hand side of (4.46):

$$
\begin{aligned}
\mathrm{E}_{x}\left[\sup _{\lambda \in[0, s]}\left|\int_{0}^{\lambda} \sigma\left(X_{r}^{\theta}\right) \mathrm{d} W_{r}\right|_{d}\right] & \leq \mathrm{E}_{x}\left[\sup _{\lambda \in[0, s]}\left|\int_{0}^{\lambda} \sigma\left(X_{r}^{\theta}\right) \mathrm{d} r\right|_{d}^{2}\right]^{\frac{1}{2}} \\
& \leq \kappa_{3} \mathrm{E}_{x}\left[\int_{0}^{s}\left|\left(\sigma \sigma^{\top}\right)\left(X_{r}^{\theta}\right)\right|_{d \times d} \mathrm{~d} \lambda\right]^{\frac{1}{2}} \\
& \leq \kappa_{3}\left(1+\mathrm{E}_{x}\left[\int_{0}^{s}\left|\left(\sigma \sigma^{\top}\right)\left(X_{r}^{\theta}\right)\right|_{d \times d} \mathrm{~d} \lambda\right]\right) \\
& \leq \kappa_{3}\left(1+\mathrm{E}_{x}\left[D_{2} \int_{0}^{s}\left(1+\sup _{r \in[0, \lambda]}\left|X_{r}^{\theta}\right|_{d}\right) \mathrm{d} \lambda\right]\right) \\
& \leq \kappa_{3}\left(1+T D_{2}+\mathrm{E}_{x}\left[D_{2} \int_{0}^{s} \sup _{r \in[0, \lambda]}\left|X_{r}^{\theta}\right|_{d} \mathrm{~d} \lambda\right]\right)
\end{aligned}
$$

where the first inequality follows by Hölder's inequality, the second inequality by [48, Cor. 2.5.11] with $\kappa_{3}=\kappa_{3}(T)$ and the last inequality follows by Assumption 4.16; the third term on the right-hand side of (4.46):

$$
\begin{equation*}
\mathrm{E}_{x}\left[\sup _{\lambda \in[0, s]}\left|\int_{0}^{s} \theta I_{d} \mathrm{~d} \tilde{W}_{\lambda}\right|_{d}\right] \leq d \theta \sqrt{8 T} \leq d \sqrt{8 T} \tag{4.47}
\end{equation*}
$$

using [48, Cor. 2.5.11]; the last term on the right-hand side of (4.46):

$$
\mathrm{E}_{x}\left[\sup _{\lambda \in[0, s]}\left|\int_{0}^{s} n_{r} \mathrm{~d} \nu_{r}\right|_{d}\right] \leq \mathrm{E}_{x}\left[\nu_{s}\right]
$$

by Lemma 4.21. Combining the four inequalities we have

$$
\begin{aligned}
\mathrm{E}_{x}\left[\sup _{\lambda \in[0, s]}\left|X_{\lambda}^{\theta}\right|_{d}\right] \leq & T D_{2}\left(1+\kappa_{3}\right)+D_{2}\left(1+\kappa_{3}\right) \int_{0}^{s} \mathrm{E}_{x}\left[\sup _{r \in[0, \lambda]}\left|X_{r}^{\theta}\right|_{d}\right] \mathrm{d} \lambda \\
& +\kappa_{3}+d \sqrt{8 T}+\mathrm{E}_{x}\left[\nu_{s}\right] .
\end{aligned}
$$

By Gronwall's lemma, we get

$$
\mathrm{E}_{x}\left[\sup _{s \in[0, T-t]}\left|X_{s}^{\theta}\right|_{d}\right] \leq K_{8} \mathrm{E}_{x}\left[\nu_{T-t}\right]
$$

with $K_{8}=K_{8}\left(d, T, D_{2}\right)$. Analogously, we get the same estimates for $X^{0}$ without
(4.47), therefore we obtain:

$$
\mathrm{E}_{x}\left[\sup _{s \in[0, T-t]}\left|X_{s}^{0}\right|_{d}\right] \leq K_{8} \mathrm{E}_{x}\left[\nu_{T-t}\right] .
$$

with the same $K_{8}$.

### 4.2.4 The Value of the Game

Theorem 4.24 The game in (4.31) admits a value v. Moreover, for any compact $\mathcal{K} \subset \mathbb{R}_{0, T}^{d+1}$, there exists a $C_{\mathcal{K}}>0$ such that

$$
\begin{equation*}
\sup _{(t, x) \in \mathcal{K}}\left|u^{\theta}(t, x)-v(t, x)\right| \leq C_{\mathcal{K}} \theta^{1-\beta} \tag{4.48}
\end{equation*}
$$

for $\beta$ as in (4.36) and $u^{\theta}$ is the value function described in Theorem 4.19.
Proof. Let $u^{\theta}$ be the value of the game described in Section 4.2.3. We introduce $\underline{u}:=\lim \inf _{\theta \rightarrow 0} u^{\theta}$ and $\bar{u}:=\lim \sup _{\theta \rightarrow 0} u^{\theta}$. If we prove that

$$
\bar{u}(t, x) \leq \underline{v}(t, x) \quad \text { and } \quad \underline{u}(t, x) \geq \bar{v}(t, x)
$$

for all $(t, x) \in \mathbb{R}_{0, T}^{d+1}$, we get that $\underline{u}(t, x)=\bar{u}(t, x)=v(t, x)=\underline{v}(t, x)=\bar{v}(t, x)$ and Theorem 4.24 holds.

We prove first that $\underline{u}(t, x) \geq \bar{v}(t, x)$. For $(n, \nu) \in \mathcal{A}_{t}$ we consider the two processes whose dynamics read

$$
\begin{aligned}
& \mathrm{d} X_{s}^{[n, \nu], \theta}=b\left(X_{s}^{[n, \nu], \theta}\right) \mathrm{d} s+\sigma\left(X_{s}^{[n, \nu], \theta}\right) \mathrm{d} W_{s}+\theta I_{d} \mathrm{~d} \tilde{W}_{s}+n_{s} \mathrm{~d} \nu_{s}, \\
& \mathrm{~d} X_{s}^{[n, \nu], 0}=b\left(X_{s}^{[n, \nu], 0}\right) \mathrm{d} s+\sigma\left(X_{s}^{[n, \nu], 0}\right) \mathrm{d} W_{s}+n_{s} \mathrm{~d} \nu_{s},
\end{aligned}
$$

where we recall that $\tilde{W}$ is a $d$-dimensional Brownian motion independent from the original Brownian motion $W$ and $I_{d}$ is the $d$-dimensional identity matrix.

Let $\left(n^{\theta}, \nu^{\theta}\right)$ be an $\eta$-optimal control for $u^{\theta}(t, x)$ and let $\tau \in \mathcal{T}_{t}$ be an $\eta$-optimal stopping time for $\bar{v}(t, x)$. Let $X^{\theta}=X^{\left[n^{\theta}, \nu^{\theta}\right], \theta}$ and $X^{0}=X^{\left[n^{\theta}, \nu^{\theta}\right], 0}$ for notational
simplicity. We have

$$
\begin{align*}
u^{\theta}(t, x)- & \bar{v}(t, x) \\
\geq & \mathcal{J}_{t, x}^{\theta}\left(n^{\theta}, \nu^{\theta}, \tau\right)-\mathcal{J}_{t, x}\left(n^{\theta}, \nu^{\theta}, \tau\right)-2 \eta \\
= & \mathrm{E}_{x}\left[e^{-r \tau}\left(g\left(t+\tau, X_{\tau}^{\theta}\right)-g\left(t+\tau, X_{\tau}^{0}\right)\right)\right. \\
& \left.\quad+\int_{0}^{\tau} e^{-r s}\left(h\left(t+s, X_{s}^{\theta}\right)-h\left(t+s, X_{s}^{0}\right)\right) \mathrm{d} s\right]-2 \eta  \tag{4.49}\\
\geq & -f(0) \mathrm{E}_{x}\left[\left|X_{\tau}^{\theta}-X_{\tau}^{0}\right|_{d}\right] \\
& -K_{2} \mathrm{E}_{x}\left[\int_{0}^{T-t}\left(1+\left|X_{s}^{\theta}\right|_{d}+\left|X_{s}^{0}\right|_{d}\right)^{\beta}\left|X_{s}^{\theta}-X_{s}^{0}\right|_{d} \mathrm{~d} s\right]-2 \eta \\
\geq & -f(0) \mathrm{E}_{x}\left[\sup _{s \in[0, T-t]}\left|X_{s}^{\theta}-X_{s}^{0}\right|_{d}\right] \\
& -K_{2}(T-t) \sup _{s \in[0, T-t]} \mathrm{E}_{x}\left[\left(1+\left|X_{s}^{\theta}\right|_{d}+\left|X_{s}^{0}\right|_{d}\right)^{\beta}\left|X_{s}^{\theta}-X_{s}^{0}\right|_{d}\right]-2 \eta,
\end{align*}
$$

where $f(0)$ and $K_{2}$ come from (4.38) and (4.36), respectively. The second inequality follows by the Lipschitz property of $g$ and $h$, and we extend the integral up to time $T-t$. The third inequality is by Fubini's theorem and taking supremum inside the time integral.

The first term in the last line of (4.49) is bounded from below by Hölder inequality:

$$
\left.\left.\begin{array}{rl}
\sup _{s \in[0, T-t]} & \mathrm{E}_{x}
\end{array}\right]\left(1+\left|X_{s}^{\theta}\right|_{d}+\left|X_{s}^{0}\right|_{d}\right)^{\beta}\left|X_{s}^{\theta}-X_{s}^{0}\right|_{d}\right] .
$$

Applying (4.43) and (4.44) in (4.49), we get

$$
u^{\theta}(t, x)-\bar{v}(t, x) \geq-\left(f(0)+K_{2}(T-t)\left(K_{6} K_{8}\right)^{\beta}\right)\left(\theta K_{7}\right)^{1-\beta}-2 \eta .
$$

It means that when we pass to the limit inferior as $\theta \downarrow 0$ we have $\underline{u}(t, x)-\bar{v}(t, x) \geq$ $-2 \eta$ and by the arbitrariness of $\eta$ we get $\underline{u}(t, x) \geq \bar{v}(t, x)$.

Let $\tau^{\theta} \in \mathcal{T}_{t}$ be an $\eta$-optimal stopping time for $u^{\theta}$ and let $(n, \nu) \in \mathcal{A}_{t}$ be an
$\eta$-optimal control for $\underline{v}(t, x)$. The estimates above still hold thanks also to Remark 4.22, thus we have

$$
u^{\theta}(t, x)-\underline{v}(t, x) \leq\left(f(0)+K_{2}(T-t)\left(K_{6} K_{8}\right)^{\beta}\right)\left(\theta K_{7}\right)^{1-\beta}+2 \eta .
$$

Passing to the limit superior as $\theta \downarrow 0$ and then $\eta \downarrow 0$, we have $\bar{u}(t, x) \leq \underline{v}(t, x)$ and the theorem is proved. It means that (4.48) holds with

$$
C_{\mathcal{K}}:=\max _{(t, x) \in \mathcal{K}}\left(f(0)+K_{2} T\left(K_{6} K_{8}\right)^{\beta}\right) K_{7}^{1-\beta},
$$

where $K_{6}$ comes from Lemma 4.21 and it depends continuously on the initial state $x \in \mathcal{K}$.

If we impose stronger continuity condition on $h$ we can drop the growth condition on $\sigma$. This is done in the next simple corollary.

Corollary 4.25 If the function $h$ is Lipschitz in space uniformly in time, i.e.,

$$
|h(t, x)-h(t, x)| \leq K_{2}|x-y|_{d} \quad \text { for all } x, y \in \mathbb{R}^{d},
$$

with $K_{2}$ independent of $t$, then Theorem 4.24 holds without condition (4.35).
Proof. Since the function $h$ is Lipschitz, then the bound in (4.49) becomes

$$
u^{\theta}(t, x)-\bar{v}(t, x) \geq-\left(f(0)+K_{2} T\right) \mathrm{E}_{x}\left[\sup _{s \in[0, T-t]}\left|X_{s}^{\theta}-X_{s}^{0}\right|_{d}\right]-2 \eta .
$$

Recalling that (4.43) is obtained using only the Lipschitz property of $\sigma$, we can repeat all the remaining steps in the proof of Theorem 4.24 after (4.49).

We show the optimality of the stopping time defined in (4.41). We follow an approach that can be found for example in [13, Thm. 4.12].

Theorem 4.26 For any given $(t, x) \in \mathbb{R}_{0, T}^{d+1}$ and any admissible control $(n, \nu) \in \mathcal{A}_{t}$, the stopping time $\tau_{*}=\tau_{*}(t, x ; n, \nu) \in \mathcal{T}_{t}$ defined under $\mathrm{P}_{x}$ as

$$
\begin{equation*}
\tau_{*}:=\inf \left\{s \geq 0 \mid v\left(t+s, X_{s}^{[n, \nu]}\right)=g\left(t+s, X_{s}^{[n, \nu]}\right)\right\} \wedge(T-t) \tag{4.50}
\end{equation*}
$$

is optimal for the stopper.

If we assume that the function $h$ is uniformly Lipschitz in $x$, then the statement holds even if we drop (4.35) in Assumption 4.16.

The proof is similar to Theorem 4.13.
Proof. Let $(t, x) \in \mathbb{R}_{0, T}^{d+1},(n, \nu) \in \mathcal{A}_{t}$ and for simplicity denote $X_{s}^{[n, \nu], \theta}$ and $X_{s}^{[n, \nu], 0}$ by $X_{s}^{\theta}$ and $X_{s}^{0}$, respectively. Define

$$
\tau_{*}^{\theta}:=\inf \left\{s \geq 0 \mid u^{\theta}\left(t+s, X_{s}^{\theta}\right) \leq g\left(t+s, X_{s}^{\theta}\right)\right\} \wedge(T-t)
$$

By the convergence in (4.43), we have that there exists a strictly decreasing subsequence $\left(\theta_{k}\right)_{k \in N} \subset(0,1)$ such that $X^{\theta_{k}} \rightarrow X^{0}$ almost surely as $k \rightarrow \infty$, i.e., there exists an $\Omega_{0} \subseteq \Omega$ with $\mathrm{P}\left(\Omega_{0}\right)=1$ such that for all $\omega \in \Omega_{0}$ we have $X^{\theta_{k}}(\omega) \rightarrow X^{0}(\omega)$ uniformly as $k \rightarrow \infty$. Thus, for all $\Gamma>0$, there exists $k^{\prime}=k^{\prime}(\omega)$ such that for all $k \geq k^{\prime}$ we have

$$
\left|X_{s}^{\theta_{k}}(\omega)-X_{s}^{0}(\omega)\right|_{d} \leq \Gamma
$$

We prove now that

$$
\liminf _{k \rightarrow \infty} \tau_{*}^{\theta_{k}} \geq \tau_{*}
$$

with $\tau_{*}$ as in (4.50). Fix $\omega \in \Omega_{0}$. If $\tau_{*}(\omega)=0$, then (4.27) holds. If $\tau_{*}(\omega)>0$, we pick $\delta>0$ such that $\delta<\tau_{*}(\omega)$. By the same arguments of the proof of the optimality of $\tau_{*}$ in the proof of Theorem 3.33, we have for almost every $\omega \in \Omega_{0}$ that $\tau_{0}=\tau_{*}$ and $\Delta \nu_{\tau_{*}}=0$, i.e., $X_{\tau_{0}-}^{0}=X_{\tau_{*}-}^{0}=X_{\tau_{*}}^{0}$, where

$$
\tau_{0}=\inf \left\{s \geq 0 \mid v\left(t+s, X_{s-}^{0}\right)-g\left(t+s, X_{s-}^{0}\right)=0\right\}
$$

We have that the sequence $\left(\tau_{\eta}\right)_{\eta \in(0,1)}$ with

$$
\tau_{\eta}:=\inf \left\{s \geq 0 \mid v\left(t+s, X_{s}^{0}\right)-g\left(t+s, X_{s}^{0}\right) \leq \eta\right\}
$$

admits a strictly increasing subsequence $\left(\tau_{\eta_{m}}\right)_{m \in \mathbb{N}}$, with $\eta_{m} \downarrow 0$ as $m \rightarrow \infty$, for almost every $\omega \in \Omega_{0}$, i.e., there exists an $\Omega_{0}^{\prime} \subset \Omega_{0}$ with $\mathrm{P}\left(\Omega_{0}^{\prime}\right)=1$ where
$\tau_{\eta_{m}}(\omega) \uparrow \tau_{0}(\omega)$ for all $\omega \in \Omega_{0}^{\prime}$ as $m \rightarrow \infty$ and

$$
\lim _{m \rightarrow \infty} X_{\tau_{\eta m}}^{0}=X_{\tau_{0}-}^{0}
$$

This limit means that there exists a constant $C_{\omega}>0$ such that

$$
\inf _{0 \leq s \leq \delta}\left(v\left(t+s, X_{s}^{0}(\omega)\right)-g\left(t+s, X_{s}^{0}(\omega)\right)\right) \geq C_{\omega},
$$

otherwise we would have that for all $\eta_{m}>0$,

$$
\inf _{0 \leq s \leq \delta}\left(v\left(t+s, X_{s}^{0}(\omega)\right)-g\left(t+s, X_{s}^{0}(\omega)\right)\right)<\eta_{m}
$$

and the inequality would imply $\tau_{\eta_{m}} \leq \delta$ for all $m \in \mathbb{N}$. Since $\tau_{\eta_{m}} \uparrow \tau_{*}>\delta$, we reach a contradiction.

Moreover, since $(n, \nu) \in \mathcal{A}_{t}$ is fixed, we have that the second moment of the controlled process is finite and thus there exists a compact $\mathcal{K}_{\omega} \subset \mathbb{R}_{0, T}^{d+1}$ such that the trajectory of $X^{0}(\omega)$ lies in it

$$
\left\{\left(t+s, X_{s}^{0}(\omega)\right): s \in[0, \delta]\right\} \subset \mathcal{K}_{\omega}
$$

By Theorem 4.24, we have that there exists a $k^{\prime \prime}$ such that for all $k \geq k^{\prime \prime}$, we have

$$
\sup _{(t, x) \in \mathcal{K}_{\omega}}\left|u^{\theta_{k}}(t, x)-v(t, x)\right|<\frac{C_{\omega}}{4} .
$$

Thus we have that for $k \geq k^{\prime} \vee k^{\prime \prime}$

$$
\begin{aligned}
\left|u^{\theta_{k}}\left(t+s, X_{s}^{\theta_{k}}(\omega)\right)-v\left(t+s, X_{s}^{0}(\omega)\right)\right| \leq & \left|u^{\theta_{k}}\left(t+s, X_{s}^{\theta_{k}}(\omega)\right)-u^{\theta_{k}}\left(t+s, X_{s}^{0}(\omega)\right)\right| \\
& +\left|u^{\theta_{k}}\left(t+s, X_{s}^{0}(\omega)\right)-v\left(t+s, X_{s}^{0}(\omega)\right)\right| \\
\leq & f(0)\left|X_{s}^{\theta_{k}}(\omega)-X_{s}^{0}(\omega)\right|+\frac{C_{\omega}}{4} \\
\leq & f(0) \Gamma+\frac{C_{\omega}}{4},
\end{aligned}
$$

where we used $\left|\nabla u^{\theta}(t, x)\right|_{d} \leq f(t) \leq f(0)$ for all $\theta$ (see Lemma 4.20). Taking $\Gamma$
such that $f(0) \Gamma<\frac{C_{\omega}}{4}$, it follows

$$
\inf _{0 \leq s \leq \delta} \left\lvert\, u^{\theta_{k}}\left(t+s, X_{s}^{\theta_{k}}(\omega)\right)-g\left(t+s, X_{s}^{0}(\omega) \left\lvert\, \geq \frac{C_{\omega}}{2}\right.\right.\right.
$$

This means that $\tau_{*}^{\theta_{k}}>\delta$ for $k \geq k^{\prime} \vee k^{\prime \prime}$ and

$$
\liminf _{k \rightarrow \infty} \tau_{*}^{\theta_{k}} \geq \delta
$$

Sending $\delta \uparrow \tau_{*}$ we have that (4.27) holds and we obtain

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \tau_{*}^{\theta_{k}} \wedge \tau_{*}=\tau_{*} \tag{4.51}
\end{equation*}
$$

with $\tau_{*}$ as in (4.26). We can repeat the same arguments of the proof of Theorem 4.13. For $\eta>0$ we consider

$$
\tau_{\eta}^{\theta_{k}}:=\inf \left\{s \geq 0 \mid u^{\theta_{k}}\left(t+s, X_{s}^{\theta_{k}}\right) \leq g\left(t+s, X_{s}^{\theta_{k}}\right)+\eta\right\},
$$

where $u^{\tau_{k}}$ is the value of the game (4.40); we have that $\tau_{\eta}^{\theta_{k}} \uparrow \tau_{*}^{\theta_{k}}$ as $\eta \downarrow 0$. By the first line of (3.124) with $g$ and $\tau_{\eta}$ therein replaced by $u^{\theta_{k}}$ and $\tau_{\eta}^{\theta_{k}} \wedge \tau_{*}$, respectively, we have

$$
\begin{aligned}
u^{\theta_{k}}(t, x) \leq \eta+\mathrm{E}_{x}[ & e^{-r\left(\tau_{\eta}^{\theta_{k}} \wedge \tau_{*}\right)} u^{\theta_{k}}\left(t+\tau_{\eta}^{\theta_{k}} \wedge \tau_{*}, X_{\tau_{\eta}^{\theta_{k}} \wedge \tau_{*}}^{\theta_{k}}\right)+\int_{0}^{\tau_{\eta}^{\theta_{k}} \wedge \tau_{*}} e^{-r s} h\left(t+s, X_{s}^{\theta_{k}}\right) \mathrm{d} s \\
& \left.+\int_{0}^{\tau_{\eta}^{\theta_{k}} \wedge \tau_{*}} e^{-r s} f(t+s) \mathrm{d} \nu_{s}\right]
\end{aligned}
$$

Sending $\eta \downarrow 0$, by dominated convergence theorem we obtain

$$
\begin{aligned}
u^{\theta_{k}}(t, x) \leq \mathrm{E}_{x}[ & e^{-r\left(\tau_{*}^{\theta_{k}} \wedge \tau_{*}\right)} u^{\theta_{k}}\left(t+\tau_{*}^{\theta_{k}} \wedge \tau_{*}, X_{\tau_{*}^{\theta_{k}} \wedge \tau_{*}}^{\theta_{k}}\right)+\int_{0}^{\tau_{*}^{\tau_{k}} \wedge \tau_{*}} e^{-r s} h\left(t+s, X_{s}^{\theta_{k}}\right) \mathrm{d} s \\
& \left.+\int_{0}^{\tau_{*}^{\theta_{k}} \wedge \tau_{*}} e^{-r s} f(t+s) \mathrm{d} \nu_{s}\right] .
\end{aligned}
$$

Finally, sending $k \rightarrow \infty$ we have that

$$
\begin{aligned}
& v(t, x) \leq \lim _{k \rightarrow \infty} \mathrm{E}_{x}\left[e^{-r\left(\tau_{*}^{\theta_{k}} \wedge \tau_{*}\right)} u^{\theta_{k}}\left(t+\tau_{*}^{\theta_{k}} \wedge \tau_{*}, X_{\tau_{*}^{\theta_{k}} \wedge \tau_{*}}^{\theta_{k}}\right)+\int_{0}^{\tau_{*}^{\theta_{k}} \wedge \tau_{*}} e^{-r s} h\left(t+s, X_{s}^{\theta_{k}}\right) \mathrm{d} s\right. \\
&\left.+\int_{0}^{\tau_{*}^{\tau_{k}} \wedge \tau_{*}} e^{-r s} f(t+s) \mathrm{d} \nu_{s}\right]
\end{aligned}
$$

Using that $(n, \nu) \in \mathcal{A}_{t}, X^{\theta_{k}}$ converges uniformly to $X^{0}$ almost surely, $f$ is bounded, the functions $g$ and $h$ have linear growth, we have that dominated convergence theorem applies and we obtain by (4.51) that

$$
v(t, x) \leq \mathrm{E}_{x}\left[e^{-r \tau_{*}} g\left(t+\tau_{*}, X_{\tau_{*}}^{0}\right)+\int_{0}^{\tau_{*}} e^{-r s} h\left(t+s, X_{s}^{0}\right) \mathrm{d} s+\int_{0}^{\tau_{*}} e^{-r s} f(t+s) \mathrm{d} \nu_{s}\right] .
$$

Thus, the strategy $\tau_{*}$ is optimal for the stopper.
The last statement of Theorem 4.26 holds because Corollary 4.25 allows the use of Theorem 4.24, and we have that the proof above can be repeated under the assumptions that $h$ is uniformly Lipschitz in $x$ and $\sigma$ does not satisfy (4.35) in Assumption 4.16.

The next remark shows that the value function $v$ of the game does not change if we impose the controller to use only absolutely continuous controls.

Remark 4.27: Remark 3.34 says that

$$
u^{\theta}(t, x)=\inf _{(n, \nu) \in \mathcal{A}_{t}^{\circ}} \sup _{\tau \in \mathcal{T}_{t}} \mathcal{J}_{t, x}^{\theta}(n, \nu, \tau)=\sup _{\tau \in \mathcal{T}_{t}} \inf _{(n, \nu) \in \mathcal{A}_{t}^{\circ}} \mathcal{J}_{t, x}^{\theta}(n, \nu, \tau),
$$

where $\mathcal{A}_{t}^{\circ}:=\left\{(n, \nu) \in \mathcal{A}_{t} \mid \nu\right.$ is absolutely continuous $\}$. We introduce the lower and upper value functions of the games with absolutely continuous admissible controls:

$$
\underline{v}^{\circ}(t, x):=\sup _{\tau \in \mathcal{T}_{t}} \inf _{(n, \nu) \in \mathcal{A}_{t}^{\mathcal{O}}} \mathcal{J}_{t, x}(n, \nu, \tau) \quad \text { and } \quad \bar{v}^{\circ}(t, x):=\inf _{(n, \nu) \in \mathcal{A}_{t}^{\circ}} \sup _{\tau \in \mathcal{T}_{t}} \mathcal{J}_{t, x}(n, \nu, \tau) .
$$

Repeating the proof of Theorem 4.24 replacing $\underline{v}$ and $\bar{v}$ therein with $\underline{v}^{\circ}$ and $\bar{v}^{\circ}$,
respectively, we get that $\lim _{\theta \rightarrow 0} u^{\theta}(t, x)=v^{0}(t, x)$ and

$$
v^{0}(t, x)=\inf _{(n, \nu) \in \mathcal{A}_{t}^{\circ}} \sup _{\tau \in \mathcal{T}_{t}} \mathcal{J}_{t, x}^{\theta}(n, \nu, \tau)=\sup _{\tau \in \mathcal{T}_{t}} \inf _{(n, \nu) \in \mathcal{A}_{t}^{\circ}} \mathcal{J}_{t, x}^{\theta}(n, \nu, \tau) .
$$

Since the limit is unique, then we have that $v^{0}=v$ with $v$ as in Theorem 4.24.

## Appendix

In this appendix, we store results that we prefer to keep separate from the previous chapters because they are more auxiliary tools for us than results on ZSGs. Each section stores results from a correspondent chapter.

## A Chapter 1

In this section we give the proof of the compact embedding between parabolic Sobolev spaces and parabolic Hölder spaces (see (1.6)).

## A. 1 Parabolic Sobolev Embedding

Let $d \in \mathbb{N}$ and $a: \mathbb{R} \rightarrow \mathbb{R}^{d}$ be uniformly elliptic with $\theta$ as coefficient of ellipticity, i.e., there exists a $\theta$ such that

$$
\begin{equation*}
\theta^{-1}|\zeta|_{d}^{2} \geq\langle\zeta, a(t) \zeta\rangle \geq \theta|\zeta|_{d}^{2} \tag{A.1}
\end{equation*}
$$

for all $(t, \zeta) \in \mathbb{R}^{1+d}$. We also introduce three objects related to a $Q \subset \mathbb{R}^{d}$ :

- the diameter of $Q$ as $\operatorname{diam}(Q):=\sup _{x, y \in Q}|x-y|_{Q}$ where $|\cdot|_{Q}$ is the euclidean norm on $Q$;
- the size of $Q$ as $|Q|:=\int_{Q} \mathrm{~d} z$;
- the mean value of a function $u$ inside $Q$ as $u_{Q}:=\frac{1}{|Q|} \int_{Q} u(z) \mathrm{d} z$.

We give now a Theorem without proof which can be found in the correspondent book [47].

Theorem A. 1 ([47, Thm. 10.2.5]) Let $p \in[0, \infty)$ and let $Q \subset \mathbb{R}^{d}$ be a convex bounded domain and $u \in W^{1, p}(Q)$. Then

$$
\int_{Q} \int_{Q}|u(y)-u(x)|^{p} \mathrm{~d} x \mathrm{~d} y \leq 2^{d+1} \operatorname{diam}(Q)^{p}|Q| \int_{Q}|\nabla u(x)|_{d}^{p} \mathrm{~d} x .
$$

The next Lemma can be found with its proof in [47, Lemma 4.2.1], we give below the statement and its proof in detail.

Lemma A. 2 ([47, Lemma 4.2.1]) Let $p \in[1, \infty), \rho \in(0, \infty), u \in C^{\infty}\left(\mathbb{R}^{d+1}\right)$, $f^{i} \in C^{\infty}\left(\mathbb{R}^{d+1}\right)$ for $i=1, \ldots d$ and $g \in C^{\infty}\left(\mathbb{R}^{d+1}\right)$. Assume that the function $u$ satisfies

$$
u_{t}(t, x)+\sum_{i, j=1}^{d} a_{i j}(t) u_{x_{i} x_{j}}(t, x)=\sum_{i=1}^{d} f_{x_{i}}^{i}(t, x)+g(t, x),
$$

where $a(t)=\left(a_{i j}(t)\right)_{i j} \in \mathbb{R}^{d \times d}$ is symmetric for all $t$ and elliptic with $\theta$ as coefficient of ellipticity (see (A.1)). Then

$$
\begin{align*}
\int_{Q_{\rho}}\left|u(t, x)-u_{Q_{\rho}}\right|^{p} \mathrm{~d} t \mathrm{~d} x \leq N_{1} \rho^{p} \int_{Q_{\rho}} & \sum_{i=1}^{d}\left|u_{x_{i}}(t, x)\right|^{p}+\left|f^{i}(t, x)\right|^{p}  \tag{A.2}\\
& +\rho^{p}|g(t, x)|^{p} \mathrm{~d} t \mathrm{~d} x,
\end{align*}
$$

where $Q_{\rho}$ is any cylinder of length $\rho^{2}$ with basis $B_{\rho} \subset \mathbb{R}^{d}$, i.e., $Q_{\rho}:=(0, T) \times B_{\rho}$ and $N_{1}=N_{1}(d, \theta, p)$.

Proof. We first prove that the theorem holds with $\rho=1$. Then we prove it for all $\rho$. Let $c \in \mathbb{R}$. Using the inequality (4.42), we have that:

$$
\begin{align*}
\int_{Q_{1}}\left|u(t, x)-u_{Q_{1}}\right|^{p} \mathrm{~d} t \mathrm{~d} x & \leq 2^{p-1}\left(\int_{Q_{1}}|u(t, x)-c|^{p}+\left|c-u_{Q_{1}}\right|^{p} \mathrm{~d} t \mathrm{~d} x\right)  \tag{A.3}\\
& =2^{p-1}\left(\int_{Q_{1}}|u(t, x)-c|^{p} \mathrm{~d} t \mathrm{~d} x+\left|Q_{1}\right|\left|c-u_{Q_{1}}\right|^{p}\right)=: A_{1}
\end{align*}
$$

Using the definition of $u_{Q_{1}}$ and Hölder's inequality we get

$$
\begin{align*}
A_{1} & =2^{p-1}\left(\int_{Q_{1}}|u(t, x)-c|^{p} \mathrm{~d} t \mathrm{~d} x+\left|Q_{1}\right| \frac{1}{\left|Q_{1}\right|} \int_{Q_{1}} c-\left.u(t, x) \mathrm{d} t \mathrm{~d} x\right|^{p}\right)  \tag{A.4}\\
& \leq 2^{p-1}\left(\int_{Q_{1}}|u(t, x)-c|^{p} \mathrm{~d} t \mathrm{~d} x+\left|Q_{1}\right| \frac{1}{\left|Q_{1}\right|^{p}}\left|Q_{1}\right|^{p-1} \int_{Q_{1}}|c-u(t, x)|^{p} \mathrm{~d} t \mathrm{~d} x\right) \\
& =2^{p} \int_{Q_{1}}|u(t, x)-c|^{p} \mathrm{~d} t \mathrm{~d} x .
\end{align*}
$$

Consider a $\xi \in C_{c}^{\infty}\left(B_{1}\right)$ with unit integral. We define a function $\bar{u}$ of time $t \in[0,1]$ as

$$
\bar{u}(t):=\int_{B_{1}} \xi(x) u(t, x) \mathrm{d} x,
$$

it can be viewed as the mean value of $u$ under the measure whose density is $\xi$.
We compute the $L^{p}$-norm of the difference between $u$ and $\bar{u}$ for each fixed $t$ and using the Hölder's inequality we get:

$$
\begin{align*}
\int_{B_{1}}|u(t, y)-\bar{u}(t)|^{p} \mathrm{~d} y & =\int_{B_{1}}\left|u(t, y)-\int_{B_{1}} \xi(x) u(t, x) \mathrm{d} x\right|^{p} \mathrm{~d} y \\
& =\int_{B_{1}}\left|\int_{B_{1}}(u(t, y)-u(t, x)) \xi(x) \mathrm{d} x\right|^{p} \mathrm{~d} y  \tag{A.5}\\
& \leq\left|B_{1}\right|\left(\int_{B_{1}}|\xi(x)|^{\frac{p}{p-1}} \mathrm{~d} x\right)^{p-1} \int_{B_{1}} \int_{B_{1}}|u(t, y)-u(t, x)|^{p} \mathrm{~d} x \mathrm{~d} y \\
& \leq\left|B_{1}\right|\left(\int_{B_{1}}|\xi(x)|^{\frac{p}{p-1}} \mathrm{~d} x\right)^{p-1} 2^{d+1} 2^{p}\left|B_{1}\right| \int_{B_{1}}|\nabla u(t, y)|_{d}^{p} \mathrm{~d} y \\
& =C_{1} \int_{B_{1}}|\nabla u(t, y)|_{d}^{p} \mathrm{~d} y
\end{align*}
$$

where for $p=1$ we consider the supremum of $\xi$ instead of the $L^{\frac{p}{p-1}}$-norm. In the last inequality, we used Theorem A. 1 and $C_{1}=C_{1}(\xi, d, p)$. From (A.3) and (A.4)
we have

$$
\begin{aligned}
& 2^{p} \int_{Q_{1}}|u(t, x)-c|^{p} \mathrm{~d} t \mathrm{~d} x \\
& \quad \leq 2^{2 p-1}\left(\int_{Q_{1}}|u(t, x)-\bar{u}(t)|^{p} \mathrm{~d} t \mathrm{~d} x+\left|B_{1}\right| \int_{0}^{1}|\bar{u}(t)-c|^{p} \mathrm{~d} t\right) \\
& \quad \leq 2^{2 p-1}\left(C_{1} \int_{Q_{1}}|\nabla u(t, x)|_{d}^{p} \mathrm{~d} t \mathrm{~d} x+\left|B_{1}\right| \int_{0}^{1}|\bar{u}(t)-c|^{p} \mathrm{~d} t\right) .
\end{aligned}
$$

where we used (A.5) in the second inequality. We concentrate now on the last term above, we define $c \in \mathbb{R}$ as $c:=\int_{0}^{1} \bar{u}(s) \mathrm{d} s$ then

$$
\begin{aligned}
\int_{0}^{1}|\bar{u}(t)-c|^{p} \mathrm{~d} t & =\int_{0}^{1}\left|\bar{u}(t)-\int_{0}^{1} \bar{u}(s) \mathrm{d} s\right|^{p} \mathrm{~d} t \\
& =\int_{0}^{1}\left|\int_{0}^{1} \bar{u}(t)-\bar{u}(s) \mathrm{d} s\right|^{p} \mathrm{~d} t \\
& \leq \int_{0}^{1} \int_{0}^{1}|\bar{u}(t)-\bar{u}(s)|^{p} \mathrm{~d} s \mathrm{~d} t .
\end{aligned}
$$

Using Theorem A.1, where $\operatorname{diam}([0,1])=1$ and $d=1$, we get

$$
\begin{align*}
\int_{0}^{1}|\bar{u}(t)-c|^{p} \mathrm{~d} t & \leq 4 \int_{0}^{1}\left|\bar{u}_{t}(s)\right|^{p} \mathrm{~d} s  \tag{A.6}\\
& =4 \int_{0}^{1}\left|\int_{B_{1}} \xi(x) u_{t}(s, x) \mathrm{d} x\right|^{p} \mathrm{~d} s
\end{align*}
$$

where the equality holds because we can pass the derivative under the integral.
By assumption we can write

$$
u_{t}(s, x)=-\sum_{i, j=1}^{d} a_{i j}(s) u_{x_{i} x_{j}}(s, x)+\sum_{i=1}^{d} f_{x_{i}}^{i}(s, x)+g(s, x),
$$

thus we can substitute the equation above in (A.6) and obtain

$$
\begin{aligned}
& \int_{0}^{1}|\bar{u}(t)-c|^{p} \mathrm{~d} t \\
& \leq 4 \int_{0}^{1}\left|\int_{B_{1}} \xi(x)\left(-\sum_{i, j=1}^{d} a_{i j}(s) u_{x_{i} x_{j}}(s, x)+\sum_{i=1}^{d} f_{x_{i}}^{i}(s, x)+g(s, x)\right) \mathrm{d} x\right|^{p} \mathrm{~d} s=: A_{2}
\end{aligned}
$$

Integrating by parts $A_{2}$ and using that $\xi$ has compact support on $B_{1}$, we get

$$
A_{2}=4 \int_{0}^{1}\left|\int_{B_{1}} \sum_{i, j=1}^{d} a_{i j}(s) u_{x_{i}}(s, x) \xi_{x_{j}}(x)-\sum_{i=1}^{d} f^{i}(s, x) \xi_{x_{i}}+\xi(x) g(s, x) \mathrm{d} x\right|^{p} \mathrm{~d} s
$$

Using (4.42) and Hölder's inequality with $p$ and $q:=\frac{p}{p-1}$ we have

$$
\begin{aligned}
A_{2} \leq C_{2}( & \sum_{i, j=1}^{d}\left(\int_{Q_{1}}\left|a_{i j}(s) \xi_{x_{j}}(x)\right|^{q} \mathrm{~d} s \mathrm{~d} x\right)^{p-1}\left(\int_{Q_{1}}\left|u_{x_{i}}(s, x)\right|^{p} \mathrm{~d} s \mathrm{~d} x\right) \\
& +\sum_{i=1}^{d}\left(\int_{Q_{1}}\left|\xi_{x_{i}}(x)\right|^{q} \mathrm{~d} s \mathrm{~d} x\right)^{p-1}\left(\int_{Q_{1}}\left|f^{i}(s, x)\right|^{p} \mathrm{~d} s \mathrm{~d} x\right) \\
& \left.+\left(\int_{Q_{1}}|\xi(x)|^{q} \mathrm{~d} s \mathrm{~d} x\right)^{p-1} \int_{Q_{1}}|g(s, x)|^{p} \mathrm{~d} s \mathrm{~d} x\right) \\
\leq & C_{3}\left(\int_{Q_{1}} \sum_{i=1}^{d}\left|u_{x_{i}}(s, x)\right|^{p}+\sum_{i=1}^{d}\left|f^{i}(s, x)\right|^{p}+|g(s, x)|^{p} \mathrm{~d} x \mathrm{~d} s\right)
\end{aligned}
$$

where $C_{2}:=4\left(d^{2}+d+1\right)^{p-1}$ and $C_{3}=C_{3}(d, p, \theta)$ is $C_{2}$ multiplied by terms independent of $u, f$ and $g$. The result holds with $N_{1}:=2^{2 p-1}\left(C_{1}+\left|B_{1}\right| C_{3}\right)$.

We now prove the result for a generic $\rho \in(0, \infty)$. Consider the substitution $v(t, x):=u\left(\rho^{2} t, \rho x\right)$, then

$$
\begin{aligned}
v_{t}(t, x)+\sum_{i, j=1}^{d} a_{i j}\left(\rho^{2} t\right) v_{x_{i} x_{j}}(t, x) & =\rho^{2}\left(u_{t}\left(\rho^{2} t, \rho x\right)+\sum_{i, j=1}^{d} a_{i j}\left(\rho^{2} t\right) u_{x_{i} x_{j}}\left(\rho^{2} t, \rho x\right)\right) \\
& =\rho^{2}\left(\frac{1}{\rho} \sum_{i=1}^{d} f_{x_{i}}^{i}\left(\rho^{2} t, \rho x\right)+g\left(\rho^{2} t, \rho x\right)\right) \\
& =\sum_{i=1}^{d} \rho f_{x_{i}}^{i}\left(\rho^{2} t, \rho x\right)+\rho^{2} g\left(\rho^{2} t, \rho x\right),
\end{aligned}
$$

where $\tilde{u}_{Q_{1}}$ is the mean of $u\left(\rho^{2} t, \rho x\right)$ inside $Q_{1}$. Considering the left-hand side of (A.2), we get

$$
\begin{aligned}
\int_{Q_{\rho}}\left|u(t, x)-u_{Q_{\rho}}\right|^{p} \mathrm{~d} t \mathrm{~d} x & =\rho^{(d+2) p} \int_{Q_{1}}\left|u\left(\rho^{2} t, \rho x\right)-\tilde{u}_{Q_{1}}\right|^{p} \mathrm{~d} t \mathrm{~d} x \\
& =\rho^{(d+2) p} \int_{Q_{1}}\left|v(t, x)-v_{Q_{1}}\right|^{p} \mathrm{~d} t \mathrm{~d} x=: A_{3}
\end{aligned}
$$

By (A.2) with $\rho=1$ we get

$$
\begin{aligned}
A_{3} & \leq \rho^{(d+2) p} N_{1} \int_{Q_{1}} \sum_{i=1}^{d}\left|v_{x_{i}}(t, x)\right|^{p}+\left|\rho f^{i}\left(\rho^{2} t, \rho x\right)\right|^{p}+\left|\rho^{2} g\left(\rho^{2} t, \rho x\right)\right|^{p} \mathrm{~d} t \mathrm{~d} x \\
& =\rho^{(d+2) p} N_{1} \int_{Q_{1}} \sum_{i=1}^{d} \rho^{p}\left|u_{x_{i}}\left(\rho^{2} t, \rho x\right)\right|^{p}+\rho^{p}\left|f^{i}\left(\rho^{2} t, \rho x\right)\right|^{p}+\rho^{2 p}\left|g\left(\rho^{2} t, \rho x\right)\right|^{p} \mathrm{~d} t \mathrm{~d} x \\
& =\rho^{(d+2) p} \rho^{p} N_{1} \int_{Q_{1}} \sum_{i=1}^{d}\left|u_{x_{i}}\left(\rho^{2} t, \rho x\right)\right|^{p}+\left|f^{i}\left(\rho^{2} t, \rho x\right)\right|^{p}+\rho^{p}\left|g\left(\rho^{2} t, \rho x\right)\right|^{p} \mathrm{~d} t \mathrm{~d} x \\
& =N_{1} \rho^{p} \int_{Q_{\rho}} \sum_{i=1}^{d}\left|u_{x_{i}}(t, x)\right|^{p}+\left|f^{i}(t, x)\right|^{p}+\rho^{p}|g(t, x)|^{p} \mathrm{~d} t \mathrm{~d} x
\end{aligned}
$$

and the Theorem holds.
Similarly, we present [47, Lemma 4.2.2] with its straigthforward proof.
Lemma A. 3 Let $p \in[1, \infty)$. There exists a constant $N_{2}=N_{2}(d, p)$ such that for any $\rho \in(0, \infty)$ and $u \in C^{\infty}\left(\mathbb{R}^{d+1}\right)$ we have

$$
\begin{align*}
& \sum_{i=1}^{d} \int_{Q_{\rho}}\left|u_{x_{i}}(t, x)-\left(u_{x_{i}}\right)_{Q_{\rho}}\right|^{p} \mathrm{~d} t \mathrm{~d} x  \tag{A.7}\\
& \quad \leq N_{2} \rho^{p} \sum_{i, j=1}^{d} \int_{Q_{\rho}}\left|u_{x_{i} x_{j}}(t, x)\right|^{p}+\left|u_{t}(t, x)\right|^{p} \mathrm{~d} t \mathrm{~d} x
\end{align*}
$$

Proof. We define the auxiliary elliptic operator $L:=\sum_{i, j=1}^{d} \delta^{i, j} \frac{\partial}{\partial x_{i} \partial x_{j}}$ and $f:=$
$u_{t}+L u$. If we differentiate $f$ with respect to $x_{i}$ we obtain

$$
\begin{aligned}
f_{x_{i}} & =\left(u_{t}(s, x)+\sum_{j=1}^{d} u_{x_{j}, x_{j}}\right)_{x_{i}} \\
& =\left(u_{x_{i}}(s, y)\right)_{t}+L\left(u_{x_{i}}(s, x)\right) .
\end{aligned}
$$

We can then apply Lemma A. 2 with $g \equiv 0$ and then (A.7) follows.
Thanks to these preliminary results we are able to solve [47, Exercise 10.1.14]. This is the Sobolev embedding for Parabolic Spaces.

Lemma A. 4 ([47, Exercise 10.1.14]) The space $W_{\text {loc }}^{1,2, p}\left(\mathbb{R}^{d+1}\right)$ is a subset of the space $C_{\text {loc }}^{0,1, \alpha}\left(\mathbb{R}^{d+1}\right)$ for $p>d+2$ with $\alpha=1-\frac{d+2}{p}$. Moreover the inclusion is compact for $\alpha<1-\frac{d+2}{p}$.
Proof. Let $u \in W_{\ell o c}^{1,2, p}\left(\mathbb{R}^{d+1}\right)$, we have $\partial_{t} u, \partial_{x_{i}} u \in L_{\ell o c}^{p}\left(\mathbb{R}^{d+1}\right)$ for $i=1, \ldots d$, and it follows by standard argument that $u$ is locally bounded and $\alpha$-Hölder for $\alpha \leq 1-\frac{d+1}{p}$ with respect to the $d+1$ euclidean distance, and thus it is also locally Hölder for $\alpha \leq 1-\frac{d+2}{p}$ (see [25, Thm. 5.6.4]). This is sufficient to conclude that $u$ is also $\alpha$-Hölder continuous with respect to the parabolic distance. Indeed, consider a compact $\mathcal{K} \subset \mathbb{R}^{d+1}$, we have that for all $(t, x),(s, y) \in \mathcal{K}$

$$
\left(|t-s|^{\frac{1}{2}}+|x-y|_{d}\right) \geq \begin{cases}\left(|t-s|+|x-y|_{d}^{2}\right)^{\frac{1}{2}}, & \text { if }|t-s|<1 \\ (2 \operatorname{diam}(\mathcal{K}))^{-1}\left(|t-s|+|x-y|_{d}^{2}\right)^{\frac{1}{2}}, & \text { if }|t-s| \geq 1\end{cases}
$$

For all $\alpha \in(0,1)$, we have on the left-hand side below the $\alpha$-Hölder condition with respect to the parabolic $d+1$ norm:

$$
\begin{aligned}
& \sup _{\substack{(t, x,),(s, y) \in \mathcal{K} \\
(t, x) \neq(s, y)}} \frac{\mid u(t, x)-u(s, y)}{\left(|t-s|^{\frac{1}{2}}+|x-y|_{d}\right)^{\alpha}} \\
& \leq \sup _{\substack{(t, x)(s, y) \in \mathcal{K} \\
(t, x) \neq(s, y) \\
|t-s|<1}} \frac{\mid u(t, x)-u(s, y)}{\left(|t-s|+|x-y|_{d}^{2}\right)^{\frac{\alpha}{2}}}+\sup _{\substack{(t, x),(s, y) \in \mathcal{K} \\
|t-s| \geq 1}} \frac{2 \operatorname{diam}(\mathcal{K}) \mid u(t, x)-u(s, y)}{\left(|t-s|+|x-y|_{d}^{2}\right)^{\frac{\alpha}{2}}} \\
& \quad \leq(1+2 \operatorname{diam}(\mathcal{K})) \sup _{\substack{(t, x),(s, y) \in \mathcal{K} \\
(t, x) \neq(s, y)}} \frac{\mid u(t, x)-u(s, y)}{\left(|t-s|+|x-y|_{d}^{2}\right)^{\frac{\alpha}{2}}},
\end{aligned}
$$

which concludes the first part.
It remains to prove the $\alpha$-Hölder continuity of the spatial derivatives $u_{x_{i}}$ for $i=1, \ldots d$.

Define the following cylinder $Q_{\rho}(t, x):=\left(t, t+\rho^{2}\right) \times B_{\rho}(x)$. First we prove that there exists $M$ and $\alpha \in(0,1]$ such that for all $(t, x),(s, y) \in \mathbb{R}^{d+1}$ and $\rho>0$

$$
\begin{aligned}
& \sum_{i=1}^{d} A_{i} \leq M\left(|t-s|^{\frac{1}{2}}+|x-y| d\right)^{2 d+4+\alpha}, \quad \text { with } \\
& A_{i}:=\int_{Q_{\rho}(t, x)} \int_{Q_{\rho}(s, y)}\left|u_{x_{i}}\left(r_{1}, p_{1}\right)-u_{x_{i}}\left(r_{2}, p_{2}\right)\right| \mathrm{d} r_{1} \mathrm{~d} p_{1} \mathrm{~d} r_{2} \mathrm{~d} p_{2} \quad \text { for } i=1, \ldots d,
\end{aligned}
$$

whenever $\rho$ is such that $4 \rho \leq|t-s|^{\frac{1}{2}}+|x-y|_{d}$. For notational simplicity we denote $\bar{d}:=|t-s|^{\frac{1}{2}}+|x-y|_{d}$. Notice that the volume of $\left|Q_{\rho}\right|=\rho^{d+2}\left|B_{1}\right|$. Thus, we get

$$
\begin{align*}
A_{i} & \leq \int_{Q_{\rho}(t, x)} \int_{Q_{\rho}(s, y)}\left|u_{x_{i}}\left(r_{1}, p_{1}\right)-c\right|+\left|u_{x_{i}}\left(r_{2}, p_{2}\right)-c\right| \mathrm{d} r_{1} \mathrm{~d} p_{1} \mathrm{~d} r_{2} \mathrm{~d} p_{2}  \tag{A.8}\\
& \leq\left|B_{1}\right| \rho^{d+2}\left(\int_{Q_{\rho}(t, x)}\left|u_{x_{i}}\left(r_{1}, p_{1}\right)-c\right| \mathrm{d} r_{1} \mathrm{~d} p_{1}+\int_{Q_{\rho}(s, y)}\left|u_{x_{i}}\left(r_{2}, p_{2}\right)-c\right| \mathrm{d} r_{2} \mathrm{~d} p_{2}\right),
\end{align*}
$$

where $c \in \mathbb{R}$ is a constant that we chose later.
We can assume with no loss of generality that $t<s$ and we can estimate (A.8) integrating on a bigger domain. Using $Q_{2 \bar{d}}(t, x)$, we have that $Q_{\rho}(t, x) \cup Q_{\rho}(s, y) \subset$ $Q_{2 \bar{d}}(t, x)$ because $s+\rho^{2}=s-t+t+\rho^{2} \leq \bar{d}^{2}+t+\rho^{2} \leq t+2 \bar{d}^{2}$ and a similar inequality holds for the spatial ball $B_{\rho}(y)$. We define $c$ as

$$
c:=\int_{Q_{2 \bar{d}}(t, x)} u_{x_{i}}\left(r_{1}, p_{1}\right) \mathrm{d} r_{1} \mathrm{~d} p_{1} .
$$

Applying Lemma A. 3 to the right-hand side of (A.8) where now we are integrating on $Q_{2 \bar{d}}(t, x)$, we obtain that

$$
\sum_{i=1}^{d} A_{i} \leq 2 N_{2}\left|B_{1}\right| \rho^{d+2}(2 \bar{d})\left(\sum_{i, j=1}^{d} \int_{Q_{2 \bar{d}}(t, x)}\left|u_{x_{i} x_{j}}\left(r_{1}, p_{1}\right)\right|+\left|u_{t}\left(r_{1}, p_{1}\right)\right| \mathrm{d} r_{1} \mathrm{~d} p_{1}\right)
$$

The sum on the right-hand side above can be estimated using Hölder's inequal-
ity with $p$ and $\frac{p}{p-1}$, thus we obtain

$$
\begin{aligned}
& \sum_{i, j=1}^{d} \int_{Q_{2 \bar{d}(t, x)}}\left|u_{x_{i} x_{j}}\left(r_{1}, p_{1}\right)\right|+\left|u_{t}\left(r_{1}, p_{1}\right)\right| \mathrm{d} r_{1} \mathrm{~d} p_{1} \\
& \leq\left|Q_{2 \bar{d}}\right|^{\frac{p-1}{p}}\left(\left.\left.\sum_{i, j=1}^{d}\left|\int_{Q_{2 \bar{d}}(t, x)}\right| u_{x_{i} x_{j}}\left(r_{1}, p_{1}\right)\right|^{p} \mathrm{~d} r_{1} \mathrm{~d} p_{1}\right|^{\frac{1}{p}}\right. \\
& \left.\quad+\left.\left.\left|\int_{Q_{2 \bar{d}}(t, x)}\right| u_{t}\left(r_{1}, p_{1}\right)\right|^{p} \mathrm{~d} r_{1} \mathrm{~d} p_{1}\right|^{\frac{1}{p}}\right) \\
& \quad \leq\left(\left|B_{1}\right|(2 \bar{d})^{d+2}\right)^{\frac{p-1}{p}}\|u\|_{W^{1,2, p}\left(Q_{2 \bar{d}}(t, x)\right)} \\
& \quad=N_{3} \bar{d}^{(d+2)^{\frac{p-1}{p}}}\|u\|_{W^{1,2, p}\left(Q_{2 \bar{d}}(t, x)\right)}
\end{aligned}
$$

where we denoted $N_{3}:=\left(\left|B_{1}\right| 2^{d+2}\right)^{\frac{p-1}{p}}$. It means that

$$
\begin{align*}
\sum_{i=1}^{d} A_{i} & \leq 2 N_{2}\left|B_{1}\right| \rho^{d+2}(2 \bar{d}) N_{3} \bar{d}^{(d+2) \frac{p-1}{p}}\|u\|_{W^{1,2, p}\left(Q_{2 \bar{d}}(t, x)\right)}  \tag{A.9}\\
& =N_{4}\|u\|_{W^{1,2, p}\left(Q_{2 \bar{d}}(t, x)\right)} \bar{d}^{2 d+4+1-\frac{d+2}{p}}
\end{align*}
$$

where $N_{4}:=4 N_{2}\left|B_{1}\right| N_{3}$ and $\alpha:=1-\frac{d+2}{p}$ is the Hölder's coefficient.
Now we obtain the local $\alpha$-Hölder continuity of the gradient with $\alpha=1-\frac{d+2}{p}$. Consider a family of mollifiers $\left(\varphi_{n}\right)_{n \in \mathbb{N}}$ and the mollified sequence $\left(u_{n}\right)_{n \in \mathbb{N}} \subset$ $C_{c}^{\infty}\left(\mathbb{R}^{d+1}\right)$ with $u_{n}:=\varphi_{n} * u$. The family $\left(u_{n}\right)_{n \in \mathbb{N}}$ preserves the property (A.9). By properties of the family of mollifiers we have that $\left|u_{n}\right| \leq|u|$ and $D^{m} u_{n}=\varphi_{n} * D^{m} u$ for all multi-index $m$ but only up to one time derivative and two spatial derivatives, because the function $u$ is in $W_{\ell o c}^{1,2, p}\left(\mathbb{R}^{d+1}\right)$. Moreover the mollified functions are smooth, this means that are $\alpha$-Hölder continuous with some $K_{n}$ depending on $n$. Consider two points $(t, x)$ and $(s, y)$ in $\mathbb{R} \times \mathbb{R}^{d}$, fix $\delta=\delta(\alpha) \in\left(0, \frac{1}{4}\right]$ such that $2 \delta^{\alpha} \leq \frac{1}{2}$, define $\bar{d}:=|t-s|^{\frac{1}{2}}+|x-y|_{d}$ and $\rho>0$ such that $\delta \bar{d}$ and $4 \rho \leq \bar{d}$. For
$\left(r_{1}, p_{1}\right) \in Q_{\rho}(t, x)$ and $\left(r_{2}, p_{2}\right) \in Q_{\rho}(s, y)$ it holds

$$
\begin{aligned}
\left|u_{n}(t, x)-u_{n}(s, y)\right| \leq & \left|u_{n}(t, x)-u_{n}\left(r_{1}, p_{1}\right)\right|+\left|u_{n}\left(r_{1}, p_{1}\right)-u_{n}\left(r_{2}, p_{2}\right)\right| \\
& +\left|u_{n}\left(r_{2}, p_{2}\right)-u_{n}(s, y)\right| \\
\leq & K_{n}\left(\left(\left|t-r_{1}\right|^{\frac{1}{2}}+\left|x-p_{1}\right|\right)^{\alpha}+\left(\left|s-r_{2}\right|^{\frac{1}{2}}+\left|y-p_{2}\right|\right)^{\alpha}\right) \\
& +\left|u\left(r_{1}, p_{1}\right)-u\left(r_{2}, p_{2}\right)\right| \\
\leq & 2 K_{n} \rho^{\alpha}+\left|u\left(r_{1}, p_{1}\right)-u\left(r_{2}, p_{2}\right)\right| .
\end{aligned}
$$

By definition $\rho=\delta \bar{d}$ and we obtain

$$
\begin{equation*}
\left|u_{n}(t, x)-u_{n}(s, y)\right| \leq 2 K_{n}(\delta \bar{d})^{\alpha}+\left|u\left(r_{1}, p_{1}\right)-u\left(r_{2}, p_{2}\right)\right| . \tag{A.10}
\end{equation*}
$$

Integrating with respect to $\left(r_{1}, p_{1}\right)$ and $\left(r_{2}, p_{2}\right)$ in the two cylinders $Q_{\rho}$ centred in $(t, x)$ and $(s, y)$, we get

$$
\begin{aligned}
(\delta \bar{d})^{2 d+4}\left|B_{1} \| u_{n}(t, x)-u_{n}(s, y)\right| \leq & 2\left|B_{1}\right| K_{n}(\delta \bar{d})^{\alpha+2 d+4} \\
& +N_{4}\|u\|_{W^{1,2, p}\left(Q_{2 \bar{d}}(t, x)\right)} \bar{d}^{\alpha+2 d+4},
\end{aligned}
$$

where the second term on the right-hand side of (A.10) has been estimated using (A.9). It means that

$$
\begin{aligned}
\left|u_{n}(t, x)-u_{n}(s, y)\right| & \leq 2 K_{n}(\delta \bar{d})^{\alpha}+\frac{N_{4}}{\left|B_{1}\right|}\|u\|_{W^{1,2, p}\left(Q_{2 \bar{d}}(t, x)\right)} \bar{d}^{\alpha} \delta^{-2 d-4} \\
& =\left(2 K_{n} \delta^{\alpha}+\frac{N_{4}}{\left|B_{1}\right|}\|u\|_{W^{1,2, p}\left(Q_{2 \bar{d}}(t, x)\right)} \delta^{-2 d-4}\right) \bar{d}^{\alpha} .
\end{aligned}
$$

Recalling the definition of $\bar{d}=|t-s|^{\frac{1}{2}}+|x-y|_{d}$ and dividing by $\bar{d}^{\alpha}$ both sides of the inequality above we get

$$
\begin{equation*}
\frac{\left|u_{n}(t, x)-u_{n}(s, y)\right|}{\left(|t-s|^{\frac{1}{2}}+|x-y|_{d}\right)^{\alpha}} \leq 2 K_{n} \delta^{\alpha}+\frac{N_{4}}{\left|B_{1}\right|}\|u\|_{W^{1,2, p}\left(Q_{2 \bar{d}}(t, x)\right)} \delta^{-2 d-4} . \tag{A.11}
\end{equation*}
$$

Using that $2 \delta^{\alpha} \leq \frac{1}{2}$, we have from (A.11)

$$
\frac{\left|u_{n}(t, x)-u_{n}(s, y)\right|}{\left(|t-s|^{\frac{1}{2}}+|x-y|_{d}\right)^{\alpha}} \leq \frac{1}{2} K_{n}+\frac{N_{4}}{\left|B_{1}\right|}\|u\|_{W^{1,2, p}\left(Q_{2 \bar{d}}(t, x)\right)} \delta^{-2 d-4},
$$

and taking the supremum on the right-hand side above

$$
\sup _{\substack{(t, x),(s, y) \in Q_{\bar{d}}(t, x) \\(t, x) \neq(s, y)}} \frac{\left|u_{n}(t, x)-u_{n}(s, y)\right|}{\left(|t-s|^{\frac{1}{2}}+|x-y|_{d}\right)^{\alpha}} \leq \frac{1}{2} K_{n}+\frac{N_{4}}{\left|B_{1}\right|}\|u\|_{W^{1,2, p}\left(Q_{2 \bar{d}}(t, x)\right)} \delta^{-2 d-4} .
$$

The left-hand side above is the $\alpha$-Hölder constant of $K_{n}$, thus

$$
K_{n} \leq \frac{1}{2} K_{n}+\frac{N_{4}}{\left|B_{1}\right|}\|u\|_{W^{1,2, p}\left(Q_{2 \bar{d}}(t, x)\right)} \delta^{-2 d-4},
$$

arranging the terms in the equation above, we have

$$
K_{n} \leq 2 \frac{N_{4}}{\left|B_{1}\right|}\|u\|_{W^{1,2, p}\left(Q_{2 \bar{d}}(t, x)\right)} \delta^{-2 d-4}
$$

which does not depend on $n$. We have obtain a bound on the $\alpha$-Hölder constant uniformly in $n$ and by uniform convergence on compacts we have that the limit function $u$ is $\alpha$-Hölder continuous with constant $N_{5}:=2 \frac{N_{4}}{\left|B_{1}\right|} \delta^{-2 d-4}$.

It remains to prove that $|\nabla u|_{d}$ is locally bounded with a constant dependent on the $W^{1,2, p}$-norm of $u$ in compact sets of $\mathbb{R}^{d+1}$. Fix $i \in(1, \ldots d)$ and consider the partial derivative with respect to $x_{i}$ of $u$ computed at $(t, x) \in \mathbb{R}^{d+1}$, then

$$
\left|u_{x_{i}}(t, x)\right| \leq\left|u_{x_{i}}(t, x)-u_{x_{i}}(s, y)\right|+\left|u_{x_{i}}(s, y)\right| .
$$

We integrate with respect to $(s, y)$ on $B_{1}(t, x)$ the unit ball centred in $(t, x)$ and we obtain

$$
\left|B_{1}^{d+1}\right|\left|u_{x_{i}}(t, x)\right| \leq \int_{B_{1}(t, x)}\left|u_{x_{i}}(t, x)-u_{x_{i}}(s, y)\right|+\left|u_{x_{i}}(s, y)\right| \mathrm{d} s \mathrm{~d} y,
$$

where $\left|B_{1}^{d+1}\right|$ is the volume of a $d+1$-dimensional unit ball. Using the Hölder continuity property of $u_{x_{i}}$ with constant $N_{5}\|u\|_{W^{1,2, p}\left(Q_{2 \bar{d}}(t, x)\right)}$ proved before on the first term on the right-hand side above and the Hölder inequality on the second
term on the right-hand side above we get

$$
\begin{aligned}
\left|B_{1}^{d+1}\right|\left|u_{x_{i}}(t, x)\right| \leq & \int_{B_{1}(t, x)} N_{5}\|u\|_{W^{1,2, p}\left(Q_{2 \bar{d}}(t, x)\right)}\left(|t-s|^{\frac{1}{2}}+|x-y|_{d}\right)^{\alpha} \mathrm{d} s \mathrm{~d} y \\
& +\left|B_{1}^{d+1}\right|^{\frac{p-1}{p}}\left(\int_{B_{1}(t, x)}\left|u_{x_{i}}(s, y)\right|^{p} \mathrm{~d} s \mathrm{~d} y\right)^{\frac{1}{p}} \\
\leq & N_{5} C_{1}\|u\|_{W^{1,2, p}\left(Q_{2 \bar{d}}(t, x)\right)}+\left|B_{1}^{d+1}\right|^{\frac{p-1}{p}}\left\|u_{x_{i}}\right\|_{L^{p}\left(B_{1}(t, x)\right)}
\end{aligned}
$$

where $C_{1}$ is the integral in the first line above and it does not depend on $u$, and the norm in the last term above is finite because $u \in W_{\text {loc }}^{1,2, p}\left(\mathbb{R}^{d+1}\right)$. It follows that $|\nabla u|_{d}$ is locally bounded.

Remark A.5: In order to be precise in Chapters 2 and 3, we should prove that there exists two constants $c_{1}>0$ and $c_{2}>0$ such that

$$
\begin{align*}
c_{1} \sup _{\substack{(t, x),(s, y) \in \mathcal{K} \\
(t, x) \neq(s, y)}} \frac{|v(t, x)-v(s, y)|}{\left(|t-s|^{\frac{1}{2}}+|x-y|\right)^{\alpha}} & \leq \sup _{\substack{(t, x),(s, y) \in \mathcal{K} \\
(t, x) \neq(s, y)}} \frac{|v(t, x)-v(s, y)|}{\left(|t-s|+|x-y|^{2}\right)^{\frac{\alpha}{2}}}  \tag{A.12}\\
& \leq c_{2} \sup _{\substack{(t, x)(s, y) \in \mathcal{K} \\
(t, x) \neq(s, y)}} \frac{|v(t, x)-v(s, y)|}{\left(|t-s|^{\frac{1}{2}}+|x-y|\right)^{\alpha}} .
\end{align*}
$$

Since we have that

$$
\left(|t-s|+|x-y|^{2}\right)^{\frac{1}{2}} \leq|t-s|^{\frac{1}{2}}+|x-y|
$$

then the first inequality of (A.12) holds with $c_{1}=1$. The other inequality is straightforward using $c_{2}=2$. Indeed

$$
|t-s|^{\frac{1}{2}}+|x-y| \leq 2\left(|t-s|+|x-y|^{2}\right)^{\frac{1}{2}},
$$

using $x+y \leq 2 \sqrt{x^{2}+y^{2}}$.

## B Chapter 3

In this section, we give the auxiliary results for Chapter 3, i.e., the families of cut-off functions and penalty terms used in (3.18), the stability results for PDEs,
the well-posedness of the penalised controlled process and the statement of the Shaefer's fixed point theorem.

## B. 1 Cut-off Functions

Here we give a construction of the function defined in (3.16) indexed by $m$. Let $\mu, \sigma: \mathbb{R} \rightarrow[0,1]$ be defined as

$$
\mu(z):=\left\{\begin{array}{ll}
0, & z \geq 1 ; \\
\exp \left(\frac{1}{z-1}\right), & z<1 ;
\end{array} \quad \sigma(z):= \begin{cases}0, & z \leq 0 \\
\exp \left(-\frac{1}{z}\right), & z>0 .\end{cases}\right.
$$

Notice that $\mu^{\prime}(z)=-\mu(z) \frac{1}{(z-1)^{2}}$ and $\sigma^{\prime}(z)=\sigma(z) \frac{1}{z^{2}}$. We can now use these two functions to define $\xi: \mathbb{R} \rightarrow[0,1]$ as

$$
\xi(z):=\frac{\mu(z)}{\mu(z)+\sigma(z)}= \begin{cases}1, & z \leq 0 \\ 0, & z \geq 1 \\ \exp \left(\frac{1}{z-1}\right) /\left[\exp \left(\frac{1}{z-1}\right)+\exp \left(-\frac{1}{z}\right)\right], & 0<z<1\end{cases}
$$



Figure 1: Graph of $\xi(x)$

We underline that $1-\xi(z)=\frac{\sigma(z)}{\mu(z)+\sigma(z)}$ for $z \in(0,1)$. Differentiate $\xi$ with respect to $z$, we get

$$
\begin{aligned}
\xi^{\prime}(z) & =\frac{\mu^{\prime}(z)(\mu(z)+\sigma(z))-\mu(z)\left(\mu^{\prime}(z)+\sigma^{\prime}(z)\right)}{(\mu(z)+\sigma(z))^{2}} \\
& =\frac{\mu^{\prime}(z) \sigma(z)-\mu(z) \sigma^{\prime}(z)}{(\mu(z)+\sigma(z))^{2}} \\
& =\frac{\mu(z) \sigma(z)}{(\mu(z)+\sigma(z))^{2}}\left(\frac{1}{(z-1)^{2}}+\frac{1}{z^{2}}\right) \\
& =\xi(z)(1-\xi(z))\left(\frac{1}{(z-1)^{2}}+\frac{1}{z^{2}}\right),
\end{aligned}
$$

for $z \in(0,1)$, we have that $\xi^{\prime}(z)=0$ for $z \in \mathbb{R} \backslash(0,1)$. We show the continuity of $\xi^{\prime}$ at $z=0$.

Notice that the function $\mu(z)+\sigma(z)=e^{-1}$ in $z=0$, thus

$$
\begin{align*}
\lim _{z \downarrow 0} \xi(z)(1-\xi(z))\left(\frac{1}{(z-1)^{2}}+\frac{1}{z^{2}}\right) & =\lim _{z \downarrow 0} \frac{\sigma(z)}{\mu(z)+\sigma(z)}\left(1+\frac{1}{z^{2}}\right) \\
& =e \lim _{z \downarrow 0} \sigma(z)\left(\frac{1}{z^{2}}\right)  \tag{B.1}\\
& =e \lim _{w \rightarrow \infty} e^{-w} w^{2}=0 .
\end{align*}
$$

The continuity at $z=1$ is the same because the function is symmetric respect to $\frac{1}{2}$.

We set $\xi_{m}(x)=\xi\left(|x|_{d}-m\right)$ for $x \in \mathbb{R}^{d}$. Then $\xi_{m} \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right), \xi_{m}: \mathbb{R}^{d} \rightarrow[0,1]$, $\xi_{m}=1$ on $\bar{B}_{m}$ and $\xi_{m}=0$ on $\mathbb{R}^{d} \backslash B_{m+1}$. It is clear that $\nabla \xi_{m}=\mathbf{0}$ on $B_{m}$ and $\mathbb{R}^{d} \backslash B_{m+1}$. It can also be checked that for $x \in B_{m+1} \backslash B_{m}$

$$
\partial_{x_{k}} \xi_{m}(x)=\frac{x_{k}}{|x|_{d}} \xi^{\prime}\left(|x|_{d}-m\right), \quad \text { for } k=1, \ldots d,
$$

and therefore $\left|\nabla \xi_{m}(x)\right|_{d}^{2}=\left(\xi^{\prime}\left(|x|_{d}-m\right)\right)^{2}$. Notice that $\left(\xi^{\prime}(z)\right)^{2}$ can be written as

$$
\begin{aligned}
\left(\xi^{\prime}(z)\right)^{2} & =\xi^{2}(z)(1-\xi(z))^{2}\left(\frac{1}{(z-1)^{2}}+\frac{1}{z^{2}}\right)^{2} \\
& \leq \xi(z) \xi(z)(1-\xi(z))\left(\frac{1}{(z-1)^{2}}+\frac{1}{z^{2}}\right)^{2} .
\end{aligned}
$$

It remains to prove that $\zeta(z):=\xi(z)(1-\xi(z))\left(\frac{1}{(z-1)^{2}}+\frac{1}{z^{2}}\right)^{2}$ has a maximum in
[0, 1].
Using the same computations as in (B.1), the function $\zeta$ is continuous at the boundary points 0 and 1 . It is a product of continuous functions and it is continuous at the points where the two denominators vanishes. It is thus continuous on a compact and it admits a maximum. Then $\left|\nabla \xi_{m}(x)\right|_{d}^{2} \leq C_{0} \xi_{m}(x)$ for all $x \in \mathbb{R}^{d}$, for a suitable $C_{0}>0$ independent of $m$.


Figure 2: Graph of $\xi^{\prime}(x)$

## B. 2 Penalty Functions

On the penalty functions $\psi_{\varepsilon}$ introduced in Section 3.2 .1 we have two possible candidates. The first one is a function defined by $\xi$ from Section B.1:

$$
\psi_{1}(x):= \begin{cases}0 & x \leq 0 \\ 2\left(1-\xi\left(\frac{x}{4}\right)\right) & 0 \leq x \leq 2 \\ x-1, & x \geq 2\end{cases}
$$

and we define $\psi_{\varepsilon}(x):=\psi_{1}\left(\frac{x}{\varepsilon}\right)$.

The second candidate comes from [68, Page 363]

$$
\tilde{\psi}_{\varepsilon}(x):= \begin{cases}0, & x \leq 0 \\ \frac{1}{6}\left(\frac{x}{\varepsilon}\right)^{3}, & 0 \leq x \leq \varepsilon \\ -\frac{1}{6}\left(\frac{x}{\varepsilon}-2\right)^{3}+\left(\frac{x}{\varepsilon}-2\right)+1, & \varepsilon \leq x \leq 2 \varepsilon \\ \frac{x}{\varepsilon}-1, & x \geq 2 \varepsilon\end{cases}
$$



Figure 3: Graph of $\psi_{1}(x)$ and $\tilde{\psi}_{1}(x)$

## B. 3 Proof of Lemma 3.15

For existence and uniqueness of the solution to (3.34) we invoke [29, Thm. 3.3.7]. Indeed the smoothing of $u_{m}^{\varepsilon, \delta}$ and $(\cdot)^{+}$guarantees that

$$
\begin{equation*}
h_{m}+\frac{1}{\delta} \chi_{n}\left(g_{m}-u_{m}^{\varepsilon, \delta}\right)-\psi_{\varepsilon}\left(\left|\nabla u^{n}\right|_{d}^{2}-f_{m}^{2}-\frac{1}{n}\right) \in C^{0,1, \alpha}\left(\overline{\mathcal{O}}_{m}\right) . \tag{B.2}
\end{equation*}
$$

Moreover, the compatibility condition

$$
\begin{aligned}
\lim _{s \uparrow T}\left(\partial_{t} g_{m}+\mathcal{L} g_{m}\right. & \left.-r g_{m}\right)(s, x) \\
& =\left[-h_{m}-\frac{1}{\delta} \chi_{n}\left(g_{m}-u_{m}^{\varepsilon, \delta}\right)+\psi_{\varepsilon}\left(\left|\nabla u^{n}\right|_{d}^{2}-f_{m}^{2}-\frac{1}{n}\right)\right](T, x),
\end{aligned}
$$

for $x \in \partial B_{m}$, holds with both sides of the equation equal to zero. Indeed, given that $\xi_{m-1} \in C_{c}^{\infty}\left(B_{m}\right)$ we have $g_{m}=\partial_{x_{i}} g_{m}=\partial_{x_{i} x_{j}} g_{m}=0$ on $[0, T] \times \partial B_{m}$. Moreover,
$g_{m}=0$ on $[0, T] \times \partial B_{m}$ also implies $\partial_{t} g_{m}=0$ on $[0, T] \times \partial B_{m}$. So the left-hand side of the equation is equal to zero. On the right-hand side, for $x \in \partial B_{m}$ we have $h_{m}(T, x)=g_{m}(T, x)=u_{m}^{\varepsilon, \delta}(T, x)=0$ and

$$
\left|\nabla u^{n}(T, x)\right|_{d}^{2} \leq\left|\nabla u_{m}^{\varepsilon, \delta}(T, x)\right|_{d}^{2}+\frac{1}{n}=\left|\nabla g_{m}(T, x)\right|_{d}^{2}+\frac{1}{n} \leq f_{m}^{2}(T, x)+\frac{1}{n},
$$

by uniform convergence of $\nabla u^{n}$ to $\nabla u_{m}^{\varepsilon, \delta}$ and (3.17). The compatibility condition follows upon recalling $\chi_{n}(0)=0$ and $\psi_{\varepsilon}(z)=0$ for $z \leq 0$.

The fact that $w^{n} \in C_{L o c}^{1,3, \alpha}\left(\mathcal{O}_{m}\right)$ is also consequence of (B.2) and standard interior estimates for PDEs [29, Thm. 3.5.11 and Cor. 3.5.1]. Instead, the convergence result $w^{n} \rightarrow u_{m}^{\varepsilon, \delta}$ in $C^{1,2, \beta}\left(\overline{\mathcal{O}}_{m}\right)$, as $n \rightarrow \infty$, for $\beta \in(0, \alpha)$, is a special case of Lemma B.1.

Lemma B. 1 Let $F: \mathbb{R} \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ be a Lipschitz continuous function. Fix $\phi, \varphi \in C^{0,1, \alpha}\left(\overline{\mathcal{O}}_{m}\right)$ and let $u$ be a solution in $C^{1,2, \alpha}\left(\overline{\mathcal{O}}_{m}\right)$ of

$$
\begin{cases}\partial_{t} u+\mathcal{L} u-r u=-h_{m}+F(\phi, \nabla \varphi), & \text { on } \mathcal{O}_{m}  \tag{B.3}\\ u(t, x)=g_{m}(t, x), & (t, x) \in \partial_{P} \mathcal{O}_{m}\end{cases}
$$

Let $\left(\phi_{n}\right)_{n \in \mathbb{N}},\left(\varphi_{n}\right)_{n \in \mathbb{N}} \subseteq C^{0,1, \alpha}\left(\overline{\mathcal{O}}_{m}\right)$ be such that $\phi_{n} \rightarrow \phi$ and $\varphi_{n} \rightarrow \varphi$ in $C^{0,1, \gamma}\left(\overline{\mathcal{O}}_{m}\right)$ as $n \rightarrow \infty$ for all $\gamma \in(0, \alpha)$. Let $\left(F_{n}\right)_{n \in \mathbb{N}}$ be equi-Lipschitz continuous functions $F_{n}: \mathbb{R} \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ such that $F_{n} \rightarrow F$ in $C_{\ell o c}^{0}\left(\mathbb{R}^{1+d}\right)$. Finally, denote by $u_{n}$ a solution to (B.3) in $C^{1,2, \alpha}\left(\overline{\mathcal{O}}_{m}\right)$ with $F_{n}\left(\phi_{n}, \nabla \varphi_{n}\right)$ instead of $F(\phi, \nabla \varphi)$.

Then, up to possibly selecting a subsequence,

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|u_{n}-u\right\|_{C^{1,2, \gamma}\left(\overline{\mathcal{O}}_{m}\right)}=0, \quad \text { for all } \gamma \in(0, \alpha) \tag{B.4}
\end{equation*}
$$

If $\left(\varphi_{n}\right)_{n \in \mathbb{N}} \subseteq C^{0,2, \alpha}\left(\overline{\mathcal{O}}_{m}\right)$ and $\left(F_{n}\right)_{n \in \mathbb{N}} \subseteq C^{1, \alpha}\left(\mathbb{R}^{1+d}\right)$, then $\left(u_{n}\right)_{n \in \mathbb{N}} \subseteq C_{\text {Loc }}^{1,3, \alpha}\left(\mathcal{O}_{m}\right) \cap$ $C^{1,2, \alpha}\left(\overline{\mathcal{O}}_{m}\right)$.

Proof. Define $\hat{u}_{n}:=u-u_{n}$. Then $\hat{u}_{n}$ solves

$$
\begin{cases}\partial_{t} \hat{u}_{n}+\mathcal{L} \hat{u}_{n}-r \hat{u}_{n}=F(\phi, \nabla \varphi)-F_{n}\left(\phi_{n}, \nabla \varphi_{n}\right), & \text { on } \mathcal{O}_{m} \\ \hat{u}_{n}(t, x)=0, & (t, x) \in \partial_{P} \mathcal{O}_{m}\end{cases}
$$

By [29, Thm. 3.2.6] we have the estimate

$$
\begin{equation*}
\left\|\hat{u}_{n}\right\|_{C^{1,2, \gamma}\left(\overline{\mathcal{O}}_{m}\right)} \leq K\left\|F(\phi, \nabla \varphi)-F_{n}\left(\phi_{n}, \nabla \varphi_{n}\right)\right\|_{C^{0,0, \gamma}\left(\overline{\mathcal{O}}_{m}\right)}, \tag{B.5}
\end{equation*}
$$

for a constant $K>0$ independent of $n$. Notice that by equi-Lipschitz continuity, the sequence $\left(F_{n}\right)_{n \in \mathbb{N}}$ is compact in any $C^{\beta}(\bar{U})$ for $\beta \in(0,1)$ and bounded set $U \subset \mathbb{R}^{d+1}$. Thanks to the convergence of the functions $\phi_{n}, \varphi_{n}$ and $F_{n}$ we have that, up to possibly selecting a subsequence, $F_{n}\left(\phi_{n}, \nabla \varphi_{n}\right) \rightarrow F(\phi, \nabla \varphi)$ in $C^{\gamma}\left(\overline{\mathcal{O}}_{m}\right)$ as $n \rightarrow \infty$ for all $\gamma \in(0, \alpha)$. Thus, (B.4) holds.

If we also assume that $\left(\varphi_{n}\right)_{n \in \mathbb{N}} \subseteq C^{0,2, \alpha}\left(\overline{\mathcal{O}}_{m}\right)$ and $\left(F_{n}\right)_{n \in \mathbb{N}} \subseteq C^{1, \alpha}\left(\mathbb{R}^{1+d}\right)$, it turns out that $F_{n}\left(\phi_{n}, \varphi_{n}\right) \in C^{0,1, \alpha}\left(\overline{\mathcal{O}}_{m}\right)$ and since the coefficients of $\mathcal{L}$ are continuously differentiable then $u_{n} \in C_{\text {Loc }}^{1,3, \alpha}\left(\mathcal{O}_{m}\right)$ for all $n$ by [29, Thm. 3.5.11 and Cor. 3.5.1].

Remark B.2: Thanks to [8, Thm. 2.6.5 and Rem. 2.6.4] the bound (B.5) can be replaced by

$$
\left\|\hat{u}_{n}\right\|_{W^{1,2, p}\left(\mathcal{O}_{m}\right)} \leq K\left\|F(\phi, \nabla \varphi)-F_{n}\left(\phi_{n}, \nabla \varphi_{n}\right)\right\|_{L^{p}\left(\mathcal{O}_{m}\right)}, \quad p \in(1, \infty) .
$$

Hence, stability of solutions of (B.3) also holds in the space $W^{1,2, p}\left(\mathcal{O}_{m}\right)$, i.e., $\lim _{n} u_{n}=u$ in $W^{1,2, p}\left(\mathcal{O}_{m}\right)$.

## B. 4 Maximum Principle

The maximum principle is a well-known result in the theory of PDE. We give an alternative proof of the maximum principle by a probabilistic argument. Consider the second-order differential operator $\mathcal{L}$ defined as

$$
(\mathcal{L} \varphi)(x)=\frac{1}{2} \operatorname{tr}\left(a(x) D^{2} \varphi(x)\right)+\langle b(x), \nabla \varphi(x)\rangle
$$

for any $\varphi \in C^{2}\left(\mathbb{R}^{d}\right)$.
Lemma B. 3 (Maximum Principle) Let $\varphi \in C^{1,2, \alpha}(\mathcal{O})$ for some $\mathcal{O} \subseteq \mathbb{R}_{0, T}^{d+1}$. Let
$(t, x) \in \mathcal{O}$ be an internal point of (local) maximum for $\varphi$. Then

$$
\partial_{t} \varphi(t, x)+\mathcal{L} \varphi(t, x) \leq 0
$$

where $\mathcal{L}$ is a second order differential operator locally elliptic (see (3.10)) defined as above.

Proof. Let $(t, x)$ be an internal of (local) maximum. There exists a $\delta>0$ with $t+\delta \leq T$, and a $B_{\delta}(t, x):=\left\{(s, y) \in[t, t+\delta) \times \mathbb{R}^{d}:|x-y|_{d}<\delta\right\}$ such that $\varphi(t, x) \geq \varphi(s, y)$ for all $(s, y) \in B_{\delta}(t, x)$. Since the matrix $a(x)$ is locally elliptic, it is uniformly elliptic in a neighbourhood of $(t, x)$ and thus it is positive-definite. It means that we can decompose $a(x)=\sigma(x) \sigma^{\top}(x)$ for some $\sigma \in \mathbb{R}^{d \times d}$ (see [55, page 558]); this $\sigma$ is not necessarily unique, but it would be if we required symmetry of it. We can now consider the stochastic process

$$
\begin{aligned}
\mathrm{d} X_{s} & =b\left(X_{s}\right) \mathrm{d} s+\sigma\left(X_{s}\right) \mathrm{d} W_{s}, \quad \text { for } s \in[0, \infty), \\
X_{0} & =x,
\end{aligned}
$$

where $\left(W_{s}\right)_{s \in[0, \infty)}$ is a $d$-dimensional Brownian motion. Let $\tau_{\delta}$ the first exit time of the process $X_{s}$ from the ball $B_{\delta}(x):=\left\{y \in \mathbb{R}^{d}:|x-y|_{d}<\delta\right\}$. By an application of Dynkin's formula, justified by the boundedness of the spatial derivatives of $\varphi$, we have

$$
\mathrm{E}_{x}\left[\varphi\left(t+\tau_{\delta}, X_{\tau_{\delta}}\right)\right]=\varphi(t, x)+\mathrm{E}_{x}\left[\int_{0}^{\tau_{\delta}}\left(\partial_{t}+\mathcal{L}\right) \varphi\left(t+s, X_{s}\right) \mathrm{d} s\right] .
$$

The functions attains a maximum in $(t, x)$, thus the left-hand side above is less or equal than the first term on the right-hand side above and we get

$$
\mathrm{E}_{x}\left[\int_{0}^{\tau_{\delta}}\left(\partial_{t}+\mathcal{L}\right) \varphi\left(t+s, X_{s}\right) \mathrm{d} s\right] \leq 0
$$

Dividing by $\delta$ and passing to the limit as $\delta \downarrow 0$, we are allow to pass the limit under expectation by dominated convergence theorem. Thus, we have

$$
\left(\partial_{t}+\mathcal{L}\right) \varphi(t, x) \leq 0,
$$

and the lemma is proved.

## B. 5 Convergence of the Sequence $\left(t_{n_{k}}^{\lambda}, x_{n_{k}}^{\lambda}\right)_{k \in \mathbb{N}}$ in Proposition

### 3.17

Here we prove that $(\tilde{t}, \tilde{x}) \in \arg \max _{\overline{\mathcal{O}}_{m}} v^{\lambda}$. Arguing by contradiction let us assume $(\tilde{t}, \tilde{x}) \notin \arg \max _{\overline{\mathcal{O}}_{m}} v^{\lambda}$. Then there exists a $\epsilon>0$ such that $v^{\lambda}(\tilde{t}, \tilde{x}) \leq$ $\max _{\overline{\mathcal{O}}_{m}} v^{\lambda}-\epsilon$ and so there exists a neighbourhood $U_{\epsilon}$ of $(\tilde{t}, \tilde{x})$ such that $v^{\lambda}(t, x) \leq$ $\max _{\overline{\mathcal{O}}_{m}} v^{\lambda}-\frac{\epsilon}{2}$ for all $(t, x) \in \bar{U}_{\epsilon}$. For all sufficiently large $k$ 's we also have $\left(t_{n_{k}}^{\lambda}, x_{n_{k}}^{\lambda}\right) \in U_{\epsilon}$ and by uniform convergence

$$
\begin{equation*}
\left|v^{\lambda, n_{k}}-v^{\lambda}\right|(t, x) \leq \frac{\epsilon}{4}, \quad \text { for }(t, x) \in \overline{\mathcal{O}}_{m} \tag{B.6}
\end{equation*}
$$

Hence

$$
\begin{align*}
\max _{(t, x) \in \overline{\mathcal{O}}_{m}} v^{\lambda, n_{k}}(t, x) & =v^{\lambda, n_{k}}\left(t_{n_{k}}^{\lambda}, x_{n_{k}}^{\lambda}\right) \\
& \leq v^{\lambda}\left(t_{n_{k}}^{\lambda}, x_{n_{k}}^{\lambda}\right)+\frac{\epsilon}{4}  \tag{B.7}\\
& \leq \max _{(t, x) \in \overline{\mathcal{O}}_{m}} v^{\lambda}(t, x)-\frac{\epsilon}{4},
\end{align*}
$$

where the first equality is by definition of $\left(t_{n_{k}}^{\lambda}, x_{n_{k}}^{\lambda}\right)$, the first inequality by (B.6) and the final inequality follows by $\left(t_{n_{k}}^{\lambda}, x_{n_{k}}^{\lambda}\right) \in \bar{U}_{\epsilon}$.

With no loss of generality we can assume $v^{\lambda}$ and $v^{\lambda, n}$ be positive. Otherwise we apply our argument to $\tilde{v}^{\lambda}=v^{\lambda}-\min _{\overline{\mathcal{O}}_{m}} v^{\lambda}+1$ and the associated sequence $\tilde{v}^{\lambda, n}=v^{\lambda, n}-\min _{\overline{\mathcal{O}}_{m}} v^{\lambda}+1$. By triangular inequality and positivity of $v^{\lambda}$ and $v^{\lambda, n}$ we have

$$
\max _{\overline{\mathcal{O}}_{m}}\left|v^{\lambda}-v^{\lambda, n_{k}}\right| \geq \max _{\overline{\mathcal{O}}_{m}}\left|v^{\lambda}\right|-\max _{\overline{\mathcal{O}}_{m}}\left|v^{\lambda, n_{k}}\right|=\max _{\overline{\mathcal{O}}_{m}} v^{\lambda}-\max _{\overline{\mathcal{O}}_{m}} v^{\lambda, n_{k}} \geq \frac{\epsilon}{4},
$$

for all $k$ 's sufficiently large, where the inequality is due to (B.7). This contradicts uniform convergence and therefore $(\tilde{t}, \tilde{x}) \in \arg \max _{\overline{\mathcal{O}}_{m}} v^{\lambda}$ as claimed.

## B. 6 Existence of $X^{\varepsilon}$ in the proof of Theorem 3.33

For $m \in \mathbb{N}$ let $\left(b^{m}, \sigma^{m}\right)$ be functions $\mathbb{R}^{d} \rightarrow \mathbb{R}^{d} \times \mathbb{R}^{d \times d^{\prime}}$ that are equal to $(b, \sigma)$ on $B_{m}$ and extend continuously to be constant on $\mathbb{R}^{d} \backslash B_{m}$. Similarly, $\alpha^{m}: \mathbb{R}_{0, T}^{d+1} \rightarrow \mathbb{R}^{d}$
is defined as

$$
\alpha^{m}(t, x)=-2 \psi_{\varepsilon}^{\prime}\left(\left|\nabla u^{\varepsilon}(t, x)\right|_{d}^{2}-f^{2}(t, x)\right) \nabla u^{\varepsilon}(t, x), \quad \text { on } B_{m} \text {, }
$$

and extended continuously to be constant on $\mathbb{R}^{d} \backslash B_{m}$. Since $u^{\varepsilon} \in C_{\ell o c}^{0,1, \alpha}\left(\mathbb{R}_{0, T}^{d+1}\right)$, then thanks to [65, Thm. 1] there exists a unique strong solution of

$$
X_{s}^{m}=x+\int_{0}^{s}\left(b^{m}\left(X_{u}^{m}\right)+\alpha^{m}\left(t+u, X_{u}^{m}\right)\right) \mathrm{d} u+\int_{0}^{s} \sigma^{m}\left(X_{u}^{m}\right) \mathrm{d} W_{u}, \quad s \in[0, T-t] .
$$

Notice that $X^{m}=X^{m ; t}$ depends on $t$ via the time-inhomogeneous drift $\alpha^{m}$ but we omit it for simplicity. Notice also that here we should understand $n_{s}^{m} \dot{\nu}_{s}^{m}=$ $\alpha^{m}\left(t+s, X_{s}^{m}\right)$ and $X^{m}=X^{m ;\left[n^{m}, \nu^{m}\right]}$. Letting $\zeta_{m, k}=\inf \left\{s \geq 0:\left|X_{s}^{m}\right|_{d} \geq k\right\}$, for any $m \geq k$ we have $X_{s \wedge \zeta_{m, k}}^{m}=X_{s \wedge \zeta_{k, k}}^{k}$ for all $s \in[0, T-t], \mathrm{P}_{x}$-a.s. (i.e., the two processes are indistinguishable). Thus, setting $X_{s}^{\varepsilon}(\omega):=X_{s}^{k}(\omega)$ for $s<\zeta_{k, k}(\omega)$ and denoting $\tau_{k}=\inf \left\{s \geq 0:\left|X_{s}^{\varepsilon}\right|_{d} \geq k\right\}$ it is clear that, by uniqueness of strong solutions and the definition of the pair $\left(n^{\varepsilon}, \nu^{\varepsilon}\right)$, the process $X^{\varepsilon}$ satisfies

$$
X_{s \wedge \tau_{k}}^{\varepsilon}=x+\int_{0}^{s \wedge \tau_{k}}\left(b\left(X_{u}^{\varepsilon}\right)+n_{u}^{\varepsilon} \dot{\nu}_{u}^{\varepsilon}\right) \mathrm{d} u+\int_{0}^{s \wedge \tau_{k}} \sigma\left(X_{u}^{\varepsilon}\right) \mathrm{d} W_{u}, \quad s \in[0, T-t] .
$$

By continuity of paths $\tau_{k} \leq \tau_{k+1}$ and $\tau_{\infty}:=\lim _{k \rightarrow \infty} \tau_{k}$ is well-defined. Moreover, $\nu^{\varepsilon}$ satisfies the same bound as in (3.102) thanks to (3.126). Therefore, linear growth of the coefficients of the SDE and the same arguments as those at the end of the proof of Proposition 3.25 imply that $\mathrm{P}_{x}\left(\tau_{\infty} \leq T-t\right)=0$. Then $X^{\varepsilon}$ is well-defined on $[0, T-t]$.

## B. 7 Shaefer's fixed point theorem

Theorem B. 4 (Thm. 9.2.4 in [25]) Suppose $T: \mathcal{D} \rightarrow \mathcal{D}$ is a continuous and compact mapping on a Banach space $\mathcal{D}$. Assume further that the set

$$
\{f \in \mathcal{D} \mid f=\rho T[f] \text { for some } \rho \in[0,1]\}
$$

is bounded. Then $T$ has a fixed point.

## C Chapter 4

In this section, we give the auxiliary results for Chapter 4, i.e., an estimate on the fist moment of the local time process.

## C. 1 Upper bound for the Local Time

We give below an extension of the result in [20, Lemma 5.1]
Lemma C. 1 Let $X$ be a real valued càdl'ag semimartingale with jumps of bounded variation and starting from $x$, let $L_{t}^{0}(X)$ be its local time at 0 in the time-interval $[0, t]$. Then, for any $\epsilon \in(0,1)$ we have

$$
\begin{aligned}
\mathrm{E}_{x}\left[L_{t}^{0}(X)\right] \leq & 4 \epsilon-2 \mathrm{E}_{x}\left[\int_{0}^{t}\left(\mathbb{1}_{\left\{X_{s} \in[0, \epsilon)\right\}}+\mathbb{1}_{\left\{X_{s} \geq \epsilon\right\}} e^{1-\frac{X_{s}}{\epsilon}}\right) \mathrm{d} X_{s}^{c}\right] \\
& +\frac{1}{\epsilon} \mathrm{E}_{x}\left[\int_{0}^{t} \mathbb{1}_{\left\{X_{s}>\epsilon\right\}} e^{1-\frac{X_{s}}{\epsilon}} \mathrm{~d}\langle X\rangle_{s}^{c}\right] \\
& +\mathrm{E}_{x}\left[\sum_{0<s \leq t}\left|\Delta X_{s}\right|\right]
\end{aligned}
$$

where $X_{s}^{c}$ and $\langle X\rangle_{s}^{c}$ are the continuous parts of $X$ and of the quadratic variation of $X$, respectively, and $\Delta X_{s}:=X_{s}-X_{s-}$.

Proof. For $\epsilon \in(0,1)$ and $y \in \mathbb{R}$ we define

$$
g_{\epsilon}(y)=0 \cdot \mathbb{1}_{\{y<0\}}+y \mathbb{1}_{\{0 \leq y<\epsilon\}}+\epsilon\left(2-e^{1-\frac{y}{\epsilon}}\right) \mathbb{1}_{\{y \geq \epsilon\}} .
$$

Following the idea from [20, Lemma 5.1] we have that $g_{\epsilon} \in C^{1}(\mathbb{R} \backslash\{0\})$, it is semi-concave, i.e., $y \mapsto g_{\epsilon}(y)-y^{2}$ is concave. Moreover, $g_{\epsilon}$ is such that

$$
\begin{aligned}
& 0 \leq g_{\epsilon}(y) \leq 2 \epsilon, \quad \text { for } y \in \mathbb{R} ; \\
& g_{\epsilon}^{\prime}(y)=\mathbb{1}_{\{0 \leq y \leq \epsilon\}}+e^{1-\frac{y}{\epsilon}} \mathbb{1}_{\{y \geq \epsilon\}}, \quad \text { for } y \in \mathbb{R} ; \\
& g_{\epsilon}^{\prime \prime}(y)=0, \quad \text { for } y \in(-\infty, 0) \cup(0, \epsilon) ; \\
& g_{\epsilon}^{\prime \prime}(y)=-\epsilon^{-1} e^{1-\frac{y}{\epsilon}}, \quad \text { for } y>\epsilon .
\end{aligned}
$$

Applying [57, Thm. IV. 70 and Cor. IV.70.1] to $g_{\epsilon}\left(X_{t}\right)$ we get

$$
\begin{aligned}
g_{\epsilon}\left(X_{t}\right)-g_{\epsilon}\left(X_{0}\right)= & \int_{0}^{t} g_{\epsilon}^{\prime}\left(X_{s-}\right) \mathrm{d} X_{s}^{c}+\frac{1}{2} \int_{0}^{t} g_{\epsilon}^{\prime \prime}\left(X_{s}\right) \mathbb{1}_{\left\{X_{s} \neq 0\right\} \cap\left\{X_{s} \neq \epsilon\right\}} \mathrm{d}\langle X\rangle_{s}^{c} \\
& +L_{t}^{0}(X)+\sum_{0<s \leq t} g_{\epsilon}\left(X_{s}\right)-g_{\epsilon}\left(X_{s-}\right) .
\end{aligned}
$$

Rearranging terms and multiplying by 2 , using $\left|g_{\epsilon}\left(X_{s}\right)-g_{\epsilon}\left(X_{s-}\right)\right| \leq\left|X_{s}-X_{s-}\right|=$ $\left|\Delta X_{s}\right|$ by Lipschitz property of $g_{\epsilon}$ and that $X$ has jumps of finite variation, we get

$$
L_{t}^{0}(X) \leq 4 \epsilon-2 \int_{0}^{t} g_{\epsilon}^{\prime}\left(X_{s-}\right) \mathrm{d} X_{s}^{c}-\int_{0}^{t} g_{\epsilon}^{\prime \prime}\left(X_{s}\right) \mathbb{1}_{\left\{X_{s} \neq 0\right\} \cap\left\{X_{s} \neq \epsilon\right\}} \mathrm{d}\langle X\rangle_{s}^{c}+2 \sum_{0<s \leq t}\left|\Delta X_{s}\right|
$$

Using the properties of $g_{\epsilon}$ listed above (see also [20, Lemma 5.1]) and applying expectation we get the result.
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