
University of Sheffield

Continuous Authentication of Users to
Robotic Technologies Using Behavioural

Biometrics

Shurook S. Almohamade

A thesis submitted in partial fulfilment of the requirements
for the degree of

DOCTOR OF PHILOSOPHY

in the

The University of Sheffield
Department of Computer Science

November 2022



Declaration

I Shurook S. Almohamade, confirm that the Thesis is my own work. I am aware of the
University’s Guidance on the Use of Unfair Means (www.sheffield.ac.uk/ssid/ unfair-means).
This work has not been previously been presented for an award at this, or any other,
university. Some parts of this thesis have been published by the author.

Shurook S. Almohamade

i



Acknowledgments

The work in this thesis would not even be accomplished without the support of many people.
It gives me great pleasure to thank everyone who has helped me over the previous four years.

My PhD supervisors, Professor John A. Clark and Dr James Law deserve my heartfelt
gratitude for their unending support, direction, encouragement, patience, and extensive
expertise during my PhD studies.

No words can adequately describe my heartfelt thanks to my supportive and understanding
husband, Mohammed, for his unwavering love, support, and understanding before and during
my PhD studies. He has always been the one on whom I can rely at all times. Likewise,
thank you to my beautiful daughter Yara, who is the light of my life. With her, I gained
strength and became more productive during my PhD study.

I owe a debt of thankfulness to my parents for their compassion and love and steadfast
trust in me, as well as to my brothers and sisters for their spiritual support during the
writing of my thesis and in my life in general.

At last, I would want to express my heartfelt thanks to Taibah University (Saudi Arabia)
for providing financial support for my studies.

ii



Abstract

Collaborative robots and current human–robot interaction systems, such as exoskeletons
and teleoperation, are key technologies with profiles that make them likely security targets.
Without sufficient protection, these robotics technologies might become dangerous tools that
are capable of causing damage to their environments, increasing defects in work pieces and
harming human co-workers. As robotics is a critical component of the current automation
drive in many advanced economies, there may be serious economic effects if robot security is
not appropriately handled. The development of suitable security for robots, particularly in
industrial contexts, is critical.

Collaborative robots, exoskeletons and teleoperation are all examples of robotics
technologies that might need close collaboration with humans, and these interactions must be
appropriately protected. There is a need to guard against both external hackers (as with many
industrial systems) and insider malfeasance. Only authorised users should be able to access
robots, and they should use only those services and capabilities they are qualified to access
(e.g. those for which they are appropriately cleared and trained). Authentication is therefore
a crucial enabling mechanism. Robot interaction will largely be ongoing, so continuous rather
than one-time authentication is required.

In robot contexts, continuous biometrics can be used to provide effective and practical
authentication of individuals to robots. In particular, the working behaviour of human
co-workers as they interact with robots can be used as a means of biometric authentication.

This thesis demonstrates how continuous biometric authentication can be used in three
different environments: a direct physical manipulation application, a sensor glove application
and a remote access application. We show how information acquired from the collaborative
robot’s internal sensors, wearable sensors (similar to those found in an exoskeleton), and
teleoperated robot control and programming can be harnessed to provide appropriate
authentication. Thus, all authentication uses data that are collected or generated as part of the
co-worker simply going about their work. No additional action is needed. For manufacturing
environments, this lack of intrusiveness is an important feature.

The results presented in this thesis show that our approaches can discriminate
appropriately between users. We believe that our machine learning-based approaches can
provide reasonable and practical solutions for continually authenticating users to robots in
many environments, particularly in manufacturing contexts.
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Chapter 1

Introduction

1.1 Motivation

The use of robots in manufacturing processes is increasing. According to the World Robotics
2021 Industrial Robots report [71], the world now has a record 3 million industrial robots
operating in factories, respresenting a 10% increase over the previous year. Despite the
worldwide epidemic, new robot sales increased modestly by 0.5 percent, with 384,000 units
sold globally in 2020.

Cybersecurity for robotics is becoming a critical issue as robots become more prevalent and
connected, for instance, to external networks and wider infrastructure. Particular concerns
arise in applications in which humans and robots operate in very close proximity, e.g. within
shared spaces, or work alongside one another, where there are greater safety and personal
data security risks. This occurs increasingly in industrial settings but could also occur in
the home, office or public locations and in applications spanning manufacturing, healthcare,
delivery & logistics, hospitality, education and entertainment.

One of the main vulnerabilities in modern robots is inadequate user authentication
protocols [39]. Authenticating users is key to ensuring that only permitted users have control
over or access to the data handled by a particular device or access to the capabilities that a
device can provide. In an industrial setting, this could be done to ensure that only trained
users have the ability to change control parameters on a robot or access specific services and
functionalities. In a healthcare scenario, the purpose is to ensure that patient data are shared
only with authorised medical practitioners or that a patient is the intended recipient of a
specific care regime.

Currently, authentication mechanisms in such user–robot collaborations, if there are any
at all, are often one shot (e.g., pin codes, passwords or ID/access cards). Although one-shot
approaches may give confidence that the user supplying the credentials is who they claim to be
at the time of authentication, such confidence recedes as time elapses. We might, for example,
believe that there is a significant risk of the authenticated user leaving their terminal or other
devices unattended. This problem is often addressed by requiring the user to re-authenticate
at intervals. However, in many industrial contexts, repeated authentication may be highly
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inconvenient and disruptive (e.g. if a user has to take off protective gloves in order to enter a
password or if the user’s collaborative task has reached a critical point).

In this regard, biometric systems and continuous authentication (CA) methods can
play major roles. Biometrics is essentially about the ability of a person to be recognised.
This recognition may then be used to provide access to systems [44]. Users’ biometric
features can be divided into physiological and behavioural traits. Physiological traits
refer to users’ physical attributes, including their fingerprints, facial features, iris patterns,
retinal patterns, vascular patterns, palm prints, DNA, ear geometry and hand geometry.
Behavioural traits refer to attributes such as typing habits, voice patterns, signatures, gait
and behavioural profile. CA is an approach used to verify an individual’s identity and thus
facilitate cybersecurity protection on a continuous basis. CA checks users not only once
but continuously throughout a session. It often uses machine learning (ML), and a number of
components include behavioural patterns and biometrics to provide a smart, secure verification
process without disrupting the workflow.

1.2 Research Hypothesis

The research hypothesis investigated in this thesis is as follows:

• Continuous biometrics can form the basis for the effective and practical authentication
of users operating in close collaboration with robots.

1.3 Contributions of Our Research

This thesis examines the security issues associated with three different robotics technologies:
collaborative robots, exoskeletons and teleoperation. More precisely, we are motivated by the
necessity to develop useful and secure methods of user authentication for collaborative robots,
as well as the potential for securing current human–robot interaction (HRI) systems, such as
exoskeletons and teleoperation.

The following contributions are made by this thesis:

1. We propose a new approach that uses a robot arm’s joint information (i.e. position,
force and torque) as biometric authentication data during direct physical manipulation
by the human operator. Our technique, which is based on ML and an established trust
model, can provide a reasonable, practical solution for continually authenticating users
who engage physically with a collaborative robot. Additionally, it uses data that the
collaborative robot already maintains as part of its normal activity. Our research (see
Chapter 3) is the first to make use of such data.

2. We propose a technique for continuous behavioural biometrics that rely on the data
collected by wearable sensors (hand manipulations captured by a sensorised glove) while
the user conducts a variety of industrial activities, such as loading and inserting screws.
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The results indicate that the technique is capable of discriminating between users with
a low equal error rate. This method, we believe, will also improve other applications
in which wearables are used to operate robots, such as teleoperation or sophisticated
exoskeletons.

3. We examine how continuous user behaviour monitoring may be used to provide
unobtrusive continuous user authentication for remotely operated systems. To collect
data, we run a simulation in which a group of users manually leads a robotic manipulator
through a task (similar to teaching by demonstration or teleoperation), with some users
masquerading as malicious agents. We then put our CA approach to the test against a
common behavioural biometric threat known as a mimicry attack.

4. We generate two datasets for user interaction with collaborative robots in two different
scenarios:

(a) A collaborative robot dataset based on physical interaction (see Chapter 3). This
dataset contains 30 users (with each user performing 15 tasks).

(b) A collaborative robot simulation dataset (see Chapter 5). This dataset contains 32
users, each of whom is responsible for 15 tasks. Additionally, this dataset contains
384 attacks by 16 attackers and 48 video recordings of 16 victims.

1.4 Publications

The work reported in this thesis has given rise to the following publications:

1. Almohamade, Shurook S., John A. Clark, and James Law. "Behaviour-Based Biometrics
for Continuous User Authentication to Industrial Collaborative Robots." International
Conference on Information Technology and Communications Security. Springer, Cham,
2020. This work is reported in chapter 3. The URL for the electronic version of this
publication is: https://link.springer.com/chapter/10.1007/978-3-030-69255-1_
12

2. Almohamade, Shurook, John Clark, and James Law. "Continuous User Authentication
for Human-Robot Collaboration."The 16th International Conference on Availability,
Reliability and Security". 2021. Association for Computing Machinery, New York,
NY, USA, Article 115, 1–9. DOI:https://doi.org/10.1145/3465481.3470025. This work
is reported in chapter 4. The URL for the electronic version of this publication
is:https://dl.acm.org/doi/abs/10.1145/3465481.3470025

3. Almohamade, Shurook S., John A. Clark, and James Law. "Mimicry Attacks
Against Behavioural-Based User Authentication for Human-Robot Interaction."The 4th

International International Workshop on Emerging Technologies for Authorization and
Authentication". Springer, Cham, 2021. This work is reported in chapter 5. The URL

 https://link.springer.com/chapter/10.1007/978-3-030-69255-1_12
 https://link.springer.com/chapter/10.1007/978-3-030-69255-1_12
https://dl.acm.org/doi/abs/10.1145/3465481.3470025
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for the electronic version of this publication is:https://link.springer.com/chapter/
10.1007/978-3-030-93747-8_8

In addition, most of the data, codes and videos used in this thesis were released publicly and
can be found at https://github.com/SSAlmohamade

1.5 Ethical Considerations

We obtained approval from the University of Sheffield Research Ethics Committee, as is
required for any experiments involving human volunteers. Under reference number 024354,
approval has been given.

1.6 Thesis Outline

This thesis is structured as follows:

In Chapter 2, we present a systematic literature review that addresses relevant
research topics in the literature, including the security of robotics, authentication, biometric
authentication and CA.

In Chapter 3, we investigate CA methods in the use of collaborative robot manipulators.

In Chapter 4, we investigate the implementation of continuous behavioural biometric
authentication using wearable sensors similar to those found in an exoskeleton or teleoperation
system.

In Chapter 5, we investigate CA using behavioural biometrics in the context of industrial
and teleoperated robot control. We consider a scenario in which attackers are informed about
their victims’ behavioural tendencies and make conscious attempts to imitate them.

Chapter 6 summarises this study’s major findings, emphasising both its accomplishments
and limitations. The chapter also discusses future research.

https://link.springer.com/chapter/10.1007/978-3-030-93747-8_8
https://link.springer.com/chapter/10.1007/978-3-030-93747-8_8
https://github.com/SSAlmohamade


Chapter 2

Background and Literature Review

2.1 Security of Robotics: Vulnerabilities, Threats and Risks

Robotics is a large area of research and development with applications in many fields, such as
medicine, manufacturing, security, aeronautics, military, transportation and entertainment.
Robots can serve, assist and enhance human life [143]. However, many accidents have
occurred, resulting in severe injuries and tragic consequences, such as the avoidable loss of
human life [211]. Accidents will always occur, but malicious attacks provide a unique set of
challenges. They involve significant economic and financial damages by maliciously hijacking
and manipulating robots [159][211].

The purpose of this section is to highlight the robotic domain’s vulnerability to the number
of security and safety risks that may result in hazardous attacks.

2.1.1 Security Vulnerabilities

Many robotic vulnerabilities may be used to attack robotic systems and applications [39].
This section presents several security issues that are challenging:

• Insecure networking makes communication between robots and humans vulnerable [214].

• Inadequate authentication leads to unauthorised access through common usernames and
passwords, which a determined attacker may easily compromise. [27],[39],[128].

• Lack of authorisation (physical access to robotics laboratories, factories and industries)
results in unprotected robot functionality, including critical functions, such as
application installation and operating system software updates. This allows an attacker
to install software on robots without permission and to gain complete control over
them [39].

• Lack of confidentially is caused by the implementation of insecure encryption methods
that expose sensitive robotics data [39].

5
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Table 2.1: Attacks against robots (Maggi et al. [128])

Attack Class Concrete Effect
Altering Control-Loop Parameters Defective or Modified Products
Tampering with Calibration Parameters Damage to Robots
Tampering with the Production Logic Defective or Modified Products
Altering the User-Perceived Robot State Injuries to Operators
Altering the Robot State Injuries to Operators

2.1.2 Security Threats

Threats may come from two main sources: physical attacker and network attacker [128]. The
robot operator (insider), who utilises the robot’s manual interface on a regular basis to pilot
and program it, is the simplest and most typical profile of a physical attacker [128]. Robotic
systems may potentially be physically damaged and destroyed by insiders. In this case, the
attacker can physically access the robot’s manual interface. Then, the attacker reprogrammes
the robot or evens steals its data [107]. Network attackers target the network connection [159]
[128] to get access to information for malicious reasons, cause system malfunction or interrupt
services by injecting false or malicious data [211].

2.1.3 Security Risks

Robots are data-driven technologies, and a cyberattack may endanger their functionality and
the safety of their users. For example, shutting down a robot surgeon in the middle of a surgery
might endanger the procedure’s success [5]. Security flaws may disrupt the regular processing
and functioning of industrial robots and could interrupt production and industrial operations,
resulting in financial losses. More specifically, they may result in system obstruction, data
theft and physical harm [159]. Physical theft, hijacking and control of robotic equipment are
also possible. One example is the de-authentication procedure, which enables malicious users
to disconnect legal owners and re-control devices (i.e. robots and drones) [210]. In the paper
by Trend Micro, Maggi et al. [128] identified five types of robot-specific attacks (see Table
2.1) that may have impacts on both operational and functional safety and security processes,
putting the lives of their human operators in danger and resulting in defects to products and
damage to robots.

2.2 Human–Robot Interaction (HRI)

HRI is an area of research devoted to understanding, developing and evaluating the robotic
systems used by or in collaboration with humans.

The interactions between a human and a robot may take many forms but are significantly
affected by proximity. As a result, interaction may be divided into two broad categories [81]:

1. Proximate interaction – In this scenario, humans and robots are co-located; robots
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would be in the same room as humans are. Proximate interaction can include physical
interaction, but this is not essential.

2. Remote interaction – Humans and robots are physically or even temporally apart.
Teleoperation or supervisory control is often used to refer to remote interaction, but
with a physical interface.

Several robotics technologies require closely coupled, proximal/physical interaction, such
as collaborative robots, robotic exoskeletons and robotic teleoperation.

2.2.1 Collaborative Robots

Collaborative robots are designed to assist human workers in a variety of work tasks by
interacting with them in a cooperative manner [46]. They can be defined as a type of robot
that collaborates with humans as assistants or guides in a specific task, especially when
the task can utilise both human and robotic benefits. These robots are designed with a
number of technical features to ensure that they do not cause damage, either deliberately or
inadvertently, when a worker comes into direct contact with them [56].

A key difference between collaborative robots and traditional (non-collaborative) ones is
that traditional robots work are required to be segregated from human users (e.g. by safety
barriers or fences). However, collaborative robots are designed to work with humans in the
same work area and can respond to human behaviours or actions. Collaborative robots have
many benefits compared with traditional robots [85] [106] [56] [155] [166] [205] [93], which are
as follows:

1. Productive and convenient robots. Collaborative robots are considered productive
robots. At the same time, they are convenient because they combine a computer’s
precision and a human worker’s skill and experience.

2. Safe interaction with humans. Industrial robots follow a programme without regard
for the humans working nearby. Special fences and barriers are installed in the workplace
to avoid accidents. Recently, the expectations of making humans safely work with
collaborative robots in direct contact without needing additional safety measures have
grown. No protective barriers are needed while utilising them.

3. Reduced risk in the performance of hazardous tasks. Collaborative robots carry
out tasks that are potentially dangerous to humans. These risks include interfacing with
dangerous machinery and/or manipulating dangerous materials and tooling.

4. Learning and flexibility. Industrial robot control needs specialised programming
abilities. Collaborative robot programming has become simpler. Collaborative robots
are easy to train and programme, flexible and capable of assisting in repetitive, boring
and complex tasks.
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5. Wide application and fast adjustment. Collaborative robots are simple to transfer
and utilise at different locations in the manufacturing chain. Different types of robots
may need to be installed on any surface horizontally or vertically.

6. Affordable solution. Some tasks may be too difficult or costly to completely automate
by robots. The most flexible and cost-effective option is for a human worker to help and
share such tasks with robots.

7. Collaborative robots also provide an economically feasible starting point for
robotic automation. For example, collaborative robots can provide opportunities for
productivity and quality improvements (e.g. in small to medium-sized manufacturers).
They can also provide support to workers in the completion of final assembly tasks (e.g.
in automotive manufacturing).

Types of Collaboration with Industrial Robots

The term ‘human–robot collaboration’ refers to the use of robots without protection fencing,
i.e. cage-free robots. The interaction types in the shared work space can be categorised into
five cases according to the task specified in the application [20]. The five types of interactions
between human workers and robots are cell, coexistence, synchronised, cooperation and
collaboration [20]. The type cell is not a real situation of collaboration because the robot is
operated in a conventional cage. In coexistence, the human and cage-free robot work side by
side but do not share a workspace. In synchronised interaction, the workflow architecture
features synchronised robot and human interaction in a single workspace, but only one of
the participants is physically present in the workspace at any given time. In cooperation
interaction, the two contact partners may do activities concurrently in the (shared) workspace
but do not operate on the same product simultaneously. In collaboration interaction, the
human worker and robot work together on the same product at the same time.

Collaborative robots come in a variety of sizes, payload capacities, maximum ranges and
operational speeds. Many are compact enough to be placed on a workbench or a robust cart.
Larger examples may be placed on the floor, roof or wall. The payload limitations are usually
between 3 and 16 kg. Six-axis motion is still utilised by many collaborative robots, enabling
sophisticated travel through and between other devices. Table 2.2 presents a summary of
some commercial collaborative robots with their key specifications.

Applications of Collaborative Robots

While modern ways of automation do not alter the essence of employment, they have provided
significant economic opportunities to the manufacturing sector. Collaborative robots have the
potential to produce enormous profits for manufacturers. One reason is that these robots are
designed to work around the clock and assist production firms in their efficiency, output and
sales targets. Collaborative robotics are of key significance in production in the following
respects:
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1. Picking and packing: Doing these procedures manually may be tedious and is
often time consuming. Picking and packing may be easily automated with the use
of collaborative robots, considerably increasing the line’s productivity and efficiency, as
well as packaging quality [183].

2. Welding: Welding is one of the most cumbersome and dangerous activities in assembly
plants. Collaborative robots may be used alongside humans, shielding human workers
from events such as fatalities and injuries.

3. Assembling items: Assembling is a process that involves screwing and
assembling/installing components. Using a collaborative robot, this process may be
readily automated, increasing efficiency and quality on the assembly line [207] and
preventing workers from doing tedious tasks [205]. Simultaneously, worker safety is
addressed, particularly in instances in which assembly can be dangerous.

4. Handling materials: Collaborative robot materials handling can automate the most
physically difficult, dangerous, repetitive and tedious activities on the manufacturing
line [205].

5. Inspecting products for quality: Various forms of collaborative robots are widely
used in quality control applications to identify and correct faults or anomalies in an
assembly or system [207].

6. Machine tending: Machine tending refers to the process of loading and unloading
components and materials into a machine. The most prevalent uses of machine tending
would be in machine shops, where robots load raw materials, run their programmes and
then remove completed products. This procedure may be repeated indefinitely as long
as the robot continuously receives raw materials and the machine consistently produces
quality parts.

7. Palletising: Palletising is a demanding process that involves stacking boxes, bottles
and cartons onto pallets as the last stage before they are loaded into a transport vehicle.
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Table 2.2: Examples of commercial collaborative robots with their main specifications (Extended from [87, 204]).

Robot Specifications Robot Specifications
ABB: YUMI IRB 14000, Payload: 0.5 kg KUKA : LBR IIWA 7/ Payload:7 kg / 14 kg
Switzerland Reach: 559 mm LBR IIWA 14, Germany Reach: 800 mm/ 820 mm

Repeatability: 0.02 mm Repeatability: +/- 0.1 mm
# of axis: 7 (each arm) # of axis: 7
Weight: 38 kg Weight: 22.3 kg / 29.9 kg
Sensors : Camera, force sensor in joints Sensors: Force sensor in joints, torque sensors in all axes
Application areas: Electronics and small parts assembly lines Application areas: Machine tending, palletising, handling
Features: Dual-arm, soft padded plastic casing, magnesium skeleton, control through
programming

Features: Three operating modes (Position Controller, Gravity Compensation,
Compliance Controller)

Rethink Robotics : Payload:2.2 kg per arm COMAU | RACER 3 5, Payload: 3 kg| 5 kg
BAXTER, USA Reach:1210 mm per arm Italy Reach: 630 mm| 809mm

Repeatability—±0.1 mm Repeatability: +/- 0.02 mm | +/- 0.03 mm
# of axis: 7 per arm # of axis: 6
Weight: 165 lbs (75kg), 306 lbs with pedestal Weight: 30 kg | 32 kg
Sensors: Force sensing (each joint), camera (each arm) Sensors : N/A
Application areas: Machine tending, circuit board testing, material handling,
packaging, kitting, etc.

Application areas: Assembly, handling, machine tending, dispensing, fast pick & place

Features: Power and force limiting sensors, Intera operating software Features: Lightweight materials, stiffness, speed
DENSO: COBOTTA, payload: 500g Productive Robotics: Payload: 5 kg
Japan reach: 310mm OB7, USA Reach: 1000 mm

Repeatability: ±0.05mm Repeatability: +/- 0.1 mm,
# of axis: 6 # of axis: 7
weight: 3.8 kg Weight: 24 kg
Sensors: Speed and torque sensors in each axis Sensors: N/A
Application areas: Portable dispensing system, three-colour pen factory, mini car
assembly, labelling, recommendation application

Application areas: Testing, packaging, machine tending, injection moulding, laser
cutting, work assistant

Features: Portable body, easy to use, open platform and safe design Features: No programming, learn by demonstration
AUTOMATA: EVA ,UK payload: 1.25kg Rethink Robotics: Payload: 4 kg

Reach:600mm Sawyer USA Reach: 1260 mm
Repeatability: ±0.5mm Repeatability: 0.1 mm
# of axis: 6 # of axis: 7
weight: 9.5kg Weight: 19 kg
Sensors : N/A Sensors : Force sensing ,camera
Application areas: Product testing, machine tending, inspection sorting, lab
automation

Application areas: Metal fabrication, moulding operations, packaging, line loading
and unloading, test and inspection

Features: Made from 3D printed plastic; a lightweight desk robot Features: Power and force limiting sensors, Intera operating software
NEXTAGE, JAPAN payload: 2.5kg ( (one arm) AUBO: OUR-1, China Payload: 5 kg

Reach:600mm Reach: 850 mm
Repeatability: ±0.03mm Repeatability:±0.05mm
# of axis: 15 (6 for each arm, 2 for neck, 1 for waist) # of axis:6
weight: 36kg Weight:15 kg
Sensors: A head camera and two hand cameras Sensors: Gigabit ethernet camera
Application area: N/A Application areas: Pick & Place, machine tending, quality testing, palletising
Features: Moves easily, image recognition system, designed with human-like qualities Feature: Touchscreen programming

Universal Robots: Payload: 3 kg / 5 kg / 10 kg FANUC: CR-35IA, Payload: 35 kg
UR3, UR5, UR10, Reach: 500 mm/ 850 mm / 1300 mm Japan Reach: 1813 mm
Denmark Repeatability: 0.1 mm to 0.0039 Repeatability: 0.08 mm

# of axis: 6 # of axis:6
Weight: 11 kg / 18.4 kg / 28.9 kg Weight: 990 kg
Sensors: Force sensors embedded in joints Sensors: camera (iRVision), safety sensor
Application areas: Packaging, palletising, assembly, pick and place. Application areas: Pick & place, machine tending, quality testing, palletising, laser

cutting, painting, welding
Feature: 12 in touchscreen programming Feature: Safety sensor located separately
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Collaborative Robotics Market

From 2022 to 2030, the global collaborative robotics market is projected to rise at a compound
annual growth rate (CAGR) of 31.5% [50]. The number of collaborative robots has been
forecasted to increase from 8,950 in 2016 to 434,404 by 2025 [143], and the market is
anticipated to reach $5.6 billion worldwide by 2027 (representing 30 percent of the global
robot market) [45]. According to NIST, advanced robotics will save U.S. manufacturers $40.3
billion annually (or 5.3%) [9], while in the UK the use of automation and robotics is estimated
to have a £183.6 billion 10-year Value at Stake for the economy [130].

The market research companies publish reports and analyses regarding the global adoption
of robotics based on the available market data. According to these reports, there appears
to be disagreement over which region has the largest market for collaborative robots. For
example, MarketsandMarkets [47] state that Asia-Pacific held the largest market share in
2021 as a result of low production costs, the availability of inexpensive labor, and the
government’s efforts to attract foreign direct investments (FDIs), allowing Asia-Pacific to
maintain a dominant market position in the collaborative robot market. Also, Coherent
Market Insights [49] gives Asia-Pacific as the largest market share in 2020, followed by Europe.
However, Grand View Research [50] identifies Europe as having the largest revenue share
in 2021 at 30%, but predicts that Asia-Pacific will outpace it by 2030. This is primarily
attributable to the extensive use of collaborative robots in numerous industries, including
logistics, electronics, and numerous area. Furthermore, the development base of collaborative
robots is a European strength, e.g. Universal Robots has about 52% share of the market and
is based in Denmark [48].

2.2.2 Robotic Exoskeletons

The term ‘exoskeleton’ refers to active and powered wearable robotic equipment. Scholarly
publication, development and testing, and commercialisation have resulted from the academic
and industrial sectors’ interest in this field since the first robotic exoskeleton was developed
in 1960 [18]. Exoskeleton or wearable robotic systems have been substantially developed for
application in robotic rehabilitation, human power assistance and haptic interface in virtual
reality (VR) [83]. Exoskeleton robots are HRI systems that enhance the wearer’s skills in a
range of situations, while the human operator controls the robot’s position control, contextual
sensing and motion signal generation [122].

According to the level of support provided by exoskeletons to various areas of human
anatomy, there are four main categories of exoskeletons: lower limb exoskeletons, upper limb
exoskeletons, full body exoskeletons and particular joint support exoskeletons. Table 2.3
presents some examples of available commercial exoskeletons.

Application Areas of Exoskeletons

Exoskeletons are now being used in a variety of domains, including medical [163], military [115]
and industrial [208]. Additionally, robotic exoskeletons have been developed by integrating
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many fields, such as mechanics, sensing, control, data science and mobile computing [17].

• Medical: Exoskeletons are widely used in the field of rehabilitation and physiotherapy
of stroke or spinal cord-damaged patients. People with muscular disorders and other
neuromuscular disabilities use exoskeletons to enhance their muscle power. Exoskeletons
for medicinal use are classified into six groups: stationary lower body exoskeletons,
stationary upper body exoskeletons for rehabilitation of the arm and wrist, stationary
upper body hand exoskeletons for rehabilitation, mobile upper body exoskeletons for
rehabilitation & augmentation, mobile lower body exoskeletons for rehabilitation and
mobile lower body exoskeletons for augmentation.

• Military: The primary application of exoskeletons is to reduce tiredness and enhance
soldiers’ abilities to run, climb stairs and travel long distances. They are also used
carrying payloads (general equipment and/or casualties). Military exoskeletons are
classified into five categories: full body, lower body propelled, passive, energy scavenging
and stationary.

• Industry: Industrial exoskeletons are used in the workplace. Their goal is to amplify,
increase or strengthen the performance of a worker’s current bodily components,
particularly the lower back and upper extremities (arms and shoulders). Industrial
exoskeletons are classified into six categories: tool-carrying exoskeletons, chairless
chairs, back support, powered gloves, full-body power suits and robotic arms with
supernumeracy.

Table 2.3: Examples of commercial exoskeletons.

ShoulderX by suitX [188] Chairless chair by Noonee [147]
EVO by Ekso Bionics [63] Fraco by Mawashi [137]

2.2.3 Robotic Teleoperation

A teleoperation system is a device that is remotely operated. Numerous teleoperation systems
have been developed and used in recent decades to assist individuals in remotely executing
tasks, particularly in hazardous areas. These activities include working in a dangerous
or poisonous environment, performing distant operations, such as telesurgery and space
operations, and conducting high-precision tasks, such as operating chemical and nuclear
energy plants. Teleoperation systems, in general, comprise a human operator, a master
manipulator and slave manipulators that are connected via a network connection and the
environment. Teleoperation systems enable operators to exchange location, velocity and/or
force information over a distance in order to conduct required motions, sensing and physical
manipulation.

Teleoperation systems are classified into two broad categories [92]: unilateral and bilateral.
When motion is transmitted from master to slave, it is referred to as a unilateral teleoperation



13

system. A bilateral teleoperation system (BTS), on the other hand, comprises transmissions
between master and slave in both forward and backward directions. In general, researchers
are more interested in BTSs because they are used in environments that are inaccessible to
humans, such as underwater vehicles and space exploration [92].

In teleoperation systems, the operator controls the robot via direct, shared or supervisory
control [124]. The remote robot requires no intelligence when it is under direct control.
The operator performs the motion planning, and the remote system receives the joint angles
immediately [124].

Application Areas of Teleoperation

Teleoperation is now used in a wide range of fields, including space [126], medical [41], military
[116], mining [152] and industry [10].

• Space exploration: Teleoperation has been widely used in space applications. Because
the physical presence of humans in space is prohibitively expensive (planet exploration),
deploying teleoperated vehicles is more efficient. The teleoperation system has two roles
as a space robot’s control equipment: to sense and feedback the space robot’s condition
and to turn the operator’s operational intent or action into instructions.

• Medical application: Teleoperated medical robotic systems enable procedures, such
as surgeries, treatments and diagnoses (e.g. diagnostic scans), to be performed over
short or long distances using wired and/or wireless communication networks [14]. There
are a number of teleoperation systems in the medical area, including telesurgery and
telemedicine systems. Telesurgery allows patients who are unable to travel vast distances
to receive surgical operations [42]. Telesurgery also allows doctors to work at very
different scales than they would manually. Telemedicine refers to the use of information
technologies and online communication to provide services to patients, such as diagnosis,
examination and medical assessment [52].

• Military application: Teleoperation in military contexts has the potential to
significantly reduce the risk of injury or death to soldiers; replacing them with
machines (remotely operated mobile robots) is especially beneficial, at least in the most
dangerous tasks. I believe there are scout applications as well - robots are thrown into
buildings/potentially dangerous areas and remotely controlled to scout out the area
before humans enter.

• Mining: Because mining and forestry are risky by nature, a variety of teleoperation
vehicles are utilised in these areas.

• Industrial application: Teleoperation in an industrial environment enables human
workers to execute their duties without physically being present in the manufacturing
line.
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2.3 Robotics and the Need for User Authentication

User authentication is a long-standing and critical element of the security of modern systems.
It also plays an essential role in the environments of robots [118]; this is addressed in the
remainder of this section.

Cerrudo et al. [39] identified nearly 50 cybersecurity vulnerabilities in robot environments.
They stressed the importance of identifying users authorised to access or work with robots and
considered the lack of identification and authentication to be the most critical vulnerability.
Similarly, in a highly influential report, Maggi et al. [128] not only documented the significant
scale of the vulnerability of industrial robots on the internet but also identified vulnerabilities
in a particular industrial robot (ABB IRB 140). They found that weak authentication
protocols are major sources of vulnerability. There were flaws in the implementation that
could weaken the robot’s user authentication system, such as the possibility of disabling
authentication during a system boot. Another problem was the use of a username without a
password. These flaws could enable an attacker to bypass the user authentication system and
consequently damage the larger system significantly. Bonaci et al. [27] highlighted the lack
of authentication and encryption in the communication channels of surgical robots, rendering
the robots vulnerable to man-in-the-middle attacks and enabling an attacker to seize control
of them.

However, few attempts have been made to build systems that incorporate human
user authentication into robotic environments. Haas et al. [89] suggested a form of
two-factor authentication (2FA) using a smart card and fingerprint recognition to avoid the
disadvantages of traditional passwords. Kim et al.[112] proposed a system of authentication
for smart service robots. The system combines biometrics with semi-biometric measurements,
which refer to a set of non-unique biometric features, such as body height. The system
aims to identify users who move freely around smart service robots and to whom the robots
need to provide appropriate services. A camera is used as a device to identify biometric
characteristics, and the system does not require cooperative contact from users, unlike,
for example, fingerprinting recognition systems. Kumari and Vaish [118] proposed a user
authentication system in the robotic environment. Their system is based on the recognition
of a user via the user’s brainwaves during the performance of cognitive tasks. The researchers
measured brainwaves, which are electrical signals that occur because of brain activity, using
a tool called an electroencephalogram (EEG). The distinguishing nature of this system is
that stealing a password is difficult because this EEG-based authentication system depends
on the interaction between a human and a robot.

Recently, scholars [96] developed a motion-controlled robotic arm system that inherits
the majority of its user’s behavioural data. They used these behavioural data to provide
a mechanism for the robotic arm’s user authentication. They captured the angles of the
robotic arm’s joints to replicate its 3D movement track in their work. They recruited 10
individuals to evaluate their authentication technique. According to their tests, their system
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properly validates users 95% of the time while preventing impersonation efforts. However, it
is notable that their system does not utilise continuous-based authentication.

To our knowledge, there have been no studies on continuous user authentication
to collaborative robots, exoskeletons or teleoperation. This thesis therefore focuses
on continuous-based authentication for this domain. Authentication, in general, and
continuous-based biometric authentications are discussed in the following sections.

2.4 Authentication

Authentication is a process by which claims of one form or another are verified by some means.
For example, when I attempt to log into my University of Sheffield (UoS) account, I claim
to be Shurook S. Almohamade (providing my UoS user ID). I am required to demonstrate to
the system that it is me supplying the data. This is done by giving a password to the system
that can be checked against a stored password. The assumption is that it is highly probable
that only I will be able to provide this correct password. The provision of the password is the
evidence the system needs to verify my claimed identity.

Passwords or passphrases are not unique to the digital age. An example of the use of
passphrases in history is Open Sesame, from the story of Ali Baba and the Forty Thieves.
This phrase was the only way to open the cave where Ali Baba hid his treasure. In the story,
authentication relied on a spoken phrase—Open Sesame—so that only those who knew it
would be allowed to enter the treasure-laden cave.

In the centuries since the story of Ali Baba and the Forty Thieves entered the popular
imagination, many methods have emerged for controlling access to secured environments
or verifying a person’s identity. For instance, one means of authentication commonly used
in the Middle Ages was a wax seal, which verified that a document had not been opened
and confirmed the sender’s identity. Furthermore, castle guards asked for spoken passwords
to prove visitors’ identities. Over time, authentication methods evolved, and handwritten
signatures became the most common authentication method.

Identity documents have been adopted as authentication for verifying people’s identities;
for example, a passport is a document adopted in most countries to certify the holder’s
identity and nationality. Those holding such a document often have the right to travel to
foreign nations, receive protection from the home nation and return to their original country.

In 15th-century China, Portuguese historian Joao de Barros documented the first form
of biometrics—fingerprinting [25]. Chinese traders used ink to take children’s fingerprints in
order to confirm their identities [25].

The first uses of digital authentication, including passwords, allowed users to share time
on large computers and large systems in a controlled environment [173]. Initially, text files
were the only means of storing users’ passwords without requiring security. The need for
developing new ways of protecting these passwords became clear the first time these files were
misused. This issue happened when one user wanted extra time on a central computer [173].
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To access others’ passwords, the user printed the password text file.
The ability to use digital authentication appeared with the development of computer

systems in the early 1960s at the Massachusetts Institute of Technology. The goal of digital
authentication was to protect users’ files on a multi-user computer from unlawful access.
Throughout the 1970s, UNIX developers used the principles of the M-209 cypher machine,
which was used during World War II, to apply a password cypher to the UNIX operating
system’s sixth edition.

By 1974, Morris and Thompson had improved password hashing. They warned users
that their chosen passwords had a significant vulnerability. This warning was based on an
experimental analysis of users’ password choices by performing dictionary attacks on a real
system, which resulted in the retrieval of passwords for a large number of users [30].

In the early 1990s, a mechanism emerged for auditing passwords by testing their strength.
Examples of these tools include COPS, Crack, Cracker Jack and npasswd. Besides, with
the advent of the World Wide Web and remote human–computer authentication, there was
renewed motivation to research the replacement or development of passwords [30].

2.4.1 General Concepts

The foundation of any security system is based on three concepts: identification,
authentication and authorisation [98]. These concepts are detailed below and illustrated
in Figure 2.1.

Identification occurs when a user or entity claims an identity; this can be done by
presenting a username, ID or smart card. The term ’authentication’ refers to the process of
proving whether someone or something is true or valid. In computing systems, authentication
is a method of verifying that individuals or objects that have tried to access a secured system
or a protected piece of information are who or what they claim to be [25][149].

We can describe authentication as the process that runs at the start of an application
before the permission for authorisation may proceed. Benarous et al. (as cited in [150])
explained that, over time, the definition of authentication has not been definitively updated.
However, there are alternative components used in authentication apart from straightforward
passwords.

Authorisation is a process that occurs once authentication is successful [91]. It validates
that the authenticated user has the prerogative to perform operations or gain access to a
service, resource or piece of data [91][98]. We can see an authorisation in action when a
university student uses their student ID card to access campus buildings, print to networked
printers and so on. The student presents their card, which is then checked in some way for
its validity (i.e. to ensure that it has not expired) and access privileges (e.g. the student
may enter the specified building). Once these points are verified, the student can then
enter the building, use the desired service and so on. Based on the previous definition of
authentication, we can observe two branches of authentication: (human) user authentication
and machine authentication (also known as challenge–response authentication). They include
computing equipment and the processes they host.
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Figure 2.1: The process of identification, authentication and authorisation.

User authentication is the process of determining whether a user is whom they claim to be
[98][150]. By contrast, machine authentication is defined as the process of deciding whether
an entity is what it claims to be [149]. In other words, machine authentication is used for
authorising computers and other devices to communicate and share information independently
on wired and wireless networks (see Figure 2.2).

In general terms, challenge–response authentication (also known as zero-knowledge
protocols) is a class of authentication techniques used for determining the identification of
an individual or other entities demanding access to a computer or network [67]. This type of
authentication, which is one authentication protocol, relies on sending a challenge or question
from the first entity and requiring a valid response from the second entity to authenticate
the latter. For example, for password-based challenge–response systems, the user’s computer
receives a random challenge from the server. The user’s system calculates a response by
applying a cryptographic hash function associated with the user’s password as a secret key.
When the response is sent to the server, the server, in turn, uses the same hashing function for
the challenge data to calculate the valid response associated with the user’s password saved in
the server. If the result matches the answer sent by the user’s computer or application, then
the user has presented the valid password, and the user’s computer will be authenticated.
In this case, challenge–response authentication is considered a useful technique that protects
against session replay attack and, sometimes, man-in-the-middle attacks when a private key
is used for encrypting the challenge data (see Section 2.4.3 for more details about security
attacks).

2.4.2 User Authentication

User authentication can be classified into the following three approaches: knowledge based,
object based and biometrics based. These categories are detailed below and illustrated in
Figure 2.3.
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Figure 2.2: Illustration of the difference between user authentication (human–machine) and
machine authentication (machine–machine).

Figure 2.3: User authentication approach.

1. Knowledge-based approach (something the user knows): The knowledge-based approach
refers to what the user knows [149]. Knowledge-based methods include text-based
passwords, graphical-based passwords, personal identification numbers (PINs) and
security questions [191]. However, approaches of this kind carry various limitations,
such as the possibility of being stolen, guessed (by individuals or otherwise by brute
force search on modern hardware), shared or forgotten.

2. Object-based approach (something the user has): The object-based approach (also called
the token-based approach) connects possession of an artefact with identity (or at least
membership of an authorised group). Such techniques refer to what the user has,
including tokens such as smart cards or keys [149]. Thus, to enter many buildings
out of hours at the UoS, one must supply a university card to a card reader at various
entrances. Individuals are instructed to ensure that their cards do not fall into other
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people’s hands. If this instruction is upheld, then demonstrating possession of a card
shows the presence of the individual associated with that card. In other applications, a
user may have possession of a computational device, securing their authentication via
a PIN (or some other means). Once a user has been authenticated to such a device,
the device may then be used to participate in further authentication protocols. It may
maintain a secret that allows this, so having the PIN (something the user knows) allows
access to the device (something the user has), which can then supply information based
on the secret it maintains (something it knows). This multi-factor approach is used by
some UK banks for online banking authentication.

3. Biometric-based approach (what the user is/does?): Biometrics is considered a more
secure approach than the knowledge- and object-based approaches. Biometrics refer
to a user’s biological measurements, such as their fingerprints, facial features, speech
patterns or qualities and behaviours [149]. One of the limitations of this approach is that
biometric systems are costly. Their most serious disadvantage is that the identification
process in some biometric systems can be slow or unreliable.

In addition to the aforementioned basic authentication types, Lal et al. [119] identified
two other classes: something that the user can perform, such as signs and gestures (although
this could be considered a form of the knowledge approach), and somewhere the user is, such
as their location and the current time [119].

User Authentication Types

Single-factor Authentication (SFA): SFA is an authentication procedure that requests
only one category of credentials for identifying an individual’s identity [12]. Passwords are
the most popular examples of SFA. The simplicity of SFA is its chief advantage [119][150].
However, this solution has a significant disadvantage in that it is less secure than multi-factor
authentication (MFA).

Two-factor Authentication: 2FA is an authentication process that involves two
verification steps for identifying an individual’s identity by requesting two authentication
factors [12]. This type of authentication appears to avoid the disadvantages of using SFA,
such as the stealing of passwords [156]. In other words, 2FA affords another layer of protection
that reduces the risk of authentication attacks. For example, in 2FA, an attacker who has the
victim’s password requires another factor following the password during the authentication
process, such as sending a one-time password via text message to a mobile phone. Research
has shown that one of the factors that have promoted the spread of 2FA is the use of mobile
phones [156]. Currently, online banking and internet service providers most frequently use 2FA
[156]. A typical example of 2FA is using an ID card, a form of object-based authentication,
in addition to a PIN.
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Multi-factor Authentication (MFA): MFA is an authentication process that uses
multi-step verification to ascertain an individual’s identity by requesting two or more different
authentication factors[12] [150]. The possibility of stealing or faking three elements is very
low, which means that MFA increases security dramatically. MFA may include, for example,
a password, an ID card and fingerprint scan. However, these additional steps also increase
costs.

Traditional User Authentication Techniques

Password Authentication

• Textual passwords: Textual passwords are well-established forms of knowledge-based
authentication techniques used to confirm a user’s identity by using characters, words
and/or numbers. Although these passwords have some problems related to their security
and usability, they enjoy widespread use [177]. They were used to provide authentication
in early operating systems, and their use persists to this day. Passwords are simple
concepts and easy to implement. With their almost universal use in authenticating at
automatic teller machines (ATMs), PINs are just a specific form of password.

A password can be stolen or predicted if the user sets a simple or weak password [29]. It
can often be easily forgotten, so there is a usability issue [177]. Nevertheless, passwords
are easy to use, easy to change, low cost and highly reliable. At the same time, they
have many drawbacks, such as being easily forgotten, possible to guess, often written
down, possible to use without the user’s knowledge and prone to many security attacks
(ranging from shoulder surfing to implementation-dependent brute force attacks.)

• Graphical passwords: Graphical passwords are forms of knowledge-based
authentication that calls on a user to select an unforgettable image [197]. Scholars have
observed that it can be challenging to remember text-based passwords, but graphical
password schemes are potential alternatives [191]. Compared with textual passwords,
90% of users can still recall graphical passwords after a period of time [197].

Graphical passwords use visual thought, including the selection of images, reproducing
drawings as passwords rather than text [191]. For instance, in one graphical password
method, images are displayed to the users on a graphical user interface, and they are
asked to select from them in a specific order to authenticate themselves [191]. Graphical
passwords are classified into two techniques: recognition and recall based [180].
Recognition based: During the authentication process, users choose graphical elements,
such as icons, symbols or images, from a group of pictures. These selected images should
match their pre-registered images.
Recall based: When using a recall-based approach, users are required to reproduce an
element, such as a signature, as a password without being provided any hint for it [111].
For instance, users may draw their unique graphical password during the registration
process. Then, during the authentication process, they are asked to draw it again in
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order to confirm their identity [127].

• Personal identification number (PIN): A PIN is a form of knowledge-based
authentication in which a short numeric sequence serves as a password for authenticating
a machine’s user, such as a smartphone or ATM [59]. A typical PIN ranges from four
to eight digits and is associated with other factors, such as a traditional password, or
an object, such as a smart card.

• Security questions: Many sites use security questions as security techniques. Amongst
them are banking sites [160]. These security questions can be classified into two
categories: sensitive and personal questions. The difference between them is that the
former asks about confidential information, such as a bank account number, whereas
the latter is based on personal data, such as one’s date of birth or their mother’s maiden
name. These techniques fall under the knowledge-based authentication umbrella, which
asks about what the user knows. The advantage of security questions is that they help
verify the user when they try to retrieve the password; however, the answers may be
available online, especially if the security questions are personal, such as the user’s date
of birth [160].

Token Authentication:

An authentication token is an object that holds the credentials afforded to an authenticating
party as part of the authentication protocol. Token authentication is a form of object-based
authentication used to authenticate one object to another [202]. The object may be a
device, such as a smartphone, or installed in a host device, such as a USB drive, smart
card or electronic key. Security token authentication techniques serve as second factors for
authentication in addition to passwords, thereby enhancing password security and providing
an extra level of protection compared with passwords alone [8]. In general, it is difficult
for an attacker to get a security token, which makes it more effective and efficient than
only a password; however, tokens do have some drawbacks and limitations. Compared with a
password, a token requires more effort to control, and the user must physically carry it. Tokens
may require both hardware and software, which in turn necessitate maintenance, installation
and deployment, rendering this a high-cost approach [8]. Token authentication can be divided
into mobile-based authentication and smart card authentication, which are defined as follows:

1. Mobile-based authentication: Mobile-based authentication uses a mobile phone as
a means of authenticating a user’s identity, either via text messaging or an application
[203][29]

2. Smart card authentication: Smart card authentication uses a card. The smart
card’s chip can store specific information from the user (i.e. a password). The user
must prove that they own the smart card, and then swipes the card into a reader to be
authenticated. Information is processed on the smart card, so smart cards help reduce
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the threat of stealing information stored in the computer. However, they are limited in
size and often cannot store much information [203].

2.4.3 Threat Modelling for Traditional User Authentication

Traditional authentication approaches, such as passwords, are used to protect a system against
unauthorised users. However, passwords are considered insecure for achieving this goal
because of traditional validation flaws. They are also seemingly vulnerable when multiple
attacks target a system. In this chapter, we examine some of the most common forms of
attack and compare the resistance capabilities of different authentication methods against
them.

Guessing Attacks

Guessing attacks lead an attacker to find the user’s password using two approaches. The first
approach, known as a brute force attack [180], relies on guessing and experimenting with all
possible passwords. The brute force approach is commonly used to crack encrypted passwords
that are preserved as encrypted text [161]. Brute force attacks are highly time consuming
because of the time required to search for a password amongst all possible passwords [161].

The second approach, known as a dictionary attack [161], is faster compared with brute
force attacks. Rather than evaluating all possible combinations with a brute force assault, a
dictionary attack attempts to match the password with the most frequently occurring words
or phrases used in everyday life. The dictionary attack has a disadvantage in that it is
sometimes unable to break the password, as the password to be cracked might not be found
in the dictionary itself.

Shoulder Surfing Attacks

Shoulder surfing attacks involve visual observation over the victim’s shoulder to obtain
passwords, PINs or other sensitive information [161]. In this type of attack, the attacker
either conducts direct observation, such as looking over someone’s shoulder, or uses video
capturing tools [190]. Various authentication mechanisms have been developed to prevent
systems from this attack. However, most of them have failed to reduce the threat [31] posed
by camera-based shoulder surfing attacks [190].

Keylogger Attacks

Keylogger attacks refer to the action of monitoring victims by recording the keys struck on a
keyboard. Keylogger attacks may be used to collect sensitive data, such as passwords, PINs
or usernames [199]. This kind of security attack can monitor victims remotely via software
or hardware [161]. Software keyloggers are programmes that must be installed on a computer
to steal keystroke data. They seem to be the most frequently used methods for hackers to
gain access to a victim’s keystrokes. A hardware keylogger must be physically attached to
the victim’s computer in order to record the victim’s keystrokes.
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Phishing Attacks

Phishing attacks are perpetrated by installing malicious software that can disable a system or
detect confidential information, such as passwords or credit card numbers. Often, the attacker
sends a malicious link via e-mail or text message, which then installs a malicious programme
or redirects the user to a fraudulent website after the victim clicks on the malicious link [88].
Khan [108] explained that phishing is not limited to sending a fraudulent link via e-mail; it can
also occur through social networking sites or search engines. It essentially seeks to persuade
users to ultimately carry out actions against their interests, for example, by convincing a user
that clicking on a supplied link will have only positive consequences. By contrast, the result
of doing so will compromise the user’s system.

Video Recording Attacks

Video recording attacks [95] occur when an attacker records a video of users as they enter
passwords. For example, in 2005, an attacker in Japan installed a mini camera on an ATM to
record the PIN codes of the cards inserted. The attacker used the information to perpetrate
theft.

Login Spoofing

Login spoofing [161] is a method used for obtaining a victim’s password. The victim is asked
to log into a malicious log-in page, commonly called a Trojan horse, with their username
and password. After the username and password are registered, the password information is
recorded and forwarded to the attacker, thereby breaching the account’s security.

Replay Attacks

A replay attack is a type of network assault in which the attacker discovers and fraudulently
delays or repeats a data transaction. In other terms, a replay attack is an attempt to
compromise the security protocol by injecting replays of data transmissions from a different
sender into the target receiving system, deceiving the participant into believing that the data
communication was successful. This attack is also known as a playback attack, reflection
attack or man-in-the-middle attack. Replay attacks may also be used to attack biometric
authentication systems by copying the users’ biometrics communicated to authentication
systems and replying to them afterwards. For example, an attacker can steal a user’s face
image and show it to the camera used as an authentication device [69]. Note that encryption
alone does not protect against this type of attack. It is perfectly feasible to replay an encrypted
message. The protocol must incorporate elements to allow such replay to be detected.
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2.5 Biometric Authentication

All of the previously mentioned techniques have drawbacks. However, with the emergence of
biometrics, avoiding or lessening the disadvantages of traditional authentication is possible
[161]. Biometric authentication identifies an individual by using their unique physiological
and/or behavioural traits [25][102]. This approach has many advantages. Specifically,
biometric features cannot be lost or forgotten. Furthermore, biometrics require the presence
of the authorised person; they must be present at the time and location of authentication.

2.5.1 Concepts and Definitions of Biometrics

The term ’biometrics’ is commonly linked with the ability to recognise a person using specific
traits [25][102]. Thus, a pattern recognition (PR) system that identifies an individual based
on a distinct physiological or behavioural trait that they have is known as a biometric system
[24] [102]. The biometric features obtained from users can be divided into two major types:
physiological and behavioural. Physiological biometrics refer to users’ physical attributes,
including their fingerprints, facial structures, iris patterns, palm prints, DNA and hand
geometry [24]. Behavioural biometrics refer to attributes such as typing habits, voice patterns,
signatures, keystroke dynamics or gait [24]. There are two primary stages in a biometric
authentication system. The first is the enrolment stage, which is responsible for registering
users’ authentication data by acquiring and storing a biometric template [8]. The second stage
is the authentication stage, in which comparisons are made with live authentication inputs and
the biometric templates stored during the enrolment stage. A basic biometric authentication
system consists of four phases, namely, the sensing, feature extraction, matching and decision
phases [13], which can be described as follows:

1. Sensing Phase: This phase is responsible for capturing the user’s biometric trait data.

2. Feature Extraction Phase: This phase processes the data from the previous phase
to extract a feature that represents a biometric trait.

3. Matching Phase: This phase is responsible for comparing the extracted features to
the database to produce matching rates.

4. Decision Phase: This phase is responsible for using the information from the matching
phase to decide to accept or reject a claimed identity.

Biometric systems operate as verification or identification modes [24][129]. The testing
phase is the main difference between these two modes of operation [172].

The verification mode refers to the procedure that matches the live biometric feature
with the (claimed) individual’s biometric template, which is stored in the system database,
to verify that person’s identity. In this mode, the authentication system approves or rejects
the user’s claimed identity (see Figure 2.4)[172].
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Figure 2.4: Biometric systems (verification mode).

The identification mode refers to the procedure of searching the whole template
database to identify an individual. This procedure calls for searching using a one-to-many
approach, unlike the verification mode, which uses the one-to-one approach [129]. In this
mode, the test phase recognises an anonymous user (see Figure2.5) [172]. Verification is
generally used in computing-based authentication, whereas identification is often used for
identifying unknown people from videos and images.

Figure 2.5: Biometric systems (identification mode).

There are two divisions in the identification mode: a closed set and an open set. In
the closed set, authentication occurs only across a group of enrolled users for identifying the
user. In the open set, authentication occurs not only across a group of enrolled users but also
across users from outside the enrolled group [172]. Open set identification helps in determining
whether the user has been enrolled in the system. Accordingly, the authentication system can
decide to reject or identify the user as an enrolled user.

Based on the number of biometrics used, biometric systems can be classified as either
uni-modal or multimodal [175]. A uni-modal biometric system uses a single physiological
or behavioural characteristic for authenticating users, such as a single fingerprint [175].
Although relying on a single source of information for authentication is easier and less costly
than relying on several sources, this comes with drawbacks, such as noise in the captured
data [170]. By contrast, a multimodal biometric system uses multiple physiological
and/or behavioural characteristics for authenticating users. These may include fingerprints
and facial recognition [175]. Such systems are used to overcome the limitations associated
with uni-modal systems [170]. This is sometimes analogous to MFA.
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Physiological Biometrics

Physiological biometrics comprise the first category of biometrics and are based on unique
physical characteristics and individual attributes. Physiologically based biometrics appear to
be most often used because of their reliability and validated quality. A summary of the most
popular physiological biometric techniques is given below.

• Fingerprint recognition: Fingerprint recognition is the use of the surface topography
of a fingerprint, captured by optical or ultrasound tools, for verifying a user’s claimed
identity. Fingerprint recognition systems are easy to use and install. They are considered
comparatively inexpensive and consume little power. Moreover, fingerprinting is
considered a unique method of measurement, as humans’ fingerprints are all different.
The security, reliability and accuracy of fingerprint recognition are relatively high [171].
It requires only a small amount of memory because the template size for a fingerprint
is small, resulting in rapid matching [171]. Despite their general reliability, fingerprints
are not permanent, as the likelihood of finger injury increases over time. For example,
scars or cuts to a finger may affect the performance of a fingerprint recognition system.
In addition, noise resulting from dirt can produce obstacles to recognition performance
accuracy [171].

• Facial recognition: Facial recognition technology has been widely used as an
identification method in biometric security systems for two reasons. First, the face
is the easiest feature to use for authentication purposes. Second, it requires no physical
connection between users and the device. Another advantage of facial recognition
technology is that it is quick to use and does not require a large amount of storage
capacity during identification [189]. Some researchers, such as [171], assumed that
facial recognition is socially acceptable. However, it may not suit certain categories of
users, including women who wear a face covering, such as a hijab, for religious reasons.
Another disadvantage of facial recognition technology is its lack of permanence; human
faces can be affected by several factors, including light, age, individual actions and
emotional state.

• Iris recognition: Iris recognition refers to a biometric means of capturing a photo of the
unique patterns found in an individual’s irises [34]. Biometric iris recognition has several
advantages; it is speedy, accurate and reliable, and it does not require direct physical
contact with the scanner. Glasses and contact lenses do not obstruct the iris recognition
process [171]. Unlike facial recognition, iris recognition is not affected by age, as human
irises remain constant throughout the user’s life [171]. Iris recognition is less common
than other forms of biometric identification because it requires specific devices, whereas
other identification methods, such as facial recognition, rely more heavily on software.
Another reason for the lack of popularity of this technique despite its advantages is the
perception by some users that it poses harm to the eye. However, iris biometrics have
recently become more accessible in terms of cost and installation because of technological
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advancement, although it remains expensive compared with software-based biometric
systems.

• Palm prints: Palm prints are related to the characteristics of the hand’s internal
surface, such as lines and wrinkles [189]. Palm prints are unique. No two people have
the same palm print characteristics. However, similar to fingerprints, wounds may
change the inside hand surface. This may result in inappropriate inputs influencing the
decision phase of a biometric recognition system with incorrect inputs. In addition, the
approach raises non-universality concerns because it does not include people who have
been born with hand deformities or lack hands.

• Hand geometry: Hand geometry relies on the shape of a user’s hands. It uses readers
for measuring hands in many dimensions. To authenticate a user with hand geometry,
the system compares the captured measurements with those stored in a database [16].
In a comprehensive survey of biometric systems, Sabhanayagam et al. (2018) [171]
demonstrated the many advantages of hand geometry recognition systems. One of these
is that is an easy-to-use, reliable and permanent technology. In addition, the results of
the recognition process are not affected by the status of the skin, such as moisture levels
or texture. However, the authors also mentioned some drawbacks, such as the lack of
uniqueness of hand geometry, as well as the low accuracy and cost of the system. There
are also some factors that can influence the performance of the recognition process, such
as injuries and the wearing of jewellery. Finally, the authors failed to consider existing
groups of people who cannot put their hand on a scanner device correctly because of
arthritis; this is another factor that affects the performance of the recognition process
[171].

• DNA: DNA biometrics rely on a form of tissue, such as blood, saliva or hair, to
determine a user’s identity [25]. Biometric systems that rely on DNA are well established
in crime detection. Human DNA analysis is now possible in about 10 minutes [25].
Although this is a unique and precise technique, it does not feature real-time matching;
it takes longer to process than other methods. This means that it is not suitable for
validation access control applications that need real-time matching, such as in airports,
where many people require authentication. In addition, DNA recognition systems are
expensive and rather inconvenient technologies [171].

• Ear recognition: This technique relies on the ear’s shape and appearance, capturing
images of the ear to determine a user’s identity [25]. One major advantage of an ear
identification system is its quick recognition process, which leads to decreased processing
times. Ear biometrics are frequently likened to face biometrics. Ears have a number
of advantages over full faces, including lower spatial resolution, a more uniform colour
distribution, and less variation in orientation [120]. In contrast to facial recognition
systems, ears are neither affected by makeup or eyeglasses, nor do they have emotional
characteristics such as facial expression [146]. However, similar to face recognition, ear
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recognition may not be suitable for certain categories of users, such as hijab-wearing
women, for religious reasons. One of the drawbacks of ear recognition is the inability of
the ear’s simple distinguishing traits to produce a strong identification of an individual
[105].

• Retina geometry technology: This method has very high accuracy and is a unique
technique that uses blood vessel patterns in the retina to identify users. It is extremely
expensive, however, and some users think it is dangerous to the eye. Moreover,
some diseases, such as cataracts, may affect the accuracy and performance of retina
recognition systems [171].

• Lip print recognition: This technique uses lip features, such as colour, shape, motion
and texture, to determine an individual’s identity. Lip print biometrics is an interesting
way of recognising individuals; however, it is not as commonly used as other biometric
features [153]. Similar to fingerprints, the features of one’s lip print are unique [176],
simple, largely permanent and cost effective to identify. The major advantages of lip
prints are their reliability and accuracy. Lip prints are used widely in the forensics field
[162].

• Heart sound signals: This is a method that uses heart sounds for individual
identification. These signals are generally acceptable by most users and provide sufficient
resistance from many attacks against biometric systems [64]. However, collecting heart
sounds is a time-consuming operation, and electronic stethoscopes must be positioned
in particular positions on the chest to obtain high-quality signals.

Behavioural Biometrics

Behavioural biometrics is the second category of biometrics. It is based on individuals’
behaviour and conduct, such as their writing style. In general, physiological biometric
approaches tend to outperform other techniques in terms of uniqueness, permanence and
performance. These approaches, however, are considered invasive because they often require
some sort of physical interaction with consumers. Behavioural biometrics, on the other hand,
tend to change with time, although they can still operate in a biometric system. Behavioural
biometric approaches offer higher levels of acceptance and user-friendliness, and they are less
intrusive. There are various applications of behavioural biometrics, as described below.

• Behavioural profiling: The technique of authenticating a individual based on their
interactions with applications and/or services is known as behavioural profiling [44].
This technology is non-intrusive and may be used to keep track of users’ identities as
they operate on their computers or smartphones.

• Biometric signature: A biometric signature refers to the practice of authenticating
users via a signature captured by an input device, such as a tablet, computer display or
other touch-sensitive technology. Biometric signatures are either static or dynamic.



29

Static signatures authenticate users using only the final shape of a signature [58].
By contrast, dynamic signatures recognise dynamic features throughout the signing
process, such as speed, acceleration or pressure relating to the pen action [58] [86]. The
strength of dynamic signatures is in the difficulties of simulating another user’s signing
behaviour; this makes the approach highly resistant to fraud. Despite this, however,
dynamic signatures have some disadvantages. Some users may experience difficulty
authenticating because of inconsistencies in the behaviour of their signature, which
increase the potential for false rejection. In addition, people with muscular illnesses
cannot create a reliable signature each time.

• Keystroke dynamics: Keystroke dynamics refers to automated means of
authentication based on a user’s typing behaviour or rhythm on the keyboard [129].
Because each person has a unique typing style, keystroke dynamics can be used for
confirming an individual’s identity [113]. Unlike some other biometrics, keystroke
dynamics requires no special hardware, just a conventional keyboard. This is an
important feature, as it makes this technique less expensive than other biometric
approaches. It is essentially a software-based application approach. However, one of
the fundamental problems of keystroke dynamics is that an individual’s writing rhythm
may be influenced by outside factors, such as tiredness, mood or medication effects.

• Mouse dynamics: Movement, drag-and-drop and point-and-click motions are all
examples of mouse dynamics, which is a form of behavioural biometrics that capture
and analyse human interactions with a graphical user interface through a mouse input
device [212].

• Gesture: Gesture authentication allows users to authenticate using their gestures.
The gestures are similar to a password in that they require mental effort; however, the
advantages of gestures are that they can be performed more quickly than inputting a
traditional password, and they demand less accuracy. There are three types of gestures:

1. Grid-based gestures [182] allow users to authenticate by connecting dots in a
grid via a touchscreen.

2. Free-form gestures [182] allow users to authenticate by drawing a trajectory on
a blank screen without a visual reference, such as a grid.

3. In-air gestures allow users to authenticate by tracking their gestures without
requiring the touching of a screen. AirAuth [13] is an authentication system that
tracks users’ hand gestures. It uses a short-range depth camera to analyse the
biometric characteristics and movements of the user’s hand. Unlike in-air gestures,
grid-based and free-form gestures are vulnerable to shoulder surfing and smudge
attacks [15].

• Gait recognition: Gait refers to a person’s way of walking, and it is one of the
many behavioural characteristics of an individual that can be used for authentication
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[51][129]. There are also other uses for analysing an individual’s gait, such as identifying
offenders in criminal cases or identifying and evaluating pathological conditions, such as
Parkinson’s disease. Some factors can affect the accuracy of gait recognition systems,
including external conditions, e.g. clothes, viewing angle or lighting. Internal factors,
such as illness, body weight or pregnancy, can also affect gait [135].

• Eye movement: There are many different types of eye movements that humans can
make, as well as eye movements that are voluntary, involuntary and even reflexive
[62]. Eye movement biometrics measure a person’s pupil size (changes) and gaze
stability. Because these do not involve any physical touch with the users [178], recent
developments in video-based eye-tracking technology make eye tracking appropriate to
a traditional workplace [62]. The requirement for accurate calibration is one of the
significant challenges in eye movement [61].

Physiological/Behavioural Biometrics

Some biometric characteristics fall under both the physiological and behavioural biometric
categories, such as voice recognition.

• Voice Recognition Voice recognition is a software-based biometric technology that
uses audio to recognise a user’s identity. It is a mixture of physiological and behavioural
biometrics that depend on characteristics influenced by physiological or behavioural
elements. The former includes the health of a person’s vocal cords and their physical
shape and size, whereas the latter includes the user’s emotional status while speaking, as
well as their accent and tone of voice [114][184]. Although easy to use, voice recognition
technology is not universal, as individuals who are mute cannot use this technique.
Furthermore, a user’s voice can be influenced by factors such as illness and emotional
state. Background noise poses a challenge for voice recognition, as noise can produce
false input that may affect the decision phase of the biometric recognition system
[114][184].

2.5.2 Biometrics System Applications

Sabhanayagam et al. [171] classified the applications that use biometric technology into
three main groups: commercial, governmental and forensic applications. The commercial
application of biometrics refers to biometric systems in large commercial organisations and
customer-facing environments. These include logical or physical access control, time and
attendance records, and banking and financial services. The government application
of biometrics involves biometric systems that help the government protect sensitive data
or even provide services to citizens. These include immigration checks, communications
systems, border control and healthcare and social services delivery. Finally, the forensic
application of biometrics refers to biometric systems that contribute to forensic investigations
by correlating traces to the individuals present in a database. This includes achieving justice,
law enforcement and surveillance.
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2.5.3 Biometric Evaluation: Types and Metrics

Types of Evaluations

Biometric performance evaluations can be classified into three main types: technology,
scenario and operational. These are described below.

Technology evaluation is the most common type; it tests technology with the aim of
determining technological progress and identifying the most suitable biometric approaches
in specific areas. These evaluations also provide performance data that are used to select
algorithms for scenario evaluations. In contrast to the other evaluation types (discussed
below), technology evaluations are short in duration [129][158].

Scenario evaluation aims to determine whether a biometric technology meets all the
performance requirements of specific applications by testing them in typical real-world
application conditions. The objective of a scenario evaluation can also be to test combinations
of sensors and algorithms [129][158].

Operational evaluation aims to determine the effect of implementing a biometric system
on workflow. Operational evaluations have the same objectives as scenario evaluations, except
that these tests are conducted using real-world applications and real-end users[129][158].

Performance Metrics

Several metrics are used to evaluate the performance of any biometric authentication system
as outlined below [25] [55] [99] [193] [198]. There are two categories of metrics according to the
type of application used for evaluating the performance of an authentication system. These
are verification one-to-one (1:1) metrics and identification one-to-many (1:M) metrics.

The common metrics are as follows:

1. Failure to enrol (FTE) rate: The FTE rate represents the percentage of users who
cannot supply an appropriate reference template in a biometric system database. In
other words, users fail to enrol in the biometric system.

2. Failure to acquire (FTA) rate: FTA occurs when the extraction of a biometric feature
process is unsuccessful because of a failure to capture, a lack of quality samples or an
inadequate number of features.

Examples of failures include difficulties with the physical sample (dirty or scarred
fingerprints), sensor issues (swiping the finger too quickly) and environmental concerns (low
lighting for facial recognition). These are due to inadequate human–computer interaction (or
lack of training) and sensitivity of the recording equipment.

The metrics for verification include the following:

1. True accept rate (TAR): The TAR represents the possibility that the system matches a
valid user to that user’s stored template within the system. The TAR is defined by the
equation 2.1.
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TAR =
TA

TA+ FR
(2.1)

where TA represents the number of true accepts (where the system rightly matches a
valid user) and FR represents the number of false rejects ( where the system rejects a
valid user).

2. False accept rate (FAR): The FAR represents the number of people incorrectly deemed
to be valid users based on templates stored in a biometric system. The FAR is defined
by the equation 2.2.

FAR =
FA

FA+ TR
(2.2)

where FA represents the number of false accepts (indicating that the system incorrectly
matches an impostor to a verified user) and TR represents the number of true rejects
(indicating that the system correctly rejects an impostor).

3. False reject rate (FRR): The FRR represents the number of valid users who were
incorrectly rejected from a biometric system. The FRR is defined by the equation
2.3.

FRR =
FR

FR+ TA
(2.3)

4. Equal error rate (EER): The EER indicates the point at which the FAR and FRR are
equal. The lower the system’s performance, the higher the EER value, and vice versa.

Additionally, metrics are used while the system is in identification mode. These include
the following:

1. True positive identification rate (TPIR). This is the rate at which the system returns
the user’s proper identity. In identification systems, a ranked list of users who are
most closely related with the profile, instead of a single person, might be returned.
The user is presumed to be enrolled into the system. Several variants of TPIR may
be reported. These reflect varying degrees of stringency regarding what constitutes a
successful identification. For example, an identification might be considered successful
if it appears in the first, first three or first five results.

2. False positive identification rate (FPIR). This is the rate with which users who are not
enrolled in the system are incorrectly identified. This error rate exists only in open-set
identification, as all users are enrolled in closed-set identification.

3. False negative identification rate (FNIR). This is the rate at which the system fails to
return the correct identity for a user. The user is considered to be enrolled and directly
associated with the TPIR (FNIR = 1 – TPIR).
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Data Presentation Curve Metrics

The common metrics that use curves for describing authentication systems’ performance are
the receiver operating characteristic (ROC) curve, the detection error trade-off (DET) curve
and the cumulative match characteristic (CMC) curve. These can be described as follows:

1. ROC curve: ROC curves are common and useful graphical depictions of classification
performance [60]. ROC curves report on the performance of a biometric system (in
1:1 verification). In an ROC curve, a point represents the true and false accept rates
achieved by a specific decision threshold. The FAR is plotted on the X-axis and the
TAR is plotted on the Y-axis.

2. DET curve: Researchers generally use a DET curve to report on the performance of
biometric systems in verification mode. The DET curve is a plot of FAR versus FRR
that depicts a system’s performance at various decision thresholds [76]. In the DET
curve, the FRR is plotted on the X-axis and the FAR is plotted on the Y-axis.

3. CMC curve: A CMC curve can be used to evaluate a biometric system’s performance
in identification mode [55]. The CMC curve is a plot of rank against identification
probability that shows how likely a sample is to be amongst the top closest matches
[76].

2.5.4 Biometrics Comparison

This section provides some comparative tables for the most common biometrics based on
various quantitative and qualitative aspects.

Qualitative Analysis

Based on the required biometric characteristics: The biological measures applicable
to biometrics consist of any human characteristic (physiological or behavioural) that fits the
following criteria[102][129]:

• Uniqueness: This criterion is generally regarded as essential for most biometrics. A
unique characteristic is any feature specific to one person (i.e. no two people share an
identical version of this characteristic), such as fingerprints.

• Universality: This criterion establishes that the source of the biometric measurement
is present in each person, as is the case with DNA. DNA is universal because, although
its specific content differs from person to person, every person’s cells contain DNA.

• Permanence: This criterion indicates that the biometric characteristics of each
individual remain constant over time. For example, the iris is considered a permanent
biometric element because it remains unchanged over decades. Unlike the iris, facial
features may vary with age, and fingers are vulnerable to injury.
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• Collectability: Collectability criteria define how easily a sensor can collect a sample.

Collectability criteria dictate that a biometric characteristic is easy to assemble and is
quantitatively measurable.

• Acceptability: This criterion refers to both the user’s acceptance of the authentication
system and the confidence that the system is not harmful to users in the long term. For
example, the use of infrared light in iris recognition could potentially cause harm to the
iris if it is consistently overexposed.

• Circumvention: The circumvention criterion indicates the security of the
authentication system. This addresses the strength of the biometric characteristics
against attacks and different methods of fraud, such as fake biometric traits.

• Performance: The performance criteria indicate that the biometric characteristic must
be accurate, speedy, robust and operative for the specific environment.

Table 2.4: Comparison of the most common biometrics based on the required characteristics
(Low: L, Medium: M and High: H)[171, 1].

Biometric Uniqueness Universality Permanence Collectability Acceptability Circumvention Performance
Fingerprint H M H M M M H
Face M H M H H H L
Iris H H H H M L H
Retina H H H M L L H
Palm H M H M M M H
Hand Geometry M H L H M M M
DNA H H H L L L H
Ear M M H M H M M
Signature L L L H H H M
Keystroke L L L M M M L
Gait L L L H M M L
Voice L M L M H H L

Based on significant factors: In Table 2.5, we focus on some factors from a social
perspective. These include safety, ease of use, popularity, speed and social introduction.

Based on biometric users’ requirements: Table 2.6 shows a comparison between the
biometrics, depending on the most important requirements for users. These include resistance
to fraud and privacy, in addition to accuracy and cost.

Quantitative Analysis

Based on performance evaluation metrics: Performance evaluation metrics to
differentiate amongst the different biometrics types, as illustrated in Table 2.7. These metrics
include the FRR, FAR, EER and FTE rates. The table also lists some factors that affect the
performance rate of each biometric technique.
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Table 2.5: Comparison of the most common biometrics based on significant factors (Low: L,
Medium: M and High: H)[171, 185, 133].

Biometric Ease of Use Popularity Speed socially introduced
Fingerprint H H H 1981
Face H H M 2000
Iris M M M 1995
Retina L L M 1999
Palm M L M 1994
Hand Geometry H L H 1986
DNA L H L 1965
Ear H L M 2002
Signature H H H 1970
Keystroke L L M 2005
Gait H L M 2002
Voice H H H 1998

2.5.5 Machine Learning (ML) and Biometrics

ML is a science that aims to make computers capable of simulating human learning activities.
It has also been characterised as a discipline focusing on developing a collection of algorithms
that increase the accuracy of applications’ outputs. From these definitions, it has been
concluded that, in the context of biometric systems, ML is a science that studies biometric
features with the intention of simulating the human ability to determine identity [54].

ML algorithms may assist in identifying an individual’s identity by distinguishing
and extracting biometric features. Typically, ML techniques are categorised into four
broad categories: supervised learning, unsupervised learning, semi-supervised learning and
reinforcement learning (see Figure 2.6). In the following, we present a summary of each of
these types.

Figure 2.6: Machine learning methods.



36

Table 2.6: Comparison of the most common biometrics based on biometrics users’
requirements (Low: L, Medium: M and High: H) [185, 171].

Biometric Resistance to fraud Privacy Accuracy Cost
Fingerprint L H H L
Face M H M M
Iris M H H H
Retina H L H H
Palm M H M L
Hand Geometry H L M H
DNA H L H H
Ear H L M M
Signature M H M M
Keystroke H L M M
Gait H L M M
Voice M M L L

Table 2.7: Comparison of the most common biometrics based on performance evaluation
[171, 185].

Biometric FRR (%) FAR(%) EER(%) FTE(%) Error Incidence
Fingerprint 0.4 -2 0.1-2 2 0.1 Dryness, dirt, age, injury
Face 1-10 0.1-1 - - Lighting, age, glasses, hair
Iris 0.99-1.4 0.1- 0.94 0.01 0.5 Lighting, glasses
Retina 0.04 0.91 0.8 0.8 Glasses
Palm - - - - Injury
Hand Geometry 2 2 1 - Hand injury, wearing jewellery
DNA - - - -
Ear - - - -
Signature - - - - Changing signature
Keystroke 0.1 7 1.8 - Tiredness, mood, medication effects
Gait - - - - Clothing, lighting, illness, weight, pregnancy
Voice 5-10 2-5 6 - Noise, illness

Supervised learning: The objective of supervised learning is to reach a desired level of
accuracy by correcting predictions via a training process when the machine’s predictions are
incorrect [132]. This means that the algorithms used in supervised learning learn to predict
output based on input data. The training data in supervised learning used as input for the
algorithm are called labelled data [78]. The label therefore defines what the target outcome
for the developed ML classifier predictor will be. Supervised learning can solve problems
related to regression and classification. The common algorithms used in supervised ML are
listed in Table 2.8.
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Table 2.8: Common algorithms used in supervised learning

Regression algorithms Classification algorithms
Ordinary least aquares regression (OLSR) naive Bayes
Linear regression support vector machine (SVM)
Logistic regression k-nearest neighbour (kNN)
Stepwise regression linear discriminant analysis (LDA)
Multivariate adaptive regression aplines (MARS) random forest (RF)
Locally estimated scatterplot smoothing (LOESS)
Ensemble algorithms
Decision tree (DT)

Unsupervised learning: Unsupervised learning aims to determine and present the
structure found in input data as a means of learning more about those data [132]. The
algorithms learn to discover structures based on the input data. In contrast to supervised
learning, unsupervised learning uses the term ‘unlabelled’ data to refer to training data [78].
Unsupervised learning problems can be classified as either clustering or association problems.
Clustering is a fundamental concept in unsupervised learning. It is primarily concerned with
identifying a structure or pattern within an uncategorised set of data. Using association
rules, we can create connections between data objects in large databases. The aim of this
unsupervised technique is to find relevant relationships between variables in large datasets.
The common algorithms used in unsupervised ML are listed in Table 2.9.

As shown in Table 2.9, research on association analysis uses the unsupervised machine
learning technique called Equivalence Class Clustering and bottom-up Lattice Traversal
(ECLAT). This algorithm was developed by Zaki et al. [215]. The ECLAT algorithm’s
primary purpose is to estimate the strength of correlation between various item sets that
correspond to multiple transactions. Apriori [4] is the most conventional algorithm used
for the same purpose in industry. However, ECLAT is usually preferred to Apriori since it
employs a depth-first search strategy as opposed to Apriori’s breadth-first search strategy,
which ultimately results in faster performance and being better suited for parallel processing.

Table 2.9: Common algorithms used in unsupervised learning

Clustering Association
k-Means Apriori algorithm
k-Medians ECLAT algorithm
Expectation Maximisation
Hierarchical Clustering

Reinforcement learning: Reinforcement learning is a kind of learning that focuses on
teaching a system to control itself in such a way that it maximises a numerical performance
metric that represents a long-term goal [192]. Unlike supervised learning, reinforcement
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learning only gives partial feedback on the learner’s predictions. The forecasts may also
influence the future condition of the controlled system [192]. The most common algorithms
used in reinforcement learning are deep learning (DL), decision trees, SVM and kernel
perceptrons.

Semi-supervised learning: Semi-supervised learning aims to comprehend the changes in
learning behaviour caused by labelled data (e.g. classifications in supervised learning) and
unlabelled data (e.g. clustering in unsupervised learning), and then to use this combination
for algorithm design [220]. The most popular algorithms used in semi-supervised learning
are self-training algorithms [169] and co-training algorithms [26].

Any approach to ML depends on the same four components: the dataset, feature selection,
the learning algorithm and module evaluation. These represent what is known as the ML
design cycle [134]. The input used in the ML method is called the dataset. It sometimes
requires a pre-processing stage, such as data cleaning, data normalisation, data aggregation,
data abstraction/new data construction, data reduction or a combination of these. Typically,
the data in the dataset are divided into the training set and the testing set. Feature selection
is a technique utilised for discovering and removing irrelevant and redundant information.
The main goal of the feature selection method is to build a small subset of highly predictive
features by avoiding non-essential training data. Popular feature selection approaches involve
the wrapper and filter methods. The former identifies the accuracy of the feature subsets,
whereas the latter distinguishes and eliminates undesirable features. The learning algorithm
can be exposed as a function (x) that takes a new input x from a training set of data. It then
predicts the output value y for the data in the testing set. The module evaluation step is
concerned with defining the learning algorithm’s effectiveness and performance when applied
to different collected datasets using an evaluation metric and dependable calculation methods.

Algorithms Used in Biometric Systems

Previously, we provided a general overview of the four fundamental types of ML. This
section addresses the algorithms used in biometric systems, including artificial neural networks
(ANNs), DL and PR.

ANNs are biologically inspired statistical paradigms. They have also been described as
computer programmes invented to mimic the human brain in how it processes data and
solves problems [3]. Neural network algorithms are ML-based methods adopted to resolve
several real-world issues. They can be applied to many applications, such as image or speech
recognition and natural language processing. Hopfield networks, back-propagation, radial
basis function networks and perceptrons are the four most widely utilized algorithms in ANNs.

DL is an ML algorithm that uses multiple layers of neural networks to learn feature
representation, especially when dealing with most biometric systems. It is also applied to
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a wide variety of other areas, including robotics, computer vision and natural language
processing [21]. Learning via DL algorithms can be supervised (e.g. classification),
unsupervised (e.g. extracting biometric data) or semi-supervised. The most common
algorithms used for DL are convolutional neural networks, deep Boltzmann machines, deep
belief networks, recurrent neural networks and stacked auto-encoders.

PR aims for supervised or unsupervised classification [100]. The ability to learn from a
set of samples (training set) is an essential and desirable feature of the majority of pattern
recognition systems [100]. Template matching, statistical classification, syntactic matching,
and neural networks are the four most well-known methods for PR [100]. Data mining,
document classification, multimedia database retrieval, speech recognition, and biometrics
recognition are some of PR applications [100].

2.5.6 Threat Modelling for Biometrics

Biometric technologies have emerged as a means of avoiding the weaknesses and issues involved
in conventional authentication methods. However, biometric authentication is part of the
overall authentication framework, which renders it vulnerable to various types of attacks.
The aim of these attacks is to either impersonate someone or to prevent someone from being
authenticated.

In the standard procedure of a biometric system, biometric data pass through several
stages: collection, processing, sending via a communication channel, storage and retrieval.
At every stage of the process, maintaining the security and privacy of the biometric data
is necessary. Several types of attacks can threaten biometric systems, as shown in Figure
2.7. These attacks can be classified into two groups: direct attacks and indirect attacks
[200]. In the former, the attacker does not need any understanding of the authentication
system’s operations; these attacks target the sensing phase. In the latter, for an attack to
be successful, the attacker must be aware of the authentication system’s operations. These
attacks target the feature extraction, matching and decision phases; the template database;
and the communication channels between phases.

Direct Attacks

1. Denial of service (DoS) [165] attacks are intended to shut down the sensor device in
a biometric system, rendering it unavailable to its legitimate users.

2. Fake biometrics symbolise spoofing attacks, fake physical biometrics and fake digital
biometrics.

• Fake physical biometric attacks use a fake biometric feature, such as a synthetic
fingerprint made with wax or a face mask, which is presented to the sensor [90].

• Fake digital biometrics can consist of [165] (a) false data based on easily accessible
biometric data, such as digital facial images. Masquerade attacks are a term used
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Figure 2.7: Biometric authentication system attacks [165].

to describe these types of attacks. (b) Inside the biometric system, a reference set
replay attack can occur. Furthermore, the attackers must have knowledge of the
biometric system and, in most cases, system access.

3. Latent print reactivation [165] refers to the abuse of features such as fingerprints
that are captured obliquely by lifting a latent sample. Fraudulent users take and reuse
these captured features for authentication.

Indirect Attacks

1. Template modification or reconstruction occurs when an attacker uses a database
template to modify, remove or introduce new templates. This may lead to two outcomes.
First, fraudsters may be able to use the system. Second, they may prevent authorised
users from doing so.

2. In an override attack, the attacker uses an executable program, such as a Trojan
horse, to attack three modules of a biometric system: the feature extraction phase, the
matching phase and the decision phase. As a result, the attacker can accomplish the
following:

• Override the feature extraction and produce false feature sets

• Override the feature matching to produce a false match for legitimate users or a
true match for fraudulent users

• Override the decision phase to produce acceptance of the fraudsters or false
rejection of legitimate users
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3. By intercepting communication channels, an attacker can interfere with the
communication channels amongst various modules in the structure of the biometric
system during its transmission. Then, the attacker can accomplish the following:

• Cut the communication link to deny legitimate users access to the system

• Intercept the channel between the sensor module and the feature extractor module
to record biometric data for reuse (This type of attack is called a replay attack.
An example would be using a recorded audio signal.)

• Intercept the channel between the feature extractor module and the feature matcher
module to modify or steal the feature values of the original user[121]

• Intercept the channel between the system database and the feature matcher module
to modify the content of the templates before they are presented to the feature
matcher

4. When modifying access rights, an attacker may take advantage of a DoS attack to
modify (either by increasing or decreasing) a user’s rights to breach the security of a
biometric system. The attacker can also claim administrator privileges, which allow
them access to sensitive information and data [165].

2.6 Continuous Authentication (CA)

Section 2.4 covers a one-time process or the principle of traditional authentication (a user
is authenticated or not based on a decision made at a certain moment). CA refers to a
security system that continuously (or at least often) observes user activities during a session
and determines whether the user is genuine [80]. The advantages of CA over a traditional
authentication method may be measured in terms of security, safety and convenience [80]. CA
aims to limit the possibility of impersonation in terms of security. For example, if an attacker
takes a smartphone after obtaining the password illegally, CA may enable the device to lock
itself after seeing that the use behaviour varies from that of the genuine user. As far as safety
is concerned, continual monitoring of users may avoid potentially dangerous situations. In
terms of comfort, CA analysis of the user’s activities is transparent and does not interfere
with the user’s actions, such as by regularly requiring the user to re-authenticate.

Most CA accesses begin in the log-in mode, which verifies the user’s identity and obtains
their template from the database if permission is successful [53]. After the log-in, the system
moves to the verification mode to continuously check the identity of the user and ensure that
they are the same person authenticated at the beginning of the session [53]. The log-in phase
may utilise the same biometric verification as the continuous verification step, it can require
other means of identification (e.g. additional biometrics, passwords, cards or tokens), or it
can use a hybrid of both [53].

One of the technologies supporting CA is behavioural biometrics. Behavioural biometrics
continuously profile a user’s behaviour based on natural interactions without interrupting users
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continually. Re-authentication and/or CA using behavioural biometrics can be less disruptive
than alternatives, e.g. short inactivity time-outs requiring periodic password re-entry. In
addition, a random intruder cannot easily target CA based on behavioural biometrics [125].

2.6.1 Continuous Authentication Using Behavioural Biometrics

CA procedures are believed to improve the security and dependability of systems, and
biometric technologies have become increasingly important components of security designs.
Behavioural biometrics is gaining traction as a method of verifying a user’s identification.
The term ‘behavioural biometrics’ refers to the distinct behavioural characteristics that may
be used to verify a person’s identity. Behavioural biometrics, in contrast to traditional
authentication and physiological biometrics, identify individuals based on how they do a
particular task, rather than on static information or physical features.

User authentication using behavioural biometrics is described as unobtrusive and cost
effective [125]. With unobtrusive sensing, sensors may monitor actions and behaviours
constantly, and the resulting data can be collected and used to optimise usability. When
people engage with internet of things (IoT) devices or ambient surroundings without providing
explicit input [80], behavioural data may be collected. Furthermore, user authentication may
be done in a transparent and unobtrusive manner with no user distraction [125]. For the most
part, physiological biometrics depend on specialised technology to acquire data. They tend
to be costly, and they make broad implementation difficult. Behavioural biometrics, on the
other hand, may be seen and sampled by embedded sensors in IoT devices (for example, a
microphone, a touchscreen, a smartphone’s acceleration, and wearable technology) [125]. IoT
devices provide the capability to detect behaviour without the need for additional hardware,
making behavioural biometrics more affordable and easier to deploy [125]. Substantially,
the behavioural biometric-based objectives of CA are to determine whether the user has the
permission to access the IoT device and to identify who the present user is [125]. CA based
on behavioural biometrics may be classified into two types:

1. Anomaly detection (AD): This technique can distinguish between normal and
abnormal patterns.

2. Classification: In this technique, a predictive model is developed to optimise inter-class
differences for user identification (i.e. authorised versus unauthorised users).

2.6.2 Performance Evaluation of Continuous Authentication Using
Behavioural Biometrics

Most studies use the same metrics to evaluate non-continuous biometric authentication
(referenced in Section 2.5.3). The most common metrics are EER, FAR and FRR.

However, in [32], they used the average number of genuine actions (ANGA) and the
average number of impostor actions (ANIA), with high values of ANGA and low values of
ANIA representing the best results. The ANIA repesents the average number of tasks that
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Table 2.10: Evaluation of continuous authentication based on four cases [33].

Rating Description
Very good Genuine users are never locked out, and all impostor users are locked

out.
Good This rating has two parts:

• Genuine users are never locked out, and some impostor users
are not locked out.

• Genuine users are locked out, and all impostor users are locked
out.

Bad Genuine users are locked out, and some impostor users are not.
Very bad Genuine users are locked out, whereas impostor users are not, and

the ANIA is higher than the ANGA.

impostors can perform before they are identified, whereas the ANGA represents the average
number of tasks that genuine users can perform before they are rejected.

Equation 2.4 shows how to calculate the ANIA of impostor j [33].

ANIAj
g =

1

k
·

k∑
j=1

Tk (2.4)

where k is the number of times impostor j was locked out if they are classified as a user other
than the genuine user g after T1, T2...Tk tasks. If we assume that N represents all participants,
the ANIA of overall impostors (N − 1) against one genuine user can be calculated by (2.5)
[33].

ANIAg =
1

N − 1
·
N−1∑
j=1

ANIAj
g (2.5)

Consequently, the equation 2.6 is used to determine the ANIA against any genuine user in
the system.

ANIA =
1

N
·

N∑
g=1

ANIAg (2.6)

Similarly, the ANGA is calculated, where genuine user g is tested against their own
template.

In [141], they used four ratings (very good, good, bad and very bad) to evaluate their
CA scheme. These ratings are assigned based on the rates of legitimate user lockouts and
impostor user non-detection. Table 2.10 illustrates these cases. The categorisation applies
to a single user.
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2.6.3 Threat Model against Behaviour-based CA

The continuous presence of the originally authenticated consumer, particularly in a shared
workplace, could prevent so-called lunchtime attacks. Such attacks happen when a
previously authenticated consumer steps away from their workplace, enabling the adversary
to take over their authentication session and participate in possibly malicious activity [103].
Re-authentication and/or CA using behavioural biometrics can be less disruptive than the
case with too short inactivity time-outs requiring periodic password re-entry. In addition, a
random intruder cannot easily target CA based on behavioural biometrics [125]. However,
behavioural biometrics do not inherently make continuous authentication systems secure. A
behavioural biometric system may face a variety of threats, including malware and shoulder
surfing attacks, mimicry, impersonation, spoofing and replay, as well as statistical, algorithmic
and robotics attacks [187]. These attacks are classified as zero-effort attacks or non-zero-effort
attacks.

Zero-effort attacks: Zero-effort attacks are often used to test the accuracy and durability
of biometric authentication systems [131]. This measure is useful for comparing individuals
or inter-class distributions. Typically, zero-effort evaluation is based on the similarity
of templates between the attacker and the genuine user and is related to a biometric
characteristic’s uniqueness [187].

Non-zero-effort attacks: Non-zero-effort attack requires the attacker performing
sophisticated activity to successfully mimic a genuine user. The complexity of an adversarial
attack is significantly influenced by the available resources, time and knowledge about the
biometric system and the victim [142].

2.6.4 State of the Art

In this part, we analyse the current state of the art, both in terms of the metrics reported
and the ML methods used to achieve the findings. We analysed 28 systems using eight
distinct biometrics, with a particular emphasis on recently published work. While each of
these systems has a different experimental design, they all provide CA.

Table 2.11 lists all the principal works that use CA based on behavioural biometrics. As
can be observed, several CA approaches use various devices and achieve good authentication
performance. It has been noted that most researchers are interested in studying the CA
system on smartphones. Existing solutions, on the other hand, do not look into CA
in a robotics context.

In terms of methodologies, it is worth noting that the classification method is more
commonly used than anomaly detection; the RF, SVM and KNN classification algorithms
are most frequently used.

Based on Table 2.12, we can see that EER, FAR and FRR are the most common metrics
used to evaluate the biometric system.
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In addition, we conduct a literature review of the following methodological components
that may have an influence on error rates: threat model (see Section 2.6.3) and ML
hyper-parameters tuning.

Hyper-parameters are modifiable parameters that regulate the model training process.
When all the features have been extracted and normalised, a suitable classifier must be
selected. Numerous hyper-parameters must be created depending on the classifier. For
example, the SVM has kernel type, soft margin constant C and bandwidth of kernel function
sigma. Hyper-parameters tuning (sometimes referred to as hyper-parameters optimisation)
is the process of determining the optimal process of determining optimal, or at least high
performing, combination of hyper-parameters.

Two of the most common ways for hyper-parameters tuning are grid search (GS) and
random search (RS). GS takes the ranges of individual features and reduces each range to a
discrete set of ”representative" points, e.g. the continuous interval (0,1) might be represented
by the set 0,0.2,0.4,0.6,0.8,1.0. Exhaustive grid search will attempt all combinations of feature
values from such sets. Thus, a search over two parameters with range [0,1] would evaluate
at all possible pairs (0,0), (0,0.2), (0,0.6)...(1.0,1.0). RS will repeatedly sample from each
domain to form a set of parameters to be be evaluated. Thus, a sequence of candidates for
this example of the form (x, y) would be generated where x is randomly selected from (0,1)
and so is y.

As shown in Table 2.13, all studies evaluate their CA system against zero-effort attacks,
whereas only eight studies evaluate their system against non-zero-effort attacks. Additionally,
we can see that only nine studies use hyper-parameter tuning as part of their approach, and
none of them use RS methods.



46

Table 2.11: Summary of continuous authentication works using behavioural biometrics.

ML # of Users Performance
Biometric Publications Platform Algorithm Method
Behavioural profiling [75] in 2016 smartphone SVM Classification 200 1% EER

[38] in 2017 smartphone DL Classification 20 2.2% EER
[11] in 2018 smartphone RF Classification 10 96.5% F1-score
[123] in 2018 smartphone SVM Classification 100 4.66% EER
[174] in 2019 smart office RF Classification 5 96.76% F1-Score
[6] in 2019 smartphone GB,RF,KNN Classification 76 26.98% EER

Touch Gestures [72] in 2012 smartphone KNN, SVM Classification 41 0%–4% EER
[218] in 2013 smartphone Distance metric Classification 30 2.62% EER
[213] in 2019 smartphone OCSVM,iForest AD 45 95.85% Accuracy
[7] in 2020 smartphone RF Classification 26 92.81% Accuracy

Signature [35] in 2016 smartphone MLP, KNN, RF Classification 30 3.1% FAR
Keystroke Dynamics [2] in 2018 smartwatch Distance metric Classification 34 99.2% Accuracy

[74] in 2015 computer NB, SVM Classification 67 1.0% FRR
[97] in 2014 computer SVM Classification 110 100% Accuracy

Mouse Dynamics [140] in 2013 computer SVM Classification 49 96 ANIA
[181] in 2012 computer SVM, NN, KNN Classification 28 0.37% FAR
[66] in 2012 computer RF AD 25 7.5% EER

Gait
[151] in 2021 smart socks SVM, softmax Classification 15 0.01% EER

smart shoes SVM, softmax Classification 10 0.16%EER
[209] in 2020 smartwatch KNN Classification 36 3.5% EER
[144] in 2019 smartwatch RF Classification 10 8.2% EER
[142] in 2017 smartphone DTW Classification 35 13% EER
[219] in 2015 smartphone Distance metric Classification 51 7.22% EER
[157] in 2015 smart kiosk SVM Classification 38 92% Accuracy
[145] in 2012 smartphone KNN Classification 36 8.24% EER

Eye Movement [178] in 2019 smart cars LDA,SVM,NN Classification 22 8% EER
[217] in 2018 smart glasses KNN, SVM, SRC Classification 30 6.9% EER
[62] in 2016 computer KNN,SVM Classification 30 1% EER

Voice [68] in 2017 voice assistants SVM Classification 18 97% Accuracy
LDA: Linear Discriminant Analysis, NN: Neural Networks, GB: gradient boosting, SRC: Sparse Representation Classification, RF: Random Forest

SVM: Support Vector Machine, DTW: Dynamic Time Warping, KNN: K-Nearest Neighbors, DL: Deep learning, iForest: Isolated Forest, OCSVM: One-class SVM
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Table 2.12: Metrics used to evaluate behaviour-based continuous authentication systems in related works.

Biometric References Accuracy F1-score Conf.matrix TAR TRR FAR FRR EER ROC ANIA ANGA
Behavioural profiling [75] in 2016 × × × × × ✓ ✓ ✓ ✓ × ×

[38] in 2017 × × × × × × × ✓ ✓ × ×
[11] in 2018 ✓ ✓ × × × × × × × × ×
[123] in 2018 × × × × × ✓ ✓ ✓ × × ×
[174] in 2019 × ✓ × × × × × × × × ×
[6] in 2019 × × × × × × × ✓ × × ×

Touch Gestures [72] in 2012 × × × × × × × ✓ × × ×
[218] in 2013 × × × × × × × ✓ ✓ × ×
[213] in 2019 ✓ ✓ × × × × × × × × ×
[7] in 2020 ✓ ✓ × × × × × × × × ×

Signature [35] in 2016 × × × ✓ ✓ ✓ ✓ × × × ×
Keystroke Dynamics [2] in 2018 ✓ × × × × × × × × × ×

[74] in 2015 × × × × × ✓ ✓ × × × ×
[97] in 2014 × × × × × × × × × × ×

Mouse Dynamics [140] in 2013 × × × × × × × × × ✓ ✓
[181] in 2012 × × × × × ✓ ✓ × × × ×
[66] in 2012 × × × × × ✓ ✓ ✓ ✓ × ×

Gait
[151] in 2021 × × ✓ × × ✓ × ✓ × × ×
[209] in 2020 ✓ × × × × ✓ ✓ ✓ × × ×
[144] in 2019 ✓ × ✓ × × × × ✓ × × ×
[142] in 2017 × × × × × × × ✓ × × ×
[219] in 2015 × × × × × × × ✓ ✓ × ×
[157] in 2015 ✓ × × × × × × × × × ×
[145] in 2012 × × × × × × × ✓ × × ×

Eye Movement [178] in 2019 × × × × × × × ✓ × × ×
[217] in 2018 ✓ × × × × ✓ ✓ ✓ × × ×
[62] in 2016 × × × × × × × ✓ × × ×

Voice [68] in 2017 ✓ × × × × ✓ × × × × ×
✓Explicitly reported, × Not reported
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Table 2.13: Design choices in related works that used behaviour-based continuous authentication

Threat Model Hyper-parameters
Biometric Publications Zero-effort Attacks Non-zero-effort Attacks Values Method
Behavioural profiling [75] in 2016 ✓ × × ×

[38] in 2017 ✓ × ✓ ×
[11] in 2018 ✓ × × ×
[123] in 2018 ✓ × ✓ GS
[174] in 2019 ✓ × × ×
[6] in 2019 ✓ × × ×

Touch Gestures [72] in 2012 ✓ × ✓ ×
[218] in 2013 ✓ × ✓ GS
[213] in 2019 ✓ × × ×
[7] in 2020 ✓ × × ×

Signature [35] in 2016 ✓ × × ×
Keystroke Dynamics [2] in 2018 ✓ ✓ × ×

[74] in 2015 ✓ ✓ × ×
[97] in 2014 ✓ × ✓ ×

Mouse Dynamics [140] in 2013 ✓ × × ×
[181] in 2012 ✓ × ✓ ×
[66] in 2012 ✓ × × ×

Gait
[151] in 2021 ✓ ✓ ✓ GS
[209] in 2020 ✓ ✓ × ×
[144] in 2019 ✓ × × ×
[142] in 2017 ✓ ✓ × ×
[219] in 2015 ✓ × × ×
[157] in 2015 ✓ × × ×
[145] in 2012 ✓ × × ×

Eye Movement [178] in 2019 ✓ × × ×
[217] in 2018 ✓ ✓ ✓ GS
[62] in 2016 ✓ ✓ ✓ GS

Voice [68] in 2017 ✓ ✓ × ×
✓Reported, × Not reported
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2.7 Research Questions

Section 2.3 identifies the need for a new security mechanism that can offer ongoing and
visible protection against robotics abuse. The section ends by emphasising the need for a
strengthened authentication mechanism and by outlining potential alternatives.

We conclude that additional research is necessary to determine the importance of CA
for manufacturing in collaborative robots, as well as for current human–robot interaction
systems, such as exoskeletons and teleoperation. Additionally, we conclude in this thesis that
contextual factors, such as unobtrusiveness, support the adoption of behavioural biometrics.
As a result, the following research questions have been addressed:

1. How can the identity of human operators be authenticated continuously when working
with a collaborative robot?

2. How can the identity of human operators be authenticated continuously using wearable
sensors, (such as that present in an exoskeleton)?

3. How can the identity of human operators be authenticated continuously when working
with teleoperated robotic systems?



Chapter 3

User Authentication for Collaborative
Robots

3.1 Introduction

Traditionally, robots have been segregated from humans by walls, fences and other barriers
to ensure safety. However, recent advances in collaborative robotics have provided promising
opportunities for robots to share spaces with human workers.

Collaborative robots [194] are designed with more sophisticated sensing and control
mechanisms than traditional industrial robots are, and, in the main, they are designed to
handle lighter payloads. They are said to combine the benefits of automation (speed, precision,
accuracy and repeatability) with the strengths of human workers (dexterity, perception,
flexibility and cognitive ability). Along with advances in digital technologies, such as the
Internet of Things (IoT), augmented reality and digital twins, collaborative robots will enable
more flexible, bespoke processes. This makes them attractive to many manufacturers that
have not been able to benefit from large-scale automation.

However, reductions in physical safety barriers and increases in technical complexity give
rise to a number of challenging safety and security issues which must be resolved before
the benefits of human–robot collaboration can be fully realised. One such issue is user
authentication [128]. As collaborative robot use becomes more widespread, there will be an
increased need to authenticate users and ensure that they have the appropriate skills, training
and authorisation to access, re-program, update and control different elements of collaborative
robot systems. At present, traditional authentication methods, such as passwords and identity
cards, are used in lockout functionality, but they may be bypassed or abused by workers,
leaving safety and security risks unresolved.

Collaborative robot tasks in manufacturing often involve direct interactions between the
user and the collaborative robot, e.g. when the user physically moves a manipulator or
takes part in some handover of items. The popular physical interactions with collaborative
robots are training by demonstration, gravity assist and precision placement of end-effectors
in processes with uncertain geometries or locations (e.g. painting, disassembly, assembly,
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adhesive and welding).
Some users are more forceful or quicker in their interactions, or they may otherwise exhibit

an interactive modus operandi that is distinguishably theirs. Consequently, a collaborative
robot that can sense how it is manipulated can use that information to distinguish users.
As collaborative robots are compliant, we propose the use of this feature (combined with
robots’ internal positions and force sensors) to measure the actions of human operators (or
co-workers) and form a biometric for their continuous authentication.

We believe that this is the first continuous authentication approach to be developed in the
context of collaborative robots. This is important because collaborative robots engage with
their co-workers on a continual basis, which may severely compromise the utility of traditional
one-off password schemes. In practice, we envisage that it will be used in the following: in
one-off schemes for initial authentication and in continuous authentication for the duration
of a work session. We believe that the work presented in this chapter is the first example of
biometric authentication in the context of collaborative robots (and robots, in general).

A major benefit of our approach is that user-to-collaborative robot authentication can be
implemented with no additional sensing. The source data are sensed and used as part of
the operational control system of the collaborative robot. If better-performing classification
algorithms become available, they can also be directly incorporated through minor software
changes.

3.2 Threat Model

In a closed-world environment, such as an organisation, an unauthorised device user is more
likely to be an insider threat—someone who comes from within the organisation. In a
collaborative robot environment, there will be a greater requirement to authenticate people
in order to guarantee that they have the necessary skills, training and authorisation to access,
re-program, update and control various aspects of collaborative robot systems.

In this chapter, we will discuss a widely used technique for establishing the accuracy and
robustness of biometric authentication schemes. This approach is called a zero-effort attack
or intrinsic failure [101]. The threat arises from the fact that there is always a non-zero
possibility that two biometric samples from two distinct individuals are sufficiently similar to
yield a positive match.

Zero-effort attacks model the case in which an attacker has no information on the behaviour
of the target victim. Usually, zero-effort attacks are implemented by comparing biometric
samples from different individuals; i.e. the sample profile of one user is assessed for its
acceptability as a supplied profile for the second (target) user.

3.3 Proposed User to Collaborative Robot Authentication

We propose the application of continuous biometric authentication to the use of an industrial
collaborative robot (see Figure 3.1). Most collaborative robots have integrated sensors,
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including joint position encoders, force and torque sensors, and even cameras. Here, we use
specific sensors to capture co-workers’ behaviours in order to implement continuous biometric
authentication without the need for additional, potentially intrusive hardware. We
conducted two experiments in which we asked the subjects to guide a robot arm around a
maze (see Fig. 3.2).

1. whole-task authentication: Authentication occurs once at the end of the task (one
navigation of the maze). Each user performed 15 maze navigation tasks with a trust
value calculated after each task. (The trust model is described in Section 3.3.1.) This
value determined whether the user was authorised to continue to the next task.

2. multiple-segment authentication: Here, we authenticated each user three times during
each task as the user passed specific points in the maze. If users were authenticated,
they were allowed to continue performing the task.

Figure 3.1: Continuous biometric authentication block diagram of our system.

We divided each experiment into three phases: the enrolment phase, the authentication phase
and the continuous phase, as shown in Figure 3.1. In the enrolment phase, we obtained
readings from the robot’s sensors and extracted the potential features for user authentication.
Those features from the force and torque sensors were the most informative and were used to
create the users’ profile templates. In the authentication phase, these templates were used for
user authentication. Each time the robot’s co-worker started interacting with the robot, our
authentication system compared that user’s profile template with all the profile templates in



53

the database to obtain a probability value for each user in the database; the highest probability
value was taken to identify the user. However, only the probability value of the authorised
user was used to update the current user’s trust value. In the continuous phase, the trust
value was used to determine whether the user was allowed to continue working with the robot
or be locked out of the system, reverting to the main authentication log-in, as shown in Figure
3.1.

3.3.1 Trust Model

We use the trust model first proposed by Bours [32] for continuous, behaviour-based biometric
authentication. It adjusts the trust score of the current user by matching their dynamic profile
template with the authorised user’s template [32]. As a default, the user starts with 100 as
a trust score. This score is updated (increased or decreased) according to the probability of
the genuineness (classification probability score) of the user by using Equation (3.1). If the
behaviours of the authorised and current users are similar, the system’s trust in the current
user increases; otherwise, if the behaviour of the current user is sufficiently different from that
of the authorised user, the trust score decreases.

C =


min

(
C + Z

2 , 100
)

if P ≥ 0.5

max
(
C − Z

2 , 0
)

if 0.3 ≤ P < 0.5

max(C − (2Z), 0) if P < 0.3

(3.1)

, where C is the trust score of the user, P is the probability score of the current user against
the legitimate user’s template, and Z is a constant governing the rate of increase or decrease
in the trust score. (In our experiments, Z = 15 in the whole-task authentication and 7.5 in the
multiple-segment authentication). The constant Z is set to a value ensuring that the current
user is rejected immediately if the probability value becomes low (less than 0.5). The trust
score can never exceed 100 or be less than 0. Equation (3.2) presents the decision-making
process after calculating the trust value.

Decision =

{
if C ≥ T Trusted user - continue to next task
if C < T Not trusted user - lock out

(3.2)

, where T represents the threshold between the trusted user and the untrusted user. (In our
experiments, the value T = 80 was used.)

3.3.2 Experimental Methodology

Experimental Design

The experiment involved participants interacting with an industrial robot arm to solve a maze.
A 2D maze was attached to the work surface within the robot’s operating envelope. Start
and end points were indicated by red and green circles, and additional authentication test
points were marked with a yellow circle, as shown in Figure 3.2. A handle and pointer were
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Figure 3.2: Experimental design.

attached to the robot’s end-effector to provide an intuitive mechanism for manipulating the
robot through the maze.

Selected Collaborative Robot

We used a KUKA iiwa R800 lightweight industrial robotic arm (see Figure 3.2.) The KUKA
iiwa R800 has seven joints, each of which has force, torque and position sensing. Data
from these sensors were logged during the experiments to capture co-workers’ behaviours
while manipulating the robot, although we used only the end-effector data in this chapter for
classification purposes.

Subjects and Data Collection

The experiments took place on the Sheffield University campus in the Sheffield Robotics
Lab. We recruited 30 volunteers (16 males and 14 females) from the University of Sheffield’s
students and faculty. Users were asked to guide the robot’s attached pointer around the maze
and trace a trajectory from the start point (red circle) to the endpoint (green circle). They
were asked to repeat the same task 15 times. The participants were given a brief introduction
to the purpose of the study, and then they performed three practice runs for which data
were not recorded. Our data collection controller was based on the Robot Operating System
(ROS)-integrated application programming interface for the KUKA iiwa [139]. The robot was
placed in compliant mode (i.e., enabling physical interaction between humans and robots),
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with each user instructed to trace a path from the start point to the end point of the maze.
Force and torque data at the end-effector were continually logged (every 0.1 s) as each user
traced this path. (We also recorded end-effector position data.) When the user released the
end-effector upon task completion, the robot autonomously returned to the start point to
begin the next run. In addition, we also calculated the magnitudes of the force and torque.

Feature Extraction and Feature Selection

After data recording, the next step was to extract relevant features from the stream sensor
data. We sampled the components of the force and torque applied to the end-effector
along the X, Y and Z axes together with their overall magnitudes. (Magnitudes can, of
course, be derived from the components.) Figure 3.3 shows how these vary across example
runs by four users. We used the first four statistical moment features: mean, standard
deviation (SD), skewness and kurtosis. Table 3.1 demonstrates the mathematical formulas
for determining these statistical characteristics. The feature extraction process yielded a
total of 32 = 2(force_or_torque)×4(component_measurements)×4(moment_measures)

features. To this, we added a task number and time (the time period to complete the task),
thus increasing the number of features to 34.

Table 3.1: Equations of the statistical moments used as features, where Xi is the sample of a
data stream, and N is the total number of samples.

Features Equation Features Equation

Mean µ =
∑N

i=1 Xi

N SD σ =

√∑N
i=1(Xi−µ)2

N

Skewness S =
1
N

∑N
i=1(Xi−µ)3

σ3 Kurtosis K =
1
N

∑N
i=1(Xi−µ)4

σ4

We selected the most appropriate features to reduce training time and improve the machine
learning algorithm’s performance. We used a technique that selected features depending on
how they affect the performance of a given model. Recursive Feature Elimination (RFE) is one
such technique provided by scikit-learn. The RFE method is a powerful algorithm [216] that
provides an effective method for defining important features before they are introduced into
a machine learning algorithm [40]. Due to its adaptability and simplicity of implementation,
it is one of the most common feature selection algorithms. The technique may be applied to
any model, and it generates an optimal set of performance-enhancing features.

RFE can be a useful and cost-effective strategy for reducing model complexity by
discarding features that contribute nothing or little to the classification task. Consequently,
feature selection based on feature relevance prior to creating the final RF model can
be extremely beneficial for enhancing the prediction accuracy [77]. The reduced model
complexity can also lead to faster classifications at run-time. The purpose of RFE is to
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(a) Force sensor of the X-axis. (b) Force sensor of the Y-axis.

(c) Force sensor of the Z-axis. (d) Magnitude of force.

(e) Torque sensor of the X-axis. (f) Torque sensor of the Y-axis.

(g) Torque sensor of the Z-axis. (h) Magnitude of torque.

Figure 3.3: Comparison of the force and torque data of four users while performing a task.
Task duration has been normalised to 6s.
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eliminate features by searching over fewer and smaller groups of features in a recursive manner.
Initially, the estimator is trained on a limited set of features, with each feature’s significance
indicated by an attribute. The least significant characteristics are then deleted from the
current collection. On the reduced set, this process is repeated until the desired number of
features is obtained. We applied RFE using a random forest (RF) classifier.

In our experiment, we analysed and evaluated our feature set using the recursive feature
elimination (RFE) selection approach. We used the top 19 features of the 34 features that
make up the full set.

Considered Classifiers

Our approach uses the multi-class classification approach. Each user is profiled as the
authorised user, and the remaining users are profiled as unauthorised users for validation
objectives.

We implemented the RF, SVM and KNN classifiers. We trained these classifiers on the full
set of extracted features with three training–test splits (75%–25%, 70%–30% and 65%–35%
of the dataset) using the train_test_split() method (from the scikit-learn library.) We also
applied the standard split method that uses the first part of the data as the training set and
the remaining samples as the test set. This is called hold-out validation. In our experiments,
we used the first nine tasks of each user as the training set and the remaining six tasks as the
test set.

We also conducted 5-fold cross-validation. The term ‘cross-validation’ refers to a method
of creating training and validation sets. There are several cross-validation techniques.
Cross-validation with k-folds is the most commonly used method. In k-folds cross-validation,
the training dataset is partitioned into k folds [23]. Each of the k folds is alternately used as
the hold-out testing set; a classifier is trained on the remaining k−1. The overall performance
is defined as the average of all k folds. Typically, the number of folds is dictated by the number
of samples in the target dataset. We used 5-fold cross-validation, which means that 20% of
the dataset is used for testing. We typically found this more accurate than using 10% of the
data when using 10-fold validation.

3.3.3 Evaluation Using Hold-Out Validation: Results and Discussion

In the whole-task experiments, each of the 30 users performed 15 task runs, resulting in
450 = 30 × 15 profiles. In the multiple-segment authentication experiment, each task had
three segments, thus resulting in 1350 = 30× 15× 3 profiles.

Performance Evaluation of the Single-Use Biometric Authentication System

We first evaluated whether the user of a single witnessed task (or sub-task) could be identified.
We had multiple task templates from each user and could use them to train a classifier. We
could then identify how additional templates from the set (not used in training) are classified.
The results are reported on the basis of FAR, TAR, EER and f1 score.
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Table 3.2 presents a summary of the classifiers’ results for each training regime. Table
3.2 investigates four representative metrics to evaluate the performance of single task
authentication: the TAR, FAR, EER and f1 score.

According to the Table 3.2, RF performed better than SVM and KNN under all training
regimes. When we used 6 tasks as a test set, RF’s EER of 0.37% was the lowest and F1-score
was the highest at 93.94%.

With an F1-score of 82.66%, the best performance for the SVM classifier was obtained
when we employed 25% of the dataset as a training set. Similar to SVM, the KNN classifier
performed best when 25% of the dataset was used as a training set, with a f1-score of 73.92%.

Consequently, we chose RF as the classifier with a training–test split of (9–6 tasks) for
our subsequent experiments. The scikit-learn Python package [154] was used for training and
evaluation.

To find the optimal hyper-parameters, we used a random search method for
hyper-parameter optimisation [22]. For the RF classifier, for parameter n_estimators,
we searched through 200–2000; for max_depth, we searched through 10–110; for
min_samples_split, we searched over 2-10; and for min_samples_leaf , we searched over
1-4. The parameter selections for RF for which we report results in this experiment are listed
below.

• n_estimators = 1400 (i.e. number of trees)

• max_depth = 100 (i.e. maximum depth of the tree)

• min_samples_split = 2 (i.e. minimum sample number needed for separating at an
internal node)

• min_sample_leaf = 1 (i.e. number of samples needed to be at a leaf node)

Table 3.2: Results of different classifiers with different training–test splits

Classifier Metric Test set 25% Test set 30% Test set 35% Test set 6 tasks
TAR 89.38% 88.15% 85.44% 94.44%

RF FAR 0.37% 0.41% 0.50% 0.19%
EER 0.71% 0.79% 0.97% 0.37%

f1 score 89.44% 87.94% 85.48% 93.94%
TAR 82.3% 78.52 % 74.05% 50.56%

SVM FAR 0.61% 0.74% 0.89% 1.7%
EER 1.18% 1.43% 1.73% 3.3%

f1 score 82.66% 79.32% 74.67% 49.46%
TAR 75.22% 71.11% 67.72% 43.89%

KNN FAR 0.85% 1.00% 1.11% 1.93%
EER 1.65% 1.93% 2.15% 3.74%

f1 score 73.92% 70.09% 66.53% 40.72%



59

Table 3.3: Evaluation of the RF classifier on full sets of features and a subset of features over
each experiment, with a training–test split of (9–6 tasks).

Experiment No.Features FAR TAR EER f1 score
whole-task 34 0.19% 94.44% 0.37% 93.94%

authentication 19 0.13% 96.11% 0.26% 95.94%
multiple-segment 34 0.45% 86.85% 0.88% 86.35%
authentication 19 0.43% 87.41% 0.84% 87.05%

Table 3.3 shows the performance of the RF classifier on RFE-based feature subsets over
two experiments.

In both experiments, we can see that limiting the number of features improves the
performance of a classifier. As seen in the table 3.3, when the number of features was reduced
from 34 to 19 in the whole-task authentication experiment, the EER decreased from 0.37% to
0.26%. Similarly, in the multiple-segment authentication experiment, the EER decreased from
0.88% to 0.84% when the number of features was reduced from 34 to 19. On the subset of 19
features, whole-task authentication performed better than multiple-segment authentication,
as shown in Table 3.3.

The corresponding confusion matrix for all 30 subjects is shown as a heat map. The heat
map shows how tasks from the test set are classified. The corresponding RF was developed
with a (9–6 tasks) training–test split, so the heat map (see Figure 3.4) of the whole-task
authentication experiment shows the results for classifying 180 = 30× 6 test task templates.
The heat map (see Figure 3.5) of the multiple-segment authentication experiment shows the
results for classifying 540 = 30× 18 test sub-task templates.

Performance Evaluation of the Continuous Biometric Authentication (CBA)
System

To evaluate CA, we used the average number of genuine actions (ANGA) and the average
number of imposter actions (ANIA) [32], with high values of ANGA and low values of ANIA
representing the best results.

In the whole-task authentication experiment, we tested 30 users (each user is profiled
as genuine, and the remaining ones are profiled as imposters). This yielded an ANIA of 1,
meaning that all the imposters managed only one task out of six before being identified as
imposters. We also obtained an ANGA score of 5.23 when we tested 30 genuine users for six
tasks.

However, we obtained an ANIA of 2 in the multiple-segment authentication experiments,
meaning that all the imposters managed only two sub-tasks out of 18 before being identified.
The ANGA score for the multiple-segment authentication experiment was 12.17 when we
tested 30 genuine users on 18 sub-tasks.
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Figure 3.4: Confusion matrix for all 30 subjects in a whole-task authentication experiment,
with a training–test split of (9–6 tasks)

Figure 3.5: Confusion matrix for all 30 subjects in a multiple-segment authentication
experiment, with a training–test split of (9–6 tasks)
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3.3.4 Evaluation Using K-fold Cross-Validation: Results and Discussion

We used 5-fold cross-validation on the features vector to monitor the effectiveness of the
proposed approach. The classifier results using 5-fold cross-validation are summarised in Table
3.4. As with hold-out validation, we found that RF gave the highest f1 score and the lowest
EER. The parameter selections for RF for which we report the results in this experiment
are as follows: n_estimators = 1400, max_depth = 100, min_samples_split = 2 and
min_sample_leaf = 1.

Table 3.4: Results of different classifiers using 5-fold cross-validation.

Classifier Metric Average

RF
TAR 91.99%
FAR 0.27%
EER 0.53%

f1 score 91.77%

SVM
TAR 35.78%
FAR 2.21%
EER 4.28%

f1 score 40.22%

KNN
TAR 43.55%
FAR 1.94%
EER 3.76%

f1 score 45.44%

Table 3.5 shows the performance of the RF classifier on RFE-based feature subsets over
two experiments. According to Table 3.5, RF had the best f1 score of 93.80% in the experiment
on whole-task authentication. When we compare the 5-fold cross-validation findings to the
hold-out validation results, we notice that they are quite close.

Table 3.5: Evaluation of the RF classifier on full sets of features and a subset of features over
each experiment using 5-fold cross-validation

Experiment No.Features FAR TAR EER f1 score
whole-task 34 0.27% 91.99% 0.53% 91.77%

authentication 19 0.20% 94.00% 0.38% 93.80%
multiple-segment 34 0.36% 89.46% 0.70% 89.61%
authentication 19 0.34% 90.71% 0.62% 90.80%

In the whole-task authentication experiment, we tested 30 users (each user is profiled as
genuine and the remaining users as imposters) using 80% trust score threshold. This yields
an average of ANIA of 0.033 (out of three tasks). We also obtained an ANGA of 2.74 (out
of three tasks) when we tested 30 genuine users. However, we obtained an average of ANIA
of 1.73 (out of nine sub-tasks) in the multiple-segment authentication experiments using 80%
threshold, meaning that all the imposters managed only 19.22% of sub-tasks before being
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identified. The ANGA for the multiple-segment authentication experiment was 7.26 (out of
nine sub-tasks) when we tested 30 genuine users.

3.4 Proposed User to Collaborative Robot Authentication
Using Time Series Feature Extraction Library (TSFEL)

3.4.1 Experimental Methodology

This experiment was carried out to determine whether the type of extracted features had an
impact on the experimental outcomes. In other words, would it be possible to obtain better
outcomes if feature types other than statistical ones were implemented?

To conduct this experiment, we used the same dataset that was described previously
in Section 3.3.2. Similar to our previous experiment 3.3, we sampled the components of
the force and torque applied to the end-effector along the X, Y and Z axes together with
their overall magnitudes. However, we used a different method for feature extraction and
multiple-segment authentication (see Figure 3.6). We did not use the trust model in this
experiment (the decision relies on the classifier instead of the trust model.)

Figure 3.6: Continuous biometric authentication block diagram using TSFEL.

Feature Extraction and Feature Selection

In this experiment, we used the Time Series Feature Extraction Library (TSFEL) [19]
(see Fig.3.6), a Python package for feature extraction on time series data. TSFEL allows
for experimental feature extraction tasks on time series to be performed with minimal
programming effort. It aims to facilitate exploratory data analysis and feature extraction
on time series while considering processing costs [19]. TSFEL computes over 60 distinct
features, which are classified into three types based on the domain in which they are measured:
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temporal, statistical and spectral. Table.3.6 shows the listing of the available features in
TSFEL.

The TSFEL processing pipeline is illustrated in Figure. 3.7. Initially, the time series
are provided as inputs for the primary TSFEL extraction method as either arrays that have
been loaded into memory or as files. Then, a series of pre-processing tasks are executed
to ensure signal quality and synchronisation of time series, and to ensure that window
computation is performed appropriately. Following feature extraction, the output is saved
using a common schema so that it can be processed by the majority of data mining and
classification platforms. Rows in the schema are indexed windows and the extracted features
are stored in the appropriate columns

Figure 3.7: The pipeline for TSFEL processing (from [19] with permission).

Before starting the feature extraction process, this library allows us to choose the method
for splitting the time series by using the parameter ‘window_splitter’. If the value of the
parameter window_splitter is true, the time series will be split into equally sized periods
or windows , and then the features will be extracted from each window. However, if the
parameter’s value is false in this case, the time series will not be split, and the features will
be extracted for the entire time series as one window.

On this basis, we conducted two experiments: whole-task and multiple-segment
authentication. In whole-task authentication, the time series will not be split, and the features
will be extracted for the entire time series as one window. In multiple-segment authentication,
TSFEL will split the time series into equally sized periods or windows, and then the features
will be extracted from each window. In this work, the time series of each task is sampled at
10 Hz, divided into windows containing 25 samples (i.e. 25 samples = 2.5 s).

After extracting features with TSFEL, we found that the dimensions of the feature vectors
were extremely large. The analysis of high-dimensional data is a problem for academics in the
domains of machine learning techniques [36]. Feature selection can save computation time,
enhance learning accuracy and help comprehend the learning method or data by reducing
unnecessary and redundant data [36].
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To solve this issue, we eliminate the low-variance features (features containing less
information) using the variance threshold feature selection method (from the scikit-learn
library.) The variance threshold is a basic feature selection method. It eliminates any feature
whose variance falls below a specified threshold. By default, it eliminates all zero-variance
features — those that have the same value across all samples [154].

In addition, we remove strongly linked features (using the correlated_features method
from the TEFEL library) to reduce computational costs.

Table 3.6: List of Available Features in TSFEL [19]

Statistical Domain Temporal Domain Spectral Domain
ECDF Absolute energy FFT mean coefficient
ECDF slope Area under the curve Fundamental frequency
ECDF Percentile Autocorrelation Human range energy
ECDF Percentile count Centroid LPCC
Interquartile range Entropy MFCC
Kurtosis Mean absolute diff Max power spectrum
Max Mean diff Maximum frequency
Mean Median absolute diff Median frequency
Mean absolute deviation Median diff Power bandwidth
Median Negative turning points Spectral centroid
Median absolute deviation Peak-to-peak distance Spectral decrease
Min Positive turning points Spectral distance
Root mean square Signal distance Spectral entropy
Skewness Slope Spectral kurtosis
Standard deviation Sum absolute diff Spectral spread
Variance Total energy Spectral variation
Histogram Zero crossing rate Spectral maximum peaks

Neighbourhood peaks Spectral skewness
Spectral slope
Spectral roll-off
Spectral roll-on
Wavelet absolute mean
Wavelet standard deviation
Wavelet variance
Wavelet Entropy
Wavelet Energy

ECDF: Empirical Cumulative Distribution Function, FFT: Fast Fourier Transform,
LPCC: Linear Prediction Cepstral Coefficients, MFCC: Mel Frequency Cepstral Coefficients.

3.4.2 Results and Discussion

We utilised RF as a classifier to evaluate our multi-class authentication system (see Appendix
A for more results using different classifiers). Machine learning is performed using the
scikit-learn Python package.

Table 3.7a and Table 3.8a show the results of using 5-fold cross-validation with the
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statistical features in experiments applying whole-task and multiple-segment authentication.
In whole-task authentication, the mean of EER was 0.47%, whereas that in multiple-segment
authentication was 1.36%.

Table 3.7b and Table 3.8b show the results using the temporal features in experiments
with whole-task and multiple-segment authentication. In whole-task authentication, the mean
of EER was 0.91%, whereas that in multiple-segment authentication was 1.67%. Table 3.7c
and Table 3.8c display the results of the spectral features in experiments with whole-task
and multiple-segment authentication. In whole-task authentication, the mean of EER was
2.91%, whereas that in multiple-segment authentication was 1.53%. Additionally, as we can
see in Table 3.7d and Table 3.8d, we evaluated the possibility of using all features (statistical,
temporal and spectral) and found that the mean of EER for whole-task authentication was
3.08%. The mean of EER for multiple-segment authentication was 1.27%.

The previously presented results show that the use of statistical features gave the best
results with the lowest EER (0.47%) in whole-task authentication. By contrast, we find that
using all features in multiple-segment authentication gave the best EER (1.27%).

Table 3.7: Evaluation matrix using the RF classifier in whole-task authentication.

(a) Statistical features

Fold f1 score TAR FAR EER
1 94.38% 94.44% 0.19% 0.37%
2 97.77% 97.78% 0.07% 0.15%
3 92.01% 92.22% 0.26% 0.51%
4 90.69% 91.11% 0.31% 0.59%
5 88.87% 88.76% 0.38% 0.74%

Mean 92.74% 92.86% 0.24% 0.47 %

(b) Temporal features

Fold f1 score TAR FAR EER
1 82.37% 83.33% 0.57% 1.10%
2 90.71% 91.11% 0.31% 0.59%
3 90.74% 91.11% 0.31% 0.59%
4 86.47% 86.66% 0.45% 0.88%
5 78.03% 78.88% 0.72% 1.40%

Mean 85.66% 86.22% 0.47% 0.91%

(c) Spectral features

Fold f1 score TAR FAR EER
1 56.56% 56.66% 1.49% 2.88%
2 50.60% 51.11% 1.68% 3.25%
3 55.99% 56.66% 1.49% 2.88%
4 63.74% 64.44% 1.23% 2.37%
5 51.41% 52.22% 1.64% 3.18%

Mean 55.66% 56.22% 1.51% 2.91%

(d) All features

Fold f1 score TAR FAR EER
1 54.28% 54.44% 1.57% 3.04%
2 46.96% 47,78% 1.80% 3.48%
3 57.75% 55.56% 1.53% 2.96%
4 61.44% 62.22% 1.30% 2.52%
5 50.04% 48.89% 1.76% 3.41%

Mean 54.09% 53.78% 1.59% 3.08%

3.5 Limitations

This study has several limitations. First, COVID-19-related lockdowns and social distancing
restrictions necessitated significant adjustments to the experimental methodologies. Initially,
the examination was intended to assess the system against zero-effort and non-Zero-effort
attacks, such as shoulder surfing. However, the system was evaluated exclusively using
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Table 3.8: Evaluation matrix using the RF classifier in multiple-segment authentication.

(a) Statistical features

Fold f1 score TAR FAR EER
1 75.95% 76.37% 0.81% 1.57%
2 79.03% 80.23% 0.68% 1.32%
3 82.96% 83.42% 0.57% 1.12%
4 78.80% 79.01% 0.72% 1.39%
5 78.48% 79.01% 0.72% 1.39%

Mean 79.05% 79.61% 0.70% 1.36%

(b) Temporal features

Fold f1 score TAR FAR EER
1 69.62% 71.42% 0.98% 1.90%
2 71.99% 72.52% 0.95% 1.83%
3 74.78% 75.69% 0.83% 1.62%
4 74.21% 75.13% 0.85% 1.66%
5 79.58% 80.11% 0.69% 1.33%

Mean 74.04% 74.97% 0.86% 1.67%

(c) Spectral features

Fold f1 score TAR FAR EER
1 74.73% 75.82% 0.83% 1.61 %
2 77.82% 78.57% 0.74% 1.43 %
3 74.70% 75.14% 0.86% 1.66%
4 75.97% 76.79% 0.80% 1.55%
5 78.14% 79.01% 0.72% 1.39%

Mean 76.27% 77.07% 0.79% 1.53%

(d) All features

Fold f1 score TAR FAR EER
1 78.29% 79.12% 0.72% 1.39%
2 81.97% 82.32% 0.61% 1.18%
3 79.83% 80.11% 0.69% 1.33%
4 81.53% 80.66% 0.67% 1.29%
5 81.51% 82.32% 0.61% 1.18%

Mean 80.63% 80.91% 0.68% 1.27%

scenarios of zero-effort attacks.
Second, the experiment does not evaluate the system’s effectiveness when the participant is

interrupted while performing the tasks (e.g. talking to another person). Third, the approach
is beneficial when humans and robots interact directly, but it is ineffective when they do not
collaborate directly (cell, coexistence, synchronised and cooperation).

3.6 Summary

In this chapter, we proposed a novel continuous, behavioural–biometric authentication system
for a collaborative robot by using internal robot sensor data to authenticate users who engage
physically with the collaborative robot. This method increases security over existing systems
while avoiding additional worker processes and potentially intrusive monitoring. Additionally,
TSFEL was used to assess the effects of the types of extracted features on the experiment
outcomes. In whole-task authentication, we found that using statistical features produced the
best results with the lowest EER. Using all features in multiple-segment authentication, on
the other hand, yielded the best result, with the lowest EER.



Chapter 4

User Authentication in a Wearable
Sensor System

4.1 Introduction

In our research, we are interested in the area of human–robot collaboration, in which
the close interaction between humans and robots present particular challenges relating to
personal safety and security [79][164] [107]. In this regard, exoskeletons present one of the
most interesting challenges [201][82], with close, physical interaction required throughout the
duration of use. Such frameworks are an emerging technology with primary applications in
healthcare and industry, particularly in logistics in which they are being deployed to reduce
health complaints related to activities such as heavy lifting [148]. While the exoskeleton
market is currently relatively small (USD 499 million in 2021), it is expected to grow rapidly
to an estimated USD 3,340 million in 2026) [65].

In this chapter, we examine the implementation of behavioural biometric CA using
wearable sensors, as would be found in an exoskeleton. Because of restrictions in access to
physical equipment and facilities arising from COVID-19 during the course of our research, we
demonstrate our methods on a public dataset recorded specifically for industrial collaborative
robotic applications [136]. Specifically, we use data recorded from a WiFi-enabled sensorised
glove, which is used to monitor a user’s hand movements. We use a subset of the larger public
dataset, which focuses on six manufacturing actions (e.g. screwing and carrying operations).
As such, it is an example of direct interaction in physical tasks; the operator wearing the
glove is actually carrying out the manual actions. However, the glove also serves as a proxy
for a wearable exoskeleton that could collect such data from a user during normal operation
(e.g. as part of an exoskeletal flight suit for drone piloting [168]).

In chapter 3, we explored CA approaches applied to the use of collaborative robot
manipulators. Biometric data were provided by the robot arm’s joint information (i.e.
position, force and torque) during direct physical manipulation by the human co-worker (a
mode termed collaboration [20]). What both elements of our user-to-robot authentication work
have in common is that they require no data to make authentication decisions over and above

67
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those generated through normal operational activity. Here, we use the sensor data provided
by an e-glove (originally collected for industrial collaborative robotics research purposes) as
the basis of our continuous biometric system. The data arise from performance of the task;
we simply choose to leverage them for security purposes. A consequence of adopting a data
already sensed approach is that it is also frictionless from an end-user viewpoint, as users are
not required to make any specific effort other than perform their routine job tasks. Security
implementation (CA in this study) is a purely analytic task; data collection comes for free.

4.2 Threat Model

To test our authentication system, we assume that an attacker has access to the physical
operating environment and interface device. We focus on two main forms of attack that the
attacker could perform:

1. Zero-effort attacks: As we mentioned in Chapter 3, zero-effort attacks are
common mechanisms for determining the accurate design and durability of biometric
authentication schemes.

2. Statistical attacks: In this type of attack, a skilled attacker (either a human or
a robot) can be a powerful threat [2][186]. Synthetic data are derived using simple
concepts from a selected group. The concept behind this attack is to bypass the
authentication scheme using a random combination of the most common features of
the population. For example, in [179], they utilised a robotic finger to conduct physical
authentication attacks on touch-based biometric devices by using population statistics
of touch activity on smartphones. They found that the system’s equal error rate (EER)
increased as a consequence of their attack.

4.3 Proposed Methods

Our proposed system profiles a user’s working behaviour with a WiFi-ed sensorised glove to
provide continuous user authentication (see Figure 4.1).

The glove measures and reports the wearer’s finger pressure data (refer to Section 4.3.1).
Subsequently, the data are cleaned to remove noise, as described in 4.3.1. Statistical features,
as illustrated in Section 4.3.1, are extracted from each data stream to create a profile template
for each user. These reference templates are based on multiple task repetitions. Each time
a user begins performing a task, our authentication method compares the user’s current
(dynamic) behavioural profile template against all reference profile templates in the database
to obtain a probability value of it being a specific user. The highest probable value is used to
identify the individual in a decision-making phase.
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Figure 4.1: The classification process for continuous user authentication

4.3.1 Experimental Methodology

Dataset

Our work used a public dataset specifically created for classifying human motion in industrial
settings and for developing collaborative robotic applications [136]. The data contain samples
of six industry-oriented activities inspired by a car manufacturing use case (see Figure 4.2).
These activities are described below [136]:

• Screw high: move to the shelf and screw at a height of 175 cm

• Screw middle: move to the shelf and screw at a height of 115 cm

• Screw low: move to the shelf and screw at a height of 60 cm

• Untie the knot: untie a knot on a 45 cm-high table

• Carry 5 kg: place a 5 kg weight on a 55 cm-high table, move to the shelf and place the
load on a 20 cm-high shelf and
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• Carry 10kg: place a 10 kg weight on a 55 cm-high table, move to the shelf and place
the load on a 110 cm-high shelf)

Figure 4.2: A picture of a participant performing the six actions described in the dataset
(from [136] with permission.)

The dataset includes 13 participants’ finger pressure force samples captured with an e-glove
from Emphasis Telematics (see Figure 4.3). Each participant performed 15 trials. Each trial
was around 90 s long (i.e. three different sequences of activities, with each sequence repeated
five times). A single trial consisted of one of the following six predefined sequences:

1. Screw low, screw middle, screw high, untie the knot, carry 10 kg and carry 5 kg

2. Screw high, screw middle, screw low, untie the knot, carry 10 kg and carry 5 kg

3. Screw low, screw middle, untie the knot, carry 10 kg, screw high and carry 5 kg

4. Screw low, untie the knot, carry 10 kg, screw middle, carry 5 kg and screw high

5. Untie the knot, carry 10 kg, screw high, screw middle, carry 5 kg and screw low

6. Untie the knot, carry 10 kg, carry 5 kg, screw high, screw middle and screw low



71

Figure 4.3: The e-glove Basic [196]

Data Pre-processing

Sensor data from commercial wearables are prone to noise data [70]. These data require a
filtering or smoothing method to considerably reduce the quantity of high-frequency noise and
acquire as accurate and clean data as possible. We apply the digital low-pass Butterworth
filter using the lfilter function from the SciPy library [206] to remove high-frequency noise
components without distorting the target signal [104] and obtain a smoother version of the
original data.

Feature Extraction and Feature Subset Selection

The sensor data cannot be used directly by a user authentication classifier until behavioural
characteristics are derived from the data. The dataset provides four pressure sensors (i.e. on
the palm and the tips of the thumb, index and middle fingers) and three flexion sensor data
streams (i.e. the thumb, index and middle fingers).

In this chapter, we use the TSFEL [19]. As we mentioned in Section 3.4, the TSFEL is a
Python package for feature extraction on time series data. TSFEL computes over 60 distinct
features across the statistical, temporal and spectral domains.

Feature selection is used to select the most appropriate features for building the
classification model. To improve efficiency, we aimed to reduce the dimension of the
feature vector by finding a limited set of essential features that provide good classification
performance. Redundancies and noise can be eliminated after the sensor data are extracted,
thus minimising the machine learning algorithm’s error, time and computing complexity. To
overcome the high-dimensional feature vector, we removed features with low variance (features
containing less information). Additionally, we removed highly correlated features to decrease
computational costs.
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Considered Classifier

A variety of machine learning classification approaches can be used. Here, to evaluate
our multi-class authentication system, we used RF as the classifier (see Appendix A for
results using different classifiers). The scikit-learn Python package [154] was used to perform
machine learning. We applied five-fold cross-validation on the features vector to monitor the
effectiveness of the proposed approach. Test feature vectors are classified as legitimate or
imposters.

Hyper-parametrisation

The parametric choices in machine learning algorithms may have significant effects on the
results [43]. Accordingly, we experimented with a range of choices for the significant
parameters of the RF classifier. We used an RS approach for hyper-parameter optimisation
[22] to obtain the best combination of RF technique parameters that fit our dataset.

For the RF classifier, for parameter n_estimators, we searched through 200–2000; for
max_depth, we searched through 10–110; for min_samples_split, we searched over 2–10;
and for min_samples_leaf , we searched over 1–4. The parameter selections for RF for which
we report the results in this experiment are listed below.

• n_estimators = 1000 (i.e. number of trees)

• max_depth = 100 (i.e. maximum depth of the tree)

• min_samples_split = 5 (i.e. minimum sample number needed for separating at an
internal node)

• min_sample_leaf = 1 (i.e. number of samples needed to be at a leaf node)

Metrics

We investigate four representative metrics to evaluate the performance of single task
authentication: the F1 score, TAR, FAR and EER. The F1 score corresponds to the equally
weighted average of precision and recall. TAR represents the probability that the system
matches a valid user to its stored template within the system; it is calculated according to
Equation 2.1. FAR represents the number of users incorrectly deemed to be valid based on
templates stored in the biometric system; it is calculated according to Equation 2.2. EER
represents the position in which the valid and invalid error rates are equal. As the EER
number increases, the system’s performance worsens and vice versa.

To evaluate the performance of our CA scheme, we use ANGA and ANIA [33].
We also use four ratings (very good, good, bad and very bad) for the evaluation [141].

These ratings are assigned based on the rates of legitimate user lockouts and impostor user
non-detection. Table 2.10 illustrates these cases. The categorisation applies to a single
user. We apply this table to assign an appropriate rating to each of our 13 users (i.e. the
performance of the authentication scheme when each user is considered the genuine user).
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(a) WSF: a profile created from one task

(b) WST: multiple profiles created from one task

Figure 4.4: Example of how window_splitter works in the TSFEL. User # 10’s thumb pressure
data are utilised.

4.4 Results and and Discussion

We know of no previous work on exoskeleton authentication. Therefore, we cannot compare
like for like, and the results presented here form a benchmark for future researchers.

We conducted two experiments based on the TSFEL parameter window_splitter (see
Section 3.4).

1. Window_splitter = False (WSF): In this experiment, the time series in the single task
is not split into windows. Rather, the features are extracted from the entire task’s
time-series data, and then a template is created for this task. In this case, 15 templates
are created for each user (see Figure 4.4a). Each template represents a sequence of
subtasks.

2. Window_splitter = True (WST): In this experiment, the time series for a single task
is split into windows (see Figure 4.4b). In this case, feature extraction occurs in each
window, and then a template is created for each window. Multiple templates are created
for each task. The time series of each task is sampled at 50 Hz, divided into windows
containing 750 samples (i.e. 750 samples = 15 s).

To evaluate the impact of window size in the WST experiment, we examined our
authentication system for window sizes of 250, 500, 750 and 1,000. Table 4.1 summarises
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the results of using different window sizes; the F1 score increases with an increase in window
size.

Table 4.1: Performance of different window sizes in the WST experiment.

window size F1 score EER
250 82.0% 3.0%
500 85.1% 2.3%
750 88.4% 1.8%
1000 88.6% 1.7%

4.4.1 Performance Evaluation of Zero-Effort Attacks

To test predictive efficiency, we used five-fold cross-validation, which defends against
over-fitting by splitting the dataset into folds and estimating the precision of each fold. This
method produces a reasonable estimate of the predictive accuracy of the final trained model
with the dataset. In our five-fold case, the trial data are partitioned into five-folds. Each
fold is then used to evaluate a model obtained by training on the four other folds. The
average performance measures across the folds are commonly used as general measures of
performance. Table 4.2 shows the results of the WSF experiment. The average F1 score
using WSF is 99.4%, and the average EER is 0.08%. These results are excellent. In the WST
experiment, we find that the average F1 score is 88.4% when using a window size of 750 (see
Table 4.3). The average EER is 1.8%.

Table 4.2: Biometrics evaluation matrix using the RF classifier in the WSF experiment.

Fold F1 score TAR FAR EER
1 100% 100% 0.0% 0.0%
2 100% 100% 0.0% 0.0%
3 97.0% 97.4% 0.2% 0.4%
4 100% 100% 0.0% 0.0%
5 100% 100% 0.0% 0.0%

Mean 99.4% 99.5% 0.04% 0.08%

Based on the evaluation of CA using four ratings (very good, good, bad and very bad),
we present the results in Tables 4.4, 4.5. As shown in Table 4.4, the best results in the WSF
experiment are in folds 1, 2, 4 and 5; all participants are in the very good group, with an
ANGA of 39, indicating that all genuine participants perform all the tasks without being
locked out of the system. The imposters for this group of users were detected, for which the
ANIA average was 0.

In fold 3, 11 participants are in the very good group, with an ANGA of 33. The remaining
users fall into the good group, with an ANGA of 5 and an ANIA of 1.

Overall, in the WSF experiment, the ANGA average is 38.8 tasks (out of 39 tasks), which
indicates that genuine users can perform 99.48% of the tasks. In comparison, the ANIA of
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Table 4.3: Biometrics evaluation matrix using the RF classifier in the WST experiment.

fold F1_score TAR FAR EER
1 89.0% 88.7% 0.9% 1.7%
2 87.0% 86.9% 1.1% 2.0%
3 86.0% 85.8% 1.2% 2.2%
4 89.0% 89.4% 0.9% 1.6%
5 91.0% 91.1% 0.7% 1.4%

Mean 88.4% 88.38% 0.96% 1.8%

Table 4.4: Performance of CA for the RF classifier on a selected feature set using WSF.

Fold Group # of user ANGA ANIA
1 very good 13 39 0

good 0 - -
bad 0 - -
very bad 0 - -

2 very good 13 39 0
good 0 - -
bad 0 - -
very bad 0 - -

3 very good 11 33 0
good 2 5 1
bad 0 - -
very bad 0 - -

4 very good 13 39 0
good 0 - -
bad 0 - -
very bad 0 - -

5 very good 13 39 0
good 0 - -
bad 0 - -
very bad 0 - -

the system is 0.2 task, which indicates that imposter users can perform 0.512% of the tasks
before being indicated as imposters.

In the WST experiment, Table 4.5 shows that in fold 5 (best split), one participant is
in the very good group, with an ANGA of 26, which indicates that the genuine participant
performs all the sub-tasks without being locked out of the system. The imposters for this
group of users were detected, and the ANIA average is 0. Four users fall into the good group,
with an ANGA of 84. The imposters in this group were locked out after performing four
of the sub-tasks, which means some imposters can perform some sub-tasks before they are
detected as unauthorised users.

Overall, in the WST experiment, the genuine users can perform 251.2 tasks out of 283
tasks or 88.76% of tasks (ANGA). In comparison, the imposters users can perform only 33.8
tasks or 11.94% of the tasks (ANIA) before being indicated as imposters.
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Table 4.5: Performance of CA for the RF classifier on the selected feature set using WST and
a window size of 750.

Fold Group # of user ANGA ANIA
1 very good 1 26 0

good 3 64 13
bad 9 153 27
very bad - - -

2 very good 0 - -
good 2 46 3
bad 11 199 35
very bad 0 - -

3 very good 0 - -
good 2 49 6
bad 11 190 33
very bad 0 - -

4 very good 1 26 0
good 1 19 0
bad 11 207 30
very bad 0 - -

5 very good 1 26 0
good 4 84 4
bad 8 167 18
very bad 0 - -

4.4.2 Performance Evaluation of Statistical Attacks

Until this stage, the study has used the zero-effort attack model. Now we create statistical
attacks based on the algorithm provided by [2] to test how our authentication system manages
non-zero-effort (statistical attack) impostors, as discussed in Section 4.2. In a statistical attack
scenario, we assume the intruder has access to a large number of input samples, but does not
have them from the target. For example, an attacker might use the same sensor device
(e-glove) to create synthetic input data. To do so, the attacker might ask a large group
of people to wear e-gloves and perform the same tasks that the target user would, such as
carrying weights, untying knots, and using a screwdriver. The attacker’s goal is to bypass the
authentication system and gain unauthorised access. The attacker’s knowledge may include
the following: 1. The type of wearable sensor utilised to measure the user’s behavioural data.
2. The type and number of features captured by the sensor. The attacker’s capability is
limited to generating input samples, and providing them to the authentication system.

The principal concept in statistical attacks is generating forged samples based on the
most popular feature values in the samples of a given population. To provide it, we take the
following steps, which are inspired by [2]:

1. Assume there are P users, N samples per user, and that each sample has F features.
In our experiments P = 13, N = 15, and F = 7.

2. Let Ui denote user i, Ui,j denote sample j of user i, and Ui,j,f denote feature f of sample



77

j of user i.

3. Let COMBINED = U1,1, ...., U1,N , U2,1, ...., U2,N , ...., UP,1, ...., UP,N be the combined
samples for all users.

4. Each user Ut is selected as a target (victim) user, and samples of others’ data are used
to produce forged data. To generate forged samples, a formal histogram is created for
each feature using the combined data from the set of participants excluding the target
user.

For each target user Ut, t = 1..P

• Histt,1 = histogram(< Ui,j,1 >i=1..P (i ̸=t), j=1..N )

Histt,2 = histogram(< Ui,j,2 >i=1..P (i ̸=t), j=1..N )

...
Histt,F = histogram(< Ui,j,F >i=1..P (i ̸=t), j=1..N )

• Generate the required number of forged samples for target user Ut. Each feature
f in a sample is sampled from the three most highly populated bins (selecting a
random number from the union of the ranges of the three bins) in the corresponding
histogram histt,f . This can be repeated until the requested number of forged
samples has been generated.

5. After generating the forged inputs, the next step is to feed these samples into the
authentication system to attack the targeted user.

6. The final step is to measure the impact of the statistical attack on our authentication
system.

We generate 30 forged input files for each targeted user, utilising different histogram’s
bins (i.e., interval numbers): 50, 150, 250, 350, and 450. Assuming the attacker has a limited
amount of time to enter the forged sample, we use the three most frequent features in each
bin.

To evaluate the statistical attack against our authentication system, we measure the
attacker acceptance rate (AAR). The AAR is calculated, which indicates the percentage of
forged samples that pass the authentication system. Unlike a zero-effort attack, for each user,
we use the original data (15 templates) as a training set and the forged data (30 templates)
as the test set to evaluate the authentication system.

AAR =
Successful forged samples

All generated forged samples
(4.1)

Figure 4.5 shows the AAR results for several statistical attacks (parametrised by bin size).
The highest AAR in the WST experiment is 6.38% using bin = 250. In the WSF experiment,
the highest AAR is 9.54% using bin = 50. As can be seen from Tables 4.6 and 4.7, some
individual users seem to be immune from the statistical attack, whilst others are susceptible.
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Table 4.6: The acceptance rate (AR) obtained by statistical attacks for each user in the WSF
experiment.

Bin Size
User 50 150 250 350 450

1 0.0 0.0 0.0 0.0 0.0
2 0.28 0.07 0.07 0.07 0.07
3 0.0 0.0 0.0 0.0 0.0
4 0.17 0.63 0.76 0.76 0.76
5 0.0 0.0 0.0 0.0 0.0
6 0.45 0.29 0.03 0.1 0.1
7 0.34 0.14 0.0 0.14 0.17
8 0.0 0.0 0.0 0.0 0.0
9 0.0 0.0 0.0 0.0 0.0
10 0.0 0.0 0.0 0.0 0.0
11 0.0 0.0 0.0 0.0 0.0
12 0.0 0.0 0.0 0.0 0.0
13 0.0 0.0 0.0 0.0 0.0

Table 4.7: The acceptance rate (AR) obtained by statistical attacks for each user in the WST
experiment.

Bin Size
User 50 150 250 350 450

1 0.0 0.0 0.04 0.0 0.02
2 0.0 0.0 0.0 0.0 0.0
3 0.0 0.0 0.0 0.0 0.0
4 0.0 0.04 0.01 0.07 0.02
5 0.24 0.0 0.0 0.0 0.0
6 0.24 0.03 0.05 0.0 0.0
7 0.09 0.17 0.12 0.03 0.08
8 0.0 0.0 0.0 0.0 0.0
9 0.0 0.0 0.0 0.0 0.0
10 0.0 0.0 0.0 0.0 0.0
11 0.0 0.01 0.02 0.0 0.01
12 0.04 0.33 0.38 0.21 0.33
13 0.01 0.15 0.21 0.24 0.33
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However, we also need to consider the practicalities of launching a statistical attack. The
context essentially assumes either (a) wide-scale collusion (i.e., the other 12 users conspire to
form a profile), (b) the biometric profile data has been otherwise obtained, or (c) a statistical
profile created without direct knowledge of the authorised user base will be used. The first
(a) seems highly unlikely, and the second (b) speaks to a major security breach in any case.
In the third (c), the degree to which an independently created profile would have the same
success is doubtful. The user base is likely small, and it is also a skilled user base. This would
be difficult to replicate efficiently. However, the statistical attack results are undoubtedly
interesting and will inform further research.

We also need to be careful about what we understand by an attack. It covers the case where
one user deliberately and maliciously tries to masquerade as another user without that user’s
consent. Still, it also includes a user masquerading with the express approval of the target
user, i.e., a colleague being ‘helpful’ at some time. For tasks that require physical interaction,
this is a major consideration. Management will want to ensure that only appropriately trained
users can access certain services.

Figure 4.5: The AAR obtained by statistical attacks in both experiments (WSF and WST).

4.5 Limitations

As with many research projects at this time, COVID-19 has had a major impact on our
work. While this investigation was originally planned as a physical experiment with human
participants, local lockdowns and social distancing restrictions have resulted in major revisions
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to our experimental protocols. Specifically, we had to rely on publicly available datsets. While
closely related to our target application, the dataset used here is limited in the number of
recorded participants. Thus, the proposed behavioural-based biometric system’s performance
could not be tested over a large number of subjects. We do not see this as a major issue,
though, because in a real-world application domain, the sets of users we wish to authenticate
are likely similarly limited. Furthermore, the issue of known users masquerading as their
colleagues to decrease downtime and increase productivity is much more of a concern than
the threat from unknown external intruders; the security aim often involves ensuring that
only appropriately trained people have access.

In practice, users will also be skilled users. Creating a feasible statistical profile from an
external set of users would require that set to be similarly skilled. Furthermore, we have
evaluated on a limited set of fairly simple tasks. The more sophisticated the tasks addressed,
the greater the difficulty in synthesising a statistical profile from external users.

4.6 Summary

In this chapter, we have shown that a continuous form of authentication may be implemented
using wearable sensors, such as those embedded in exoskeletons or haptic interfaces.
Specifically, we demonstrate authentication through a user’s sensed physical manipulations
via an e-glove. Essentially, the way a user touches, squeezes and generally interacts using the
glove is distinctive. Sensor traces from one user are different from those from another user
or an intruder, even when the same task is performed. A machine learning technique was
used to synthesise the mapping of dynamic behaviour feature vectors to users in the reference
database. The mapping was obtained by training using an RF approach, and very promising
CA outcomes, both in terms of rejecting imposters (i.e. low ANIA) and accepting legitimate
users (i.e. high ANGA), were achieved.

Our approach has further desirable characteristics. As part of its normal operation,
the e-glove provides a multi-channel stream of pressure data. These data may be collected
for a variety of purposes, such as robot control, teleoperation, robot training or ergonomic
measurement. Our approach shows that such data could also serve a secondary purpose, as
they could form the basis for effective CA. No additional data need to be collected. Thus, the
approach is very cheap in implementation terms.

The results for zero-effort attacks are very encouraging. Although the practicality of
a statistical attack is unclear for our direct and envisaged scenarios, it still provides an
interesting and conservative means of stress testing. In this chapter, authentication is
interpreted, as the target user is the most likely user. The approach is based on a vector
of probabilities of each user’s likelihood of generating the supplied profile. A user is always
identified as the most likely match. However, we might also like to consider absolute values
of probabilities, e.g. in which the probability of a match must exceed some threshold (as well
as being the most likely).



Chapter 5

User Authentication in Human–Robot
Teleoperation Systems

5.1 Introduction

Teleoperation is the control of an object (in this example, a robot) to enable an operator to
execute a task from a distance. This is frequently done in a hostile environment where human
access is difficult but human intellect is required.

Robot teleoperation is a significant area of research, with applications spanning nuclear,
offshore, space, and manufacturing environments, as well as those needing human-in-the-loop
control for sensitive operations. Verifying the identity of operators is critical for safety
and security in such systems, and techniques such as that suggested in this chapter have
a substantial potential for providing continuous user authentication.

In teleoperation systems, the open and unpredictable nature of the communication channel
between the operator and the robot renders it more vulnerable to attacks [28]. The use
of existing technologies, such as data encryption and command signature verification, may
cause delays in the operator-to-remote robot connection, decreasing the system’s usefulness
[27]. Verifying the identity of operators using their unique operating signatures is essential
to enhance the safety and security of teleoperated robotic systems. Human control is not a
one-off activity; it is continuous for the duration of a task, a workload period or a mission
(all of which may entail a significant time). There is a need to provide continuous user
authentication in order to remotely control a robotic system.

Testing such systems using a mimicry attack regime is critical for stressing them from
a security standpoint. Evaluating the range of information available to an attacker enables
more informed security management decisions, for example, to reduce the likelihood of high
levels of information being available to an attacker.

Previously, in Chapter 3, we investigated continuous authentication for collaborative robot
manipulators. The human co-worker used the robot arm’s joint information (position, force,
and torque) to collect biometric data. In Chapter 4, we investigated the implementation of
continuous behavioural biometric authentication using wearable sensors similar to those found
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in an exoskeleton. We used data from a WiFi-enabled sensorised glove that monitors a user’s
hand movements. In this chapter, we examine the continuous authentication of behavioural
biometrics in the context of control and programming of industrial and teleoperated robots.
We analyse a situation in which attackers are provided information about their victims’
behavioural patterns, and they make a deliberate effort to mimic them. If imitation is
feasible, the equal error rates will become unacceptably high. Consequently, individual
working behaviours would be inappropriate for use as biometrics features.

5.2 Related Work

As far as we are aware, no prior study has examined or implemented mimicking threats against
behaviour-based biometrics authentication in human–robot interaction. However, several
studies have investigated impersonation threats against behavioural biometric authentication
techniques, such as touch-based identification, gait analysis and keystroke dynamics.

In [109], the authors evaluated two basic methods of malicious insider attacks against
touch-based identification systems. They conducted a targeted imitation attack and showed
that touch-based identification systems fail against shoulder surfing and offline training
attacks. They found that shoulder surfing attacks have an 84% bypass success rate, with the
majority of successful attackers monitoring the victim’s behaviour for less than two minutes,
based on tests with three different touch input implicit authentication schemes and 256 distinct
attacker–victim pairings.

In [110], the authors assessed the vulnerability of keyboard dynamics to imitation attacks
when password hardening is used on smartphones. They created augmented reality software
that runs on the attacker’s smartphone and uses computer vision and keyboard data to
offer real-time assistance throughout the victim’s phone’s password input process. In their
tests, 30 users launched over 400 impersonation attacks. The authors showed that imitating
keystroke behaviour on virtual keyboards is simple for an attacker. They also demonstrated
the flexibility of their augmented reality-based approach by successfully conducting imitation
attacks on a continuous authentication system based on swiping behaviour.

In [138], the authors created a software tool to collect and analyse gait acceleration data
from wearable sensors. Additionally, the study was based on an experiment involving intensive
training of test participants and various feedback sources, including video and statistical
analyses. The attack scores were studied to ascertain whether the participants are improving
their mimicry abilities, or, more simply, whether they are learning. Fifty individuals were
registered in a gait authentication system for the trial. With an EER of 6.2%, the error rates
are comparable to those of state-of-the-art gait technology. The authors pointed out that
replicating gait is a difficult job and that our physiological features work against us when we
attempt to alter something as basic as our walking patterns. They found that the participants
show no evidence of learning, and the outcomes of the majority of attackers deteriorate with
time, demonstrating that training has little effect on their success.

In [117], the authors showed how a digital treadmill may be used to mimic an individual’s
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stride patterns recorded using a smartphone accelerometer. They also created an attack for a
baseline gait-based authentication system and thoroughly evaluated its effectiveness using an
18-user dataset. The attack raises the average false acceptance rate (FAR) for the RF from
5.8% to 43.66% by using just two attackers and a basic digital treadmill with speed control
capabilities. In particular, the FAR of 11 of the 18 users increased to 70% and above.

5.3 Threat Model and Attacks

Continuous authentication systems are subject to many attacks. However, we will not
address the full range of threats to such systems in this chapter. Rather, we will focus on
authentication threats from users who wish to pretend to be particular targeted users. We can
categorise attackers by the amount of information they have on the behaviour of the target
victim. They may have no information at all, be able to access observational information,
e.g. by shoulder surfing the target user or having access to videos of the target user working,
or have detailed behavioural information, e.g. stored behavioural biometric information.

Access to detailed information may allow the attacker to develop a training system that
provides detailed feedback on how close the attacker’s behaviour is to that of the target victim.
This is one mechanism we explore in this chapter. This is the best case for an attacker and the
most severe evaluation stress for a biometrics continuous authentication approach. Knowledge
of how a system performs against attackers across the range of information available will
enable the most appropriate further security measures to be taken, e.g. measures to ensure
that detailed biometric information is not leaked.

The types of attacks that we investigate are detailed below.

5.3.1 Zero-Effort Attacks

As we mentioned in Chapter 3, zero-effort attacks are often used to assess the accuracy and
reliability of biometric authentication systems [131]. We used this evaluation technique in
previous chapters (Chapter 3 and 4.)

5.3.2 Imitation Attacks

In imitation attacks, an attacker must first be familiar with their victim’s working behaviour to
imitate them. In this chapter, we examined two malicious insider imitation attacks: shoulder
surfing and offline training attacks.

1. Shoulder surfing attacks. In this attack, insiders with malicious intent can observe
their victim’s interactions. As a result, adversaries can try to mimic measurable
characteristics. Whether shoulder surfing has an advantage in terms of mimicking
measurable characteristics is unknown. Researchers have spent substantial time
developing novel authentication methods to overcome the challenge of shoulder surfing.
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2. Offline imitation training attacks. In this attack, malicious insiders can obtain
their victim’s raw data by extracting the victim’s profile from a breached biometrics
database. Additionally, insiders may utilise the raw data to learn and emulate their
victim’s behaviour once they have access to it. We operationalised this idea to the
extent of providing online mimicry training.

We are aware that our approach does not exhaust the potential for attacks. Indeed, if
detailed biometric information becomes available, a bot could be created to achieve successful
authentication. We leave consideration of such attacks and bot detection for future work.

5.4 Experimental Design Considerations

5.4.1 Experimental Choices

We used V-REP as the robot simulator (currently, it has been re-branded to CoppeliaSim
[167]). V-REP is a popular robotic simulator for educational and research applications, and it
comes with a free academic licence. Compared with Gazebo simulations, V-REP software can
be installed and run without the need for a powerful graphics card and does not require the
use of a powerful CPU [73]. In addition to its many sensors or robot models, V-REP includes
several functions for creating a virtual world. Users may engage with the virtual world
throughout the simulation, making it more interesting. The experiments use a simulation of
KUKA LBR iiwa R800, which is a popular collaborative robotic arm.

5.4.2 Experimental Design

Here, we describe how to identify a robot’s operator using the velocity and accelerometer data
we acquired from their interactions with the robot while completing a specific task. The task
was to move an object, a ball, from a start point (red circle) to an endpoint (yellow circle) and
solve a maze 15 times, as shown in Fig. 5.1. The robot was tasked with tracking the ball’s
movements. In the experiments, the user moves the ball using a mouse. Therefore, we assumed
that the movement of the mouse would be a movement of the user’s hand, representing the
behaviour or the user’s interaction with the robot. The experiment consisted of three primary
stages: designing and implementing the data collection process in the V-REP simulator using
Python; extracting informative features from the acceleration and velocity data along two
axes, X and Y; and using the features to train and build a model for classifying individuals
based on their working behaviour patterns.

5.4.3 Data Collection

We used the V-REP simulator and mouse to collect our data on the task. During the
experiment, the simulator gave the position and velocity of the object; we could then use
this information to calculate the acceleration along the X-axis (horizontal movement of the
object) and Y-axis (forward and backward object movements) using Equation 5.1. In addition
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Figure 5.1: Experimental design

to the raw data (position, velocity and acceleration), we collected three video recordings of
each victim.

Acceleration =
final velocity − initial velocity

Total T ime
=

△v

△t
(5.1)

Thirty-two individuals, comprising 22 males and 10 females with an average age of 28
years, volunteered to participate in this simulation-based experiment. Each volunteer used
the mouse to move the object in simulation mode, and performed the same task activity
(moving an object to solve the maze). The volunteers’ data (e.g. acceleration, velocity and
position) were exported to a CSV file.

We can be confident about the sincere commitment of the locally recruited students to
obey all aspects of our protocols. It must be acknowledged, however, that a larger sample
size would clearly be beneficial. Crowdsourcing platforms such as Amazon’s Mechanical Turk
(MTurk) could be used. However, this comes with the risk that participants will submit with
multiple MTurk IDs [57] and so generate highly similar biometric profiles that appear to be
from different users. For instance, participants who accessed the trial(s) via virtual private
servers (VPSs) could have provided fraudulent data[57]. These virtual machines allow users
with multiple MTurk IDs to participate in the same study many times without being identified
[57]. Consequently, an unrepresentative sample of user profiles may be generated, which in
turn may give misleading results. For example, developed models will likely not distinguish
users that are, in reality, the same person, leading to increased false positive classifications.
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5.4.4 Feature Extraction and Feature Subset Selection

Before the extraction of features, the data were divided into segments in two different ways;
specifically, we used time-based and point-based segments. In the time-based segments, each
segment was t sec long. In our case, each task is sampled at 20 Hz, divided into windows
containing 60 samples (i.e. 60 samples = 3 s).

In the point-based segmentation, we divided the data depending on four points, as shown
in Fig. 5.2: start point, test point 1, test point 2 and end point. Thus, all the position points
between two points represent a segment.

Figure 5.2: Data segmentation: illustration of point-based segments.

We extracted the characteristics of the acceleration along the X and Y axes and the
velocity and acceleration magnitude for each user as they performed the task. These features
are listed in Table 5.1. The feature extraction process yielded a total of 62 features. There are
six primary monitored variables: acceleration_x, acceleration_y, acceleration_magnitude,
velocity_x, velocity_y and velocity_magnitude. We calculated over each of these six variables
seven statistics and three temporal measures. We added a task number and time (the period
to complete the segment), which increased the number of features to 62.

To minimise training time and improve the accuracy of the ML algorithm, we selected
the most appropriate features. We then analysed and evaluated our feature set using the
recursive feature elimination selection method [84]. In our experiment, the number of features
was reduced to 26.
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Table 5.1: List of features

Domain moment_measures Length
Statistical Mean, Median, Minimum, Maximum, Skewness,

Kurtosis, Standard deviation
7 ∗ 6 = 42

Temporal Entropy, Total energy, Peak-to-peak distance 3 ∗ 6 = 18
other Time, Task number 2

Total 62

5.4.5 Considered Classifiers and Parameter Value Selection

Our method is focused on binary classification. Verifying experiments were conducted using
the RF and SVM classifiers (see the Appendix A for more results using different classifiers).
A binary classifier with the classes genuine user and impostor user is trained for each
user of the continuous authentication scheme. Furthermore, each classifier is trained with
an equal amount of genuine and impostor data to avoid bias. We defined a classification
threshold (sometimes referred to as the decision threshold) of 65%. To determine the optimal
hyper-parameters, we used a grid search method.

For the RF classifier, for parameter n_estimators, we searched over 200–2000; for
max_depth, we searched through 10–110; for min_samples_split, we searched over 2, 5
and 10; and for min_samples_leaf , we searched over 1, 2 and 4. The parameter selections
for RF for which we report the results in this chapter are listed below.

• n_estimators = 200 (i.e. number of trees)

• max_depth = 10 (i.e. maximum depth of the tree)

• min_samples_split = 2 (i.e. minimum sample number needed for separating at an
internal node)

• min_sample_leaf = 1 (i.e. number of samples needed to be at a leaf node)

For the SVM classifier, for parameter C, we searched over 0.1, 1, 10 and 100, and for
parameter gamma, we searched over 1, 0.1, 0.01 and 0.001. The parameter selections for
SVM were kernel = linear (i.e. the mechanism by which data are taken as input and
transformed into the format necessary for processing), C = 1 (i.e. regularisation parameter)
and gamma = 0.1 (i.e. kernel coefficient.)

5.5 Attack Design

The primary aim of designing offline training attacks is to determine whether the feedback
provided to the attackers will assist them in imitating legitimate users. We provided three
types of feedback to attackers:
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1. Feature feedback: When the attacker has access to the template, they will see which
features are incorrect (in our case, this includes X, Y position, time and speed).

2. Decision feedback: As in a standard scheme, an attacker is either accepted or rejected.

3. Score feedback: This is the probability score obtained from the classifier. It refers to
the probability that the user is authentic, as calculated by the classifier.

Suppose attackers can increase their chances of being accepted as another genuine user as
a result of the provided feedback. In this case, we may infer that learning from another
person’s interaction behaviour is possible. However, where there is just a slight change or
none at all, we may assume that replicating another person’s interaction behaviour is very
challenging. Unlike shoulder surfing attacks, the attackers would not see how the victims are
doing the task, making the attacker’s task more challenging. However, we want to replicate
a situation in which the attacker has retrieved the victim’s template from a compromised
biometrics system. This is the optimal situation from an attacker’s point of view because it
enables them to create an accurate detector replica with the parameters of the victim for the
attacker’s training needs [195].

We create an interface that uses input and visual display created from a victim’s raw
data to train an attacker to imitate the victim’s behaviour (see Fig. 5.3). The training
interface shows the simulation’s trajectory for the chosen victim (X, Y position data). The
attacker then runs the simulation to replicate the victim’s trajectory based on the initial data.
Suppose that the attacker is rejected by the authentication method. In this case, a window
containing a comparison of the attacker’s and victim’s behaviours in terms of speed, duration
and trajectory is presented to the attacker (see Fig. 5.4b). In addition to the probability of
authenticity calculated by the classifier, the degree of proximity or distance to the victim’s
template is indicated. Recommendations that assist the attacker in improving their next
attempt, e.g. highlighting a need to speed up, slow down or pay attention to the path, are
likewise given.

5.5.1 Recruitment and Motivation of Participants

In a real-world attack, attackers are motivated to bypass the authentication mechanism for
malicious purposes. We used performance-based monetary awards to encourage participants
to launch best effort attacks in our experiments. Each participant was rewarded £5 for every
attempt that was accepted in the attack experiment.

5.5.2 Procedures for the Attack

The approach started with each subject submitting raw data using the collecting Python
controller described in Section 5.4.2. As shown below, each participant then launched shoulder
surfing and offline training attacks. In the robot simulation, the participant was given two
victims for each attack type. The first 16 users served as the targets of attack for the second
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Figure 5.3: Main interface

16 users. Each of users 1–16 is attacked by two of users 17–32. Each of users 17–32 attacks
two of users 1–16.

The shoulder surfing attack consisted of two components: viewing videos of the target and
attacking by imitating the victim’s execution of the maze task. The attackers were allowed to
re-watch the videos as many times as they wanted. Once the participant confirmed that they
were ready, the video was closed, and the simulation was launched, allowing them to emulate
the victim’s execution of the task. The participants were informed that they could re-watch
the video if their attempt failed before trying to imitate the victim’s behaviour.

The offline training attack consisted of two components: training using the mimicker
software and attacking by imitating the victim’s behaviour on the task. Before the first
training attempt, the attackers obtained initial information, which is the trajectory of their
victims, as we can see in Figure 5.3. The participants were told that they would be required
to overcome the authentication mechanism at least once (one whole task) during the training
phase before conducting the actual attack. If they could not defeat the authentication
mechanism during the training phase, they were required to carry out at least 20 training
tasks before moving on to the real attack. No feedback was given throughout the actual
attack (see Fig. 5.5), and the participants only had six attempts.

5.6 Results and Discussion

The study included 32 participants (16 victims and 16 attackers). There were a total of 384
logged attacks (192 for each attack type).
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(a) Accepted. (b) Rejected.

Figure 5.4: Feedback interface.

Figure 5.5: Actual attack interface



91

5.6.1 Baseline Evaluation

To assess the efficacy of the zero-effort attack, we studied four typical metrics: F1 score, TAR,
FAR and EER. The F1 score provides a weighted average of precision and recall. The TAR
denotes the likelihood that the system will match a genuine user to a system-stored template
for that user. The FAR denotes the likelihood that the system will erroneously match a
behavioural template from an impostor to the behavioural template stored by the system of
a targeted genuine user. We also calculate the false reject rate (FRR) = (1 − TAR), which
allows the pairs (FAR, FRR) to be calculated for the various parameter values (see Section
5.4.5) of the particular ML technique being used. The EER indicates the point at which the
FAR and FRR are equal. The lower the system’s performance, the higher the EER value
and vice versa. We utilised five-fold cross-validation to determine the prediction efficiency.
Cross-validation protects against over-fitting by dividing the dataset into folds and assessing
the accuracy of each fold. As a result, this technique yields an accurate evaluation of the
prediction accuracy of the final trained model on the dataset.

Figure 5.6 shows the results of the two experiments when using the RF classifier. We
found that the average F1 score is 91.2% and 91.5% for the time-based segments experiment
and point-based segments experiment, respectively (see Fig. 5.6b). The average of the EER
was 8.1% and 8.2% for the time-based and point-based distributions, respectively (see Fig.
5.6a).
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(a) FAR and EER.

(b) F1 score and TAR.

Figure 5.6: Evaluation of the RF classifier for 32 users.

The findings obtained with the SVM classifier differed slightly from those obtained with
the RF classifier (see Fig. 5.7), as the average F1 score was 90% for the time-based segments
experiments and 88% for the point-based segments experiments. The average EER was 9.3%
and 11.6 % for the time-based and point-based segments, respectively.
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(a) FAR and EER.

(b) F1 score and TAR.

Figure 5.7: Evaluation of SVM classifier for 32 users.

5.6.2 Evaluation of Offline Training Attacks

In this section, we measure the performance of an attacker who has been trained to mimic the
targeted victim. As described in Section 5.5, the attackers received three types of feedback to
help them in mimicking genuine users. To measure the efficacy of the attack, we calculated
the EER and FAR. As presented in Figure 5.8, in both experiments, the mean of the EER
was less than 0.15 regardless of whether we used the RF or SVM classifier. However, for the
SVM, the FAR in both experiments was greater than 0.15, as shown in Figure 5.8b.
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(a) RF classifier.

(b) SVM classifier.

Figure 5.8: Evaluation of offline training attacks

5.6.3 Evaluation of Shoulder Surfing Attacks

In this part, we measure the performance of an impersonating attacker who is aware of the
present system’s authentication process. The attacker is considered to be monitoring their
victim from a nearby location or attempting to mimic the victim’s behaviour by viewing a
previously captured video of the victim. To reproduce this impersonation attack scenario,
we captured a video of a genuine user doing a task and presented it to an attacker who was
also a participant in our research. The attacker attempted to imitate the legitimate user by
watching the video several times, as provided in the experiments. Similar to offline training
attacks, we calculated the EER, FAR and attacker acceptance rate. As presented in Figure
5.9, in both experiments, the mean of the EER was less than 0.15 regardless of whether we
used the RF or SVM classifier.
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(a) RF classifier.

(b) SVM classifier.

Figure 5.9: Evaluation of shoulder surfing attacks

5.6.4 Attacker Acceptance Rate

In this section, we measure the attacker acceptance rate, which indicates how many attacker
samples pass the authentication mechanism. Table 5.2 shows that the highest attacker
acceptance rate in offline training attacks was 29.2%, in time-based segments when we used
the RF classifier. Conversely, the lowest attacker acceptance rate was 13.3%, for time-based
segments when we used the SVM classifier.

The highest attacker acceptance rate in shoulder surfing attacks was 28.6%, for time-based
segments when we used the RF classifier. However, the lowest attacker acceptance rate was
12.5%, for time-based segments when we used the SVM classifier.

As shown in Table 5.2, We observe that, for the RF-based classifier, the false acceptance
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rates for both offline and shoulder surfing attacks are greater for the time-based authentication
than for point-based authentication. However, the opposite is the case for the SVM classifier.

It is hard to determine, or even speculate with any confidence, why this should be the
case. It is useful to consider how conservative the training assumptions are. Witnessing three
authentication attempts by the target user (i.e. shoulder surfing) seems a plausible threat,
though the witness adversary would likely see these spread over a period of time (which
imposes a potentially significant cognitive load). Seeing three attempts in short succession (as
per the training in our experiments) would seem an implausible and hence highly conservative
assumption.

For offline training, we should remember that the information availability assumption
is highly conservative: the adversary needs to be able to develop a simulation capability
with access to the target users’ behavioural template data. In this context, false acceptance
rates of 12.5 or 13.3 percent (achieved by the SVM time-based approach) should not be
considered particularly high. The conservative data availability assumptions were a deliberate
attempt to stress test the authentication systems. It might also be observed that a more
intensive training regime, i.e. where the users have unlimited training opportunities, would
increase these false acceptance rates. Furthermore, the task attempted by users in this chapter
(i.e. maze following) is actually rather simple. It might be expected for users to be able to
masquerade to some extent. This might not be the case for more sophisticated tasks, where
user “micro-movements”, imperceptible to an adversary, might be distinguishing characteristics
of the attacked users. Investigating this is left as future work.

Table 5.2: The attacker acceptance rate for two classifiers.

Classifier Experiment Offline training Shoulder surfing
RF time-based 29.2% 28.6%

point-based 26.3% 25.7%
SVM time-based 13.3% 12.5%

point-based 14.8% 19.5%

5.7 Limitations

In an offline training attack, we used simple-to-understand features in the feedback module.
Our experimental setup reveals that these techniques are not vulnerable to very simple attacks.
We do caution, however, that skilled attackers may enhance their chances of success by
practising on the excluded features.

A limitation of the experiments in this chapter is that they were carried out using a
simulation-based system rather than a physical robot. Furthermore, control of the working
simulation system is entirely by mouse and the feedback is entirely visual. A real application
might involve more sophisticated control and feedback, e.g.using a joystick for control and
receiving sound and haptic feedback. Increasing the complexity of the system in such a
manner may affect the applicability of the results presented here. However, we also note that
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a wider range of information may lend itself to the very approaches exemplified here. This
remains a future work avenue.

5.8 Summary

A behavioural-based biometric continuous authentication system was developed for a
(simulation-based) human–robot interaction task. The task is representative of the type
of activity performed in remote operation, in which a user is physically involved in guiding
the behaviour of a robot. Our method provides a way to ensure that humans programming
robots by demonstration or remotely operating robots are always authenticated. This is
especially important in industrial and high-risk settings, where only a limited number of
authorised users are allowed to control or reprogram robots. We evaluated this mechanism
under the behavioural biometric attack known as a mimicry attack under different regimes
of knowledge of the attacker. The results show that biometric approaches can be used to
deliver effective continuous authentication and that mimicry attacks may be quite difficult.
However, the difficulty level may vary significantly depending on the specific tasks attempted.
Investigating this issue over further test types is an important area for future work.



Chapter 6

Conclusions and Future Work

6.1 Summary of the Thesis

Collaborative robots and other HRI systems, such as exoskeletons and teleoperation, have
excellent potential for enhancing manufacturing processes. Increasing the security for these
types of robotics technologies is crucial to realise their potential. Biometric authentication of
users can increase the security of robotics technologies by stopping unauthorised individuals
from controlling and manipulating them and guaranteeing that authorised users operate
within their authorised boundaries.

This thesis illustrates how user authentication may be used in three different contexts:
a direct physical manipulation application, a sensor glove application and a remote access
application. We focused on CA rather than one-off authentication. The research hypothesis
we identified earlier was as follows:

Continuous biometrics can form the basis for the effective and practical authentication of
users operating in close collaboration with robots.

Furthermore, all three investigations sought to use data that would be collected by the
system as part of normal operations. Authentication in our investigated schemes did not
require any specific actions on behalf of the user; the user simply goes about their work. This
unobtrusiveness is of major importance in manufacturing and other critical environments.

Specifically, we investigated behavioural biometrics as a means of user authentication,
focusing on the behaviour of human co-workers as they operate in close collaboration with
robots. An in-depth literature review (Chapter 2) was carried out. Chapter 2 investigated
extant user authentication methods and briefly examined the role of robots in industry.
It emphasised the concept of authentication in general. There are three basic approaches
to user authentication: knowledge-, object- and biometric-based authentication. Although
knowledge- and object-based authentication methods have many security weaknesses, they are
the most commonly used methods for verifying a user’s identity. However, both knowledge-
and object-based access can easily be compromised. Passwords and other special pieces of
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knowledge can be shared and/or forgotten, and tokens, such as smart cards, can also be lost
or stolen.

Biometric-based forms of authentication can overcome the problems in other approaches.
Biometric markers can be used for recognising an individual based on their biometric features.
New authentication systems require a balance between simplicity, cost, accuracy, performance
and acceptability, in addition to security. One of the problems identified with traditional
forms of authentication, including some biometric forms, is that they are very intrusive.
For a manufacturing setting, they may be overly intrusive, e.g. requiring interruption of
work processes. In Chapter 3, we propose a system that uses internal sensor data collected
automatically as the basis for CA and imposes no additional requirements on the user.

Compared with conventional authentication methods, biometric authentication can
be highly secure. Recently, various application areas, such as airport security, mobile
access and authentication, banking and building access, have come to rely on biometrics.
Although biometric systems have limitations, they are becoming increasingly common security
technologies, most obviously biometrics have seen a very high footprint in smartphone
security particularly fingerprint and facial recognition. Despite their emergence as solutions to
avoid the defects and problems associated with traditional authentication systems, biometric
systems can still be vulnerable to attacks. Several types of attacks can threaten biometric
systems, either directly or indirectly. Direct attacks include DoS, fake biometrics and latent
print reactivation. Indirect attacks include modifying a biometric system’s template, using
Trojan horses and intercepting communication channels between modules of a biometric
system. Several techniques can improve the defence of biometrics against these attacks, such
as liveness detection, soft biometrics, challenge–response systems, watermarking, continuous
biometric authentication, multimodal biometric systems and MFA.

In Chapter 3, we proposed an original approach to the CA of users to a collaborative robot.
More precisely, we discussed how data from the internal sensors of a collaborative robot can
be used to characterise a user’s physical contact with it and serve as a reference template
for authentication. We leveraged ML-based classification to continuously authenticate actual
user behaviours against these distinctive templates. Our approach, which uses a recognised
trust model, can provide a reasonable and practical solution for continuously authenticating
users who engage physically with a collaborative robot in terms of rejecting imposters (i.e.
low ANIA) and approving legitimate users (i.e. high ANGA). Additionally, it uses data
that the collaborative robot already maintains as part of its normal operations. The major
experimental findings proved the usability of the biometric authentication in collaborative
robots.

Chapter 4 showed how CA can be performed using wearable sensors, such as those included
in exoskeletons or haptic interfaces. We demonstrated authentication specifically using the
perceived physical manipulations of a user via an e-glove. In general, the way a user touches,
squeezes, and interacts with the glove is unique. Even when the same operation is executed,
a user’s sensor traces differ from those of another authorised user or an invader. An ML
approach was used to match dynamic behaviour feature vectors to users in the reference
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database. The matching was obtained through training with a random forest technique, and
it demonstrated highly promising results in terms of rejecting imposters (i.e. low ANIA) and
approving legitimate users (i.e. high ANGA). The e-glove delivers a multi-channel stream
of pressure data as part of its regular functioning. The gathered data may be used for a
number of applications, including robot control, teleoperation, robot training and ergonomic
assessment. Our method demonstrates that such data may also be used for a secondary
purpose: the foundation for efficient CA. No further data collection is required. As a result,
the method is very cost effective in terms of implementation and is generally unobtrusive
to the user.

In Chapter 5, we demonstrated our approach for ensuring that humans remotely operating
robots are always authenticated. This is critical in industrial and high-risk environments,
where only small numbers of approved people are permitted to control or reprogramme robots.
We assessed this method using a behavioural biometric attack known as a mimicry attack with
varying levels of attacker awareness (i.e. able to access different levels of user information).
The findings indicate that biometric techniques are capable of providing effective CA and
that launching mimicking attacks may be quite challenging. However, the difficulty level will
vary substantially based on the tasks attempted. We also stressed that teleoperation is a
primary control mode for robots operating in hazardous environments, and authentication for
remote operation must be developed to secure this. In the long term, this is likely to be a key
application for approaches of the kind reported here.

In summary, the experiments presented in this thesis all propose user authentication for
robotic technologies. We used an application for direct physical manipulation in chapter 3,
sensor gloves in chapter 4, and remote access in chapter 5. All experiments share the fact
that authentication relies on data acquired or created as a result of a coworker’s normal work
activities. No further action is required. We may conclude that the difference between the
experiments is related to the employed ML method. In chapters 3 and 4, we use multi-class
classification, whereas in chapter 5, we use binary classification.

6.2 Discussion

The following observations are made:

• In general, we believe that we have advanced the state of the art by developing a
CA system for robots, particularly those that require close user interaction, such as
collaborative robots, exoskeletons and teleoperation.

• In a continuous biometric system, a recovery cycle must be invoked when the user is
locked out. This will most likely involve a one-time authentication approach, such as
a password, but it could also be any of the traditional authentication methods or even
another biometric. This aspect is not the focus of this thesis. An assessment should be
made of possible methods with respect to identifying those with reduced intrusiveness
and clear feasibility.
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• Continuous biometrics can be used with a variety of threat models. We used several
of them, including zero-effort attacks, statistical attacks and imitation attacks. In
particular, we believe that we have pushed the state of the art in developing a very
conservative threat model in Chapter 5. We developed a user interface that assists the
attacker in improving their ability to impersonate the authorised user by providing text
and visual feedback.

• We have made methodological contribution. We evaluated the authentication system in
several ways of data segmentation (whole task and task multi-segment). Additionally,
we used the TSFEL library, which we believe is the first time this or a similar library
has been used to extract features for use in a biometric authentication system.

• There are several technological contributions made by this thesis. Authenticating the
user requires no additional effort, as the user is not required to make any specific
effort other than perform their routine job tasks. External sensing equipment is not
required in Chapter 3. The system is entirely dependent on the robot’s internal sensors.
The experiment in Chapter 4 provides continuous user authentication in the context
of industrial tasks, but we believe that it may also be useful in other fields, such as
healthcare.

• The three technical chapters have addressed different aspects of continuous biometric
authentication for manufacturing collaborative robot systems. The outcomes suggest
that the overall approach is quite versatile. Some aspects of the approaches taken can
clearly find ready application in other collaborative robotic authentication systems,
e.g. the trust model used in Chapter 3. The TSFEL used in Chapters 3 and 4
to automatically synthesise some features will also find application in many future
continuous biometric authentication time series analyses for collaborative robots.

• In Chapter 4, we used the lfilter function to apply the digital low-pass Butterworth filter
to obtain a smoother version of the original data. We did, however, evaluate our system
without the filter and discovered that the difference is not significant. For instance, in
zero-effort attacks, the average F1 score using WSF is 99.4%, whereas the average F1
score without the filter is 98.96% (see appendix A.5.)

• In Chapter 3, to evaluate the variability of a user’s behaviour over time, we requested
participants repeat the experiment after around 40 days, and found that the majority
of users (16 users) can complete most tasks without being rejected by the system (see
appendix A.3). However, further work on such properties is desirable.

6.3 Limitations and Future Work

Below we summarise limitations of the work presented in this thesis. These can serve as areas
for useful future investigation.
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• A limitation of most behavioural-based biometrics is that individuals’ behaviours may
fluctuate slightly because of changes in physical or mental condition. One of the
effects of these factors on the authentication system is that an authorised user may be
rejected from the system because of fatigue or mood swings. Here, because in relevant
applications, there are often policies that prevent a user from operating equipment when
they are not sufficiently capable and alert, the detection of behaviour variance due to
tiredness and mood will actually be desirable. However, a full investigation of this issue
in general could be important future work.

• In Chapter 4, our analysis has limitations, as described in Section 4.5, which lead
to interesting future research directions. Briefly, we propose an ML-based biometrics
authentication using hand pressure and flexion data measured by an e-glove during
industrial-oriented activities, distinguishing imposters and legitimate users via the usual
operational movements. More precisely, we authenticate users after a series of brief
activities, as described in Section 4.3.1. As future work, it would be interesting to
test our system’s capability of authenticating users based on a single activity, such
as walking, carrying an item or turning a screw, instead of a sequence of activities.
Furthermore, using additional and important machine learning techniques (e.g., deep
learning) for classification could enhance results.

• In this thesis, we use a classification approach. If the dynamic profile presented by the
user matches the claimed user profile in the database, the user is authenticated. As a
future study, it would be interesting to evaluate our system’s capability of authenticating
users based on the anomaly detection approach. This approach can distinguish between
normal and abnormal patterns. This is usually the case with research that focuses
on intrusion detection or other application areas that necessitate user comparisons or
normal/abnormal behaviour comparisons. Anomaly detection detects a deviation from
an established pattern of behaviour. This can be used for biometric authentication
purposes by training a behavioural model for each user in the system. Once the identity
of a user has been supplied (e.g. by provision of a user id and an initial password) that
user’s run time behaviour can be tested against the stored profile or model for that user.

• A consequence of the recent COVID-19 pandemic has been an intensification of interest
in remote operation. In advanced manufacturing approaches such as those that leverage
virtual reality (VR) and more recently augmented reality (AR) are emerging as highly
promising, and interfacing means are advancing rapidly, with the use of, for example,
Microsoft’s Kinect and Hololens being trialled for manufacturing applications [37, 94].
The data collected (or easily collectable) by such systems could form the basis for
another promising and unobtrusive means of CA of users to manufacturing systems.

We purchased several such types of equipment: Emotiv EPOC+ for brainwave sensing,
Shimmer IMU3 accelerometry and HoloLens 2. Unfortunately, because of the pandemic,
we were unable to conduct user experiments with these; rather, we used an existing
public dataset in Chapter 4 and investigated remote operations in Chapter 5. There is
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clear potential for further research into unobtrusive, no-extra-cost sensing as a means
to deliver CA.

• In section 5.7 it was identified that experiments were carried out using a
simulation-based system rather than a physical robot. It was further noted that control
was entirely by mouse and the feedback was entirely visual. Further work with a real
system and more diverse control and feedback remains as future work.

• In Chapter 5, one might even consider how an automated intelligent adversary would
perform given the same degree of training assistance. An automated approach can
be absolutely reliable and can likely be trained to hone in on the desired acceptable
behaviour. If such a scenario becomes a significant threat then one would have
to investigate means to detect such ‘authentication bots’. This raises intriguing
possibilities. For example, could we develop a CAPTCHA angle on the authentication
protocol? Of course, this merely starts a war! An AI-enabled attacker could be trained
to interact in a manner sufficiently similar to a target user (and so pass authentication)
but not repeatedly exhibit identical behaviours (because such ultra-reliable repetition
would indicate a bot). Evaluating resilience to such attacker developments has not
been attempted. It would require the development of a taxonomy of AI-enabled
attacks for authentication systems and an experimental methodology to ensure rigorous
evaluation across its categories. Furthermore, such attacks are, at heart, mimicry
attacks, and mimicry is an established collaborative robot concept. For example,
training by (human) use is an active research area in the collaborative robot field.
So, enhanced authentication mimicry may well take advantage of ideas in mimicry from
more general collaborative robotic research. AI-enabled attacks are likely to assume
increasing importance and their exploration is left as future work.

6.4 The Future of Behaviour-based User Authentication for
Physical Human–Robot Interaction (HRI)

This thesis has shown three aspects of how continuous user authentication can be deployed in
robotic and remote operations. First, the techniques we have investigated are promising.
Second, these techniques can form the basis for reliable, unobtrusive and continuous
authentication. We believe that approaches such as presented herein have a significant
potential to play a part in enhancing robot security. Finally, we believe that this is the first
thesis focused on continuous user authentication to robotic technology, and we recommend
this field to the research community.
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Appendix A

More Results

A.1 Chapter 3: User Authentication for Collaborative Robots

Table A.1 shows the features that were used in the experiment. Figure A.1 shows the results
for a various number of features (i.e. from 1 to 34). In Chapter 3, the best average f1-score
was obtained using 19 features.

Several ML techniques results (using Time Series Feature Extraction Library TSFEL) are
reported in tableA.2.

Table A.1: List of features ordered from most important to least important using the RFE
selection approach.

Feature NO Feature Feature NO Feature
1 Time 18 ToolTorque_M_Mean
2 ToolForce_x_STD 19 ToolTorque_M_STD
3 ToolForce_x_SKEW 20 ToolForce_M_KURTOSIS
4 ToolForce_y_STD 21 ToolForce_z_SKEW
5 ToolForce_z_Mean 22 ToolForce_y_SKEW
6 ToolForce_z_STD 23 ToolForce_x_KURTOSIS
7 ToolForce_z_KURTOSIS 24 ToolTorque_y_STD
8 ToolForce_M_Mean 25 ToolForce_M_STD
9 ToolForce_M_SKEW 26 ToolTorque_M_KURTOSIS
10 ToolTorque_x_Mean 27 ToolForce_y_KURTOSIS
11 ToolTorque_y_Mean 28 ToolTorque_x_SKEW
12 ToolTorque_y_SKEW 29 ToolForce_x_Mean
13 ToolTorque_y_KURTOSIS 30 ToolTorque_x_STD
14 ToolTorque_z_Mean 31 ToolForce_y_Mean
15 ToolTorque_z_STD 32 ToolTorque_M_SKEW
16 ToolTorque_z_SKEW 33 ToolTorque_x_KURTOSIS
17 ToolTorque_z_KURTOSIS 34 Task_No
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Figure A.1: The optimal number of features.

Table A.2: Results using several ML techniques: using Time Series Feature Extraction Library TSFEL.

Classifier Experiment Statistical features Temporal features Spectral features All features
f1_score TAR FAR EER f1_score TAR FAR EER f1_score TAR FAR EER f1_score TAR FAR EER

SVM whole-task 82.67% 83.51% 0.57% 1.10% 76.67% 76.44% 0.81% 1.57% 33.49% 31.77% 2.35% 4.55% 29.51% 27.55% 2.49% 4.82%
Multiple-segment 68.26% 67.14% 1.13% 2.19% 38.28% 38.81% 2.11% 4.08% 45.68% 44.33% 1.92% 3.71% 60.26% 58.71% 1.42% 2.75%

KNN whole-task 74.06% 73.69% 0.91% 1.75% 65.54% 63.77% 1.25% 2.41% 33.89% 32.44% 2.32% 4.50% 34.14% 30.44% 2.40% 4.64%
Multiple-segment 61.61% 61.85% 1.32% 2.54% 22.19% 22.71% 2.67% 5.15% 43.72% 44.87% 1.90% 3.67% 54.63% 55.40% 1.53% 2.97%

LR whole-task 83.46% 83.51% 0.56% 1.10% 77.42% 78.44% 0.74% 1.44% 44.22% 43.11% 1.96% 3.79% 39.32% 38.66% 2.11% 4.09%
Multiple-segment 64.77% 65.59% 1.19% 2.29% 41.99% 43.00% 1.97% 3.80% 54.95% 56.56% 1.49% 2.89% 71.71% 72.07% 0.96% 1.86%

LDA whole-task 89.40% 89.74% 0.36% 0.68% 90.76% 91.11% 0.31% 0.59% 35.23% 35.11% 2.23% 4.32% 35.91% 36.22% 2.19% 4.25%
Multiple-segment 75.13% 75.31% 0.85% 1.65% 64.65% 65.05% 1.21% 2.33% 67.35% 67.36% 1.13% 2.17% 69.51% 69.54% 1.05% 2.03%
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Table A.3: Results for 16 users performing 15 tasks after 40 days.

User Id # of Accepted tasks # of Rejected tasks
1 14 1
2 8 7
3 15 0
6 8 7
11 15 0
12 15 0
14 15 0
16 14 1
17 12 3
19 13 2
20 15 0
21 15 0
23 15 0
24 15 0
25 10 5
27 15 0

A.2 Chapter 4: User Authentication in a Wearable Sensor
System

Table A.4: Results using several ML techniques.

Classifier Experiment f1_score TAR FAR EER

SVM WSF 74.57% 70.24% 2.48% 4.56%
WST 54.16% 52.33% 3.96% 7.33%

KNN WSF 85.44% 85.64% 1.22% 2.24%
WST 50.34% 50.66% 4.12% 7.58%

LR WSF 90.76% 91.28% 0.74% 1.36%
WST 70.00% 70.26% 2.48% 4.56%

LDA WSF 92.04% 92.28% 0.66% 1.20%
WST 70.55% 70.76% 2.46% 4.47%
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Table A.5: Evaluation of RF classifier before and after using Lfilter over each experiment.

Experiment Method f1_score TAR FAR EER

WSF No filter 98.96% 98.96% 0.08% 0.16%
Lfilter 99.40% 99.5% 0.04% 0.08%

WST No filter 88.12% 88.32% 0.98% 1.78%
Lfilter 88.40% 88.38% 0.96% 1.8%

A.3 Chapter 5 User Authentication in Human-Robot
Tele-operation Systems

Table A.6: Results using several ML techniques

Classifier Experiment f1_score TAR FAR EER
KNN time-based 72.57% 73.06% 26.93% 24.16%

point-based 76.63% 77.23% 22.77% 22.13%
LR time-based 89.64% 89.11% 10.89% 9.68%

point-based 87.80% 87.86% 12.14% 11.78%
LDA time-based 87.35% 87.42% 12.58% 12.31%

point-based 87.51% 87.11% 12.88% 11.75%
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