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Abstract 

Constructing a robust numerical model that captures multi-mineral transformations, 

multiple chemical reactions, and secondary phase pathways in geological repositories is 

challenging due to uncertainties in parameters and a limited available database describing 

the kinetics of dissolution/precipitation reactions. In this work, combined with 

experiments, a comprehensive reactive transport model is used to study the chemical and 

physical interactions among radionuclides, cement leachate and the host rock in a nuclear 

waste repository. Hence, the modelling efforts will enhance the understanding of the 

transport of radionuclides in complex soil/rock systems and highlight the critical factors 

driving their migration in soils/rocks. To achieve these aims, the modelling of the 

radionuclide migration process was first investigated, considering all possible reactions 

that could take place. Then, the PHREEQC software was used for the numerical simulation, 

and experimental data were used to validate the model. The experiment studied a system 

for 15 months and 15 years with young cement leachate (pH=13) and intermediate cement 

leachate (pH = 10.8), respectively. Then, with the dissolution/precipitation kinetics 

implemented and verified, the transport process was incorporated with the aim of building 

a geochemical model that will describe the multimineral mass transfer under different 

conditions. Furthermore, the geochemical model was constructed to ensure the porosity 

evolution of the porous medium. Finally, radionuclide migration was incorporated into the 

model to characterise the effect of the sorption process.  

These studies showed that fluid chemistry controls the dissolution/precipitation of the 

primary minerals, which will control the long-term chemical equilibria and mineralogical 

composition of the host rock impacted by the alkaline leachate. Meanwhile, the chemical 
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interaction between hyper-alkaline leachate and the host rock results in a series of 

mineralogical reactions, including cycles of minerals dissolution and precipitation (calcium 

silicate hydrate gel, C-S-H phases, C-A-S-H phases, hydrated silicate, and Na-Ca zeolites). 

Furthermore, by coupling the mineral volume changes and porosity evolution to the 

dissolution/precipitation reaction model, the results showed a better fit in ion concentration 

compared to the fixed porosity model, as it led to a more reactive surface area with the 

cement leachate. Moreover, the model shows that the dissolution of primary minerals in 

the host rock is the initial driving mechanism for the chemical evolution of the system. At 

the same time, the subsequent precipitation of several secondary phases controls the host 

rock's long-term chemical equilibria and mineralogical composition. Lastly, the sorption 

of uranyl (𝑈𝑂2
2+ (𝑈𝑉𝐼)) was found to strongly depend on the surface complexation model 

assumed, with no significant removal of 𝑈𝑉𝐼 by precipitation or ion exchange process. 

Furthermore, uranyl adsorption by the C-S-H phase was found to be minimum, which could 

be related to the lack of surface complexation parameters for C-S-H minerals.  
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Chapter 1: Introduction 

 

Knowledge concerning chemical species’ reactions and reactive transport in natural porous 

media is of great importance in the application of geological remediation and stabilisation 

of industrial wastes, such as radioactive waste repositories (Van Der Lee and De Windt, 

2001, De Windt et al., 2004, Metz et al., 2003, Soler and Mäder, 2005, De Windt et al., 2006, 

De Windt et al., 2007). Both the transport and the final state of pollutants are largely affected 

by chemical reactions that change the properties and characteristics of the host porous media. 

In the abovementioned applications, interactions between water (high pH plume in 

cementitious barrier) and rock will result in alternation of the geological media at the 

interface of the engineered barrier and the host rock (Lasaga and Rye, 1993, Steefel and 

Lasaga, 1994, Le Gallo et al., 1998, Bolton et al., 1999, Marty et al., 2009, KOSAKOWSKI 

et al., 2009). This chemical interaction induces the dissolution of minerals in the host rock, 

which then precipitate in new solid phases.  

In practice, the chemical reactions of dissolution/precipitation can be divided into two 

groups, fast (equilibrium) and slow (kinetic) reactions (Rubin, 1983), based on whether or 

not their reaction time (which usually involves mineral and aqueous species) is slower than 

that of other mass transport processes (e.g. diffusion, advection; (Sanchez‐Vila et al., 2010). 

Over the long term, these kinetic reactions will be key players in defining porosity evolution 

and the degree of alteration in the near-field rock’s disturbed zone. In a system of a 

multicomponent species with spatial distribution, discrepancies in chemical reaction times 

can lead to a much more complex geochemical system as it encounters nonlinearities (Molins 

et al., 2004, Steefel et al., 2005). 
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In addition, the dissolution/precipitation cycle tends to change the solid phase volume and 

restructure pore sizes, thus altering fluid flow and transport characteristics of the host media. 

The amount and distribution of pores will eventually define the porosity and permeability of 

the geological media, which are key parameters in determining how migrating fluids will 

behave in the soil (Uchida, 1987, Bryant and Raikes, 1995, Bear, 2013). Pore size can also 

play a significant role in mediating the rates of mineral dissolution and precipitation by 

offering different ratios of reacting surface area to fluid volume (Emmanuel et al., 2010). 

Between mineral dissolution and crystal growth, a dynamic porosity will occur and change 

the transport properties in the host media (Saripalli et al., 2001).  

The relationship between those three hydrological properties of the studied system (porosity, 

permeability, and reactive surface area) is of major importance in simulating continuum-

scale models (Chen et al., 2012). For example, reactive surface area is a key parameter that 

affects the rate of crystal growth, which in turn alters the porosity pattern and mineral 

deposition. Although there has been some progress in understanding the coupled interaction 

between porosity and permeability (Chen et al., 2014a, Chen et al., 2015a, Kang et al., 2002, 

Tartakovsky et al., 2007b), literature that explains the relationship between porosity and 

reactive surface area remains scarce, as it is challenging to monitor and quantify this 

alteration in the mineral surface area during experiments (Mu et al., 2016, Chen et al., 2013).   

1.1 Geochemical Modelling Software 

The change in porosity combined with a kinetic reactions approach, create an overly 

complex geochemical system that is challenging to model. One way to model this complex 

and nonlinear system is a mathematical approach with a set of partial differential equations. 
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Such a model would encompass multiple coupled chemical and physical processes, such as 

mass transport, chemical reaction, fluid flow and changes in the porous structure (porosity 

and permeability), all of which are related to reactive fluid being transported through the 

porous media via dissolution and precipitation reactions (Molins et al., 2012, Tartakovsky 

et al., 2007b, Liu et al., 2015, Ovaysi and Piri, 2014, Bekri et al., 1995, Huber et al., 2014, 

Kang et al., 2014, Ryan et al., 2011, Chen et al., 2014b).  

Several geochemical modelling software has been developed based on the constant 

equilibrium approach or Gibbs free energy method. Some of these models are WATEQ 

developed by   (Truesdell and Jones, 1974), MINTEQA2 by (Allison et al., 1991), CHESS 

by (Van der Lee and De Windt, 2002), CHEMSAGE by (Eriksson and Hack, 1990), 

THERIAC by (de Capitani and Brown, 1987) and GEM-Selektor by (Karpov et al., 1997, 

Karpov et al., 2001, Karpov et al., 2002, Kulik et al., 2013). Unfortunately, some of these 

models have limitations such as high computational cost, incomplete Newton scheme, and 

instability of the equilibrium phase. In this study, PHREEQC, which was developed by 

(Parkhurst and Appelo, 1999, Parkhurst and Appelo, 2013, Appelo and Postma, 2005), has 

been implemented. 

PHREEQC is a geochemical software developed by the United States Geological Survey. It 

includes multiple databases users can use or modify and apply to various aqueous models, 

including geochemical and industrial applications (Parkhurst and Appelo, 2013). Adding to 

its geochemical modelling tool, it can simulate 1D transport in porous media, making it 

applicable for the resolution of this research. The software comprises a vast database and 

geochemical equations describing the equilibria or kinetic interactions of aqueous solutions 
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with solids, gases, and minerals, with the advantage of easily adding or modifying necessary 

reactions if needed. 

In PHREEQC, chemical reactions are integrated based on a built-in or user-defined rate 

expression, with the possibility of simulating time-dependent geochemical reactions that 

depend on solute temperature, pH and saturation ratios of minerals. Regarding kinetics 

reactions, the built-in interpreter contains rate expression (which can also be user-defined) 

with a Runge-Kutta scheme that solves the differential equations and change the solution 

speciation within a specific time interval. In addition, the user can define an error tolerance 

which allows the software to reduce the time interval of the simulation. This scheme 

effectively achieves equilibrium when multiple kinetic reaction rates are defined, and the 

rate of each reactant is changed during the reaction.  

Moreover, the software has an open access to its code and geochemical library, which allows 

the interpretation of any new chemical species, phases, and reactions. This enables the 

simulation of extra secondary phases such as CSH, CASH, and cement hydrates minerals 

with complex chemical composition. Likewise, surface complexation and cation exchange 

reaction and parameters (based on our experiment conditions) were allowed to be entered 

manually (Chapter 6). Moreover, the modular design of PHREEQC code allows the 

synthesis with other software (Comsol, PHAST, and PHT3D), which has a much more 

powerful tool for performing the physical changes of the studied system (Charlton and 

Parkhurst, 2011, Parkhurst and Wissmeier, 2015). Finally, PHREEQC also allows the user 

to write his own set of equations such that the changes in the chemical and physical 

properties of the studied mineral are performed under a specific set of conditions. This 

advantage, for instance, has been used in this research, especially in chapter 5, where the 
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variable porosity has been included in the system by manually calculating the changes in the 

mineral volume. The reader can refer to (Parkhurst and Appelo, 2013) for more details about 

PHREEQC.    

1.1.1 Mixed Kinetic-Equilibrium Approach (MKE) 

In PHREEQC, the algorithm works on the principle of equilibrium chemistry between the 

aqueous solution and the interacting minerals, solid solution, gases, Etc, which are brought 

to equilibrium with reactants. The reactions are usually defined by specifying one or multiple 

solutions that are in contact with a solid-solution, pure-phase, or surface assemblage. One of 

the major drawbacks of equilibrium modelling is that reactants do not react to equilibrium 

within the time frame of any experiment or simulation period of any model. Therefore, 

PHREEQC allows the capability to work on the concept of kinetic reactions that is integrated 

with a time-step algorithm and generates a change in the concentration of the solution’s 

aqueous species. However, kinetic modelling can have a high computational cost in multi-

component flow and reactive transport in porous media (since it depends on calculating the 

equilibrium following a set of reversible/irreversible reactions for each reactant at each time 

step). Moreover, the user-defined rate equation can have several mineral-specific parameters 

which are not always available. Thus, PHREEQC allows the kinetic and equilibrium 

chemical reactions to be interconnected in a mixed kinetic-equilibrium approach (Parkhurst 

and Appelo, 2013). 

This approach was initially developed to overcome the shortage of kinetic data for minerals 

that dissolve and precipitate (Soetaert et al. 1996), assuming a faster reaction by means of 

the equilibrium concept and a slower reaction controlled by the kinetic process (Atkinson et 
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al. 1988; Hoch et al. 2012). The concept is based upon the timescale of each mineral reaction 

rate (i.e., which reaction is faster and which slower). For each mineral, either a kinetic or 

equilibrium approach, or a mix of both (if the difference between rates was more than 102) 

is applied. In overall, MKE approach enables faster reactions using the equilibrium concept 

with slower kinetically-limited reactions. It combines kinetic and equilibrium laws' 

advantages and allows the modelling of complex reaction systems (Chen and Thornton, 

2018, Van der Lee, 1998, Bethke, 1996). This concept has been widely implemented in 

subsurface geochemical applications, as it allows both kinetic and equilibrium reactions to 

model a multiphase and multi-component system (Brun and Engesgaard 2002; Lichtner 

1996; Mayer et al. 2002; Prommer et al. 2003). 

1.2 Engineered Barriers for Geological Disposal 

The overall concept of the waste management process for geological disposal is to design a 

multi-barrier system for direct immobilisation of radionuclide movement that can last for 

hundreds of years without any impact on the environment or human health. The containment 

matrix is placed in a certified site for the disposal, and is designed based on the radioactive 

level of the waste. One common multi-barrier system is known as Nirex Reference Vault 

Backfill (NRVB; (Crossland, 2007). The concept starts with locating a disposal site that is 

hundreds of metres, sometimes up to several kilometres, underground. The waste containers 

(usually made of stainless steel) are then placed in a host rock and backfilled with a high-pH 

cement or clay, which will provide an extra chemical barrier to radionuclide mobility.  

Geochemical and hydrological factors of the repository, including salinity level, 

underground water minerals, thermal cycling and temperature rises due to cement hydration 



25 
 

and waste material decay, can also affect the integrity of the engineered barrier (Koťátková 

et al., 2017). All the possible interaction scenarios between those factors and the host rock 

should therefore be studied to prevent long-term failure of radionuclide repositories. Porosity 

and permeability of cement are also essential characteristics that influence groundwater and 

radionuclide migration through the cement barrier, so they should be considered cautiously 

while designing geological disposal facilities. A high porosity value will allow greater access 

for groundwater and more dissolution of cement hydrate phases, resulting in greater 

alkalinity (Vasconcelos et al., 2018). Cement permeability should therefore be very low; 

however, it must also be sufficient to allow the gases produced from the waste to discharge 

without building pressure and cracking the cement (Francis et al., 1997).       

1.2.1 Cement Barrier   

In a multi-barrier system, a wall of cement may be placed as engineered secondary protection 

for direct immobilisation of transported radionuclides. The adoption of cement as a barrier 

resulted due to its relatively low cost in combination with its unique chemical and physical 

bond properties, which both contribute to radionuclide immobilisation. The practice of 

cementitious backfilling has been widely used around the world in different mining and 

waste disposal applications (Fall and Nasir, 2009, Ghirian and Fall, 2014, Sivakugan et al., 

2006, Yilmaz et al., 2004). Cement’s large surface area allows higher sorption and uptake 

capacity for different radionuclide species. Moreover, when groundwater reacts with 

cement, an ideal alkaline environment with high buffering capacity is created via the 

dissolution process in the cement hydrate phases (Figure 1.1). Alkalinity then helps stop the 

migration process through sorption and low solubility, which only allows the diffusion 

process to take place in radionuclide transport (García-Gutiérrez et al., 2018).  
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Figure 1.1: Schematic diagram showing the development of high cement leachate due to the interaction 

with the cement backfill in nuclear disposal facility (Moyce, 2014). 

 

The technology of cement paste backfills (CPB) consists of a mixture of chemicals, water 

and additives such as Portland cement. As an engineered barrier, the structural design of 

CPB should fulfil several criteria, such as cost, durability and environmental impact 

performance for reliability and environmental assessments (Pierce, 1999, Denton et al., 

Ghirian and Fall, 2013). Thus, predicting the behaviour of the CPB structure is of great 

practical importance from early placement until advanced stages. Once it is underground, 

the CPB is continuously subjected to complex multi-physics conditions (thermal, hydraulic, 

mechanical and chemical) that influence its physical (transport, mechanical) properties (Cui 

and Fall, 2015). These reactive chemical and physical processes develop over a large scale 

of time and space, making them inaccessible through experimental methods. Thus, 

numerical modelling methods are needed to assess geochemical changes.  
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When groundwater equilibrates with minerals in the cement barrier of geological radioactive 

waste disposal facilities, there is a potential risk of the formation of an alkaline leachate. 

Previous research has considered three cement leachate evolution stages based on the 

progression of pH values (Small et al. 2016), which can be summarised as young cement 

leachate (YCL), intermediate cement leachate (ICL) and old cement leachate (OCL). Such 

leachates can trigger dissolution or precipitation reactions in the host rock and, thus, change 

its hydraulic, chemical and sorption properties long before any penetration of radionuclides. 

The time scale of each cement leachate phase can depend on the hydrogeological 

characteristics of the surrounding host rock. Typically, the first stage of cement leachate is 

highly alkaline (pH 13) and lasts a relatively short period of time. The second stage occurs 

over a long-time scale with a pH that has been buffered by the precipitation of solid CSH 

phases to lower than 12.5. In the final stage, the cement leachate equilibrates with 

groundwater to a pH of approximately 9. These changes in the pH value over time trigger 

different dissolution/precipitation reactions of secondary phases in the chemical disturbed 

zone (CDZ), which can eventually affect the surface sorption of radionuclides.  

In the last two decades, efforts have been focused on developing a numerical code to model 

the coupled multi-physics processes (thermo-hydro-mechanical-chemical) in porous media. 

The aim is to develop a single code that can handle and simulate separate coupled non-linear 

partial differential equations of saturated flow that describe the coupling between fluid flow 

and multispecies solute transport in geochemical reactions in porous media. Among those 

efforts are PHREEQC (Parkhurst and Appelo, 2013), PHAST (Parkhurst et al., 2010), 

PHT3D (Prommer et al., 1999), PHWAT (Mao et al., 2006), TOUGHREACT (Xu et al., 

2011) and OpenGeoSys (Kolditz et al., 2012). Despite the complexity of the integrated code 
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in some of the software programs, all are still designed for specific coupled processes and 

lack the capacity to model a wider application. 

1.3 Radionuclides and Naturally Occurring Radioactive Material (NORM) 

Radionuclides and their daughter products are long-lived radioactive and toxic materials that 

are the dominant nuclear wastes disposed into the environment. For example, U238 is the 

source of most uranium isotopes found in nature (Gavrilescu et al., 2009). In any disposal 

site with wet radioactive soil, uranium and its decay products will begin reacting with the 

soil content and migrate into other zones. The radionuclides can participate in an ion 

exchange reaction, complex with soil organic and inorganic material, and finally dissolve in 

solution. The solubility of radionuclide molecules depends on several factors, such as soil 

pH, porosity, moisture level, sorption characteristics, redox reaction, temperature, soil 

particle size and the existence of organic and inorganic materials (Allard et al., 1982, 

Bachmaf and Merkel, 2010a). The form of the uranium molecules (complexed, precipitated 

and sorbed) can also affect their mobility characteristics. Uranium is usually found in its 

oxidised state in soil, whereas in water, it is found in the form of uranyl hydroxyl (UO2
+2) 

and carbonate complexes such as (UO2)2CO3(OH)3 (Roh et al., 2000, Vochten et al., 1990). 

The oxidised form of uranium, U(VI), generally has higher solubility and mobility than 

U(IV), which is insoluble (Tokunaga et al., 2004). 

 

Uranium penetrates a cementitious geological repository through active diffusion that is 

governed by slow dissolution-precipitation kinetics. The solubility of uranium in a bespoke 

backfill (NRVB) is similar to that in a 95%-saturated Ca(OH)2 solution. The extent of 
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uranium migration in the saturated zones of a nuclear waste repository depends primarily on 

the rate and direction of groundwater flow and the capacity of the host rock to absorb it. 

In the natural environment, uranium usually occurs in igneous acid rock, from which it is 

then removed by the weathering process to an oxidising 6+ state, forming UO2
2+ with oxygen. 

This bond between uranium and oxygen is characterised as uranyl/UVI, which is very soluble 

and mobile in an oxidising environment. In this environment, the solubility and adsorption 

of UVI is influenced by the pH of the water, ionic strength, uranyl mineralogy, carbonate 

concentration and the CO2 partial pressure, all of which can modify the surface and aqueous 

speciation. As an example, UVI becomes the dominant species at pH values between 4 and 6 

and sorption increases up to the neutral point, whereas the presence of CO2 can vastly reduce 

the adsorption of UVI-carbonate aqueous species, which are dominant in many alkaline 

groundwaters. This reflects the fact that neutral (UO2CO3) and negatively charged 

(UO2(CO3)2
2−) complex ions are unlikely to be sorbed on negatively charged mineral 

surfaces. The recent development of the sorption model shows that uranium retardation is 

still challenging to predict with all the variables included in the process, such as 

characterisation of the sorbent material (mineral type and composition, density of sorption 

sites, surface area), solid-solution ratio, solution composition, carbon dioxide concentration, 

and pH value.  

Some of the most abundant industrial wastes today are naturally occurring radioactive 

materials (NORM). Although the issue of NORM production was first identified nearly 100 

years ago, the importance of these materials did not become clear until the past few decades, 

when the radioactivity of concentrated NORM was placed in the category of life-threatening 

substances (Shawky et al., 2001, Rood and Kendrick, 1996, Parmaksiz et al., 2015, AL 
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Nabhani et al., 2016). Concerns regarding these wastes were raised among global societies, 

and a considerable effort has been made to elucidate and identify the chemistry of these 

radionuclides, how they form, the effects of geological and geotechnical factors on these 

nuclides and the health risks associated with their presence.  

1.4 Capturing Mineral Dissolution and Precipitation Effects in Reactive Transport 

Modelling 

In this section, a summary of works on precipitation and/or dissolution processes in reactive 

transport modelling is presented. Precipitation and dissolution reactions have significant 

effects on the evolution of the porous media matrix. The examination of the pore network 

shows that the pore sizes, pore diameters, and pore connectivity strongly affect the fluid 

transport in a porous medium. A low degree of tortuosity (which occurs with large pores and 

direct connectivity) easily enhances the flow and diffusive/advective transport.  

 

In an evolving porous medium, the evolution of porosity and connectivity are both 

influenced by mineral dissolution and precipitation processes. The incremental change in 

porosity is proportional to the dissolution of the solid phase. Although the dissolution of the 

minerals increases the total porosity, it does not suggest the exact incremental change in the 

effective porosity of the system. For example, with increased dissolution, the effect can be 

significant, and it will open up more throats or dissolution paths, as observed by (Moreira 

and Coury, 2004, Knackstedt and Zhang, 1994). Still, if the dissolution is more uniformly 

distributed, the effect will be limited (Algive et al., 2010). In the same vein, if the precipitated 

minerals form on existing surfaces without the clogging of the pore throats, it can still limit 

the system's connectivity. 
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The most common and general equation which describe the dissolution/precipitation rate of 

minerals is (Morse and Berner, 1972): 

 

𝑟𝑚 = − 
𝑑𝑚𝑚𝑖𝑛𝑒𝑟𝑎𝑙

𝑑𝑡
= (

𝑆

𝑉𝑠
𝑘𝑟) ( 1 − 𝛺𝑗)     (1. 1)                    

 

where 𝑟𝑚 is the  rate of precipitation or dissolution, m is moles of mineral, t is time, 𝑆0 is 

reactive surface of the mineral exposed to the fluid reactants,  𝑉𝑠 is solution volume,  𝑘𝑟 is 

reaction rate constant and 𝛺𝑗  is saturation ratio (Morse and Berner, 1972). 

To implement the above equation, many pieces of information are required such as surface 

area, reaction rate and the number of moles. It is not an easy task to obtain those value for 

all minerals. Therefore, an equilibrium approach was implemented along with the kinetic 

one and a combined kinetic-equilibrium approach was generated. This method will allow 

the modelling of several minerals in complex reaction system (Van der Lee, 1998, Bethke, 

1996). 

1.4.1 Mineral Dissolution 

Accounting for the dissolution effect on the material properties of the media is critical 

because such reactions can have a significant impact on solute transport through the pores 

of the media. Predicting the media’s properties evolution due to the dissolution process 

requires the understanding of underlying processes that govern the development of patterns. 

Some of the past attempts which investigated the dissolution of minerals reported that there 
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is a possibility of developing stable fronts (Walsh et al., 2013, Barlet-Gouedard et al., 2006), 

while in some instances (for example, karst development), unstable dissolution fronts that 

can lead to worm holing can also occur (Golfier et al., 2002, Daccord et al., 1989, Hoefner 

and Fogler, 1988, Steefel and Lasaga, 1990).  

The dissolution regime is affected by the characteristic times of advection, diffusion and 

reaction as observed by (Luhmann et al., 2014, Algive et al., 2012). Meanwhile, the Peclet 

and Damkohler numbers define the existing correlations between the characteristic times for 

transport and reaction processes.  When describing the relative significance of the advective 

and diffusive transport, the Peclet is often used. At the same time, the Damkohler numbers 

help to describe the ratio of the characteristic times of reaction relative to transport 

(Tartakovsky et al., 2007b, Min et al., 2016). In an experiment conducted by (Fredd, 2000), 

the response of carbonates to the influx of acid water showed the possibility of having 

different dissolution patterns with increasing injection rates. When the injection rates 

become low, the dissolution near the injection point will be uniform, while all the injected 

acids are consumed at this point. However, an increase in the Peclet number will introduce 

a deeper reach of the acid water through the main path where reactions occur. This form of 

dissolution creates a conical wormhole. In a study conducted by (Detwiler et al., 2003), he 

demonstrated distinguishing conical and ramified dissolution patterns. When the injection 

rates are high, and the acid waters propagate throughout the porous media, uniform or 

ramified dissolution will be observed with little or no reaction with the medium. 

Below are examples of dissolution chain-reaction for some minerals based on experiments 

done by different researchers (Arakaki and Mucci, 1995, Plummer et al., 1978, Chou et al., 

1989, Van Cappellen et al., 1993, Morse and Arvidson, 2002). 
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𝐶𝑂3
−  + 2𝐻+  ⇆  𝐶𝑎+ + 𝐻2𝐶𝑂3          (1. 2)                    

𝐶𝑎+ + 𝐻2𝐶𝑂3 ⇆ 𝐶𝑂3𝐻
0 + 𝐶𝑎𝐻𝐶𝑂3

+      (1. 3)   

𝐶𝑂3𝐻
0 + 𝐶𝑎𝐻𝐶𝑂3

+  ⇆    𝐶𝑎+ + 𝐻2𝐶𝑂3 + 𝐶𝑎𝐶𝑂3
0       (1. 4)               

 

𝐶𝑎𝑀𝑔(𝐶𝑂3)2 + 𝐻
+ → 𝑀𝑔𝐶𝑂3 + 𝐶𝑎

2+ + 𝐻𝐶𝑂3
−            (1. 5) 

𝐶𝑎𝑀𝑔(𝐶𝑂3)2 + 𝐻2𝐶𝑂3
0 → 𝑀𝑔𝐶𝑂3 + 𝐶𝑎

2+ + 2𝐻𝐶𝑂3
−          (1. 6)    

𝐶𝑎𝑀𝑔(𝐶𝑂3)2 + 𝐻2𝑂 → 𝑀𝑔𝐶𝑂3 + 𝐶𝑎
2+ + 𝐻𝐶𝑂3

− + 𝑂𝐻−    (1. 7) 

 

1.4.2 Mineral Precipitation 

The secondary precipitation process can significantly affect the fluid flow and transport 

process in a porous media matrix. For instance, precipitation can result in self-healing of the 

fractures (Gherardi et al., 2007, Dobson et al., 2003, Steefel and Lasaga, 1994, MacQuarrie 

and Mayer, 2005) or strengthening of the porous matrix (Jacquemet et al., 2012, Bickmore 

et al., 2001, Pfingsten, 2002). In the works of (Dauzeres et al., 2010, Seigneur et al., 2017), 

they observed that when cementitious materials are carbonated underwater, this can form 

calcites on the material surface, which can make the materials impervious. Similarly, 

(Dewanckele et al., 2012) found that gypsum precipitation resulted in the formation of crust 

on some historical monuments. Alternatively, The formation of secondary minerals may 

generate mechanical stresses internally and induce fractures, which will further cause the 

porous media to deteriorate (Chagneau et al., 2015, Li et al., 2017). In cementitious 

materials, internal fractures can be generated due to the delayed formation of atmospheric 

carbonation, which can be dangerous in keeping the integrity of the repositories for CO2 

sequestration or radioactive waste management. From these cited examples, it is evident that 
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clogging can occur from precipitation and significantly affect flow and transport. Therefore, 

it is critical to understand the significance of precipitation on the transport properties of the 

media and their evolution. 

1.5 Radionuclide Migration in Engineered Barriers by Convection and Diffusion  

In geological disposal facilities, radionuclides could leak and thereby affect the geosphere if 

engineered barriers fail. The fear of environmental hazards involving radioactive materials 

is associated with the contamination of underground water and agricultural soils, which 

poses a risk to ecological systems and human health. Understanding this movement can help 

define the risk of external radiation in a contaminated area to a population. In general, the 

migration rate in engineered barriers depends on several key factors, including half-life of 

the radionuclides, mineralogy structure, water infiltration velocity and moisture content, as 

well as sorption kinetics, which are considered in most research to be the dominant factor 

(Kumar et al., 2013). 

 

When radionuclide elements are solutes, their mobility depends not only on their 

concentration but also on other factors such as pH level, alkalinity, the presence of organic 

and inorganic materials, and the chemical behaviour of the complexes they form with other 

elements such as carbonates and phosphates (Baird and Cann, 2008, Brümmer, 1986). 

Radionuclides are generally trapped in their geological source by the engineered barrier, 

which prevents their escape. Groundwater/gas may carry the radionuclides, however, and 

transport them to the geosphere. This process is the main factor in radionuclide movement 

and depends on the characteristics of the engineered barrier and the surrounding boundary 

conditions. For this reason, the process is complicated, and it is not easy to characterise all 
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of the involved parameters. Nevertheless, researchers have included this phenomenon in 

their mathematical models and have described the transfer of radionuclides by the 1D 

advection-reaction-dispersion equation (Arnold et al., 2003). 

1.5.1 Advection-Reaction-Dispersion Equation 

Advection is usually defined as the process of transferring radionuclides by the movement 

of groundwater, where the radionuclides are a dissolved material in the water. The motion 

of the radionuclides can be along the flow of the groundwater and have different speeds, 

depending on the rock pore size. Radionuclides can also flow in a lateral direction in a 

process called negative dispersion. The convection process can be described by Darcy’s 

Law, following the equation: 

𝑞𝑙 = −
𝜅 

𝜇𝑙
 (𝛻𝑝𝑙 − 𝜌𝑙𝑔)                         (1. 8) 

 

where 𝑞𝑙  is the Darcy flux (m3 m-2 s-1) for the liquid, 𝜅 is permeability tensor (m2), 𝜇𝑙 is 

liquid dynamic viscosity (Pa s), 𝑝𝑙 is fluid pressure (Pa), 𝜌𝑙 is liquid density (kg m-3) and 𝑔 

is gravity vector (m s-2) (Pulkkanen, 2009). 

 

Meanwhile, the diffusion process describes the movement of radionuclides from high-

concentration to low-concentration areas. This means radionuclide diffusion will occur even 

if groundwater is not flowing (concentration gradient dependent). The diffusion process is 

considered random because it is impossible to know the position of a specific radionuclide 

in a future moment (Moreno et al., 2006). Mass transfer can occur mainly by this process for 
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low permeability geological media. For one-dimensional diffusion, the mass of the fluid 

diffused is proportional to the concentration gradient, such that: 

𝐽𝑥 = −𝐷
𝜕𝐶

𝜕𝑥
                                   (1. 9) 

where J is the mass flux (kg m-2 s-1), D is the diffusion coefficient (m2 s-1), 𝑥 is distance (m) , 

and C is the contaminant concentration (kg m-3; (Bucur et al., 2006). In the geochemical 

modelling code of PHREEQC, both processes are modelled simultaneously with the 

incorporation of the chemical reaction by using the advection-reaction-dispersion equation 

as below:   

𝜕𝐶𝑖
𝜕𝑡

= −𝑞𝑙 
𝜕𝐶𝑖
𝜕𝑥⏟    

𝐴𝑑𝑣𝑒𝑐𝑡𝑖𝑜𝑛

 +  𝐷𝐿  
𝜕2𝐶𝑖
𝜕𝑥2⏟    

𝐷𝑖𝑠𝑝𝑒𝑟𝑠𝑖𝑜𝑛

 −  ∑ 𝜈𝑖𝑚𝑅𝑚

𝑙

𝑚=1

                                            (1. 10) 

where 𝐶𝑖 is the total concentration of component i in water (mol kgw-1), 𝑡 is time (s), 𝑥 is 

the distance (m), 𝐷𝐿 is hydrodynamic dispersion coefficient (m2 s-1), 𝜈𝑖𝑚 is the 

stoichiometric coefficient of component i in kinetic reactant m (dimensionless), 𝑅𝑚 is the 

overall dissolution/precipitation rate of kinetic reactant m (mol kgw-1 s-1), and l is the 

number of kinetic reactants. An explicit finite difference algorithm will solve the equation 

for each time step using a split-operator scheme, where the chemical interaction term 

(𝜈𝑖𝑚𝑅𝑚) for each mineral is calculated separately after the advection and dispersion step 

for all equilibrium and kinetic reactions. 
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1.6 Research Questions and Gaps in Modelling Evolved Porous Media with Reactive 

Transport 

• The heterogeneities in mineral types and pore structure create a challenge in obtaining 

a relationship for transport and reactivity parameters in the porous media under 

continuous evolving conditions. 

• Existing relationships which connect the effective transport parameters back to evolved 

porosity are inconsistent in results for the transport properties.  

• The transport regime and time scale of reaction and transport can result in different 

evolution of the porous media, even for identical systems.      

• The evolution of the porous media is usually related to processes at the pore scale. 

Therefore, studying transport and reactivity parameters evolution at the continuum 

scale is still limited. 

• For some processes and materials, some generalisations can be drawn in terms of the 

relationships that describe the evolution of transport and reactivity parameters. 

However, those relationships should be built based on each case's observational data.  

• In past numerical modelling attempts, when analysing nuclear waste repositories, most 

authors assumed the host rock's key properties to be constant. Though, in this research, 

an adequate approach was used to study the effects of variable porosity, reactive surface 

area and pore volume on improving the modelling of rock alteration in the system. 

1.7 Aim and Objectives 

Cement materials, which are often used as an engineering barrier in low/intermediate 

nuclear geological repositories, will be selected as a key element in this research. This 

research aims to develop a comprehensive reactive transport numerical model against 
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experiment to study chemical and physical interactions among radionuclides, cement 

leachate and the host rock of a nuclear waste repository. The purpose to improve our 

understanding of radionuclide transport in complex soil/rock systems and indicate critical 

factors in predicting radionuclide soil migration processes. To achieve this aim, several 

objectives have been set. 

 

⚫ The process of modelling mineral dissolution/precipitation reactions 

Analysing all potential reactions that might occur with subsurface water or the aqueous 

phase is the initial step in modelling the radionuclides migration process. The process 

entails the dissolution and precipitation of pure phases to re-establish balance, which can 

impact radionuclide migration via convection. The modelling of these reactions is usually 

based on experimental data using geochemical software (PHREEQC) that can ascertain all 

potential phases manifested in the chemical processes. 

 

⚫ The process of chemical transport in a column experiment  

The transport process of radionuclides is characterised by the movement of chemicals 

within the groundwater flow. The concept is based on the phenomenon of multi-mineral 

mass transfer under different geochemical conditions. In PHREEQC, the process is 

modelled by a one-dimensional advection-dispersion transport process for various porous 

media.    
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⚫ Dynamic porosity and surface area combined with the kinetics of mineral’s 

dissolution/precipitation  

The movement and reaction of radionuclides entail fluid hydraulics, chemical reactions, 

and physical modifications. Over time, the coupled interactions between chemical and 

physical elements can evolve the chemical properties (e.g., sorption capacity, reactive 

surface area) and physical properties (e.g., porosity, permeability) of the host rock in the 

near field barrier. During the evolution of porous media, the transport and chemical 

properties vary in space and time. PHREEQC’s chemical capacity ought to enable the 

modelling of various multi-physics and chemical situations, as well as show how each 

process affects the others and how porosity changes within the system. 

 

⚫ Uranium Integration into the reactive transport model  

The migration of radionuclides in the engineered barriers depends on several key factors, 

including the half-life of the radionuclides, mineralogy structure, water infiltration velocity 

and moisture content, as well as sorption kinetics. In addition, the interaction between 

dissolved radionuclides and minerals in the host rock (sorption at solid/solution interface) 

is critical when evaluating the immobilisation of radionuclides. Uranium transport and 

sorption methodologies shed light on the critical variables that have the most significant 

bearing on reducing uranyl mobility in a geological repository. It also lists the information 

needed to build a consistent and trustworthy model for the geochemical application's 

reactive transport and sorption process of radionuclide migration. 
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1.8 Thesis Structure 

The second chapter of this report starts with a comprehensive review of the equations 

governing multicomponent flow and reactive transport in porous media, along with a 

summary of the common methods used to describe the transport process, fluid flow, 

reactive surface area and reaction parameters such as porosity, permeability and tortuosity. 

Furthermore, past and recent attempts at using reactive transport models to address several 

challenges in nuclear waste disposal are also presented.  

Modelling of multi-mineral transformations, multi-chemical reactions and multiple 

secondary phase pathways remains a challenge due to uncertainties in parameters and a 

limited available database describing the kinetics of dissolution/precipitation reactions. 

Thus, Chapter 3 discusses the modelling approach, Mixed Kinetic-Equilibrium (MKE), 

which has been employed to study the complex reactions occurring in an experimental 

system consisting of Borrowdale Volcanic Group rocks permeated with a hyper-alkaline 

leachate over 15 months.  

Chapter 4 presents a modelling study for a 15-year experiment that simulated the reaction 

of crystalline basement rock with evolved near-field groundwater (pH = 10.8). An MKE 

modelling approach was employed to study a dolomite-rich fracture-filling assemblage 

reacting with intermediate cement leachate. Similarly, Chapter 5 describes an experimental 

and modelling study that evaluated the geochemical interaction between young cement 

leachate (YCL, pH = 13) and a generic hard rock (in this case, Hollington sandstone, 

representing a ‘hard’ host rock) while permeation with the leachate drove mineralogical 

changes in the system. One-dimensional reactive transport was modelled using a mixing 

cell approach within the PHREEQC geochemical code to identify the essential parameters, 
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and understand and scale up the effect of variations in these parameters on the observed 

geochemical processes. This study also focused on the effects of variable porosity, reactive 

surface area and pore volume on improving the modelling of rock alteration in the system 

in comparison to conventional models that assume constant values for these properties.  

The sixth chapter presents a study in which the transport and attenuation of uranium in a 

column experiment was modelled by considering kinetic reactions, advection-dispersion 

and chemical/physical retardation processes. The modelling was first performed for 

column experiments with three-alluvium samples from Yucca Mountain under 

circumneutral pH conditions to understand the effects of different mineralogy and solution 

alkalinity on uranium breakthrough in the presence of retention mechanisms that involve 

mineral phase precipitation, ion exchange and surface complexation processes. After 

validating the reactive transport model with the sorption processes, the model was then 

used to interpret uranium transport in a laboratory column filled with Hollington sandstone 

under hyper-alkaline (pH 13) conditions. Finally, the overall conclusion, current challenges 

associated with reactive transport modelling and future research opportunities are 

discussed in Chapter 7. 
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Chapter 2: Literature Review (A Review on Reactive Transport Model 

and Porosity Evolution in the Porous Media of Radioactive Waste 

Disposal)  

 

Abstract 

This work comprehensively reviews the equations governing multicomponent flow and 

reactive transport in porous media on the pore-scale, mesoscale, and continuum scale. For 

each of these approaches, the different numerical schemes for solving the coupled advection-

diffusion-reactions equations are presented. The parameters influenced by coupled 

biological and chemical reactions in evolving porous media are emphasised and defined 

from a pore-scale perspective. Recent pore-scale studies, which have enhanced the basic 

understanding of processes that affect and control porous media parameters are discussed. 

Subsequently, a summary of the common methods used to describe the transport process, 

fluid flow, reactive surface area, and reaction parameters such as porosity, permeability, 

tortuosity are reviewed. Furthermore, past and recent attempts at using reactive transport 

models for addressing several challenges in nuclear waste disposal are also presented.  

 

 

 

 

 

 

 

 



54 
 

List of Notations 

𝑐 Volumetric solute concentration 𝑟𝑖 Position vector of particle 𝑖 
𝑐̅ Mean concentration 𝑟𝑚 Rate of precipitation or dissolution of mineral m 
𝑐∗ Concentration of the solute at equilibrium 𝑅𝑠𝑢𝑟𝑓

𝑗
 Surface reaction source-sink term for j component 

𝑐′ Normalised solute concentration 𝑆 Reactive surface of the mineral exposed to the fluid 

reactants 
𝐶𝑙 Mass fraction 𝑆0 Initial reactive surface area 
𝐷,𝒟 Solute molecular diffusion Δ𝑡 Discrete-time step 
𝐷∗ Dispersion tensor 𝑣 Fluid velocity vector 
𝐷𝑙
0 Diffusion coefficient of pure water 𝑉 Representative volume element 

𝐷𝑙
𝑚𝑖𝑛 Matrix effective diffusion coefficient 𝑉𝑠 Solution volume 

𝐷𝑎 Damkohler number 𝑉𝑖 Interface velocity 
𝐷𝑎𝑙𝑠  Damkohler number for precipitation or 

dissolution process 
𝑤𝑖 Weights for the distribution function along the ith 

direction 
𝐷𝑒𝑓𝑓 Effective diffusivity tensor 𝑊 SPH smoothing kernel 

𝑒𝑖 The ith direction dependent on the lattice 

type 
𝑊𝑥,𝑟0(𝑦𝑏) Weighting function 

𝑓𝑖 Probability distribution function 𝑥 Position vector of the interface 
𝑓𝑖
𝑒𝑞

 Equilibrium distribution function. Δ𝑥 Distance between two lattice nodes 

ℎ Small increment in distance 𝑦𝑏 Position vector of particle 𝑏 
𝐽𝑗 Flux of j component 𝜀 Length-scale parameter 
𝑘𝑟 Reaction rate constant  𝜌𝐹 Fluid density 
𝑘 Permeability tensor 𝜌𝑠 Solid density  
𝑘0 Initial permeability  𝜌𝑙 Liquid density 
𝐾 Dimensionless quantity 𝜅 Local reaction rate constant 
𝐾𝑐 Stoichiometric coefficient of the reaction 𝜇 Fluid dynamic viscosity 
𝐾𝑒 Effective reaction rate 𝜃, 𝜂 Empirical parameters in Eq. (2.13) 
𝑘𝑒𝑞 Effective equilibrium constant ∥ ∥ Sign showing the magnitude of the corresponding 

vector 
𝐾𝑠𝑝 Solubility product  𝜑𝑖 Mineral volume fraction 

𝐿𝑐 Macroscopic length scale 𝜑𝑁𝑅 Volume fraction of the non-reactive minerals 
𝑙𝑙 Pore-geometry length scale Ω𝑗 Saturation ratio 

𝑚 Moles of mineral Ω𝐵𝐺𝐾  Lattice Boltzmann BGK collision operator 
𝑚𝑖 Mass of particle i ℧ Averaging volume 
𝑛 Unit normal vector 𝜏 Lattice Boltzmann relaxation time 
𝑛𝑐 Cementation factor 𝜏𝑙 Tortuosity  
𝑛𝑖 Particle density of particle i Ξ𝑙 dimensionless surface concentration of species 𝑙 

formed on the surface 
𝑁(𝑥) Number of liquid SPH particles contained 

in the representative volume 
𝜙(x, 𝑡) Contour function 

𝑁𝑐 Number of primary species 𝜙 Total porosity 
𝑁𝑚,𝑟 Number of reactive minerals 𝜙𝑒 Effective porosity 
𝑁𝑚 Number of minerals under kinetics 

conditions 
𝜙𝑐𝑟𝑖𝑡 Critical porosity 

𝑁𝑥 Number of secondary species 𝜙0 Initial porosity  
𝑝, 𝑝0 Fluid pressure  𝜒 Closure variable 
Pe Peclet number 𝒦 reaction rate constant for a surface reaction 
𝑄 Activity products relating to the 

concentrations of species 
𝛤𝑠𝑙
𝑇 Solid-fluid interface 

𝑞𝑛 Flow rate 𝜆𝑗 Species j mobility 
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2.1 Introduction 

Reactive transport in porous media appears in many areas in nature and industrial 

applications, including subsurface nuclear waste repository, acid fracturing of oil and gas 

reservoirs, geological carbon storage, geothermal energy systems, sea water intrusion, 

amongst others. To model a reactive transport process, it is worth noting that coupled 

biogeochemist-mechanical multiphysics including advection, diffusion, dispersion, and 

deformation can define the process. This has been mentioned by (Tenthorey and Gerald, 

2006); these reactions affect the properties of the host porous media. In the same vein, (Le 

Gallo et al., 1998, Jin et al., 2013, Kaszuba et al., 2005) referenced that, with significant 

alteration of the reaction processes, the feedback mechanisms that influence flow or 

diffusion through the media can be triggered. More so, (Hao et al., 2012a, Harrison et al., 

2017) observed that the reaction process could induce changes in the solid grains and thus 

affect the reaction rate; dissolution of minerals in an evolving porous media is a typical 

example. Also, with a substantial dissolution of the minerals, the porosity of the medium 

will increase. With such an increase in porosity in the porous medium, there are usually 

secondary effects, especially alteration of its connectivity (Navarre‐Sitchler et al., 2009). 

The combined alterations can subsequently affect the transport processes by changing the 

primary transport properties, including permeability, tortuosity, transport mode and 

pathways. 

 

In the same vein, the system’s reactivity can also be impacted because the dissolution of the 

mineral can reshape the surface of the dissolving phases or cause the smaller particles in the 

porous media to completely dissolved, as observed by  (Noiriel et al., 2009). The dissolution 
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of these minerals is one of the examples of an evolving porous media. During and after its 

evolution, processes such as precipitation (Gaucher and Blanc, 2006, Chagneau et al., 2015, 

Brovelli et al., 2009), pore-size alteration (Emmanuel et al., 2010, Emmanuel et al., 2015), 

bio clogging (Kim and Fogler, 2000, Thullner et al., 2002, Ezeuko et al., 2011), clay swelling 

(Wang et al., 2014, Herbert et al., 2008), and variations of surface loading and temperature, 

which can cause the expansion or contraction of the media (MacQuarrie and Mayer, 2005, 

Tian et al., 2014, Pfingsten, 2002) and affect the transport properties of porous media. As 

observed by (Houben, 2003) biogeochemical reactions account for over 90% of ageing 

wells. In similar studies, (Dauzeres et al., 2010, Dauzères et al., 2019) observed that the 

formation of the impermeable calcite layer or any other secondary minerals could be 

triggered through geochemical interactions at the interfaces of the cementitious materials 

and clay, and the resulting layer can impede the transport of solute across these interfaces. 

Understanding these processes is very important, especially for long-term storage of nuclear 

wastes and mine waste deposits (Soler and Mäder, 2005, Atkinson et al., 1987, Yang et al., 

2008, Spycher et al., 2003). 

As indicated by (Gouze and Coudrain-Ribstein, 2002, Jin et al., 2013, Opolot and Finke, 

2015), during the evolution of porous media, the transport and chemical properties vary in 

space and time. Typical examples of this process include soil formation due to weathering 

and karst formation. In the works of (Birk et al., 2003, Birk et al., 2005), the rates of flow 

and weathering were identified to affect the evolution of heterogeneity patterns strongly. The 

interactions between reactive process and flow engineer the development of the karst, and 

the dissolution process is further enhanced as the flow rate increases. With increased 

dissolution, the medium's porosity and permeability will increase, increasing flow rates, and 
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the cycle continues (Hartmann et al., 2014, Xiao and Jones, 2007). In addition, reactions due 

to precipitation in natural systems have significant effects on the evolution of these media. 

With the cementation process reducing the porosity and permeability of the medium while 

strengthening its mechanical properties, the precipitation reactions can impact the reactivity 

of the primary minerals and trigger skarn or calcrete formation (Meinert et al., 2003, Wang 

et al., 1994). 

Despite the significant changes to the porous media properties during reactive transport 

processes, many authors have assumed them to be time-invariant when modelling. However, 

when considering the impact of changes in water content, this simplifying assumption is 

exempted (Millington and Quirk, 1961). This simplifying assumption that there is no 

variation in the reactivity and transport parameters in model development is partly because 

the description of the temporal development of these parameters as a result of changes in the 

structure and composition of the porous media is quite difficult. Usually, reactive transport 

processes are performed using the upscaled parameters on a representative elementary 

volume (REV) or continuum scale. The relationships between transport and reactivity 

parameters (e.g., porosity, permeability, and evolving surface area) are established either 

empirically or based on theoretical aspects and are case specific (Akanni et al., 1987, 

Hommel et al., 2018, Low, 1981, Tomadakis and Sotirchos, 1993, Petersen, 1958). Though, 

some recent studies successfully applied the finite element method to descript the 

multiphysics coupling at the REV scale. For example, (Mou and Chen, 2020) have solved 

the transport properties and shrinkage volume of the deformed porous media. Meanwhile, 

(Lesueur et al., 2020) have descript permeability evolution due to fluid injection in deep 

carbonate reservoirs using a three-scale finite element framework. 
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Studies on evolving porosity and permeability due to reaction in porous media date back to 

the 1990s, with (Steefel and Lasaga, 1992), who presented the first numerical paper on the 

reactive infiltration instability. In a subsequent article, (Steefel and Lasaga, 1994) found that 

quartz precipitation impacts the diffusing flow paths over an increasingly wider volume, 

unlike the reactive worm holing effect caused by the matrix dissolution. In another study by 

(Steefel and Lichtner, 1994), they illustrated the impacts of the reactions in the rock matrix 

on the fracture volume from the surrounding matrix, leading to armouring of the fracture or 

isolation. (Steefel and Lichtner, 1998) showed that the balance between the rock cementation 

and the fracture is delicately balanced, and subsequent evolution of the fracture-rock system 

hang on it. (Navarre-Sitchler et al., 2011) considered the evolution of the pore connectivity 

and tortuosity on diffusivity. The evolution of the process reactivity has not been addressed 

in prior reactive modelling efforts. Still, the case involving the dissolution approaches zero 

reactive surface area has been addressed in the past. However, in a study by (Noiriel et al., 

2012) on reactive flow with calcite, they concluded that considering the formation of high 

surface area precipitation when capturing the evolution of the system's reactivity is very 

important. 

When developing the model framework for simulating reactive transport in porous media, it 

is imperative to consider the effect of climatic changes on the system of interest. For 

instance, when assessing the performance of deep repositories in fully saturated crystalline 

rock for long-term operations, an understanding of far-field geochemical conditions and the 

evolution of the repository is necessary. Within the required spatiotemporal scale to 

demonstrate the repository's safety, the patterns of the groundwater flow, flow rates, and 

geochemical properties within the far-field surrounding the nuclear waste repository may be 
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affected by climate change. Based on the properties and characteristics of the site, the 

change's rate and magnitude can affect the state of the redox reactions at the far-field, the 

performance of the engineered barrier systems, and radio-nuclide mobility.  

 

Climate change-induced events such as glaciation/deglaciation cycles, permafrost 

conditions, coastlines movement due to sea-level changes, and isostatic compression and 

uplift can cause hydrogeologic changes, which can result in two main types of geochemical 

changes that can affect the performance of a subsurface repository (Puigdomenech et al., 

2001). These changes relate to: (a) the pore water redox potential and presence of redox-

active species; and (b) salinity and composition of pore water. The simultaneous 

consideration of hydrogeological and geochemical transport processes requires knowing the 

transient changes in the groundwater flow field over a long period. To evaluate hydro-

chemical conditions in the radioactive waste disposal and geochemical changes associated 

with mines, multicomponent reactive transport modelling has been demonstrated to be very 

useful (De Windt et al., 2003, Guimerà et al., 1999, Dobson et al., 2003, Spycher et al., 2003, 

Xu et al., 2003). (MacQuarrie and Mayer, 2005) used multicomponent reactive transport 

models to investigate the evolution of redox conditions to address the impact of climatic 

changes on subsurface storage potential. Conceptual modelling of the influx of oxygen and 

redox buffering within a space-time shield environment was developed, which can be 

applicable to a nuclear waste repository. In this model, geochemical and biological processes 

relevant to understanding the buffering capacity of the redox reactions and the far-field 

mobility of the radionuclide were adequately described. In Sweden, The Redox experiment 

conducted at Aspo underground laboratory from 1998 to 2001 (REX experiment) was to 
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investigate the capacity of the host rock to shield redox conditions against oxidation, 

determine how oxygen is taken in and provide quantitative descriptions of the processes that 

could assess the stability of the redox process for the post-closure phase. To conduct the 

experiment, a closed recirculating system was used and placed at the access tunnel in the 

borehole at a depth of 380m in the laboratory. 

Microbial actions are very important in the control of geochemical conditions in the 

subsurface systems. The advancement in coupled modelling of hydrodynamic, thermal, 

microbial, and geochemical processes in the porous media is critical in furthering our 

understanding of how the physical, biological, and geochemical processes interact and how 

they affect groundwater-chemistry evolution. To understand these coupled processes, 

numerical models have increasingly been used. Unfortunately, efforts have not been 

adequately directed at the inverse coupled models of non-isothermal, hydrodynamic, 

geochemical, and microbial processes (Yang et al., 2008). The inverse model provides a way 

to measure the system's state and determine the unknown model parameters by fitting the 

model to the measure data (Sun, 1994). Microbial parameters such as yield coefficient, half-

saturation, specific growth rate, and the decay constants for synthetic and real experiments 

have been simultaneously determined with geochemical parameters through the inverse 

model proposed by (Yang et al., 2008). The observations from experiments suggested that 

the impact of dissolved organic carbon-oxygen composition is more significant than 

methane oxidation.  

 

Microbial processes should also be considered when designing deep geological radioactive 

waste repositories (Pedersen, 1999, McKinley et al., 1997, Wang and Papenguth, 2001). 
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Several experiments have been implemented to study the significance of microbial processes 

on the safety of nuclear waste repositories (Trotignon et al., 2002, Samper and Yang, 2006, 

Yang et al., 2008). However, in complex systems in which there are couplings between 

microbial processes and transport, flow, and geochemical processes, the joint estimation of 

parameters for flow, transport, geochemical, and microbial parameters may be more 

complicated to determine than that illustrated with the REX experiment. Unfortunately, the 

drawback to this approach is that there is the possibility of having an ill-posed problem in 

the inverse problems of complex systems with strongly correlated parameters. In such 

situations, a multistage procedure for estimating the flow, transport, and geochemical 

parameters was recommended by (Dai and Samper, 2004). The procedure advises that the 

flow parameters should be estimated first, followed by transport parameters from data on 

conservative species. And both the parameters for geochemical and microbial processes can 

be determined from the reactive species. 

 

The geochemical reactions and transport processes that control how the porous media evolve 

occur at the microscale. Moreover, knowing how complex and heterogeneous the pore 

structure and the multiphysics-nature of the problem is, acquiring a representative 

progression of the effective properties of the media in a macroscale-based approach is 

challenging. However, with the recently developed imaging techniques such as X-ray 

microtomography and improved pore-scale model formulations and higher computing 

power, the exploration of these processes at the pore-scale is now more possible than before 

from both experimental and numerical simulation. With these developments, recent studies 

on reactive transport modelling have focused on describing the processes at the micro-scale. 
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However, one major downside of the pore-scale approach is the difficulty in simulating 

reactive transport on larger scales. To handle this limitation, hybrid multiscale approaches 

have been developed. 

 

This article presents a comprehensive review of past and current efforts to understand the 

underlying physics of reactive flow in porous media. A brief look into the different 

modelling scales –pore-scale, mesoscale, continuum, and hybrid multiscale approaches are 

addressed. More so, an extensive study was conducted on the other solution strategies for 

solving coupled multiphysics problems associated with reactive transport and porosity 

evolution in porous media. Finally, several practical applications, both natural occurrences 

and man-induced processes are presented. 

2.2 Reactive Transport in Porous Media 

Reactive transport modelling provides both space and time descriptions of the evolution of 

the species undergoing both transport process and chemical reactions. The flow process 

through a porous medium can be described through different modelling scales. The flow 

through the medium occurs through the void-space, which is bounded by the solid skeleton. 

Changes in the structure of the pore surface or its morphological makeup can happen because 

of several coupled and interacting processes. While changes in the pore surface properties 

and its pore’s geometry occur on the micro-scale or molecular scale, the scale of engineering 

application is typically larger. Hence, the impacts of the morphological modification of the 

flow field are often described by the effective hydraulic properties to overcome the 

computational demand. Based on the continuum modelling approach, the medium's 

permeability is often used to measure resistance to flow, while the geometry of the pore is 
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left unresolved. Using permeability as a parameter intrinsically prevents the necessity of 

describing the interface of the solid and fluid at the cost of losing the microscopic 

description. To integrate the changes in the structure and morphology of the pore, the 

permeability is updated using permeability-porosity relations. 

2.2.1 Modelling Scales 

The hydraulic properties of porous media are linked to the interface between the solid 

skeleton and the pore space. Although the behaviour of the matrix-pore system is strongly 

dependent on the interfaces at the pore-scale, the computational cost at this level is too high 

when simulating domains with large sizes. Using the representative volume element 

approach helps to characterise spatial scale dependencies. Depending on the property of 

interest, the required dimensions of the representative volume element may vary (between 

millimetre and meter range) throughout the porous medium. In Fig. (2.1), a recursive look 

at a porous medium with bio clogging is shown. In this figure, each cut-out is a 

representation of a possible different modelling scale. The choice of the spatial dimension 

for each scale is arbitrary, and the transiting from one scale to another is done gradually. One 

benefit of this figure is to show that the details decrease with increasing scale. Although with 

increasing domain simulation, the computing power required to simulate reactive transport 

flow is large, and most scientists prefer to adopt the continuum approach, many scientists 

today are beginning to use the pore-scale approach with the help of supercomputers. Some 

of these applications are presented in subsequent sections of this paper. 
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Figure 2.1: Modelling scales for reactive transport in porous media (Hommel et al., 2018). REV 

(Representative Elementary Volume). 

 

The pore-scale simulation is based on a strong physical foundation. Still, the knowledge of 

pore geometry is required, which can be challenging to determine, and impractical at scales 

of higher magnitude than the pore-scale. Although the upscale approaches overcome this 

limitation, they fail to capture several transport features observed during experiments, 

including breakthrough curves with long asymmetrical tails (Neuman and Tartakovsky, 

2009) and the extent of reactions in mixing-controlled chemical transformations (Knutson 

et al., 2007, Li et al., 2006). Also, the instability inflows with variable density and the 

disparity in fractal dimensions of diffusion and dispersion fronts (Måløy et al., 1988). These 

limitations occur as a result of violations of the closure assumptions on which the continuum 

approaches are based. Regardless of the upscaling approach such as volume averaging, pore-

network models, method of moments, inadequacy in the macroscopic descriptions of pore-
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scale processes may occur because of homogenisation through multiple-scale expansions 

and its variations and thermodynamically constrained averaging (Battiato et al., 2009), the 

nonlinearities of pore-scale governing equations with the boundary conditions require 

linearisation and other approximations.  

 

Majority of works on upscaling approaches address deriving models for effective properties 

that show the relationship of microscopic characteristics of the porous medium with 

macroscopic properties. Such techniques show any existing connections between the 

physicochemical processes on different scales, provided the governing assumptions are still 

valid. However, they cannot be applied in identifying the validity of the governing 

assumptions and the regions of the computation domain where the continuum model fails. 

This is essential for hybrid models that apply microscale and macroscale descriptions of the 

same physics in different regions of a computation domain (Tartakovsky et al., 2008b). On 

the other hand, continuum approaches that depend on characteristic dimensionless numbers 

can provide quantitative measures to validate various upscaling approximations. For 

example, the Peclet number determines how well an advection-dispersion equation 

adequately represents the pore-scale dispersion; the Damkohler number is useful in 

predicting the breakdown of macroscopic-based models with concurrent pore-scale diffusion 

and nonlinear homogeneous and linear heterogeneous reactions (Battiato et al., 2009). 

Moreover, both Damkholer and Peclet numbers can determine if the advection, diffusion, 

and linear heterogeneous reactions in a capillary tube are homogenised. 
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2.2.1.1 Pore-scale Approach 

Understanding the processes occurring at the pore-scale is essential for developing 

predictive models that couple flow, transport, the evolution of the reaction parameters and 

helps to understand the relationships among these processes and parameters and their 

influences on the reactive transport at the pore-scale and continuum scale. 

 

Pore-scale simulations have been useful in enhancing the understanding of large-scale 

natural and man-induced processes. Their significance is due to their capabilities in 

providing predictions for local transport that is computationally inexpensive and accurate.  

Simultaneously, they allow for variations of the system's parameters, such as the geometry 

of the pore space, fluid properties, and boundary conditions, for assessing their impact, 

which is difficult to achieve in experiments (Meakin and Tartakovsky, 2009). Furthermore, 

using pore-scale simulations improved continuum transport properties assessments by 

varying the parameters of the pore space structure. Thus, offering an understanding of the 

scale of dependence of transport parameters, which macroscale approaches cannot capture. 

The most common pore-scale modelling methods include lattice Boltzman and smoothed 

particle hydrodynamics. 

 

With the use of modern and non-invasive imaging techniques, visualising the structure of 

porous media at pore-scale is now possible. (Werth et al., 2010) provided a review of several 

of these techniques, including Nuclear Magnetic Resonance Imaging, X-Ray 

microtomography, and optical imaging methods, for hydrogeology and reactive transport 

applications. 3D X-ray microtomography, especially, is widely used because of its high 
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resolution. The use of these imaging methods allows for visualising pore structures at the 

submicron resolution, enhancing the view into the complexity of the structure of porous 

media. 

 

 

 

 

 

 

 

 

 

 

Fig. (2.2) illustrates a 3D micro-CT (Computed Tomography) image of a limestone pore 

space, characterised by large, well-connected pores. These images make constructing the 

pore network models possible by representing the pores as spheres while the throats of the 

pores as the connecting cylinders to the pores of the medium (Blunt et al., 2013). However, 

as mentioned by (Navarre‐Sitchler et al., 2009), in some cases, a fraction of the pores are 

isolated such that connectivity to other surrounding pores is blocked, creating dead ends and 

no contribution to the effective porosity of the system.  

  

 

 

Figure 2.2: (a) Pore-space image of carbonate, and (b) shows the developed pore network 

model (Blunt et al., 2013). 
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• Solution Strategies for Pore-scale Approaches 

In the pore-scale model, first presented by (Bekri et al., 1995), the porous medium is 

described by void and solid voxels, named the “voxel method”. The local governing 

equations for the solute concentration are numerically solved through the finite difference 

method. The evolution of the rock-fluid interfaces is then calculated, and the changes in 

porosity or permeability are determined. The voxel method is sometimes replaced with a 

more efficient interface that accurately tracks the algorithms to simulate complex surface 

motions. The pore-scale model is centred on resolving the Stokes equation and the 

convection-diffusion equation, accompanied by conditions on the deposition or dissolution 

flux at the pore walls. 

Governing equations: 

For a steady-state flow through a porous medium Ω with a fluid phase Ω𝐹 and a solid phase 

Ω𝑆 separated by an interface Γ, the Stokes equation in the fluid phase is (Varloteaux et al., 

2013):  

 

𝜇𝛻2𝑣 + 𝛻𝑝 = 0     

           𝛻. 𝑣 = 0

}                   (2. 1)  

 

where 𝜇 is the fluid dynamic viscosity, assumed to be constant, 𝑝 is the fluid pressure, and 

𝒗 is the fluid velocity vector. For no-slip conditions at the fluid-solid interface, 𝒗 = 0. The 

solute flux is  

𝐽 = 𝑐𝑣 − 𝐷𝛻𝑐                 (2. 2) 

 

𝐷 is the solute molecular diffusion and 𝑐 is the volumetric solute concentration.  
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For no bulk chemical reaction, the local convection-diffusion equation in the fluid phase 

becomes: 

𝜕𝑐

𝜕𝑡
+ 𝛻. (𝑐𝑣 − 𝐷𝛻𝑐) = 0           (2. 3) 

 

And the boundary condition for the solute concentration at the interface is assumed to be a 

first-order surface reaction, given as 

𝑛. 𝐽 = 𝜅(𝑐 − 𝑐∗)          (2. 4) 

 

where 𝜅 is the local reaction rate constant, 𝑛 is the unit normal vector, and 𝑐∗ is the 

concentration of the solute at equilibrium. The normal displacement to the wall, caused by 

the reaction, which is proportional to the solute flux at the wall. 

𝜕𝑊

𝜕𝑡
= −𝛫𝑐𝜌𝐹𝜅(𝑐 − 𝑐

∗)             (2. 5) 

 

where 𝜌𝐹 is the fluid density and 𝐾𝑐 is the stoichiometric coefficient of the reaction. The 

velocity of this displacement is taken to be infinitesimal. 

A. Level Set Method (LSM) 

(Varloteaux et al., 2013) implemented the level set method (LSM) to simulate the complex 

surface motions, replacing the voxel method in (Bekri et al., 1995). The benefit of the level-

set method is its ability to deal with curves and surfaces on a fixed cartesian grid without 

parametrising the domains. Also, the LSM can track the locus of shapes with changing 

topology, even when the shapes split into two or more, or developing holes (Sethian and 

Smereka, 2003). Combining the pore-scale model with LSM yielded accurate result, though 

demands high computing time and limited pore volumes. 
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In the LSM, the solid-liquid interface is defined by a length function based on the usual 

cartesian grid system. A triangulated surface represents the interface at the zero level of the 

length/distance function. The interface is defined as the zero-level of the contour function 

𝜙(𝐱, 𝑡):  

𝛤 = {𝑥|𝜙(𝑥, 𝑡) = 0}            (2. 6) 

 

Nevertheless, the level set function satisfies the properties 𝜙 > 0 for phase 1 and 𝜙 < 0 for 

phase 2. And the chain derivation rule for 𝜙(𝐱, 𝑡) is: 

𝜕𝜙

𝜕𝑡
+ 𝛻𝜙.

𝑑𝑥 ′

𝑑𝑡
= 0            (2. 7) 

 

With unit normal vector pointing outward of the solid phase from the interface. The velocity 

of the interface is determined according to this relation: 

𝑉𝑖 =
𝑑𝑥 ′

𝑑𝑡
.
𝛻𝜙

‖𝛻𝜙‖
             (2. 8) 

 

where, 𝒙 is the position vector of the interface and ∥ ∥ is a sign showing the magnitude of 

the corresponding vector. The propagation velocity is related to the dimensionless 

displacement and Peclet number by 

𝑉𝑖 =
𝜕𝑊 ′

𝜕𝑡′
= Pe Da 𝑐 ′       (2. 9) 

where 𝑐′ =
𝑐−𝑐∗

〈𝑐〉−𝑐∗
 is the normalised solute concentration, Pe is the Peclet number, and Da is 

the Damkohler number; noting that Peclet number is a measure of the ratio of advective 

transport to mass diffusion rate, and Damkohler number is the characteristic residence to the 

reaction time of a fluid. Hence, the evolution of the level set function is  
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𝜕𝜙

𝜕𝑡
+ 𝑉𝑖‖𝛻𝜙‖ = 0             (2. 10) 

 

for a given initial geometry 𝜙(x, 𝑡 = 0). 

 

Fig. (2.3) shows the solution algorithm implemented by (Varloteaux et al., 2013). In the 

simulation, the coupled Stokes and convection-diffusion equations are solved following the 

same procedure as (Bekri et al., 1995): 

• The velocity field 𝑣𝑛 and the concentration field 𝑐𝑛 are estimated with the current 

interface level set function 𝜙𝑛. 

• The concentration at the interface is extrapolated from the field 𝑐𝑛 to estimate the 

interface propagation velocity. 

• The new interface 𝜙𝑛+1 is then calculated at time 𝑡𝑛+1 using the interface velocity and 

Eq. (2.10). 

• The new interface is then updated, and the porous medium is visualised. 

• The process is repeated until convergence. 
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Figure 2.3: Solution scheme of the reactive transport using pore-scale method combined with LSM 

(Varloteaux et al., 2013). 

 

B. Lattice Boltzmann Method 

Many studies have used the Lattice Boltzmann method in the simulation of reactive and non-

reactive transport in porous media, including dissolution and precipitation processes such as 

(Kang et al., 2006, Kang et al., 2007, Kang et al., 2010, He et al., 2000, Verhaeghe et al., 

2006, Verhaeghe et al., 2007, Patel et al., 2014). Most of these works, except (Patel et al., 

2014), considered heterogeneous reactions at the mineral grain boundary as flux from the 

boundary, making the separation of reaction and transport computations difficult, and 

consequently external geochemical codes are coupled. (Patel et al., 2014) approach is more 

efficient because its computation parallelisation is inherently localised and scalable for 

applications with high computation cost.  The heterogeneous reactions were treated as 

pseudo homogeneous reactions in their work, and they are incorporated as additional source-

sink terms in the fluid nodes close to the solid boundary. This technique makes it possible 
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for the sequential operation of transport and reaction step that enables the Lattice Boltzmann 

transport solver to be coupled with the external geochemical algorithm. 

Following the model presented by (Patel et al., 2014), the fundamental governing equations 

were extended to multicomponent transport, neglecting the electro-kinetic effects from 

charged species. The heterogeneous surface reactions that occur at the solid-fluid interface 

was expressed in terms of the species’ mass balance at the interface: 

𝐽𝑗 . 𝑛|𝛤=𝛤𝑠 = 𝑅𝑠𝑢𝑟𝑓
𝑗

       (2. 11) 

 

where 𝑅𝑠𝑢𝑟𝑓
𝑗

 is the surface reaction source-sink term for 𝑗 component. 𝑛|𝛤=𝛤𝑠 is normal unit 

vector to the boundary. For all aqueous species, a similar coefficient of diffusion was 

assumed to limiting the number of transport equations to only primary species. The transport 

equation for each component was then expressed as the stoichiometric sum of the 

concentrations of each component's primary and secondary species.  

 

In the work of (Gao et al., 2017b), the mineral reactions were described in a general form, 

and the rate of kinetic reaction on the reactive surface was proposed  as  

𝑅𝑘
𝑗
= 𝑘𝑟 𝑆 (∏𝐶𝑠𝑗

𝑛𝑗

𝑗

)  . [1 −
𝑄

𝑘𝑒𝑞
]       (2. 12) 

 

where 𝐶𝑠 is the concentrations of the fluid (gas or liquid) reactants on the mineral reactive 

surfaces, 𝑘r is the reaction rate constant (particular to each reaction), 𝑆 is the reactive surface 

of the mineral that is exposed to the fluid reactants, 𝑄 is the activity products relating to the 

concentrations of species, and 𝑘𝑒𝑞 is the effective equilibrium constant. 
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(Lasaga, 2014) proposed a general form of reaction rates, often used in geochemical 

simulation, as 

𝑅𝑘
𝑗
= 𝑘𝑟 𝑆 . [1 − 𝛺𝑗

𝜃]
𝜂
             (2. 13) 

 

where the empirical parameters, 𝜃 and 𝜂 indicate the dependence of the reaction rate on 

saturation ratio, Ω𝑗. For more details on available models for dissolution and reaction rates, 

the reader is advised to check the works of (Marty et al., 2015), who provided a database of 

precipitation and dissolution rates of clay minerals, and (Bethke, 1996, De Simoni et al., 

2005, Donado et al., 2009, Ajayi and Gupta, 2019) who provided several models for reaction 

rate constant, 𝑘r. 

Lattice Boltzmann method solves a discrete set of Boltzmann equations and recovers the 

advection-diffusion equation, for an incompressible flow, of the form in Eq. (2.3), but with 

a sink source. The collision term in the conventional Lattice Boltzmann – Bhatnagar Gross 

Krook (LB-BGK) approach is simplified by a linear term Ω𝐵𝐺𝐾 (Bhathnagor et al., 1954), 

and neglecting the external force, the equation becomes 

𝜕𝑡𝑓𝑖 + 𝑒𝑖 . 𝛻𝑓𝑖 = 𝛺
𝐵𝐺𝐾(𝑥, 𝑡)   

𝛺𝐵𝐺𝐾(𝑥, 𝑡) = −
1

𝜏
(𝑓𝑖 − 𝑓𝑖

𝑒𝑞)

}                       (2. 14) 

 

𝑓𝑖 represents the probability distribution function for a given particle along a velocity 

direction with unit vector 𝑒𝑖 in the 𝑖th direction dependent on the lattice type. 𝜏 is the 

relaxation time, and 𝑓𝑖
𝑒𝑞

 is the equilibrium distribution function. (He and Luo, 1997) further 

discretised Eq. (2.14) in space and time, and for passive scalar multicomponent mass 

transport. The applicable distribution function for each of the primary species is  
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𝑓𝑖
𝑗(𝑥 + 𝑒𝑖𝛥𝑡, 𝑡 + 𝛥𝑡) = 𝑓𝑖

𝑗(𝑥, 𝑡)𝛺𝐵𝐺𝐾(𝑥, 𝑡)   

𝛺𝐵𝐺𝐾(𝑥, 𝑡) = −
𝛥𝑡

𝜏
(𝑓𝑖

𝑗(𝑥, 𝑡) − 𝑓𝑖
𝑒𝑞,𝑗(𝑥, 𝑡)) }

 

 
                     (2. 15) 

 

where Δ𝑡 is the discrete-time step. The selection of the form of the equilibrium distribution 

function and the lattice type is dependent on the system of equations being solved. In the 

advection-diffusion equation being solved by (Patel et al., 2014), an orthogonal lattice D2Q5 

(2-dimensional domain with 5 separate velocities) was sufficient to satisfy the isotropy 

requirement for a 2D geometry Fig. (2.4a).  The corresponding discrete velocity vector for 

this lattice was given as 

𝑒𝑖  = { 

                𝑜,                                                𝑖 = 0

(𝑐𝑜𝑠
(𝑖 − 1)𝜋

2
, 𝑠𝑖𝑛

(𝑖 − 1)𝜋

2
) 𝑐,                  𝑖 = 1,2,3,4

                      (2.16) 

 

where 𝑒 = Δ𝑥 Δ𝑡⁄ , and Δ𝑥 is the distance between two lattice nodes. As referenced in Figs. 

(4b) and (4c), other forms of lattice mesh have been used by other authors. However, the 

D2Q9 lattice is widely used in the numerical solution of the advection-diffusion equation 

(Hiorth et al., 2013, Kang et al., 2006, He et al., 2000, Verhaeghe et al., 2006, Verhaeghe et 

al., 2007). Moreover, for low grid Peclet number (Pe < 10), a D2Q5 lattice can also be used. 

While, for a higher Peclet number (Pe > 10), the D2Q5 lattice is less accurate than D2Q9; 

nevertheless, its stability range is higher. Another key advantage of the D2Q5 lattice grid is 

that it requires less storage memory and computing time than the D2Q9 lattice, which can 

significantly gain performance for multicomponent transport simulations with large 

chemical species. 
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Figure 2.4: Lattice mesh and nodes (a) for a D2Q5 (Patel et al., 2014), (b) of D2Q4 and D2Q9 (Kang et al., 2007), and (c) 

for D3Q19 (Gao et al., 2017a). 

 

The equilibrium distribution function for first-order approximation to solve advection-

diffusion equation is sufficient, given by (Flekkøy, 1993, Patel et al., 2014) as 

𝑓𝑖
𝑒𝑞,𝑗(𝑥, 𝑡)  = 𝑤𝑖𝐶

𝑗  (1 +
𝑒𝑖 . 𝑢

𝑒𝑠2
)          (2.17) 

 

where 𝑤𝑖 are the weights for the distribution function along the 𝑖th direction and 𝑒𝑠 is the 

lattice pseudo-speed. The reader can check the works of (Patel et al., 2014, d’Humieres and 

Lallemand, 1987, He and Luo, 1997, Ziegler, 1993, Kang et al., 2006, Kang et al., 2007, 

Kang et al., 2010, He et al., 2000, Verhaeghe et al., 2006, Verhaeghe et al., 2007, Hiorth et 

al., 2013) for more details on this implementation. 
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C. Finite Element Methods 

In Discontinuous Galerkin (DG) finite element methods, the approximation of the solutions 

to differential equations is made through discontinuous piecewise polynomials, such that the 

boundary conditions are imposed weakly through bilinear forms. As explained by (Sun and 

Wheeler, 2006a) and demonstrated by other authors (Oden et al., 1998, Arnold, 1982, 

Rivière et al., 2001, Cockburn et al., 2000, Schötzau and Schwab, 2000, Schötzau et al., 

2003, Chen and Chen, 2004, Larson and Niklasson, 2004, Karakashian and Pascal, 2003), 

the DG methods have gained popularity, despite having larger degrees of freedom than 

conforming approaches, because they: (1) are conservative element-wise; (2) support 

unstructured meshes, variable degrees of local approximations, and other nonconforming 

spaces; (3) easily adaptable, allow for sharp posterior error indicators, and local errors; (4) 

have insignificant numerical diffusion; (5) are applicable in addressing  problems and 

discontinuities with rough coefficients in numerical simulations; (6) are robust and do not 

oscillate when there are high gradients; (7) are able to deliver exponential rates of 

convergence with the suitable meshing scheme; (8) are excellent in parallelisation because 

of the localised nature of their data communications; (9) provide substantial computational 

advantage when using explicit time integrations because their mass matrices are block 

diagonal for time-dependent problems. More so, by simply extending the flux average on 

the element faces, this method will provide a continuous flux field defined throughout the 

entire computation domain and efficiently allow coupling with conforming methods. 

The simulation of reactive transport in porous media using adaptive DG has been observed 

to effectively track the moving concentration fronts (Sun and Wheeler, 2006a, Sun and 

Wheeler, 2006b, Sun, 2003). Four primal DG methods have been implemented: Oden 
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Babuska Baumann- DG (OBB-DG) approach by (Oden et al., 1998), Symmetric Interior 

Penalty Galerkin formulation  (SIPG) by (Wheeler, 1978), Non-symmetric Interior Penalty 

Galerkin method (NIPG) by (Rivière et al., 2001, Riviere, 2000), and Incomplete Interior 

Penalty Galerkin (IIPG) (Sun, 2003, Dawson et al., 2004). The general formulation of the 

governing equation, with a source term, is presented below for completeness; the reader is 

advised to see the referenced works for more details about these schemes. 

(
𝜕𝜙𝑐

𝜕𝑡
, 𝑁)

𝐸
− ∫(𝑣𝑐 − 𝐷(𝑣)𝛻𝑐)

𝐸

 . 𝛻𝑁 + ∫ (𝑣𝑐 − 𝐷(𝑣)𝛻𝑐)
𝜕𝐸

 . 𝑛𝜕𝐸𝑁

= ∫𝑞𝑐∗𝑁 + 𝑟(𝑐) 𝑁
𝐸

       (2. 18) 

where 𝜙 is porosity, 𝑣 Darcy velocity, n𝜕𝐸 is the unit normal vector on element E, 𝑁 is the 

weighting function, 𝑟(𝑐) is the reaction term, and 𝑞𝑐∗ is the source term. 

 

Fig. (2.5) shows an unstructured FEM mesh for pore scale modelling of fluid flow in a 

porous medium (Akanji and Matthai, 2010). 

  

 

 

 

 

 

 

 

 
Figure 2.5: An unstructured FEM with adaptive refinement mesh having triangular and 

quadrilateral elements for 2D pore scale modelling of flow in porous media (Akanji and 

Matthai, 2010). 
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D. Smoothed Particle Hydrodynamics (SPH) 

This is one of the Lagrangian methods, which is a meshless discretisation of partial 

differential equations. In this approach, the discretisation of the computational domain with 

a set of points and the corresponding discretisation scheme is used for discretising the scalar 

or vector fields as functions of their values at these discrete points. The meshless 

discretisation scheme permits the discretisation points to be moved with the fluid velocity, 

even for non-uniform flow. A recent study (Tartakovsky et al., 2016) discretised the Navier-

Stokes (NS) and advection-diffusion equations for flow and reactive transport problems 

using the SPH discretisation scheme. In the Lagrangian coordinate system, the solution to 

the momentum conservation equation is simplified if the nonlinear inertia term is absent. 

Given a velocity field, discretising the advective term in the advection-diffusion equation 

will not cause numerical dispersion. Each discretised point with associated mass and density 

is assumed as the centre of the fluid particle. This discretisation scheme helps to reduce the 

Navier-Stokes equations to a system of ordinary differential equations for Newtonian 

particle dynamics. The sum of the forces between a particle and its neighbours is computed 

to determine the total force acting on each SPH particle. Hence, fluid-solid interactions can 

be easily achieved by adding a pair of molecular-like interaction forces to the force terms 

obtained after the SPH discretisation of the NS equations. For readers interested in using the 

SPH approach for modelling coupled flow and reactive transport problems, the work of 

(Tartakovsky et al., 2016) is worth reading. 

The SPH discretisation of the advective-diffusion-reaction equation of 𝑀 species, subject to 

an appropriate initial condition and the Robin boundary condition 𝐷𝑙𝐧 . ∇𝑐𝑙 =

𝑔𝑙(𝑐1, … , 𝑐𝑀, Ξ1, … , Ξ𝐿), presented by the authors are: 
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𝐷𝑚𝑖𝑐𝑖
𝑙

𝐷𝑡
= ∑

𝐷𝐼(𝑚𝑖𝑛𝑖 +𝑚𝑘𝑛𝑘) (𝑐𝑖
𝑙 − 𝑐𝑘

𝑙 )

𝑛𝑖𝑛𝑘  (𝑟𝑖 − 𝑟𝑘)2
𝑘∈𝛺𝑝

(𝑟𝑖 − 𝑟𝑘) . 𝛻𝑊(𝑟𝑖𝑘, ℎ)      

− 𝑚𝑖 ∑ 𝑔𝑙
2(𝑛𝑖 + 𝑛𝑘)

𝑛𝑖 + 𝑛𝑘
𝑘∈𝛺𝑠

. 𝛻𝑊(𝑟𝑖𝑘, ℎ)     (2. 19) 

where r𝑙 and g𝑙 are the homogeneous and heterogeneous reaction rates of species 𝑙, 

respectively. 𝑚𝑖 and 𝑛𝑖 are mass and particle density of particle 𝑖, respectively. 𝑚𝑘 and 𝑛𝑘 

are mass and particle density of particle 𝑘, respectively. 𝑊 is the SPH smoothing kernel, and 

Ξ𝑙 is the dimensionless surface concentration of species 𝑙 formed on the surface. 𝑟𝑖  is 

position vector of particle 𝑖, and 𝑟𝑘 is the position vector of the particle k. h is a small 

increment in distance. ∑  𝑘∈Ω𝑝  and ∑  𝑘∈Ω𝑠 are summations over all the fluid and solid 

particles, respectively. The interface evolves through the precipitation/accumulation of the 

surface species with the normal velocity. The precipitation and dissolution of the reaction 

product can be determined by tracking the masses of the solid, changing according to this 

equation: 

𝑑𝑚𝑖

𝑑𝑡
= −𝑚𝑖(𝐶

𝐴,0 + 𝐶𝐵,0) ∑ 𝑔𝑙
2(𝑛𝑖 + 𝑛𝑘)

𝑛𝑖 + 𝑛𝑘
𝑘∈𝛺𝑠

. 𝛻𝑖𝑊(𝑟𝑖 − 𝑟𝑘, ℎ)       (2. 20) 

 

For a reaction 𝐴 + 𝐵 → 𝐶𝑠, resulting in the formation of a solid phase 𝐶. 𝐶𝑙 is the mass 

fraction and 𝐶𝑙,0 is the initial mass fraction, for species 𝑙 = 𝐴, 𝐵. To determine the new solid 

particle position during precipitation, the closest fluid particle to the solid particle is replaced 

with a solid particle. And for dissolution, the solid particles with mass less than or equal to 

zero is replaced with fluid particles. Finally, the velocity of the newly formed fluid particle 

is determined using the SPH interpolation scheme 𝑣𝑖 = ∑
𝑣𝑘

𝑛𝑘
𝑊(𝑟𝑖𝑘, ℎ)𝑘∈𝑓+𝑠 , and the 
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concentrations are set to 𝐶𝑘
𝐴 = 𝐶𝑘

𝐵 = √𝐾𝑠𝑝, where 𝐾𝑠𝑝 is the solubility product. 

(Tartakovsky et al., 2007a, Tartakovsky et al., 2007b, Tartakovsky et al., 2008a) used a 

similar formulation to model the precipitation of calcium carbonate for the reaction between 

calcium chloride and sodium carbonate. 

 

In modelling complex transport processes, the use of the SPH method has some advantages. 

One of them is the triviality of treating interfacial problems compared with grid-based 

methods. This means that different fluid phases can be represented using different particle 

types. Also, within this context, the equations for the advection, diffusion, and reactions in 

the Lagrangian framework are reduced to diffusion and reaction equations, as the SPH fluid 

particles will advect the solute. Consequently, numerical diffusion is eliminated because of 

the discretisation of the advection term. 

 

One of the limitations of the SPH method is its high computation cost compared to the grid-

based methods. In discretising the spatial derivatives, more bordering particles participate in 

the computation than the grid-based methods. Another limitation is that SPH schemes may 

not be able to use higher-order discretisation schemes like the grid-based methods. Hence, 

the grid-based methods have higher accuracy and computational efficiency than SPH 

schemes for simple linear problems. However, for multiphase/multicomponent reactive 

transport problems, the SPH method may provide a superior advantage over the grid-based 

methods (finite element and finite volume). The use of adaptive resolution and consistent 

discretisation of the spatial derivatives can further enhance the accuracy of the SPH method. 
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2.2.1.2 Meso-Scale Approaches 

The standard macroscopic equations are not yet needed at the mesoscale because the fluid 

flow and solute transport processes are simulated at the pore scale, and the exact dynamics 

of the particle dynamics are not considered. To do this, first, a dummy representation of the 

porous medium is constructed, which consists of the pore bodies and throats of differing but 

connected geometries. Then, the possibility of simulating fluid flow and/or reactive transport 

of interest at the mesoscale through the network, with the implementation of the pertinent 

physics pore-to-pore. 

Pore Network Modelling (PNM) 

The first network model was constructed by (Fatt, 1956), who used the analogue between 

flow in porous media and a random resistor network. Since his presentation, the modelling 

approach has been improved upon the work of other researchers, including (Balhoff and 

Wheeler, 2009, Lopez et al., 2003, Blunt et al., 2002, Ryazanov et al., 2009, Yiotis et al., 

2006). It captures irregular lattices, arbitrary wettability, wetting layer-flow, and reactive 

transport. 

PNM provides the description of the flow and transport on the mesoscale because of the 

need to upscale from small-imaged size to larger domains. In this approach, the void space 

is approximated by a bonds network and nodes with an idealised geometry. In this simplified 

representation, the pore bodies are spherical, while the pore throats are represented as 

circular, square, or triangular channels. The difference between the nodes and pore throats 

and their corresponding simplified geometries eases the complexity and allows analytical or 

semi-analytical solution methods. 
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The representation of the actual pore space using both topological and geometrical 

characteristics strongly influences the simulation accuracy for each application. Generally, 

the different experimental methods for characterising the pore space can limit constructing 

the representative pore network. However, previous attempts demonstrated the importance 

of having a good representation of the geometrical properties of the porous media, including 

the locations of the pores and throats and the size and shape distributions of the pores and 

throats (Knackstedt et al., 1998, Bryant and Blunt, 1992, Oren, 1994).  

 

The computation of how the geometry evolves from the reaction is done through an iterative 

process based on porosity changes (Fig. 2.6). The flow field is first determined in step 1 for 

arbitrary differential pressure for a given initial pore network. Then, with the known mean 

interstitial velocity, the porosity and permeability of the pore network are determined. In 

step 2, the velocity field is adjusted through a linear correction applied to the differential 

pressure to the imposed Peclet number, Pe. The pore-scale transport coefficients are then 

determined for each pore body and throat. In step 4, the mass balance equation is solved over 

the whole network to specify each pore body's mean transverse profile parameter; see 

(Varloteaux et al., 2013) for more details. Finally, in step 5, how the geometry evolves is 

considered.  For consistency with the PNM assumptions, the evolution of the wall is 

averaged over each pore network’s element to retain the original shape of each element. 

Subsequently, the wall evolution is modified to have a porosity evolution that is controlled 

and small. Finally, the pore network is updated in an iterative process from steps 1 to 5 until 

convergence is reached as the geometry of the network becomes compatible with PNM. 
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Figure 2.6: The general scheme of the reactive transport resolution using PNM (Varloteaux et al., 2013). 

 

Constructing a PNM, representing a porous medium, is generally done in three ways: 

statistical reconstruction, grain-based method, and direct mapping model. In the statistical 

reconstruction technique, the construction of the 3D images can be achieved with 

information extracted from 2D pore space images. Then the 3D images of the actual pore 

space can be reconstructed with the knowledge of the pore’s geometrical properties using 

the truncated Gaussian random field method (Adler and Thovert, 1998). The structure of the 

pore network can be regular or an irregular 3D lattice Fig. (2.7). For example, Fig. (2.7a) 

shows a pore with a cubic lattice structure, with each pore body connected to six pore throats, 

while Fig. (2.7b) is an extracted image from microtomography. Thus, the coordination 

number is six, and there is a constant ratio between the pore body and the throat diameter. 

The diameters of the pore throat are generated randomly using a defined probability density 

function, and the coordination number and aspect ratio can be varied. 
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When constructing a  representative pore network of a porous medium, the selected 

probability density function should be able to reproduce geometrical properties required to 

replicate the medium's topology parameters, such as permeability and porosity. (Bekri and 

Vizika, 2006) recommended that the formation factor and the capillary pressure estimated 

through this modelling effort can be close in value to the actual porous media being 

considered since they are sensitive to its structure. This approach is possible if the pore 

networks can be directly constructed from a 3D image. If the experimental data comes from 

non-imaging techniques such as mercury intrusion porosimetry and gas adsorption, where 

the characteristics of the pore space are not available, the regular pore network construction 

technique is appropriate (Xiong et al., 2016). The reader can check the works of (Ioannidis 

and Chatzis, 2000, Adler and Thovert, 1998, Roberts and Torquato, 1999, Okabe and Blunt, 

2004, Yeong and Torquato, 1998)  for more details about this construction approach. 

 

Figure 2.7: Pore network models (a) reconstructed with a regular lattice to reproduce the real petrophysical 

properties in the porous media (Bekri and Vizika, 2006), and (b) extracted from microtomography (Youssef 

et al., 2007). 
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The grain-based model was introduced by (Bryant and Blunt, 1992, Bryant et al., 1993a, 

Bryant et al., 1993b). The model is based on random close packing of equally sized spheres, 

with equivalent networks having four or fewer coordination numbers. In the modelling 

approach, the uniform swelling of the spheres and allowance for overlapping represents 

diagenesis. In contrast, the movement of the spheres' centres closer to each other in the 

vertical direction and allowing for overlap of the spheres represent compaction. This 

approach can predict the properties of cemented quartz sandstones and water-wet sand packs, 

such as the capillary pressure, absolute and relative permeabilities, and electrical and elastic 

properties. However, the main disadvantage of this method is that it is primarily applicable 

to porous media with spherical grains of the same size. Meanwhile (Bakke and Øren, 1997, 

Oren et al., 1998, Lerdahl et al., 2000, Øren and Bakke, 2002)  extended the reconstruction 

method to simulate the packing of spheres with different sizes. In the same vein, attempts 

have also been made to integrate the extracted networks from images, at specific length 

scales, into a single two-scale network (Bultreys et al., 2015, Jiang et al., 2013, Mehmani 

and Prodanović, 2014). 

 

The direct mapping of the real image of the pore networks will often yield an irregular lattice, 

which allows for verifying the imposed physical assumptions for the simulation of fluid 

flow. The results of the flow simulations can be compared with a 4D imaging of mass 

transport in the medium. In this model, medial axis and maximal ball algorithms are used 

for constructing the irregular lattice model. For more details, read the paper by (Dobson et 

al., 2016). 
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2.2.1.3 Macro-Scale Approaches 

The macroscopic scale approaches assume the porous medium to be an averaged continuum. 

And in most of the studies on upscaling effective models that show the relationship between 

the pore-scale characteristics of the medium and/or other coupled processes to the upscaled 

equivalents are derived (Heße et al., 2009). Some of the upscaling approaches used included 

volume averaging, method of moments, homogenisation through multiscale expansions, and 

thermodynamically constrained averaging (Battiato et al., 2009). Hence, the fluctuations in 

the means of governing variables are often disregarded. Though these approaches establish 

links between physicochemical processes on different scales when the governing 

assumptions hold, they cannot validate these assumptions or provide the regions of a 

computational domain where the continuum model fails. 

  

(Battiato et al., 2009) used the volume averaging method to upscale mixing-induced 

precipitation in identifying sufficient conditions for the continuum-based reaction-diffusion 

equations. In the analysis, they presented a phase diagram that showed the range at which 

the macroscopic models are applicable. The phase diagram Fig. (2.8) showed that highly 

localised processes in porous media, including mixing-induced precipitation, are not worth 

using macroscopic models. This is because using such reaction-diffusion equations relies on 

approximations whose accuracy cannot be determined apriori. The upscaled equations are 

as follows: 

𝜙
𝜕⟨𝑐𝑖⟩

𝑙

𝜕𝑡
=
𝜀2

𝐷𝑎
𝛻. (𝜙𝐷𝑒𝑓𝑓 . 𝛻⟨𝑐𝑖⟩

𝑙) − 𝜙⟨𝑐1⟩
𝑙⟨𝑐2⟩

𝑙 + 𝜙𝐾⟨𝑐3⟩
𝑙 (𝑖 = 1,2)       (2. 21) 
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𝜙𝑞
𝜕⟨𝑐3⟩

𝑙

𝜕𝑡
=
𝑞𝜀2

𝐷𝑎
𝛻. (𝜙𝐷𝑒𝑓𝑓 . 𝛻⟨𝑐3⟩

𝑙) + 𝜙⟨𝑐1⟩
𝑙⟨𝑐2⟩

𝑙 − 𝜙𝐾⟨𝑐3⟩
𝑙

− 𝑞𝑎𝑣𝑙𝑙
𝐷𝑎𝑙𝑠
𝐷𝑎

(⟨𝑐3⟩
𝑙 − 1)        (2. 22) 

 

where 𝜙 is porosity, 𝑞 is Darcy flow rate, 𝑎𝑣 = |𝐴𝑙𝑠|/|℧| where 𝐴𝑙𝑠 = ℧ ∩ 𝑉1 and 𝑉1 ∈ ℧ , 

𝑙𝑙 is the pore-geometry length scale, 𝜀 = 𝑙1/𝐿𝑐 with 𝐿𝑐 being the macroscopic length scale 

associated with ⟨𝑐⟩ = 𝜙⟨𝑐⟩𝑙, 𝐷𝑒𝑓𝑓 is the effective diffusivity tensor, 𝐾 is a dimensionless 

quantity, 𝐷𝑎𝑙𝑠 is the Damkohler number for precipitation or dissolution process, and ℧ is 

size of the averaging volume. 

 

Figure 2.8: A phase diagram showing the range of applicability of macroscopic models for a reaction-

diffusion system in terms of the Da number. The macroscopic models are applicable in the blue region. In the 

red and orange regions, macroscale and microscale problems (Battiato et al., 2009). 

 

Conversely, in upscaling the pore-scale construction of advection and diffusion equations, 

where the reaction equations are formulated such that they are placed in the boundary 

conditions of the fluid-solid interface, (Battiato and Tartakovsky, 2011) used multiple-scale 
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expansions to ensure the macroscopic description of the process accurately represents the 

pore-scale processes. They also provided a phase diagram to establish the range of 

applicability of macroscopic models, using a different set of process and media properties. 

Still, they arrived at the same conclusions as to the previous work. The homogenised form 

of the advection-diffusion-reaction equation using this upscaling approach was presented as 

𝜙
𝜕⟨𝑐⟩𝐵
𝜕𝑡

= 𝛻. (𝐷∗𝛻⟨𝑐⟩𝐵 − 𝑃𝑒⟨𝑐⟩𝐵⟨𝑣⟩) − 𝜀
−1𝜙𝐷𝑎𝐾∗(⟨𝑐⟩𝐵

𝑎 − 1)         (2. 23) 

 

subject to the following conditions 

1. 𝜀 "1 

2. 𝑃𝑒 < 𝜀−2 

3. 𝐷𝑎/𝑃𝑒 < 𝜀 

4. 𝐷𝑎 < 1 

5. 〈𝜒〉𝛤 ≈ 〈𝜒〉𝐵∗ 

the dispersion tensor D* in Eq. (2.23) was given as 

𝐷∗ = ⟨𝐷(𝐼 + 𝛻𝑦𝜒)⟩ + 𝜀𝑃𝑒⟨𝜒𝑘⟩𝛻𝑥𝑝0        (2. 24) 

 

while the closure variable with zero mean is defined as the solution to the local problem: 

 

−𝛻𝑦. 𝐷(𝛻𝑦𝜒 + 𝐼) + 𝜀𝑃𝑒𝑣0𝛻𝑦𝜒 = 𝜀𝑃𝑒(⟨𝑣0⟩𝐵 − 𝑣0) , 𝑦 ∈ 𝐵         (2. 25) 

 

−𝑛.𝐷(𝛻𝑦𝜒 + 𝐼) = 0 , 𝑦 ∈ 𝛤         (2. 26) 

 

where 𝑣0 = −𝑘∇𝑥𝑝0,  𝑝0 is pressure, 𝑘 is permeability, 𝜀 is a length-scale parameter, 𝜒 is 

the closure variable, and 𝐼 is the identity matrix. The constraints listed above is critical in 

ensuring the separation of scales. The first constraint is a common observation in several 
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practical applications, and the remaining four are dependent on the relative importance of 

the transport's diffusive, reactive, and advective processes. 

 

• Solution Strategies for Macro-Scale Approaches 

In recent years, efforts to develop numerical solutions for reactive transport processes have 

focused on how to couple the reaction and transport terms (Yeh and Tripathi, 1991). In the 

effort to develop such algorithms, several methods have been proposed, dating back to those 

presented by (Rubin, 1983). The most rigorous of these algorithms is the attempt to solve 

the governing equations simultaneously. In this work, three commonly used numerical 

solution methods are discussed. 

 

A. Finite Volume Scheme 

(Hao et al., 2012b) presented an integrated finite difference solution for a multiphase, 

multicomponent heat and mass flow and reactive transport in both unsaturated and saturated 

porous media. Similar model and approach have been implemented before their works or are 

integrated into the robust codes NUFT (Nonisothermal Unsaturated-saturated Flow and 

Transport), such as the work of (Pruess, 1991, Nitao, 1998, Nitao, 2000, Yeh and Tripathi, 

1991, Xu et al., 1999, Mills et al., 2007, Nichols et al., 1997, Xu, 1998).  

 

One outstanding feature of the NUFT model is its capability to handle the disappearance and 

appearance of any of the three fluid phases that may occur during evaporation or 

condensation or immiscible fluid displacement processes. To approximate flow in fractured 

porous media effectively, NUFT considered using the effective continuum model, which has 
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been described extensively earlier, along with the dual-porosity model. The dual 

porosity/permeability model describes the fracture and matrix systems as two separate 

overlapping continua, where multiphase flow and heat transfer equations are conceptually 

addressed in both. In addition, each continuum will have a set of its mass and energy balance 

equations. For more details on this approach and other relevant equations, the reader is 

advised to check the following references: (Hao et al., 2012b, Buscheck et al., 2003, 

Buscheck et al., 2006, Buscheck et al., 2009). 

  

The finite volume method was applied to discretise the partial differential equations, 

governing each sub-model's mass and energy balance equations, and an implicit scheme for 

the time integration because of its numerical stability. At each time step, the nonlinear 

system of equations, which results from the discretisation, are solved using the Newton-

Raphson algorithm. Each nonlinear iteration step requires solving a set of linear algebraic 

equations. Therefore, multiple linear solvers and decomposition options, including Gauss 

elimination preconditioned conjugate method, block Gauss-Seidel preconditioning, and 

incomplete block LU (Lower-Upper) decomposition were implemented in NUFT. In 

addition, the numerical stability, robustness, and accuracy of the algorithm were further 

enhanced through some special numerical techniques, including primary variable switching, 

basis-species switching, artificial diffusion technique, and flux-correction methods to reduce 

numerical dispersion. 

  

The critical issue in numerical simulations of reactive transport is the coupling of the 

transport and reaction models accurately and efficiently. Generally, most available 
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numerical algorithms proceed into forms: global implicit and operator splitting methods. The 

operator-splitting method separates the transport and chemical models and then sequentially 

solves them. The representative numerical implementations for this method include 

sequential iterative and sequential non-iterative approaches. The iterative approach includes 

iterations for convergence between two solution steps, which requires more CPU (Central 

Processing Unit) time but has more accurate solutions than the non-iterative method. In the 

global implicit method, there is a full coupling between the transport and chemical reaction 

equations, and they are solved simultaneously. Though the computation cost of the global 

implicit method is high, it effectively coupling physical and chemical processes without any 

inconsistency. 

 

The coupling between the two models is often done with a time-marching sequential solution 

procedure to reduce the high computation cost in simulating flow and reactive transport 

processes. This approach avoids the computation of a large Jacobian matrix present in a fully 

coupled flow and transport procedure. Given a time step, the flow model's mass and energy 

balance equations are solved first, and the flow variables are then calculated and 

incorporated into the reactive transport equation. After that, the reactive transport simulation 

is then performed using the same flow variables for the time step. Because the chemical 

reactions time scale is often smaller than flow processes, multiple time steps are usually 

required for reactive transport calculations to reach the given flow time step. At the end of 

the computation, porosity and permeability changes caused by the chemical reactions are 

then updated in the flow equation for the next time step. It should be noted that this same 

algorithm can be applied to the finite element method as well. 
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B. Mixed Finite Element Method 

(Arbogast et al., 1996) presented a flow and reactive transport simulator called PARSIM 

(Parallel Simulator). In this work, the simulation of the transport and reactions of dissolved 

chemical species in the groundwater was done. The time splitting method was used for the 

advection, diffusion, and reaction coupled equations. The method of characteristics and the 

higher-order Godunov method were provided as options to treat the advection problem. In 

contrast, the mixed finite element method was used to discretise the diffusion equation. 

Reactions were handled separately as a differential-algebraic system of equations. The 

Godunov scheme is applicable when the reactive time steps are of the order of a CFL 

(Courant Friedrichs Lewy) time step. The Godunov mixed finite element scheme and the 

characteristic-mixed method have also been implemented for other advection or diffusion 

problems by (Arbogast et al., 1994, Arbogast and Wheeler, 1995, Dawson, 1995, Dawson, 

1993). 

 

C. Upscaled Smoothed Particle Hydrodynamic Method 

Mesh-free smoothed particle hydrodynamics approach was used by (Battiato et al., 2009, 

Tartakovsky et al., 2007a, Tartakovsky et al., 2007b) to solve the upscaled advection-

diffusion-reaction equations of M species. The macroscopic quantities were computed from 

the micro-scale simulations by averaging them over a representative volume, whose 

characteristic dimension is such that the characteristic radius is far greater than the pore-

geometry length scale. The representative volume was defined as the averaging volume with 

the minimum radius beyond which the porosity remains invariant with increasing averaging 

volume. The intrinsic average solute concentration was determined as 
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⟨𝑐1⟩
𝑙(𝑥) =

1

𝑁(𝑥)
∑𝑐1(𝑦𝑏)𝑊𝑥,𝑟0(𝑦𝑏)

𝑏∈𝑉

            (2. 27) 

 

where N is the number of liquid SPH particles contained in the representative volume 𝑉, 𝑦𝑏 

is the position vector of particle 𝑏, and 𝑊𝑥,𝑟0(𝑦𝑏) is a weighting function. 

2.2.1.4 Hybrid Approach 

Macroscopic models for flow and reactions in porous media sometimes fail to describe 

observed phenomena in experiments. At the same time, the corresponding pore-scale 

approaches can accurately capture the observed events, although they may be 

computationally expensive. Most multiscale models that seek to couple both upscale and 

microscopic approaches require empirical closure relations about the behaviour of the 

quantities at pore and continuum scales (Christie, 1996, Efendiev and Durlofsky, 2003, 

Langlo and Espedal, 1994). On the other hand, (Battiato et al., 2011) proposed a general 

framework for the iterative hybrid numerical method that couples the microscopic and 

macroscopic scales without any empirical closure. The formulation assumes the exchanged 

fluxes at the internal boundaries between the microscopic and macroscopic scale domains 

are unknown and permits iteratively determining the necessary boundary conditions at the 

microscopic scale to guarantee flux continuity. 

  

One of the benefits of the hybrid simulation scheme is that it provides significant speed-up 

in simulations where pore-scale simulations are necessary locally in the computational 

domain. This is possible because of the low cost of the continuum scale simulations, which 



95 
 

is applied for most of the computational domain. Furthermore, as noted by (Alexander et al., 

2002), choosing a hybrid algorithm provides a great benefit when the interfacial region of 

interest is very small compared to the entire computational domain. The hybrid formulation 

is applicable for Darcy flow in the medium (Battiato et al., 2009, Battiato et al., 2011).  

 

The hybrid pore-scale/continuum-scale algorithm developed by (Battiato et al., 2011) has 

three dependent variables that satisfy a system of coupled partial-differential equations: 

𝜙
𝜕𝑐̄

𝜕𝑡
+ 𝜙𝛻. (𝑉𝑐̄) = 𝛻. (𝑫∗𝛻𝑐̄) − 𝐾𝑒𝑐̄      𝑥 ∈ 𝛺

𝑇     𝑡 > 0     (2. 28) 

𝜙
𝜕𝑐̄

𝜕𝑡
=

1

𝜙‖𝛺𝑝‖
∫ 𝑞𝑛𝑑𝑥
𝛤𝑙𝑙

−
1

𝜙‖𝛺𝑝‖
∫ 𝒦  𝑐𝑑𝑥
𝛤𝑠𝑙

𝑥 = 𝑥∗     𝑡 > 0        (2. 29)    

𝜕𝑐

𝜕𝑡
+ 𝛻. (𝑣𝑐) = 𝑫∗𝛻2𝑐 𝑥 ∈ 𝛺𝑝      𝑡 > 0           (2. 30) 

−𝑛.𝑫∗𝛻𝑐 = 𝒦 𝑐      𝑥 ∈ 𝛤𝑠𝑙       𝑡 > 0          (2. 31)    

𝑛. (𝒟𝛻𝑐 − 𝑣𝑐) = 𝑞𝑛    𝑥 ∈ 𝛤𝑙𝑙      𝑡 > 0             (2. 32)          

 

where 𝑐 = 𝑐′ + 𝑐̅ is the pore-scale concentration, 𝑐̅ being the mean concentration and 𝑐′ the 

fluctuation, 𝒟 is the molecular diffusion, 𝐷∗ is the dispersion tensor, 𝒦 is the reaction rate 

constant for a surface reaction, 𝑛 is the outward unit normal vector of the solid-fluid interface 

𝛤𝑠𝑙
𝑇. 𝑞𝑛 is the flow rate, 𝐾𝑒 is the effective reaction rate, 𝛺𝑝 ⊂ Ω is the computational 

subdomain where pore-scale simulation is required, 𝑡 is time.  

 

The initial and boundary conditions on the computation domain are also added to these 

equations. It should be noted that porosity is assumed to be constant in this formulation. In 
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a case where porosity evolves, the equation can easily be modified to account for that, unlike 

other multiscale approaches that decouple the two descriptions (pore-scale and continuum 

scale) by using closure assumptions to show the undetermined pore-scale flux 𝑞𝑛 based on 

its continuum scale correspondence. One form of strategy representing the pore-scale 

concentration is the sum of its average and the corresponding fluctuations. Other techniques 

are linearising the concentration function, postulating a numerical or analytical closure for 

the corresponding fluctuations, and imposing boundary conditions on the interface. 

 

The hybrid strategy employed by (Battiato et al., 2011) computes the undetermined pore-

scale flux with no assumption of the pore-scale behaviour and without linearising the general 

reactive term if present. Hence, the pore-scale concentration is obtained from Eq. (2.29) by 

solving the transport problem defined in the subdomain. And the boundary condition 

𝑛. 𝐷∇𝑐 = ℋ𝑐 (ℋ is the reaction rate constant for a surface reaction) is now represented on 

the union of all the solid-liquid surfaces contained in the subdomain. While on the fluid-

fluid segments, the mass conservation requires that  𝑛. (𝐷∇𝑐 − 𝒗𝑐) = 𝑞𝑛. 

2.3 Evolution of Continuum-Scale Parameters 

Parameterisation of an evolving porous medium can be challenging, especially in the 

continuum scale. To capture such a phenomenon, some tools have been proposed. This 

section presents a review of common methods available in the literature to parameterise 

evolving parameters for simulations of reactive transport such as porosity, transport 

parameters, and the existing relationships among the rate of flow and transport processes. 

These processes are discussed at the pore-scale, although with a significant impact at the 

macroscale. 
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2.3.1 Porosity Evolution in Porous Media 

As mentioned in the previous section, as the minerals dissolve and/or are precipitated, it can 

lead to changes in the porosity of the porous media. Estimating the total change in porosity 

at the macro-scale is determined at any point in time, based on the volume fractions of the 

mineral that make up the grain matrix, as (Appelo and Postma, 2005, Hommel et al., 2018) 

𝜙 = 1 −∑𝜑𝑖

𝑁𝑚

𝑖

              (2. 33)         

It is worth noting that this equation defines total porosity, while effective porosity is not 

addressed. In a situation where the mineralogical composition of the media is unknown, and 

the dissolution of few phases contributes to porosity changes, the equation below can be 

applied.  

𝜙 = 1 − 𝜑𝑁𝑅 ∑𝜑𝑖

𝑁𝑚,𝑟

𝑖

                 (2. 34) 

 

𝜑𝑁𝑅 is the volume fraction of the non-reactive minerals, and 𝑁𝑚,𝑟 is the number of reactive 

minerals, and 𝜑𝑖 is the mineral volume fraction of a mineral phase. Hence, the change in 

porosity with time can be determined from 

𝑑𝜙

𝑑𝑡
= −∑

𝑑𝜑𝑖
𝑑𝑡

𝑁𝑚,𝑟

𝑖

            (2. 35) 

 

The effective porosity of the medium can also be updated through a similar procedure. One 

of the limitations of the previous equation is that it fails to provide any detailed description 

of the structural evolution of the pore, although it accurately provides a description of the 
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foregoing processes. However, other attempts have developed macro-scaled relationships to 

describe the evolution of the pore structure indirectly.  

2.3.2 Diffusivity and Tortuosity as Functions of Porosity 

When there is an absence of the advective fluxes, diffusion dominates the transport of solute. 

Therefore, for deep geologic repositories, the dominant transport process must be diffusion. 

And to better understand the degradation process of cementitious materials at the interface 

of clay and cement in radioactive waste repositories, efforts have been applied using reactive 

transport modelling (Dauzères et al., 2019, Savage, 2013, Jenni et al., 2017, Gaucher and 

Blanc, 2006). However, it should be noted that the diffusion properties of the media are 

liable to vary as the porosity and tortuosity evolve because of dissolution and precipitation 

processes. As defined by (Bear, 1988), tortuosity is the ratio of the path taking by the solute 

in water to that followed through the rock. 

Several reactive models have been established to describe the correlation between tortuosity 

and porosity and the direct influence of porosity on diffusion. In these relationships, which 

are mainly applicable to evolving porous media, the effective diffusion coefficients are 

determined from porosity, which is easy to measure. One of the relationships often used is 

Archie’s law which shows the dependence of porosity on the pore diffusion coefficient.  The 

simplest form of the relationship between tortuosity and porosity is  

𝜏𝑙 = 𝜙
𝑛𝑐             (2. 36) 

 

where is 𝜏𝑙 tortuosity, 𝜙 is porosity and 𝑛𝑐 is the cementation factor. Recall that the saturated 

aqueous phase effective diffusion coefficient is (Seigneur et al., 2019):  
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𝐷𝑙
𝑒 = 𝜙𝜏𝑙𝐷𝑙

0         (2. 37) 

 

A generic form of relationship for the liquid-phase effective diffusion coefficient is 

presented in this paper in Eq. (2.38). This relation reduces to the form presented by (Seigneur 

et al., 2019) when 𝑘 = 2 and (Oelkers, 2018) when 𝐷𝑙
𝑚𝑖𝑛 = 0:  

𝐷𝑙
𝑒 = 𝜙𝑒

𝑘𝐷𝑙
0 + 𝐷𝑙

𝑚𝑖𝑛             (2. 38) 

 

where 𝐷𝑙
0 is the pure water diffusion coefficient, 𝐷𝑙

𝑚𝑖𝑛 is the matrix effective diffusion 

coefficient, 𝑘 is an empirical parameter, and 𝜙𝑒 is the effective porosity, defined as  

 

𝜙𝑒 = {
𝑎(𝜙 − 𝜙𝑐𝑟𝑖𝑡)

𝛽 𝜙 ≥ 𝜙𝑐𝑟𝑖𝑡
0 𝜙 < 𝜙𝑐𝑟𝑖𝑡

                 (2. 39) 

 

The constant 𝑎 is a fitting parameter, β is the scaling exponent, as defined by (Stauffer and 

Aharony, 1985, Ellis and Wright, 2006), and 𝜙𝑐𝑟𝑖𝑡 is a critical porosity. Another form of 

relationship for estimating effective porosity was presented by (Tarafdar and Roy, 1998) as: 

𝜙𝑒 = 𝜀𝜙                    (2. 40)  

where 𝜀 is the pore connectivity fraction. 

 

There are other forms of relationships for tortuosity, including an exponential relationship 

with porosity, which are not covered in this review. For an unsaturated condition, 

(Millington and Quirk, 1961) showed that phase saturation is a variable that affects 

tortuosity. They presented an empirical model of the form: 

𝜏𝛼 = 𝑆𝛼
7/3
𝜙1/3            (2. 41) 
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Eq. (2.41) shows that tortuosity has a strong nonlinear relationship with saturation, 𝑆𝛼, which 

(Millington, 1959)  derived for gas diffusion in porous media. However, in most reactive 

transport simulations, the relation proposed by (Millington and Quirk, 1961) in modelling 

the diffusion through the liquid phase is adopted. On the other hand, the application of this 

model to unsaturated conditions is questionable. A review of several models for unsaturated 

conditions was presented by (Chou et al., 2012) and affirmed the inaccuracy of the 

Millington-Quirk model.  

 

When applying reactive transport modelling, the deterioration of cementitious materials is 

enhanced by dissolution reactions, driven by the solute diffusion into these materials. The 

extent of degradation into these materials is dependent on the cementation factor or the type 

of feedback law used. This is because the diffusion of calcium into the affected areas strongly 

impacts the dissolution rates of the primary minerals. In other studies on reactive transport, 

the extent of the degradation in the material was estimated using either Archie's law (Georget 

et al., 2018, De Windt and Badreddine, 2007, Li et al., 2017, Galíndez et al., 2006, Chagneau 

et al., 2015) or an exponential correlation (Mainguy et al., 2000, Seigneur et al., 2017) for 

the description of the relationship between evolving porosity and tortuosity variation. 

However, the selection of the cementation factor used in these studies is strongly dependent 

on the materials being considered. Other relevant contributions on this topic include the 

works of (Maxwell, 1881, Petersen, 1958, Tomadakis and Sotirchos, 1993). 

 

In most modelling studies, the initial porosity and tortuosity, representing the state and type 

of the material of interest, are imposed. These empirical relations are then used to compute 
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how the diffusion parameters evolve in the process. In these attempts, curve-fitting of the 

early time data or independent approaches is used to determine the media's initial diffusion 

properties. Knowing that dissolution within the regime-controlled by diffusion occurs 

uniformly in the domain can cause a slight increase in tortuosity. Using this technique has 

resulted in a close agreement between modelling and experimental data. However, it is often 

difficult to know the dynamic interactions between precipitation and dissolution processes 

and the consequent effects on tortuosity and diffusion parameters when both occur 

simultaneously. Others attempt to tune the empirical factors of the precipitation reaction 

artificially (Huet et al., 2010, Chagneau et al., 2015, Brunet et al., 2013), modify the 

parameters defining the reactivity (Jacquemet et al., 2012) or employ other empirical 

relations (Walsh et al., 2013) to mimic breakthrough curves and degradation extent in 

materials under carbonation process.  

 

Following these modelling approaches, their results have been consistent with pore-scale 

simulations. Hence, it suggests that localised precipitation of minerals can significantly 

affect the paths of diffusion. Consequently, it is evident from the foregoing that the effect of 

precipitation reactions on diffusion is not easy to capture compared to the impact on 

dissolution. Also, it can be implied that the reactions of different pore materials to these 

reactive processes strongly depend on the state of their initial pore structures. In this light, 

porous media having high initial tortuosity and small pore throats are highly sensitive to 

actions of precipitation (Seigneur et al., 2017, Brunet et al., 2013, Kutchko et al., 2007, 

Huber et al., 2014). Furthermore, it suggests that using a specific correlation between 

tortuosity and porosity for all materials may not be advisable because different materials 
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respond to dissolution and precipitation reactions differently. However, understanding the 

impacts of these reactions on the diffusivity of materials remains unresolved because of the 

coupled nature of these reactions. 

2.3.3 Permeability as a Function of Porosity 

The advection driven transport regime is influenced by the evolution of the permeability of 

the porous media. In this regime, porosity alteration can affect permeability, and thus, the 

fluid flow patterns, which can impact the degree of chemical fluctuations that can alter the 

nature and structure of the medium. Hence, using relationships that can capture the impact 

of evolving porosity on permeability is often advised. One prominent power-law relation is 

the Kozeny-Carman model (Hommel et al., 2018, Appelo and Postma, 2005), which can 

simulate permeability evolution affected by the dissolution and precipitation of minerals. Its 

commonly used form is: 

𝑘 = 𝑘0
𝜙3

(1 − 𝜙)2
(1 − 𝜙0)

2

𝜙0
3             (2. 42) 

 

where 𝑘0 and 𝜙0 are the initial permeability and porosity, respectively, other forms of power-

law models have been used extensively to model permeability evolution (Hommel et al., 

2018). In the modelling efforts, capturing the evolution of diffusivity is challenging. Within 

regions where diffusion dominates, there is a measure of stability in the reaction fronts. On 

the other hand, within the regimes dominated by advection, the distribution of flow rates is 

affected by pore-scale heterogeneities, which can cause the fronts to be unstable. 

Alternatively, it is common to use cubic relations for permeability evolution related to the 

local fracture aperture. This form of relationship has long been used, dating back to the work 



103 
 

of (Witherspoon et al., 1980). (Oron and Berkowitz, 1998) generalised the local cubic law 

for rough fractures. For more details on this topic, the reader is referred to the work of (Deng 

and Spycher, 2019). 

 

Furthermore, as pointed out by (Hommel et al., 2018), it is worth noting that generally the 

use of the simple power law model, provides similar accurate permeability predictions as the 

more complex models. However, with increased porosity reduction, there is a great disparity 

between them and the simple power law model. Hence, it is recommended that the simple 

power laws be used as default for modelling an evolving medium. While more complex 

models be used to capture known processes alongside the porosity evolution of the medium. 

2.3.4 Evolution of Reactive Surface Area 

Mineral dissolution and precipitation not only result in modification of the transport 

properties, but they also alter reactivity, causing the reaction rates to be enhanced or 

decreased.  Understanding the evolution of reaction rates is equally important as knowing 

how the transport parameters evolve. Therefore, it is critical to have an adequate description 

of the reaction rates to capture concentrations and loadings of the solutes for the long term. 

Also, having a proper definition of reactions is essential for pH-buffer reactions to capture 

the interactions with the flow and transport processes. To describe reactivity, the reactive 

surface area of the minerals is often used. As observed by (Emmanuel and Berkowitz, 2007, 

Liu et al., 2008, Landrot et al., 2012, Peters, 2009, Lai and Krevor, 2014, Deng et al., 2018), 

several factors affect the reactive surface area, including grain size, exposure of the mineral 

to pore fluid, degree of occlusion, surface roughness and etch-pits. However, the presence 

of multiple phases causes the surface fraction to differ significantly from its fractional 
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volume (Lai and Krevor, 2014). Furthermore, the flow state can increase the formation of 

more reactive zones, consequently contributing to alterations of reactive areas from the 

geometric surface area; thereby, the effective reactive surface area is controlled (Jung and 

Navarre-Sitchler, 2018). 

  

Different mathematical modelling attempts have been made to describe how the surface 

evolves. One of the simplest models assumes the dissolution of a spherical grain is uniform, 

and the surface area has an inverse proportionality relationship to its radius. Based on this 

relationship, (Steefel and Lichtner, 1998) proposed that the exponent of the power-law 

relationship between surface area evolution (𝑆) and porosity (𝜙) be two-third.  

𝑆 = 𝑆0 (
𝜙

𝜙0
)
2/3

             (2. 43) 

 

where 𝑆0 and 𝜙0 define the surface area and the porosity, respectively. This same 

relationship has been used on the continuum scale, although it was derived based on a single-

grain assumption. In some instances, the reduction in reactivity and surface area as 

dissolution proceeds is intuitively assumed; unfortunately, this assumption fails in some 

cases. The reactive surface area can also be increased through the dissolution processes, as 

observed by (Noiriel et al., 2009). He noticed that dissolution reactions could have the same 

effect of etch pits on the mineral surface area, thus increasing the reactive surface area. 

Another power-law relationship for describing the evolution of the surface area with porosity 

was presented by (Luquot and Gouze, 2009): 

𝑆 = 𝑆0 (
𝜙

𝜙0
)
−𝑤

           (2. 44) 
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where 𝑤 is a fitting parameter. The reader is also advised to check the work of (Noiriel et 

al., 2012, Molins et al., 2014, Molins et al., 2019, Ritchie, 1994, Wunderly et al., 1996, 

Lefebvre et al., 2001, Mayer et al., 2002, Steefel and Lichtner, 1994, Steefel and Lichtner, 

1998, Deng et al., 2016, Dentz et al., 2011a, Luhmann et al., 2014, Appelo and Postma, 

2005) for more details. 

 

The reactive surface area of the primary minerals can also be affected by the secondary 

minerals precipitated, which can cause the passivation to the reaction surface. Capturing this 

passivation can be challenging because of the complexity in the surface morphology of the 

secondary phases. Conceptually, it can be viewed that the reactivity of the phases of the 

primary minerals can be linked to the fractional volume of the secondary minerals. (Jeen et 

al., 2007) presented an exponential decay function to describe the evolution of the reactive 

surface of iron present in a permeable reactive barrier: 

𝑆 = 𝑆0 𝑒𝑥𝑝(−𝑎𝜑𝑝)          (2. 45) 

 

where 𝜑𝑝 represents the total volume fraction of precipitated secondary carbonate minerals, 

𝑎 is a fitting parameter, and 𝑆0 is the initial surface area. (Harrison et al., 2016, Daval et al., 

2009, Noiriel et al., 2012) are other relevant studies on the evolution of reactive surface area 

during mineral precipitation that the reader can check for more details. 

2.3.5 Thermal, Hydrological, Mechanical and Chemical (THMC) Coupled Model 

This is the most recent and developed model used to assess some subsurface applications 

such as oil/gas production, geothermal reservoir and repository of nuclear waste, where heat 

and fluid transfer take an essential role in the process. The original versions of this model 
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were THC and THM, which both imitate the interaction between two critical couplings 

processes such as heat transfer, hydraulic fluid flow, mechanical deformation, and chemical 

reactions in geological repositories. The "coupling" term indicates that it is a two-way 

process of interaction where one process will affect and initiate other processes (Lanru and 

Xiating). Some examples of those coupling are TM (temperature effect on mechanical 

deformation), TC (temperature effect on chemical reactions), HC (fluid transport effect on 

chemical reactions) and HM (fluid pressure effect on mechanical deformation) (Zheng et al., 

2017). A full THMC coupled model was developed to illustrate the interaction between the 

mechanical and chemical processes over THM and THC models. The model is based on a 

numerical analysis which allows the imitation of complex couplings interactions.  

 

In the engineered barrier system, clay minerals are generally used as a buffer because of their 

high retention capacity, low thermal conductivity, along with low permeability, and 

diffusion coefficient. Through time, the performance of the clay repository is affected by 

complex thermal, hydrological, mechanical and chemical (THMC) processes (Zheng et al., 

2012). The clay will be subjected to several changes in temperature and hydration level as 

heat is released from the radioactive waste through the radionuclide decay phenomenon and 

water filtration from neighbour rocks. In addition, chemical reactions, formation damage 

and multiphase flow might also take place and disturb the integrity of the repository.   To 

establish a mathematical formulation for the full THMC model, balance equations were 

developed based on the THM model and then a chemical formulation was added to it. 
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2.3.5.1 THM Theoretical Formulation 

This model is done by (Olivella et al., 1994), and it is based on the theoretical model of 

multiphase and species, which describes the mechanics of fracture geomaterials. The model 

considers the porous medium as solid, liquid and gas phases. The precipitated minerals 

represent the solid phase; the liquid phase contains water and dissolved chemicals, while dry 

air and water vapour make up the gas phase (Gens et al., 2010). Two coupling processes are 

established in this model, the thermo-elasticity process (T-M), which imitates thermal stress 

and expansion of solids, and the poroelasticity process (H-M), which imitates the 

deformation of porous media (Lanru and Xiating). Hook’s, Fourier’s, and Darcy’s laws were 

used to define elasticity deformation, heat transfer and fluid flow, respectively. 

Subsequently, balance equations are made as below: 

𝜕

𝜕𝑡
[𝜌𝑠(1 − 𝜙)] + 𝛻. 𝑗𝑠 = 0                       (2. 46) 

𝜕

𝜕𝑡
(𝜌𝑙𝜙) + 𝛻. 𝑗𝑙 = 𝑓

𝑤                                (2. 47) 

𝜕

𝜕𝑡
[𝐸𝑠𝜌𝑠(1 − 𝜙) + 𝐸𝑙𝜌𝑙𝑆𝑙𝜙] + 𝛻. (𝑖𝑐 + 𝑗𝐸𝑠+𝑗𝐸𝑙) = 𝑓

𝑄              (2. 48) 

𝛻. 𝜎 + 𝑏 = 0                                                 (2. 49) 

 

where 𝜙 is porosity, 𝜌𝑠 is solid density, 𝜌𝑙 is liquid density, 𝑗𝑖(𝑖 = 𝑠, 𝑙) total mass flux, 𝜎 is 

stress tensor, 𝑏 is body force vector, 𝐸𝑖(𝑖 = 𝑠, 𝑙) is specific internal energy, 𝑗𝐸𝑖(𝑖 = 𝑠, 𝑙) is 

energy flux due to mass motion, 𝑓𝑤 and 𝑓𝑄 are sink/source terms for water mass and energy, 

respectively. 𝑖𝑐 is conductive heat flux (Gens et al., 2010). 
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2.3.5.2 Chemical Formulation 

This model is used to describe the equation of chemical species reactive transport, and it is 

formulated based on the mass continuity of those chemicals in the porous medium (Gens et 

al., 2010, Olivella et al., 1994). The chemical model will account for the chemical reactions 

of cation exchange, acid/base, aqueous complexation, surface complexation and minerals 

dissolution/precipitation (Zheng et al., 2008, Zheng et al., 2012)  

 

𝜕

𝜕𝑡
(𝜙𝑆𝑙𝜌𝑙𝑈𝑗) + 𝛻. [𝜌𝑙(𝑈𝑎)𝑗𝑞𝑙 −𝐷𝑙𝛻(𝑈𝑎)𝑗 + 𝜙𝑆𝑙𝜌𝑙𝑈𝑗𝑢̇] + ∑ 𝑣𝑗𝑚𝑟𝑚

𝑁𝑚

𝑚=1

= 0                (𝑗 = 1,2,… ,𝑁𝑐)                                                                            (2. 50) 

  

𝑈𝑗 = 𝐶𝑗 +∑𝑣𝑖𝑗𝑋𝑖

𝑁𝑥

𝑖=1

               (𝑖 = 1,2,… ,𝑁𝑐)                           (2. 51) 

 

(𝑈𝑎)𝑗 = 𝜆𝑗𝐶𝑗 +∑𝑣𝑖𝑗𝜆𝑖𝑋𝑖

𝑁𝑥

𝑖=1

        (𝑖 = 1,2,… ,𝑁𝑐)                     (2. 52) 

where 𝑈𝑗 is total analytical concentration, (𝑈𝑎)𝑗 is total aqueous concentration of the 

primary species j, 𝐶𝑗 and 𝑋𝑖 are concentrations of the primary and secondary species, 

respectively.  𝜆𝑗 and 𝜆𝑖 are mobility of primary and secondary species, respectively. 𝑟𝑚 is 

rate of precipitation or dissolution of mineral m under kinetics conditions. 𝑁𝑚 is number of 

minerals under kinetics conditions, 𝑣𝑗𝑚 is the mole number of primary species j in a mole of 

mineral m. 𝑁𝑐 is a number of primary species, 𝑁𝑥 is a number of secondary species (Gens et 

al., 2010). 
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2.4 Speciation Methods 

Speciation is the process of identifying, estimating quantitatively, or describing the various 

species or phases present in a material. Several attempts and reviews have been made on 

speciation methods for radionuclides and metals in sediments and surface waters (Markich, 

2002, Von Gunten and Beneš, 1995, Tessier and Turner, 1995, Salbu et al., 2001). Generally, 

there are two main approaches or methods in speciation, analytical and computational 

methods. In analytical methods, the nature of the material or medium to be investigated and 

its phases are very important. However, it is worth noting that no single method will provide 

indisputable information about the material. Often, more than two or more techniques are 

combined using a speciation scheme. The choice of a speciation scheme is strongly 

dependent on the nature of the medium. The different analytical techniques can be grouped 

into two sub-methods – invasive and non-invasive. In invasive techniques, the samples 

require to be pre-treated, while in non-invasive techniques, there is no need for pre-

treatment. The reader can refer to (Markich, 2002) for a comprehensive list of different 

analytical methods. 

Because analytical methods cannot adequately determine uranium speciation in natural 

surface waters, computational methods are often used. And most of the information on its 

speciation in natural waters are determined through thermodynamic modelling. Two 

separate approaches are usually used: the equilibrium constant and Gibbs free energy 

methods, although they are both subject to mass balance and chemical equilibrium 

conditions. In the equilibrium constant method, the expressions of the mass action are 

incorporated into the mass balance equations, which results in a system of nonlinear 

equations. On the other hand, the Gibbs free energy method involves transforming the 
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governing variables using their thermodynamic relations. For more details on the 

classification, the reader can refer to (Smith, 1982, Van Zeggeren and Storey, 2011, Zeleznik 

and Gordon, 1968). 

There are several geochemical solvers based on the equilibrium constant approach, including 

WATEQ by (Truesdell and Jones, 1974), MINTEQA2 by (Allison et al., 1991), CHESS by 

(Van der Lee and De Windt, 2002), and PHREEQC by (Parkhurst and Appelo, 1999, 

Parkhurst and Appelo, 2013, Appelo and Postma, 2005). Although the determination of the 

stable equilibrium phase is challenging and computationally expensive in these codes, this 

issue has since been resolved using heuristic techniques (Bethke, 2022). However, there are 

other issues associated with some of these solvers, such as using an incomplete Newton 

scheme. The reader is advised to check the works of (Leal et al., 2013, Leal et al., 2014) for 

more details. 

Similarly, there are geochemical codes based on the Gibbs free energy method, including 

CHEMSAGE by (Eriksson and Hack, 1990), THERIAC by (de Capitani and Brown, 1987) 

and GEM-Selektor by (Karpov et al., 1997, Karpov et al., 2001, Karpov et al., 2002, Kulik 

et al., 2013). Unfortunately, some of these packages also have limitations. For instance, in 

CHEMSAGE, the code cannot converge at a quadratic rate in the neighbourhood of the 

solution, GEM-Selektor does not use logarithmic barrier functions often used by other 

nonlinear programming software. 

2.5 Mixing in Reactive Transport Modelling 

Mixing is a form of potential interaction between pairs of molecules of reactants in a mixture, 

and it is affected by two main mechanisms. The first of these mechanisms is advective 
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transport. Without molecular diffusion, mixing depends on the initial and boundary 

conditions on which the reacting species enter the flow domain. Also, it depends on the 

configurations of the streamline that drive the reactants very close to enable reaction. The 

other mechanism is diffusion, which helps transfer reactants between streamlines, furthering 

interactions among the molecules. 

In the macro-scale reactive transport modelling approach, it is assumed that there are well-

mixed conditions at the pore scale, and changes in the concentration of the species based on 

chemical reactions occur on time scales greater than the mixing time. This implies that the 

diffusion time is faster than the reaction. 

Incomplete small-scale mixing can significantly impact both heterogeneous and 

homogeneous reaction rates. (Meile and Tuncay, 2006) studied its impact and whether the 

continuum description can still be applied. (Li et al., 2008) similarly presented numerical 

and experimental studies challenging the necessity of the well-mixed condition for the 

Darcy-scale reactive transport modelling approach. 

From the foregoing, it is evident that correctly quantifying the mixing and spreading of the 

reactants is very important for reactive transport modelling in heterogeneous media. In 

homogeneous media, mixing and spreading are the same but different in heterogeneous 

media. The heterogeneities of the porous medium and spatial fluctuations of the flow field 

can distort the plume of the solute. On a time scale smaller than the time for mass transfer, 

these mechanisms will increase the spread of the solute but not mixing (Kitanidis, 1994). 

Although these mechanisms are coupled, they are often separated in heterogeneous media. 
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For instance, as spread leads to the spatial concentration gradient, it thus enhances diffusion 

and local dispersion, further enhancing mixing. 

(Dentz et al., 2011b) mentioned that mixing controls the chances of reactants meeting in a 

flowing fluid. In a macroscopic description, the transport equation for two aqueous species 

is  

𝜙
𝜕𝑐𝑗(𝑥, 𝑡)

𝜕𝑡
+ 𝛻. (𝑞(𝑥) − 𝐷𝛻)𝑐𝑗(𝑥, 𝑡) = 𝑟(𝑥, 𝑡)           (2. 53) 

 

and reaction rate  𝑟(𝑥, 𝑡) is  

𝑟(𝑥, 𝑡) = 𝑘𝑟(1 − 𝛺)            (2. 54) 

 

𝛺 =
𝑐1(𝑥, 𝑡)𝑐2(𝑥, 𝑡)

𝐾
            (2. 55) 

 

where 𝜙 is porosity, 𝑞 is specific discharge, 𝐷 is the dispersion tensor (the reader is referred 

to the work of (Dentz et al., 2011b) for more description of the dispersion coefficient), and 

𝑘𝑟 is the kinetic rate constant.  

For the continuum description here to hold, the two reactants must mix at a very fast rate 

compared to the reaction time scale. For such to happen requires that the microscopic 

Damkohler number 𝐷𝑎𝑚𝑖𝑐 = 𝜏𝐷
𝑚𝑖𝑐 𝜏𝑟 ≪ 1⁄  with 𝜏𝐷

𝑚𝑖𝑐 = 𝑙𝑝
2 𝐷𝑚𝑖𝑐⁄ ; note that 𝜏𝑟 is the reaction 

time scale. The implication is that the reaction is very slow compared to the transport on a 

microscopic scale. They assumed that the time for changes in concentration due to bulk 

transport, 𝜏𝑡 , is greater than the reaction time, thus requiring that 𝐷𝑎 = 𝜏𝑡 𝜏𝑟⁄ ≫ 1 . When 
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the Damkohler number is large, the system approaches equilibrium, which implies, 

saturation Ω = 1. This means the mass action law for the bulk species concentrations, i.e. 

𝑐1(x, t)𝑐2(x, t) = K. In this limit, the reaction involving the two reactants is controlled by 

mixing.  

(Kitanidis, 1994) characterised mixing in terms of entropy, defining the entropy of a 

continuous distribution 𝑐(𝑥, 𝑡)  as  

𝐻(𝑡) = −∫𝑐(𝒙, 𝑡)𝑙𝑛𝑐(𝒙, 𝑡)            (2. 56) 

This quantifies the degree of disorderliness in the transport process, while 𝐸(𝑡) =

exp [−𝐻(𝑡)]  is called the dilution index. He showed that the rate of change of dilution in 

the system with time is 

𝑑 𝑙𝑛𝐸(𝑡)

𝑑𝑡
= −∫𝛻𝑙𝑛𝒄(𝑥, 𝑡)𝐷𝛻𝑙𝑛𝒄(𝑥, 𝑡) 𝑐(𝑥, 𝑡)            (2. 57) 

(Dentz et al., 2011b) identified this function as a measure of mixing of the system. The 

implication is that in the absence of diffusion and dispersion, the entropy corresponds to the 

entropy of the initial system. Hence, in the absence of dispersion, there is no mixing, and the 

system's entropy is not increasing. There is a decrease in the maximum concentration with 

mixing, and the concentration gradient becomes gentle. Thus, leading to decreased 

variability in concentration in the system. 

(De Simoni et al., 2007) proposed a mixing ration-based formulation for multicomponent 

reactive transport. The goal of the proposed strategy is to evaluate the concentrations of the 

solute and reaction rates when mixing drives the equilibrium aqueous reactions and 

precipitation or dissolution of minerals. Their approach decouples the solute transport and 
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the speciation problems to ensure mixing ratios are estimated by solving the conservative 

transport equation and then using it in the general speciation models to obtain the 

concentrations of the reactants. The four-step strategy includes (1) evaluation of the mixing 

ratios, (2) evaluation of components, (3) speciation calculations, and (4) calculation of 

reaction rates. 

For further reading on mixing in reactive transport modelling, the reader is referred to (De 

Simoni et al., 2007, Tartakovsky et al., 2009, Dentz et al., 2011b, Soler-Sagarra et al., 2022, 

Appelo and Postma, 2005), and other cited references by these authors for more details. 

2.6 Reactive Transport Simulation in Nuclear Waste Disposal 

One of the most challenging problems in the fields of geoscience and geological engineering 

is the disposal of radioactive wastes in the subsurface. In most disposal techniques, the 

multiple-barrier system, which consists of both natural and engineered materials, is 

employed. The goal of this system design is to prevent contact between the radioactive 

materials with the groundwater. Furthermore, reactive transport modelling is often used to 

understand and assess the existing coupling in the thermal, hydrological, and geochemical 

process present in this problem.  

In some countries, burying the radioactive waste in the subsurface is the best long-term 

solution to prevent contact with humans or wildlife (Ewing et al., 2016). However, the 

barriers are often located close to where the wastes are generated, and a rock formation with 

very tight permeability is often sought after. As shown in Fig. (2.9), the waste is put into a 

sealed metallic container, usually made of copper or iron, surrounded by bentonite buffers 

to prevent or delay contact with the groundwater.  
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Figure 2.9: An illustration of the multiple-barrier system prototype typically adopted in geologic nuclear 

waste repositories (De Windt and Spycher, 2019). 

 

The adjoining geological barrier helps prevent the movement of the contaminated wastes 

from the repository when there is a failure in the metallic barrier. Similarly, the geological 

barrier also inhibits the influx of harmful elements that can affect the system’s integrity. 

These multi-layered barrier systems are often designed with very low permeability materials. 

In some cases, the metallic containers are plated or coated to prevent any chemically induced 

deterioration. The deployment of these strict measures prevents the mobilisation of the 

dangerous radioactive wastes and allows the radioactive isotopes to decay faster. It should 

be noted that the lifespans of these barriers depend primarily on the disposal concept. These 

barriers are designed to last for thousands of years, while the transport through the geological 

barrier may take hundreds of thousands of years.  
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High thermal loading can also affect the integrity of the barrier. Using a reactive transport 

model, (Spycher et al., 2003) investigated the waster tunnel in the volcanic tuffs at Yucca 

mountain, considering both thermal and hydrological mechanisms that can affect the 

barrier’s integrity. This is a site located above the aquifer with fractured volcanic tuffs. 

Conducting reactive transport modelling, the fluid chemistry evolution and alteration of the 

minerals in the tunnel were investigated, considering cases above and below the water 

boiling point. The simulations were for hundred years and below the life expectancy of the 

repository. The simulation predicted that the fractures in the tunnels would be sealed by the 

precipitated minerals and consequently prevent the influx of liquid waste. Also, the 

simulations showed that the heat generated by the radioactive waste as it decays enhances 

the dissolution of the rock minerals. This led to the dissolution of the silica minerals at an 

elevated rate.   

Considering the experiment conducted by (Salas et al., 2014) to investigate the evolution of 

the hydro-chemical process of the bentonite buffer in the radioactive waste repository, 

managed by the Apo Hard Rock Laboratory in Sweden, the same conditions in the KBS-3 

repository, Fig. (2.10) were imposed. In this work, a vertical well was drilled, and a central 

heater is placed inside a tube made of copper and surrounded with compacted bentonite Fig. 

(2.10). The heater was used for representing the heat generated during the decay of the 

radioactive waste. Though 90 0C was the highest temperature reached in the KBS-3 

repository, in the experiment at Apo laboratory, the heater was set to 130 0C at 2 m from 

bottom of the borehole. This high temperature was reached to assess the impact of extreme 

temperature on the repository. The equipment for the experiment was placed in a core-drilled 

borehole at a depth of 450 m below ground surface and lasted for six years. The compacted 
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bentonite was placed 100 mm between the copper tube and granite rock. In the course of the 

first year, there was an increase in the temperature of the bentonite buffer and reached a 

constant thermal gradient for the last five years of the experiment. During the heating 

process, measurements of key variables such as temperature, water content, water pressure, 

and the total pressure exerted were made every hour using sensors linked to a standard 

computer system. All the sensors monitoring the humidity during the experiment indicated 

a significant increase in moisture over 90% within the first year of the simulation, suggesting 

that the bentonite was fully saturated with water during most of the experiment. The 

temperature profile observed in this experiment is similar to that predicted by (Spycher et 

al., 2003). 

 

 

Figure 2.10: A sketch of the thermo-hydraulic geochemical and transport processes expected in the bentonite 

buffer of a KBS-3 repository (Salas et al., 2014). 
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The influences of temperature elevation and iron ions may also change the clay barrier’s 

initial physical and chemical properties. In prior attempts (Perronnet, 2004, Guillaume, 

2002) had conducted a laboratory experiment trying to investigate how the clay minerals are 

altered when in contact with steel. Using the information from these studies (and others) as 

the background, they simulated 100,000 years of simulated mass transport-reaction. The 

study predicted the variations of the minerals of the engineered barrier system, which was 

in contact with the fluid in the subsurface and iron-2 ions presented by the steel overpacks 

corrosion.  

(Marty et al., 2010) investigated the potential long-term modification of the engineered 

bentonite barrier in France’s underground radioactive waste repository using reactive 

transport modelling. In the design, a multiple-barrier system was used to separate the 

radioactive waste from the Callovo-Oxfordian clay host rock. It was expected that after the 

closure of this facility, the dry barrier would be saturated with groundwater, which may alter 

the physical and chemical properties of the chosen clay material (MX-80 bentonite).  

 

(Montarnal et al., 2007) assessed the safety conditions of the nuclear waste repositories 

through the predictions of the migrations of radionuclides and chemical species through the 

barrier and rock. In the experiment, water was at equilibrium with the atmospheric oxygen 

and was allowed to infiltrate an aquifer with a 2.5 m/year constant vertical flow velocity and 

leached a zone with enriched uraninite subsystems. Based on the data collected, the initial 

chemical compositions of the aquifer and soil were different, having high contents of 

sulphide and ammonium in the underground porewater. To validate the simulation results, 

an inert tracer was first used. All calculations were also performed in NaCl 10-3 M media for 
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constant ionic strength. Moreover, an inert tracer that was taken as tritiated water was 

injected from the surface to estimate the depth of penetration of the dissolved oxygen. 

Finally, using the reactive transport modelling approach, the transport phenomenon through 

the porous rock and the chemical mechanisms driving the movement of the radionuclides 

were integrated. Through these coupled processes, the uranium migration through a porous 

medium with different redox conditions became the crux of the study.  

 

Measurements conducted in a site polluted with uraninite showed an increase in the 

dissolved uranium concentration in winter and a decrease in summer due to porewater 

composition and variations of redox conditions. Similar deviations were also observed with 

sulphur and nitrogen speciation – sulphide and ammonium ions were found in summer, while 

thiosulphate, sulphate, and nitrate ions were seen in winter. Furthermore, when ammonium 

or sulphide ions were present initially, the oxygen was consumed instantaneously by the 

nitrate-producing reaction, sulphate, and thiosulfate ions. And the acidification process 

accompanied the oxidation reactions also. When ammonium and sulphide ions were both 

present initially, the sulphur reacted first with oxygen to form thiosulfate and sulphate, which 

led to the presence of two separate Eh zones. When uranium only was considered, the 

maximum uranium concentration was close to 10-7 mol/L. However, when nitrogen and 

sulphur were induced, the maximum uranium content increased to 10-5 mol/L.  

 

(Shao et al., 2013) investigated the clogging process at the Maqarin natural analogue site in 

Jordan using reactive transport modelling. The site has been used as a natural analogue for 

30 years to investigate the evolution of materials in contact with hyper alkaline solutions. 
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The numerical simulation studied the localised geochemical alterations and porosity 

evolution as the hyper-alkaline solution contacted the Maqarin marl rock. In the geochemical 

setup, the mineralogy of the rock and pore water were calibrated to the field measurements. 

In the experiment, zeolite minerals, a material that can simulate ion exchange processes, 

were used. It was observed in the experiment that clogging of the pores occurred at 5-10 mm 

from the location of contact with the alkaline solution after several hundreds of years. The 

formation of the precipitates ettringite and C-S-H minerals was responsible for this clogging. 

They further conducted sensitivity studies on the diffusion coefficient, Archie’s exponent, 

and the available surfaces for mineral dissolution and precipitation. In these studies, they 

also discovered that the availability of Al required for the precipitation of ettringite and C-

S-H phase is strongly dependent on the clay minerals dissolution. Therefore, it was 

concluded that the clay minerals dissolution controls how porosity evolves. And the cation 

exchange or formation of zeolite minerals has little or no influence on the geochemical 

development of the system. 

Other relevant studies demonstrating the application of reactive transport modelling in 

radioactive waste storage include (Idiart et al., 2020, Nasir et al., 2014, Trotignon et al., 

2007).  The reader can check these references for more details. 

2.7 Conclusion 

The homogeneous and heterogeneous reactions of biochemical species in dissolution in the 

liquid phase are partly responsible for making complicated reactive transport simulations in 

porous media. Using Pe and Da, the relative significance of advection, reactions, and 

molecular diffusion can be quantified. Establishing sufficient conditions where macroscopic 

scale equations for coupled advection, dispersion, and reaction process adequately provides 
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a description of the processes at pore-scale has been done by using multiple-scale expansions 

in upscaling the pore-scale equations to the macroscopic scale while entering the reactions 

through a boundary condition on the interfaces between the fluid and solid phases. The 

volume averaging method has also been used to achieve the same results observed in the 

multiple-scale expansions approach. The phase diagrams developed through these 

techniques revealed that these transport processes occurring at the pore-scale are quite 

difficult to describe by macroscopic approaches. On these bases, the governing assumptions 

and approximations on which the macroscopic models are based cannot be ascertained a 

priori. In transport regimes, where continuum equations break down, the use of nonlocal or 

hybrid pore-scale/continuum-scale models is valid. These models present rigorous 

frameworks compared to the traditional upscaled models that are based on developing 

closure approximations.  

Despite the inherent challenges of evolving relevant parameters that describe the properties 

of the evolving media in the macroscale approach, the quantitative analysis of the reactive 

transport has been successful. In addition, the use of hybrid approaches has provided the 

necessary tools to further understand reactive transport processes in porous media. However, 

it is worth noting that the empirical correlations are not for physically representing the exact 

pore-scale processes. Hence, these relationships would not lead to a comprehensive process-

based assessment of the experimental observations. Nevertheless, there is sufficient 

understanding to model specific processes through these empirical correlations. 

It should be noted that PNM can be applied to any length scale where the pore space structure 

has been experimentally observed and analysed. The key elements of the PNM approach, 

sites, and bonds can be abstract but are relatable to the measurable features in various ways, 
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depending on the available information. It is possible to extract individual pore networks at 

each length scale and integrate it into a single multiscale network by characterising the cross-

scale link structure between these networks. In the upscaling of reactive transport processes 

from microscopic to macroscopic scales, pore network models have proven to be an effective 

research tool. Despite the attractiveness and successful applications of PNMs, successfully 

simulate transport processes demands adequate representation of the actual porous media, 

which is quite challenging in this modelling approach because these models simplify the 

pore geometry. Also, the representation of microscopic features is difficult to be described 

by pore network models explicitly.  

In both naturally occurring or man-made systems, the pore structures can be significantly 

modified during dissolution and precipitation in porous media. Using reactive transport 

modelling on these occasions has been successful. Finally, a summary table of the different 

modelling approaches is presented below (Table 2.1) with their capabilities, applications, 

and limitations. 

2.8 Summary for the Overall Design of this Research 

Modelling reactive transport in an evolving porous medium is challenging and requires more 

innovative scientific methods. Because of the immense heterogeneities in the media, the 

application of continuum-scaled models for describing effective transport properties and 

reactive processes in evolving porous media poses a significant challenge. 

Accurately describing the porous media’s effective porosity with reaction and transport 

properties is essential in key simulations, such as breakthrough curves and concentration 

distributions of the minerals. Several relationships have been developed in correlating 
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transport properties with porosity, but predictions of the transport properties from these 

relationships differ, in some cases, by several orders of magnitude. Furthermore, the 

evolution of identical systems may occur, even when the evolution of the transport properties 

occurs differently. More so, it is often possible that as the pore structure evolves, there are 

evolutions in the relationships linking the transport parameters and porosity. Finally, it is 

worth noting that pore-scale processes primarily impact porous media evolution, and there 

are likely variations in mineralogical compositions and reactivities, limiting the predictive 

power of these models to describe the evolutions of porosity, permeability, tortuosity and 

reactivity. Therefore, it is critical to identify the limits of these models based on data 

observed in each case to allow possible extrapolation to cases beyond the limits of the 

observed data for each specific material and process. Although some theoretical frameworks 

have been developed to address some of these issues, models describing the evolution of 

reactivity and transport parameters are mostly empirical. Nevertheless, most of these 

empirical relationships are power law-like and have been helpful in quantitatively 

interpreting observations as porous media evolve. 
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Chapter 3: A Geochemical Modelling of Multi-minerals Evolution for a 

15 Months Experiment 

 

Abstract 

 

The impact of hyper alkaline leachate released from the cementitious barrier of a geological 

disposal facility (GDF) on the host rock is a significant issue for the safety assessment of 

long-term nuclear disposal. However, modelling of multi-mineral transformations, 

multiple chemical reactions and multiple secondary phase pathways remains a challenge 

due to uncertainties in parameters and a limited available database describing the kinetics 

of dissolution/precipitation reactions. In this study, a modelling approach, Mixed Kinetic-

Equilibrium (MKE), has been employed to study the complex reactions occurring in an 

experimental system consisting of Borrowdale Volcanic Group rocks permeated with a 

hyper-alkaline leachate over 15 months. The modelling suggests that dissolution of primary 

dolomite, quartz, calcite and K-feldspar in the host rock initially drives the chemical 

evolution of this system. The subsequent precipitation of several secondary phases, 

including calcite, brucite, talc and calcium-silicate-hydrate (CSH) phases, is predicted to 

control the long-term chemical equilibria and mineralogical composition of the host rock 

impacted by the alkaline leachate. The results from the modelling provides a deeper 

understanding of the long-term interactions between the host rock and high pH leachate, 

with dolomite predicted to be a major controlling phase on the geochemical evolution of 

the system.   
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List of Notations: 

 

𝐴0 Initial Surface area 

𝑓𝐻+ , 𝑓𝐻2𝑂 ,𝑓𝑂𝐻 , 𝑓𝐶𝑂2 Inhibition factors 

𝐼𝐴𝑃

𝐾
 

Ion activity divided by equilibrium constant, equal to the saturation ratio (SR) 

of the reactant 

kk Reactant empirical constant 

𝑘𝐻+ ,𝑘𝐻2𝑂 ,𝑘𝑂𝐻− , 𝑘𝐶𝑂2 Solutes rate coefficients 

k1, k2, k3, k4 Rate constants 

𝑚𝑘 Moles of reactant at a given time  

𝑚0𝑘 Initial moles of reactant 

𝑛 Order of reaction constant (Crystal grain size distribution) 

𝑃𝐶𝑂2 Partial pressure of carbon dioxide 

𝑅𝑘 Reactant overall dissolution rate 

𝑟𝑘 Reactant specific reaction rate 

𝑟𝑓 Forward reaction 

𝑉 Solution volume 

[𝑋] Ion activity of the element X 
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3.1 Introduction 

In the UK the concept of multilayer barrier developed by Nirex (Francis et al., 1997) has 

been adopted for intermediate/low level waste disposal. A location hundreds of meters 

below the biosphere is to be selected for a deep geological waste repository, with wastes 

interred within stainless-steel containers encapsulated within a cementitious engineered 

barrier at the site. A hyper-alkaline plume may be generated by groundwater in contact 

with the cement barrier, creating a chemical disturbed zone (CDZ) (Chen et al., 2015, Chen 

et al., 2016, Chen and Thornton, 2018, Corkhill et al., 2013). The influence of the CDZ on 

the host rock for an intermediate/low level waste disposal facility in the UK has been 

summarized in the BIGRAD report (Small et al., 2016). In addition, significant effort has 

been made by the wider waste management community in the past two decades, in terms 

of experimental analysis (at lab scale, field scale and on natural analogues), as well as in 

terms of modelling, to investigate the long-term interaction between cement materials and 

potential host rock. The mechanisms and modelling of waste-cement and cement-host rock 

interactions have been summarized in a special issue of Physics and Chemistry of the Earth 

(Jacques et al., 2014).  

 

In the field of geochemical modelling considerable research has been conducted based on 

the concept of thermodynamic equilibrium (Bethke, 1994, Bethke, 1996, Van der Lee, 

1997). However, in a disposal site with natural water dominant, this assumption may not 

be valid for slow reaction processes. Therefore, an improved modelling approach 

incorporating non-equilibrium and kinetically controlled precipitation and dissolution was 

developed by (Soetaert et al., 1996) to illustrate kinetics processes in terms of first or 
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second order formulations. However, even with this model, values of kinetic parameters 

such as surface area, initial and final moles of reactants, reaction and precipitation rates 

cannot easily be obtained from experimental study. For example, (Parkhurst and Appelo, 

1999) have attempted to address this using the geochemical model of PHREEQC as the 

framework for the complex geo-reaction system, however the database only covers a rates 

for a limited number of minerals such as calcite and K-feldspar, for example. 

 

Recently, a Mixed Kinetic-Equilibrium approach (MKE) was introduced to combine the 

advantages of both kinetic and equilibrium laws and enable modelling of complex multi-

mineral and multi-component reaction systems (Chen and Thornton, 2018, Van der Lee, 

1998, Bethke, 1996). This approach enables faster reactions using the equilibrium concept 

with slower kinetically-limited reactions. In addition, it allows existing models developed 

on the thermodynamic equilibrium approach to be re-evaluated. Nevertheless, this requires 

a full understanding of the chemical reaction system (e.g. which reaction is faster and 

slower, etc.) and the availability of appropriate kinetic data. This paper aims to illustrate 

the MKE approach's application in the interpretation of multi-mineral reactions that may 

occur in Borrowdale Volcanic Group rocks during experimental permeation with hyper-

alkaline leachate originating from the cementitious barrier of a geological disposal facility 

for intermediate-level nuclear waste (ILW).   

3.2 Experimental study 

A 15 year experiment, starting in 1995, was conducted by the British Geological Survey 

(Rochelle et al., 2001, Moyce et al., 2014, Rochelle et al., 2016) to examine the chemical 

behaviour of the Borrowdale Volcanic Group (BVG) rock sample in contact with young 
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near-field porewater (YNFP) or evolved near-field groundwater (ENFG) intended to 

represent model fluid compositions released from cementitious barrier materials used for 

ILW disposal. The rock sample used in the experiment was taken from a hydrological 

fracture zone in Ordovician volcanic rocks in the UK. A 150 ml and 100 ml pressure vessels 

were used for the solution with, and without, BVG rock, respectively (Figure 3.1).  

 

 

Figure 3.1: Actual and schematic diagram of stainless steel pressure vessels lined with Teflon® used to contain the 

BVG and synthetic CDZ-type fluid experiments. 

 

The original 15 year experiment was divided into two time periods with different targets. 

The first period, from 0-15 months, investigated short term mineral evolution, whereas the 

second period, from month 15 to year 15, investigated the long-term mineral evolution. 

The modelling study described in this paper considers the first period of the experiment 

from 0 to 15 months, and is focused on chemical interactions occurring between the YNFP 

and BVG rock only (YNFP characteristics are given in Table 3.1).  

Fluid and rock samples were collected from these vessels at 4, 9 and 15 months for 

chemical and mineralogical analysis. Before analysis, the rock samples were washed in 

isopropanol, milled and micro ionised in acetone with the addition of 10% corundum 
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(𝐴𝑙2𝑂3) as an internal standard. The rock samples were then placed in a stainless-steel 

holder and analysed using a PANalytical X’Pert Pro diffractometer. The final analysis 

process was then performed using the PANalytical X’Pert Highscore Plus software (Moyce 

et al., 2014, Rochelle et al., 2016). Other than the analysed samples, the experiment was 

continued in parallel for a much longer reaction period of 15 years (Moyce et al., 2014, 

Chen and Thornton, 2018). 

 

Table 3.1: Recipes for young near-field porewater (YNFP) prepared by the British Geological Survey 

(Rochelle et al., 2016). 

Chemical component Concentration (mg/L) 

Br 0.5 

Ba 0.01 

CO3 166 

Ca 51.8 

Cl  63.7 

F 19 

Fe 0.1 

K 3230 

Mg 0.089 

Mn 0.01 

Na 1890 

SO4 1 

NO3 1 

Si 9.2 

Sr 0.018 

pH (at 70ºC) * 11.67 

* Adjusted using NaOH, 1.5137 g required for the YNFP 

 

3.3 Mineralogical analysis and kinetic information for BVG rock 

The mineralogical composition of BVG rock is given in Table (3.2). Note here that the 

fracture fill and clay phases have not been considered despite that the starting material has 

indicated their presence. Six minerals are presented in BVG rock, all of which can dissolve 
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and react with YNFP. Based on the mineral weight percentage values, the initial mass for 

each reactant is calculated for 35g of rock sample, based on the original experiment 

(Rochelle et al., 2016). 

 

Table 3.2: Quantitative XRD analysis of unreacted BVG rock starting material conducted by the British 

Geological Survey (Rochelle et al., 2001, Rochelle et al., 2016). m0 is calculated based on a 35g rock 

sample. 

Mineral Weight % m0 (g) 

Orthoclase 12 4.2 

Quartz 41 14.35 

Dolomite 29 10.15 

Muscovite 13 4.55 

Hematite 2 0.7 

Calcite 3 1.05 

 

The overall dissolution rates of minerals may be described by (Appelo and Postma, 

2005): 

𝑅𝑘 = 𝑟𝑘
𝐴0
𝑉
(
𝑚𝑘

𝑚0𝑘
)
𝑛

                           (3. 1) 

In which 
𝐴0

𝑉
 is initial surface area (m2) / volume of solution (L), (

𝑚𝑘

𝑚0𝑘
)
𝑛

 is moles of solid at 

a given time / initial moles of solid, n=2/3 (for uniformly dissolving spheres and cubes, 

generally obtained from experiments), 𝑟𝑘 is a specific reaction rate (mol/m2/s) with various 

forms. The general formulation below is proposed by (Rimstidt and Barnes, 1980):

   

𝑟𝑘 = 𝑘𝑘 (1 − (
𝐼𝐴𝑃

𝐾
)
𝑘
)                          (3. 2) 

where kk is an empirical constant for a reactant and (
𝐼𝐴𝑃

𝐾
) (ion activity divided by 

equilibrium constant) is equal to the saturation ratio (SR) of the reactant. The kinetic 
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information for the minerals in BVG rock obtained from the literature is summarised 

below, and the rates and surface areas used for the modelling are provided in Table (3.3).  

 

Table 3.3: Modelling parameters for the BVG rock. 

Mineral Weight 

% 

Solution 

Volume (L) 

Surface area (m2/g) Rate constant 

Orthoclase 12  

 

 

 

 

0.15  

 (Rochelle et 

al., 2016) 

0.02 

 (De Windt et al., 2008) 

k (using equation 3.6) 

(Appelo and Postma, 2005) 

Quartz 41 0.02  

(De Windt et al., 2008) 

k = 1x10-12.2 (70oC) (Worley, 1994) 

 

 

Dolomite 

 

 

29 

 

 

0.02  

(De Windt et al., 2008) 

k= 1.2x10-10  (Appelo and Postma, 

2005, Appelo et al., 1984). This value 

was lowered one order of magnitude to 

fit well with the experimental data (k= 

1.2x10-11) 

Muscovite 13 NA NA 

Hematite 2 NA NA 

 

 

Calcite 

 

 

3 

 

 

0.02  

(De Windt et al., 2008) 

k1 = 10^(0.198 - 444.0 / (273.16 + T) ) 

k2 = 10^(2.84 - 2177.0 / (273.16 + T) ) 

k3 = 10^(-1.1 - 1737.0 / (273.16 + T) ) 

in which T denotes temperature. 

(Appelo and Postma, 2005, Plummer 

et al., 1978) 

 

3.3.1 Quartz (𝑺𝒊𝑶𝟐) 

The dissolution function of quartz may be described by (Merkel et al., 2005):  

𝑆𝑖𝑂2 + 2𝐻2𝑂 ⟷ 𝐻2𝑆𝑖𝑂4                         (3. 3) 

 
and, as per equation (3.1) and (3.2), the overall dissolution kinetic equation for quartz 

will be:  

𝑅𝑄𝑢𝑎𝑟𝑡𝑧 = 𝑘𝑄𝑢𝑎𝑟𝑡𝑧 (
𝐴0
𝑉
) (
𝑚

𝑚0
)
0.67

(1 − (
𝐼𝐴𝑃

𝐾
)
𝑄𝑢𝑎𝑟𝑡𝑧

)                         (3. 4) 

 

where R is overall quartz dissolution rate (mol L-1 s-1), A0 is the initial surface area of quartz 

(m2), V is the solution volume (L), m is the moles of quartz at a given time, m0 is the initial 
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moles of quartz ; k is the specific dissolution rate = 10-12.2 mol/m2/s at 70oC (Worley, 1994), 

(
𝐼𝐴𝑃

𝐾
) is equal to the SR value of quartz.   

3.3.2 Orthoclase (𝑲𝑨𝒍𝑺𝒊𝟑𝑶𝟖) K-feldspar 

 

K-feldspar (𝐾𝐴𝑙𝑆𝑖3𝑂8), also known as orthoclase, is 12% of the BVG rock. Preliminary 

rate expressions for K-feldspar may be found in the literature (Sverdrup, 1990, Brantley et 

al., 1993). The general form of the overall dissolution rate proposed by (Appelo and 

Postma, 2005) is used to simulate K-feldspar reaction at specific temperatures and pH 

value:  

𝑅𝐾−𝑓𝑒𝑙𝑑𝑠𝑝𝑎𝑟 = 𝑘𝐾−𝑓𝑒𝑙𝑑𝑠𝑝𝑎𝑟  (
𝐴0
𝑉
) (
𝑚

𝑚0
)
0.67

(1 − (
𝐼𝐴𝑃

𝐾
)
𝐾−𝑓𝑒𝑙𝑑𝑠𝑝𝑎𝑟

)                       (3. 5) 

where 

𝑘𝐾−𝑓𝑒𝑙𝑑𝑠𝑝𝑎𝑟 = 𝑘𝐻+
[𝐻+]0.5

𝑓𝐻
+ 𝑘𝐻2𝑂

1

𝑓𝐻2𝑂
+ 𝑘𝑂𝐻−

[𝑂𝐻−]0.3

𝑓𝑂𝐻

+ 𝑘𝐶𝑂2
[𝑃𝐶𝑂2]

0.6

𝑓𝐶𝑂2
                    (3. 6) 

 

where 𝑘𝐾−𝑓𝑒𝑙𝑑𝑠𝑝𝑎𝑟 is the specific reaction rate (mol m-2 s-1), ki are the solute rate 

coefficients (mol m-2 s-1), and fi are inhibition factors.  

3.3.3 Calcite (𝑪𝒂𝑪𝑶𝟑) 

 

(Appelo and Postma, 2005, Parkhurst and Appelo, 1999, Plummer et al., 1978) have 

described the dissolution rate of calcite in a solution using the following expression which 

is suitable for both dissolution and precipitation reaction: 
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𝑟𝑐𝑎𝑙𝑐𝑖𝑡𝑒 = 𝑘1[𝐻
+] + 𝑘2[𝐻2𝐶𝑂3] + 𝑘3[𝐻2𝑂]⏟                    

𝑟𝑓

− 𝑘4[𝐶𝑎
2+][𝐻𝐶𝑂3

−]                  (3. 7) 

  

and then simplified in a calcite-water system as:  

 

𝑟𝑐𝑎𝑙𝑐𝑖𝑡𝑒 = 𝑟𝑓  [1 − (
𝐼𝐴𝑃

𝐾
)
𝐶𝑎𝑙𝑐𝑖𝑡𝑒

2/3

]                                         (3. 8) 

 

The overall dissolution rate of calcite will then be:  

 

𝑅𝑐𝑎𝑙𝑐𝑖𝑡𝑒 = 𝑟𝑐𝑎𝑙𝑐𝑖𝑡𝑒 (
𝐴0
𝑉
) (
𝑚

𝑚0
)
0.67

=  𝑟𝑓  (
𝐴0
𝑉
) (
𝑚

𝑚0
)
0.67

[1 − (
𝐼𝐴𝑃

𝐾
)
𝐶𝑎𝑙𝑐𝑖𝑡𝑒

2/3

]                             (3. 9) 

  

The value of the coefficients k1, k2 and k3 in equation (3.7) are obtained from the literature 

(Plummer et al., 1978). 

3.3.4 Dolomite 𝑪𝒂𝑴𝒈(𝑪𝑶𝟑)𝟐 

The dissolution kinetics of dolomite has been analysed by (Busenberg and Plummer, 1982) 

and found to be much slower than that for calcite. The rate expression for dolomite 

dissolution may also be found from the saturation index (𝑆𝐼 = 𝑙𝑜𝑔 (
𝐼𝐴𝑃

𝐾
)), as below 

(Appelo and Postma, 2005, Parkhurst and Appelo, 1999, Appelo et al., 1984): 

𝑅𝐷𝑜𝑙𝑜𝑚𝑖𝑡𝑒 = −𝑘𝐷𝑜𝑙𝑜𝑚𝑖𝑡𝑒  (
𝐴0
𝑉
) (
𝑚

𝑚0
)
0.67

𝑙𝑜𝑔 (
𝐼𝐴𝑃

𝐾
)
𝐷𝑜𝑙𝑜𝑚𝑖𝑡𝑒

                      (3. 10) 
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3.3.5 Hematite (𝑭𝒆𝟐𝑶𝟑) and Muscovite  [𝑲𝑨𝒍𝟑𝑺𝒊𝟑𝑶𝟏𝟎(𝑶𝑯)𝟐] 

The dissolution behaviour of hematite (𝐹𝑒2𝑂3) has been investigated intensively in low 

pH conditions (Sidhu et al., 1981, Schwertmann, 1984, Torrent et al., 1987). However, few 

studies have been done at high pH. The dissolution kinetics of muscovite has been 

discussed by (Knauss, 1989) as a function of pH and time. Since the percentage of hematite 

in the rock sample is very low (2%) and it does not present significant influence on the 

mineral evolution process in the experiment (Rochelle et al., 2016), and muscovite (a clay 

mineral presented in the fracture of the BVG rock) has not been the attention of the initial 

experiment (Rochelle et al., 2001, Moyce et al., 2014), therefore both phases are not 

modelled to simply the discussion.    

3.4 Modelling methodology 

3.4.1 Conceptual model 

PHREEQC, a geochemical modelling tool developed by the USGS (U.S. Geological 

Survey) (Parkhurst et al., 1980) with functions such as aqueous, mineral, surface-

complexion, and ion-exchange equilibrium, etc, was used with a modified database 

(entitled as llnl-BGS) that included additional kinetic information based on the LLNL 

(Lawrence Livermore National Laboratory) aqueous model parameters database. 

Thermodynamic information (reactions and equilibrium constants) for the major minerals 

is included in Table (3.4) (Chen and Thornton, 2018). Note here that there are other 

databases available, such as Thermoddem and Thermoddem DB (Blanc et al., 2012) for 

low temperature water/rock interactions and waste materials, and CEMDATA DB 

(Lothenbach et al., 2019) specifically for cement materials supporting state-of-the-art 
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models for C-A-S-H phases as solid solution (with variable C/S ratio). As this paper is 

focused on the mixed equilibrium and kinetics approach, and the control mineral function 

of dolomite, the modified PHREEQC database was used for convenience. The complex 

potential interactions between primary and secondary phases are described in Figure (3.2).  

 

Figure 3.2: Conceptual model for geochemical modelling of BVG reaction with YNFP. 

 

Figure (3.3) shows the modelling process developed in this study. Initially, a conceptual 

model was established based on information from both theoretical and experimental 

analysis. The kinetic information was obtained from published databases or literature. 

During this process reaction rates were compared in terms of the timescale, to identify the 

quickest or slowest rates of minerals and to provide supporting information for the 

modelling approach (e.g. either kinetics or equilibrium, or a mix of both). In the case where 

the kinetics of any minerals are not available, or there is a large difference between rates 

(e.g. more than 10^2), then the mixed kinetics and equilibrium approach may be preferred. 

Finally, potential secondary phases, obtained by using information from either the 
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experiment or published literature, were used to refine the model. In this study, the kinetic 

data for the primary minerals were available from literature. Thus, kinetic 

dissolution/precipitation was applied (Table 3.3). Meanwhile, the precipitation of 

secondary CSH phases was included in the equilibrium reaction due to the unavailability 

of kinetic data.  

 

 

Figure 3.3: Modelling process adopted. 

 

3.4.2 Secondary phases 

Over a long period several dissolution and precipitation reactions may occur as the 

chemical system evolves. The potential secondary phases selected in this study include 

brucite, talc, calcite and CSH phases, according to experimental observations and 

theoretical considerations of interactions between the host rock and cement leachate (Small 

et al., 2016). Although PHREEQC can represent the thermodynamics of brucite, talc and 

calcite equilibria, the relevant data required to simulate CSH reactions is lacking. For this 

reason, more investigation needs to be performed on this topic. 



160 
 

𝑥𝐶𝑎𝑂. 𝑦𝑆𝑖𝑂2. 𝑧𝐻2𝑂 can be used to describe the general CSH phase in which silicate in 

Portland cement reacts with water. The chemical reaction which will generate CSH phases 

is usually described as (Peterson et al., 2005): 

2𝐶𝑎2𝑆𝑖𝑂4 + 5𝐻2𝑂 → 3𝐶𝑎𝑂. 2𝑆𝑖𝑂2. 4𝐻2𝑂 + 𝐶𝑎(𝑂𝐻)2 + 58.6 𝑘𝐽            (3. 11) 

More than 30 calcium silicate hydrate phases exist (also known as C-S-H or CSH) (Taylor, 

1997). The structural complexity of this silicate makes it difficult to know the exact 

precipitated phase since the reactions will create several secondary phase compositions 

(Chen et al., 2004). For simplicity, tobermorite was selected to represent CSH phases since 

the ratio of Ca:Si was observed to be variable during the reaction in the experiment. The 

formation and precipitation of CSH phase are outside the scope of this study; for this the 

reader is referred to the original 15 years experiment study (Moyce et al., 2014, Chen and 

Thornton, 2018). 

 

Table 3.4: Reactions and equilibrium constants for minerals used in the calculations. 

Mineral Reaction Log Keq 

Calcite CaCO3 + H+ = Ca++ + HCO3
- 1.8487 

Muscovite KAl3Si3O10(OH)2 +10H+ = K++3Al+++ + 3SiO2 + 6H2O 13.5858 

Kaolinite Al2Si2O5(OH)4 +6H+ =   +2Al+++ + 2SiO2 + 5H2O 6.8101 

Chalcedony SiO2 = +1.0 SiO2 -3.7281 

Sepiolite Mg4Si6O15(OH)2:6H2O +8H+ = +4Mg++ + 6SiO2 + 11H2O 30.4439 

Brucite Mg(OH)2 +2H+  =  + 1.0 Mg++ + 2H2O 16.2980 

Ettringite Ca6Al2(SO4)3(OH)12:26H2O +12H+ = +2Al+++ + 3SO4
-- + 

6Ca++ + 38H2O 

62.5362 

Tobermorite-11A Ca5Si6H11O22.5 +10H+ = +5Ca++ + 6SiO2 + 10.5H2O 65.6121 

Tobermorite-14A Ca5Si6H21O27.5 +10H+ = +5Ca++ + 6SiO2 + 15.5H2O 63.8445 

Tobermorite-9A Ca5Si6H6O20 +10 H+ = + 5Ca++ + 6SiO2 + 8H2O 69.0798 

Portlandite Ca(OH)2 +2H+  =  + 1.0Ca++ + 2H2O 22.5552 

Gypsum CaSO4:2H2O = + 1.0 Ca++ + 1.0 SO4
-- + 2H2O -4.4823 

Hillebrandite Ca2SiO3(OH)2:0.17H2O +4H+ = SiO2 + 2Ca++ + 3.17 H2O 36.8190 

Foshagite Ca4Si3O9(OH)2:0.5H2O +8H+ = +3SiO2 + 4Ca++ + 5.5H2O 65.9210 
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3.5 Results and discussion 

3.5.1 Modelling of short-term experiment (0 months to 15 months) 

Calcite, quartz, K-feldspar and dolomite have all been modelled in the first 15 months using 

the mixed equilibrium and kinetics approach. Changes in the concentration of Ca, Mg, Na, 

Si, CO3 and pH, as measured from the experiment, were analysed in the modelling 

simulations. 

 

Since all the 6 minerals involved in the dissolution do not contain Na+, and the potential 

secondary phases do not also consume Na+, then Na+ remains constant over time, in good 

agreement with the experimental results (Figure 3.4). Ca2+ decreases significantly in the 

initial few months due to precipitation of CaCO3 (Figure 3.5), which has a SI above zero 

(Figure 3.10). Silicon (Si) (Figure 3.6) increases due to dissolution of both quartz and K-

feldspar (both have SI below zero as in Figure 3.10) and then decreases due to precipitation 

of talc and some CSH phases. The magnesium (Mg) in the original solution decreases 

before the fourth month (nearly matching the timing of peak Si values due to quartz 

dissolution) as a result of precipitation of secondary talc [𝑀𝑔3𝑆𝑖4𝑂10(𝑂𝐻)2] and brucite 

[𝑀𝑔(𝑂𝐻)2] phases (both have above zero SI at the beginning of the reaction, Figure 3.7 

and 3.10). Carbonate (𝐶𝑂3
2−) concentration increases in the solution as a result of dolomite 

dissolution (Figure 3.8). The pH decreases due to the precipitation of secondary phases 

(Figure 3.9) and may also subsequently influence the dissolution or precipitation of some 

secondary phases. 
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Figure 3.10 shows the evolution of some primary phases and selected secondary phases. 

As there was an initial concentration of Ca, CO3 and Mg in the YNFP at time zero (Rochelle 

et al., 2016), dolomite CaMg(CO3)2, calcite (CaCO3) and talc are oversaturated in the 

solution and hence start to precipitate during the initial few weeks. After some time, 

dolomite reaches a SI of 0 but then starts to dissolve, allowing other minerals to reach 

equilibrium. Since dolomite forms 29% of the BVG rock and can provides a pool of Ca, 

Mg and CO3, calcite and talc both reach equilibrium, whereas dolomite will keep dissolving 

with a positive slope to reach equilibrium as well. Since the dissolution rate of dolomite is 

very small, its SI is below 0 until month 15 (Figure 3.10). As a CSH phase, tobermorite-

11A is unlikely to precipitate due to a deficiency in Ca related to calcite precipitation. K-

feldspar initially has a negative SI and then follows the dissolution kinetics to reach 

equilibrium. 

 

From the analysis, dolomite is proved to be a major controlling phase on the geochemical 

evolution of BVG rock minerals interaction with the young cement leachate. The findings 

from the numerical modelling and theoretical analysis have provided an in-depth 

understanding of the long-term interactions between the host rock and alkaline leachate. 

The modelling results in line with experimental further support the concept of Mixed 

Kinetic-Equilibrium (MKE) approach to interpret the evolution of multiple mineral phases. 
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Figure 3.4: Na concentration variation over time. 
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Figure 3.5: Ca concentration variation over time. 
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Figure 3.6: Si concentration variation over time. 
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Figure 3.7: Mg concentration variation over time. 
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Figure 3.8: CO3 concentration variation over time. 
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Figure 3.9: pH variation over time. 
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Figure 3.10: Variation in minerals saturation indices (SI) over time. 

 

 

3.6 Conclusion 

A “mixed kinetic and equilibrium” modelling approach, has been implemented to model 

the reaction of Borrowdale Volcanic Group (BVG) rock in contact with Young Near-Field 

Porewater (YNFP) over 15 months. The aim was to study the influence of high pH alkaline 

leachate on the chemical dissolution of the host rock in a geological disposal facility. The 

results indicate that (1) dolomite equilibria will be the most significant control during the 

reaction of this pore fluid with the BVG rock, (2) Na is not involved in mineral alteration 
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reactions, and (3) Ca2+ from dissolution of dolomite will be precipitated in the reaction, 

forming a variety of secondary mineral phases. Modelling multi-mineral evolution in the 

CDZ surrounding a nuclear waste geological disposal facility, characterised by both 

equilibrium and kinetic reactions, remains a challenging field. However, the results of this 

study suggest that this approach adopted offers greater insight into the long-term 

interactions between the high pH alkaline leachate and host rock for this scenario.      
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Chapter 4: Modelling of multi-mineral kinetical evolution in hyper-

alkaline leachate for 15 years experiment 

 

Abstract 

Cement has been widely used for low- to intermediate-level radioactive waste 

management; however, the long-term modelling of multiple mineral transfer between the 

cement leachate and the host rock of a geological disposal facility remains a challenge due 

to the strong physical-chemical interactions within the chemically-disturbed zone. This 

paper presents a modelling study for a 15-year experiment simulating the reaction of 

crystalline basement rock with evolved near-field groundwater (pH = 10.8). A mixed 

kinetic equilibrium (MKE) modelling approach was employed to study the dolomite-rich 

fracture-filling assemblage reacting with intermediate cement leachate. The study found 

that the mineralogical and geochemical transformation of the system was driven by the 

kinetically-controlled dissolution of the primary minerals (dolomite, calcite, quartz, k-

feldspar and muscovite). The initial high concentration of calcium ions appeared to be the 

main driving force initiating the dedolomitization process, which played a significant role 

in the precipitation of secondary talc, brucite and Mg-aluminosilicate minerals. The 

modelling study also showed that most of the initially precipitated calcium silicon hydrate 

phases redissolved and formed more stable calcium silicon aluminium hydrate phases. The 

findings highlight the importance of a deep and insightful understanding of the 

geochemical transformations based on the type and characteristics of the host rock and, 

where the system is under out of equilibrium conditions, the rates of mineral reactions. 
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List of Notations: 

 

𝐴0 Initial Surface area 

𝑓𝐻+ , 𝑓𝐻2𝑂 ,𝑓𝑂𝐻 , 𝑓𝐶𝑂2 Inhibition factors 

𝐼𝐴𝑃

𝐾
 

Ion activity divided by equilibrium constant, equal to the saturation ratio (SR) 

of the reactant 

kk Reactant empirical constant 

𝑘𝐻+ ,𝑘𝐻2𝑂 ,𝑘𝑂𝐻− , 𝑘𝐶𝑂2 Solutes rate coefficients 

k1, k2, k3, k4 Rate constants 

𝑚𝑘 Moles of reactant at a given time  

𝑚0𝑘 Initial moles of reactant 

𝑛 Order of reaction constant (Crystal grain size distribution) 

𝑃𝐶𝑂2 Partial pressure of carbon dioxide 

𝑅𝑘 Reactant overall dissolution rate 

𝑟𝑘 Reactant specific reaction rate 

𝑉 Solution volume 

[𝑋] Ion activity of the element X 
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4.1 Introduction 

Underground geological facilities are the most secure places to store/dispose of radioactive 

wastes generated during the civil/military programmes, and also generated through 

scientific, engineering and medical usage. One concept for low- and intermediate-level 

radioactive waste involves constructing an underground facility in a host rock at a depth of 

several hundred metres, then backfilling with a cementitious material. Such a facility is 

designed to achieve two main safety objectives: 1) to isolate the radioactive waste from the 

biosphere, and 2) to provide multiple barriers (including a high pH environment) to 

minimise radionuclide mobility over long timescales. 

 

The containment system involves multiple barriers in which the engineered barriers work 

alongside natural ones (e.g. stable and low permeability host rock) to prevent the release 

of radionuclides to the biosphere. The concept has been adopted by several countries, 

including the UK, Sweden and South Korea (Authority 2010a; Francis et al. 1997; Kim et 

al. 2007; Skogsberg and Ingvarsson 2006). The final design and performance assessment 

of the engineered barrier can be influenced by the waste inventory, the surrounding 

conditions that can be expected during the performance assessment timescale and the 

degree of reaction with the surrounding host geology. Usually, the near field plays a crucial 

role in providing long-term control over radionuclide migration, which limits their release 

to the surrounding environment. Over time, the chemical properties (e.g., sorption capacity, 

reactive surface area) and physical properties (e.g., porosity, permeability) of the host rock 

in the near field barrier evolve as a result of the interactions with their surroundings and 

with other barriers. As this will happen long before any potential migration of 
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radionuclides, it is useful to understand and to be able to predict these changes, as they are 

likely to influence potential radionuclide retardation. 

 

One of the challenges in evaluating the effectiveness of an engineered barrier is 

understanding the extent to which the evolving process of the near field host rock may 

occur. This will help in assuring that the engineered barrier materials will fulfil their safety 

functions over performance assessment timescales. The evolution of near field properties 

will strongly be linked to the interaction of the host rock and high pH water leaching out 

of the cement (the ‘alkaline disturbed zone’, ADZ). 

 

Cement leachate is usually formed when the facility is closed and becomes saturated with 

groundwater that then reacts and equilibrates with the cementitious engineered barrier. The 

reaction process results in a high-pH plume that inhibits corrosion and limits some 

radionuclide solubility. Eventually, some cement leachate will migrate into the surrounding 

rock and create a chemically disturbed zone (CDZ) at the interface between the cement 

barrier and the host rock, initiating a series of reactions (Chen et al. 2016; Chen and 

Thornton 2018; Chen et al. 2015). The dissolution of primary minerals in the host rock is 

likely to be accompanied by precipitation of new minerals with evolved chemical and 

physical properties that may contribute to decreased radionuclide mobility through 

processes such as the reduction in permeability, increased sorption, and coprecipitation. 

 

For a cement-based geological disposal facility, several experimental studies and 

numerical models have been performed to demonstrate the reaction of highly-alkaline 
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cement leachate with minerals in the host rock (Berner 1990; Harris et al. 2001a; Harris et 

al. 2001b; Schwyn et al. 2003). Previous research has considered three cement leachate 

evolution stages based on the progression of pH values (Small et al. 2016), which can be 

summarised as: young cement leachate (YCL), intermediate cement leachate (ICL) and old 

cement leachate (OCL). The reaction of ICL with the near field host rock is the focus of 

this study, and this may result in the formation of a changing series of mineral assemblages, 

changes to mineral surfaces, variations in pH, as well as other changes (Moyce et al. 2014). 

These processes will eventually affect the sorption capability of radionuclides at the 

mineral surface (Authority 2010b). 

 

The paper aims to model mineral evolution in a 15-year laboratory experiment, analysing 

interlinks among multiple minerals known to occur in Borrowdale Volcanic Group (BVG) 

rocks in reaction with ICL by applying the concept of mixed kinetic equilibrium (MKE) 

approach (the BVG is an important basement rock in north-west England, and which was 

previously investigated by UK Nirex Limited (Francis et al. 1997). Importantly, the rock 

sample comprised a hydraulically-conductive dolomite-rich fracture, and thought dolomite 

is only a minor phase in the rock overall; it is a major phase in direct contact with current 

groundwater. The modelling process implements the concept of (MKE), which combines 

the advantages of both equilibrium and kinetic formulations to enable the modelling of 

complex geochemical reactions (Bethke 1994; Bethke 1996; Chen and Thornton 2018; Van 

der Lee 1997; Van der Lee 1998; Westall 1986). This approach was initially developed to 

overcome the shortage of kinetic data for minerals that dissolve and precipitate (Soetaert 

et al. 1996), assuming a faster reaction by means of the equilibrium concept and a slower 
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reaction controlled by the kinetic process (Atkinson et al. 1988; Hoch et al. 2012). The 

model is used to develop a deeper understanding of the pH evolution along with 

quantification of the amount of host rock minerals dissolving or precipitating in the near 

field/alkaline disturbed zone. 

4.2 Experimental study 

The experiment was conducted by the British Geological Survey (Moyce et al. 2014; 

Rochelle et al. 2016; Rochelle et al. 1997) over the course of 15 years, starting in 1995, 

and being part of a larger series of experiments of different durations. The original intent 

of the experiment was to study the reaction of a sample of Ordovician age Borrowdale 

Volcanic Group (BVG) rock with both a pH 13 ‘young near-field porewater’ (YNFP) and 

a pH 12 ‘evolved near-field groundwater’ (ENFG) (rock type and fluid naming convention 

based on that used in the Nirex Safety Assessment research programme [NSARP] at the 

time). These fluids represent, respectively, ‘young cement leachate (YCL) and 

‘intermediate cement leachate’ (ICL) (naming convention used in the BIGRAD project) 

released from a representative cementitious barrier that could be used in a deep geological 

disposal facility for intermediate-level radioactive waste. Although the experiments 

significantly exceeded their originally planned durations and also that of the NSARP, it 

was useful to continue them as the BVG contains many mineral phases typical of 

crystalline basement rocks in general. In the experiment of relevance to the study presented 

here, a dolomite-rich fracture assemblage in the BVG was reacted with YNFP, and the 

resultant solid and fluid products initially examined after 15 months and also for up to 15 

years. The focus of the current study was to better understand the mineralogical evolution 
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of this experimental system for the entire 15 years, in order to investigate longer-term 

geochemical processes. 

 

 

Figure 4.1: Actual and schematic diagram of stainless steel pressure vessels lined with Teflon® used to 

contain the BVG and synthetic CDZ-type fluid experiments. 

 

Two PTFE-lined stainless steel vessels, of 150 mL and 100 mL, were used for the ‘reacting’ 

and blank experiments, respectively (Figure 4.1). The solid phase consisted of a piece of 

drill core containing altered wall rock and a dolomite-rich fracture fill from a 

hydrogeological conductive fracture zone in the BVG. The 2-kg rock sample was then 

disaggregated and sieved (Moyce et al. 2014; Rochelle et al. 1997). In the ‘reacting’ 

experiment, 35 g of disaggregated BVG was used with 140 g of groundwater-cement 

leachate, and the stainless-steel vessel was kept in a 70°C oven. The smaller blank 

experiment just contained the leachate. The ENFG leachate was presented by slightly saline 

water (Na/CaCl) saturated with Ca(OH)2 (Table 4.1). All preparation processes were 

performed under a nitrogen atmosphere to prevent reaction of the alkaline water with 

atmospheric carbon dioxide. During the reaction, the rock underwent mineralogical 

changes that changed the concentration of the dissolved ions in the ENFG leachate. 
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Experiments were terminated and sampled after the fourth, ninth and fifteenth months 

(Rochelle et al. 2016; Rochelle et al. 1997), and importantly also at the end of the fifteenth 

year (Moyce et al. 2014). The solid experimental residues were washed in propan-2-ol and 

then dried prior to storage and analysis. For X-ray diffraction analysis, a subsample was 

milled and a 10% corundum (Al2O3) standard added. A diffractometer instrument 

(PANalytical X’Pert Pro) with PANalytical X’Pert Highscore Plus software was then used 

to carry out the final mineralogical analysis (Moyce et al. 2014; Rochelle et al. 2016). 

 

Table 4.1: Composition of the Evolved Near-Field Groundwater (ENFG) prepared by the British 

Geological Survey (Rochelle et al. 2016; Rochelle et al. 1997). 

Chemical component Concentration (mg/L) 

Al 4.17 

B 0.335 

Ba 0.017 

Br 23.2 

CO3 20 

Ca 1930 

Cl  15100 

F 0.03 

Fe 0.120 

K 185 

Li 0.153 

Mg 0.117 

Mn 0.010 

Na 9160 

SO4 1090 

NO3 20 

Si 2.07 

Sr 166 

pH (at 70ºC)  10.84 

 

4.3 Modelling Methodology 

The conceptual model developed for this study is presented in Figure (4.2). The idea was 

developed based on theoretical and experimental analysis. The MKE approach is based 

upon the timescale of each mineral reaction rate (i.e., which reaction is faster and which 
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slower). For each mineral, either a kinetic or equilibrium approach, or a mix of both (if the 

difference between rates was more than 102), was used to provide the supporting 

information for the software. The concept of MKE has been widely implemented in 

subsurface geochemical applications, as it allows both kinetic and equilibrium reactions to 

model a multiphase and multi-component system (Brun and Engesgaard 2002; Lichtner 

1996; Mayer et al. 2002; Prommer et al. 2003). 

 

 

Figure 4.2: Conceptual Model for the Mixed Kinetic-Equilibrium approach. 

 

4.3.1 Conceptual model software and thermodynamic data 

The simulation carried out in this study was performed with the PHREEQC code (version 

3.6.1). The software can compute a wide range of chemical reactions in aqueous 

geochemical systems, utilising both chemical thermodynamic and kinetic data. In recent 

years, several databases have been developed by various authors to optimise the use of this 

geochemical code. For a cement leachate–host rock reaction in an underground repository, 

the Lawrence Livermore National Laboratory (LLNL), Thermoddem, Thermoddem DB 

and CEMDATA DB databases were applied by previous researchers (Blanc et al. 2012; 

Lothenbach et al. 2019; Wolery 1992; Wolery and Daveler 1992).  In this work, LLNL 
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database (Delany and Lundeen 1990) –was utilise though with some modifications, 

namely; the addition of kinetic information for calcium silicon hydrate (CSH) and calcium 

silicon aluminium hydrate phases (CASH). This database seemed to be the best option 

available since it has kinetic information for a variety of minerals and aqueous species, 

especially carbonate minerals that are required for the simulation of phases present in the 

BVG rock sample. The data of thermodynamic reactions (equilibrium constants) for the 

major minerals are shown in Table (4.2) (Chen and Thornton 2018). Note that the below 

values of 𝑙𝑜𝑔𝐾𝑒𝑞 are valid for the experiment condition. 

 

Table 4.2: Reactions and equilibrium constants for minerals used in the calculations. 

Mineral Reaction Log Keq 

Calcite CaCO3 + H+ = Ca++ + HCO3
- 1.8487 

Muscovite KAl3Si3O10(OH)2 +10H+ = K++ 3Al+++ + 3SiO2 + 6H2O 13.5858 

Kaolinite Al2Si2O5(OH)4 +6H+ =   +2Al+++ + 2SiO2 + 5H2O 6.8101 

Quartz SiO2 = +1.0 SiO2 -3.9993 

Dolomite CaMg(CO3)2 + 2H+ = +1.0Ca++ + 1.0 Mg++ + 2 HCO3
- 2.5135 

K-feldspar KAlSi3O8 +4.0000 H+ = + 1.0000 Al+++ + 1.0000 K+            

+ 2.0000 H2O + 3.0000 SiO2 

-0.2753 

Brucite Mg(OH)2 +2H+  =  + 1.0 Mg++ + 2H2O 16.2980 

Tobermorite-11A Ca5Si6H11O22.5 +10H+ = +5Ca++ + 6SiO2 + 10.5H2O 65.6121 

Saponite-Mg Mg3.165Al.33Si3.67O10(OH)2 +7.3200 H+ = + 0.3300 Al+++ 

+ 3.1650 Mg++ + 3.6700 SiO2 + 4.6600 H2O 

26.2523 

Nontronite-Mg Mg.165Fe2Al.33Si3.67H2O12 +7.3200 H+ = + 0.1650 Mg++  

+ 0.3300 Al+++ + 2.0000 Fe+++ + 3.6700 SiO2 + 4.6600 H2O 

-11.6200 

Talc Mg3Si4O10(OH)2 +6.0000 H+  =  + 3.0000 Mg++ + 4.0000 

H2O + 4.0000 SiO2 

21.1383 

Mesolite 

(Zeolite) 

 

Na.676Ca.657Al1.99Si3.01O10:2.647H2O +7.9600 H+ =         

+ 0.6570 Ca++ + 0.6760 Na+ + 1.9900 Al+++ + 3.0100 SiO2 

+ 6.6270 H2O 

13.6191 

Stilbite 

(Zeolite) 

 

Ca1.019Na.136K.006Al2.18Si6.82O18:7.33H2O +8.7200 H+ = 

+ 0.0060 K+ + 0.1360 Na+ + 1.0190 Ca++ + 2.1800 Al+++ + 

6.8200 SiO2 + 11.6900 H2O 

 

1.0545 
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4.3.2 Mineralogical analysis and kinetic information 

The mineralogical composition of the BVG rock used in the experiment is shown in Table 

(4.3). The concept of MKE was applied to the minerals existing in the rock that react with 

the ENFG leachate. The initial mass of each reactant was calculated based upon its 

abundance in the 35 g BVG sample (Rochelle et al. 2016; Rochelle et al. 1997). Note that 

the original rock sample showed some traces of other fracture filling phases such as clays, 

but these were not included in the model. 

 

Table 4.3: BVG rock sample composition. Analysis conducted by the British Geological Survey (Rochelle 

et al. 2016; Rochelle et al. 1997). The mass of each phase (m0) is calculated based on a 35g rock sample. 

Mineral Weight % m0 (g) 

Orthoclase 12 4.2 

Quartz 41 14.35 

Dolomite 29 10.15 

Muscovite 13 4.55 

Hematite 2 0.7 

Calcite 3 1.05 

 

When cement leachate encounters the surrounding host rock, they will be out of chemical 

equilibrium, and local dissolution of existing ‘primary’ minerals will occur. The process 

releases new solutes into the reaction system, resulting in the precipitation of new 

‘secondary’ minerals. Some secondary phases can have enhanced sorption and 

permeability-limiting properties relative to the primary phases, and are thus beneficial in 

term of limiting radionuclide migration. Thus, it is important to be able to describe/model 

the temporal evolution of these phases.  

 

Commonly, the rate of mineral dissolution is measured experimentally by measuring the 

rate of change in solute concentration as a function of time under ‘far from equilibrium’ 
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conditions. To model the experimental values of dissolution and precipitation, a variety of 

factors must first be addressed, which include: the reactive surface area of the mineral, 

initial and final amounts, the specific dissolution rate constant, and slowing of reaction as 

equilibrium is approached. The availability of these data is one of the challenges in the 

field of modelling mineral dissolution and precipitation. The MKE approach is 

implemented to overcome that drawback with a proper representation of the geochemical 

system. Equation (4.1) is a general form that is usually used to calculate the overall 

dissolution rate of minerals (Appelo and Postma 2005; Parkhurst and Appelo 1999; 

Rimstidt and Barnes 1980). 

 

𝑅𝑘 = 𝑟𝑘
𝐴0
𝑉
(
𝑚𝑘
𝑚0𝑘

)
𝑛

    (4. 1) 

where 

𝑟𝑘 = 𝑘𝑘 (1 − (
𝐼𝐴𝑃

𝐾
)
𝑘
)    (4. 2) 

 

R is the overall dissolution rate into solution (mol L-1 s-1), 𝑘𝑘 is the specific dissolution rate 

(mol/m2/s), A0 is the initial surface area (m2), V is the solution volume (L), m is the moles 

at a given time and m0 is the initial moles. (𝑚𝑘/𝑚0𝑘)
𝑛 is an interpretation of the changes 

in the reactive surface area as a result of changes in the size of the mineral during the 

dissolution process. The value of 𝑛 = 2/3 (Appelo and Postma 2005). (𝐼𝐴𝑃/𝐾) (i.e., ion 

activity divided by equilibrium constant) is equal to the saturation ratio (SR) of the reactant. 

 

It is worth noting that clay minerals were not the focus of the original experiment, and that 

the exact mica/clay phase(s) present in the fracture of the BVG rock were not fully 



183 
 

identified (Moyce et al. 2014). However, muscovite was chosen to represent this phase(s) 

in the modelling process to control aluminium concentration in solution. Table (4.4) shows 

the kinetic information (reaction rate constant, reactive surface area, solution volume) 

obtained from the literature for the minerals in BVG that were modelled by the MKE 

approach (k-feldspar, quartz, dolomite, calcite, muscovite). Conversely, hematite was 

modelled by the equilibrium approach only, because of its low percentage in the rock 

sample (2%) and its assumed minimal influence on the mineralogical evolution process. In 

terms of the precipitation process, for most minerals the kinetics and specific rates of 

precipitation are unknown. Therefore, the precipitation of secondary phases was modelled 

assuming control by thermodynamic equilibrium. 

Table 4.4: Modelling parameters for the BVG rock. MKE (mixed kinetic equilibrium) 

Mineral Modelling Solution 

Volume (L) 

Surface area (m2/g) Rate constant 

(mol m-2 s-1) 

Orthoclase MKE  

 

 

 

 

 

0.14  

(Rochelle et 

al. 2016) 

0.02  

(De Windt et al. 2008) 

k (using equation 4.5) (Appelo and 

Postma 2005) 

Quartz MKE 0.02  

(De Windt et al. 2008) 

k = 1x10-12.2 (70oC) (Worley 1994) 

Dolomite MKE  

0.02  

(De Windt et al. 2008) 

k= 1.2x10-12 (Appelo and Postma 

2005) 

This value was lowered two orders of 

magnitude (k= 1.2x10-10) 

Muscovite MKE 1.1 (Knauss 1989) k=10-18.1 (Knauss 1989) 

 

 

Calcite 

 

 

MKE 

 

 

0.02  

(De Windt et al. 2008) 

k1 = 10^(0.198 - 444.0 / (273.16 + T) ) 

k2 = 10^(2.84 - 2177.0 / (273.16 + T) ) 

k3 = 10^(-1.1 - 1737.0 / (273.16 + T) ) 

in which T denotes temperature. 

(Appelo and Postma 2005; Plummer et 

al. 1978) 

Hematite Equilibrium - - - 

 

1) Quartz (𝑺𝒊𝑶𝟐) 

As per equation (4.1) and (4.2), the overall dissolution kinetic equation for quartz will be:  

𝑅𝑄𝑢𝑎𝑟𝑡𝑧 = 𝑘𝑄𝑢𝑎𝑟𝑡𝑧 (
𝐴0
𝑉
)(
𝑚

𝑚0
)
0.67

(1 − (
𝐼𝐴𝑃

𝐾
)
𝑄𝑢𝑎𝑟𝑡𝑧

)         (4. 3) 
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2) K-feldspar (𝑲𝑨𝒍𝑺𝒊𝟑𝑶𝟖)  
 

The overall dissolution rate proposed by (Appelo and Postma 2005; Parkhurst and Appelo 

1999) is used to simulate k-feldspar reaction at specific temperatures and pH value:  

𝑅𝐾−𝑓𝑒𝑙𝑑𝑠𝑝𝑎𝑟 = 𝑘𝐾−𝑓𝑒𝑙𝑑𝑠𝑝𝑎𝑟  (
𝐴0
𝑉
)(
𝑚

𝑚0
)
0.67

(1 − (
𝐼𝐴𝑃

𝐾
)
𝐾−𝑓𝑒𝑙𝑑𝑠𝑝𝑎𝑟

)       (4. 4) 

where 

𝑘𝐾−𝑓𝑒𝑙𝑑𝑠𝑝𝑎𝑟 = 𝑘𝐻+
[𝐻+]0.5

𝑓𝐻
+ 𝑘𝐻2𝑂

1

𝑓𝐻2𝑂
+ 𝑘𝑂𝐻−

[𝑂𝐻−]0.3

𝑓𝑂𝐻
+ 𝑘𝐶𝑂2

[𝑃𝐶𝑂2]
0.6

𝑓𝐶𝑂2
       (4. 5) 

 

where 𝑘𝐾−𝑓𝑒𝑙𝑑𝑠𝑝𝑎𝑟 is the specific reaction rate (mol m-2 s-1), ki are the solute rate 

coefficients (mol m-2 s-1), and fi are inhibition factors.  

 

3) Calcite (𝑪𝒂𝑪𝑶𝟑) 
 

The specific dissolution rate for calcite was described by (Appelo and Postma 2005; 

Parkhurst and Appelo 1999; Plummer et al. 1978): 

 

𝑟𝑐𝑎𝑙𝑐𝑖𝑡𝑒 = [𝑘1[𝐻
+] + 𝑘2[𝐻2𝐶𝑂3] + 𝑘3[𝐻2𝑂]] ∗  [1 − (

𝐼𝐴𝑃

𝐾
)
𝐶𝑎𝑙𝑐𝑖𝑡𝑒

2
3

]       (4. 6) 

 

from equation (4.1), the overall dissolution rate of calcite will then be: 

 

𝑅𝑐𝑎𝑙𝑐𝑖𝑡𝑒 =  𝑟𝑐𝑎𝑙𝑐𝑖𝑡𝑒  (
𝐴0
𝑉
)(
𝑚

𝑚0
)
0.67

       (4. 7) 

  

The value of the coefficients k1, k2 and k3 in equations (4.6) are calculated by (Plummer et 

al. 1978) by fitting them to the experimental data as a function of temperature. 
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4) Dolomite [𝑪𝒂𝑴𝒈(𝑪𝑶𝟑)𝟐] 

The specific dissolution rate of dolomite is described below by (Appelo et al. 1984; Appelo 

and Postma 2005; Parkhurst and Appelo 1999).  

𝑟𝐷𝑜𝑙𝑜𝑚𝑖𝑡𝑒 = − 𝑘𝐷𝑜𝑙𝑜𝑚𝑖𝑡𝑒  𝑙𝑜𝑔 (
𝐼𝐴𝑃

𝐾
)
𝐷𝑜𝑙𝑜𝑚𝑖𝑡𝑒

    (4. 8) 

then, the overall dissolution rate of dolomite will be: 

 

𝑅𝐷𝑜𝑙𝑜𝑚𝑖𝑡𝑒 = 𝑟𝐷𝑜𝑙𝑜𝑚𝑖𝑡𝑒  (
𝐴0
𝑉
) (
𝑚

𝑚0
)
0.67

       (4. 9) 

 

5) Muscovite [𝑲𝑨𝒍𝟐(𝑨𝒍𝑺𝒊𝟑𝑶𝟏𝟎)(𝑶𝑯)𝟐]  
 

The specific dissolution rate for muscovite was calculated from the below equation, which 

was described by (Knauss 1989): 

𝑟𝑀𝑢𝑠𝑐𝑜𝑣𝑖𝑡𝑒 = 10
−18.1[𝑎𝐻+]

+0.22      (4. 10) 

then, as per equation (4.1), the overall dissolution rate of muscovite will be: 

 

𝑅𝑀𝑢𝑠𝑐𝑜𝑣𝑖𝑡𝑒 = 𝑟𝑀𝑢𝑠𝑐𝑜𝑣𝑖𝑡𝑒  (
𝐴0
𝑉
)(
𝑚

𝑚0
)
0.67

     (4. 11) 

4.3.3 Fluid evaporation 

Over the 15-year experiment period, (Rochelle et al. 2016; Rochelle et al. 1997) note that 

some of the reacting fluid was lost, most likely through diffusion around the threads in the 

steel vessel. Measures were not taken to limit this process, because the experiments were 

only initially planned to only run for <18 months. The extent of this process could be 

estimated based on measured increases in the concentration of conservative (i.e. inactive) 

dissolved ions in the experiment. In both ENFG experiments (blank and reactive), the 

chloride ion was set as the inactive and conservative species over the entire experiment 
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period. It was observed that the rate of change in chloride ion concentration was the same 

in both solutions, and amounted to a 34% fluid loss (Moyce et al. 2014). It is crucial that 

modelling includes this fluid loss since this loss affects the concentration value (usually 

measured in mg/L) of all the ions released into the solution. In the modelling procedure, 

the simulated result of the chloride ion concentration indicated only a 22% fluid loss.  

4.3.4 Secondary phases 

During the reaction period of 15 years, the chemical characteristics of the system would 

significantly evolve and result in multiple cycles of mineral dissolution and precipitation 

reactions. The type of precipitated secondary mineral can vary over the entire experimental 

period. In this study, two time periods were defined: from 0 to 15 months (short-term 

mineral evolution) and from 15 months to 15 years (long-term mineral evolution). In 

numerical simulations, the specification of each expected secondary mineral was defined 

to allow its precipitation after saturation. In the modelling process, attention was paid to 

minerals that were actually observed in the experiments, together with ones that might 

precipitate (i.e. with saturation index close to zero), in order to achieve more accurate 

results. Moreover, the list of secondary minerals being tracked during the modelling should 

reasonably embrace the range of chemical ions represented in the experiment. Finally, the 

stability range of realistic secondary phases being modelled should be coincident with the 

experimental conditions (e.g. especially temperature and pH). 

Several previous experimental studies have shown that when high-pH calcium-bearing 

cement leachate reacts with the host rock in the CDZ, the primary silicate dissolves, 

followed mostly by the precipitation of secondary CSH phases with different calcium-to-
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silicon ratios (Bateman et al. 1999; Braney et al. 1993; Gaucher and Blanc 2006; 

Hodgkinson and Hughes 1999; Mäder et al. 2006; Savage and Rochelle 1993). Where the 

system also includes aluminosilicate minerals (Equations 4.12 and 4.13) and potassium 

(from minerals or the cement leachate), then secondary phases of aluminium- and 

potassium-bearing minerals (C-[Al]-[K]-S-H) also precipitate (Braney et al. 1993; Savage 

et al. 1992). Carbonate minerals, especially dolomite, can also play a significant role in the 

precipitation of other, secondary carbonates (e.g., calcite, Equation 4.14) when reacting 

with cement porewater leachate (Braithwaite and Heath 2013; Poole and Sotiropoulos 

1980). Their relatively fast dissolution reaction compared to silicate minerals can control 

fluid chemistry during the early stages of the reaction (Bérubé et al. 1990; Choquette et al. 

1991). Modelling studies have also shown that the reaction time and the composition of 

the primary solution (e.g., pH) are the two dominant factors in controlling the precipitating 

phases. Those studies also indicate that over time, CSH gel will evolve into zeolite, feldspar 

and CSH minerals (Bateman et al. 1999; Braney et al. 1993; Fernández et al. 2010; 

Pfingsten et al. 2006; Savage et al. 1992; Savage and Rochelle 1993; Soler and Mäder 

2007). 

𝐾𝐴𝑙𝑆𝑖3𝑂8 + 3𝑂𝐻
− + 2𝐻2𝑂 → 𝐴𝑙(𝑂𝐻)4

− + 3𝐻𝑆𝑖𝑂3
−
(𝑎𝑞)

+ 𝐾+(𝑎𝑞)       (4. 12)   

𝐻𝑆𝑖𝑂3
−
(𝑎𝑞)

+ 𝐶𝑎2+(𝑎𝑞) + 𝐻2𝑂 → 𝐶 − 𝑆 − 𝐻𝑔𝑒𝑙                                             (4. 13) 

𝑀𝑔𝐶𝑎(𝐶𝑂3)2 + 2𝑂𝐻
− → 𝑀𝑔(𝑂𝐻)2 + 𝐶𝑎𝐶𝑂3 + 𝐶𝑂3

2−
(𝑎𝑞)

                     (4. 14) 

As the BVG rock sample was rich in dolomite, it was assumed that the dedolomitization 

process would result in an enormous number of magnesium and carbonate ions. This 

indicates that aqueous calcium ions can also be a driving force for the dissolution process 
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of dolomite, as well as the fluid pH level. At the beginning of the experiments (from 0 to 

15 months), there was a low concentration of calcium ions in the YNFP, which led to 

undersaturation with respect to calcite and its dissolution. However, in the ENFG fluid, the 

system had a high concentration of calcium ions, which consumed all the aqueous ions of 

carbonate (𝐶𝑂3
2−) to form the secondary calcite. Since the rock sample also included quartz 

and feldspar, the released magnesium ions were expected to react with both aqueous 

calcium and silica to form a secondary  (Ca)-Mg-(Al)-(K)-silicate and ettringite (In case 

sulphate ions were in the solution), as demonstrated in the literature (Derkowski et al. 2013; 

Galı́ et al. 2001; Garcia et al. 2020; Schwarzenbach et al. 2013; Techer et al. 2012; Tinseau 

et al. 2006; Xie et al. 2013). Studies have also confirmed the formation of talc, smectite 

(Mg-saponite), illite and brucite as secondary Mg-rich phases during the dedolomitization 

process (Chen et al. 2018; Moyce et al. 2014; Rochelle et al. 2016). Figure (4.3) shows the 

conceptual model for mineral evolution during the dissolution and precipitation cycle of 

BVG rock reaction with ENFG fluid. 

 

 

Figure 4.3: Conceptual model for minerals evolution during the dissolution and precipitation cycle of BVG 

reaction with ENFG. 
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4.4 Results and discussion 

The reaction of BVG rock with ENFG was modelled over a simulated 15-year duration 

using the MKE approach. Changes in the concentration of Ca, Mg, Na, K, Al, Si, CO3 and 

pH, as measured from the experiment, were analysed in the modelling simulations, and the 

comparison is shown in Figures (4.4–4.8). As an inactive ion, the chloride concentration 

(Figure 4.4, Plot A) increased in the solution as a result of the evaporation process, in line 

with the experimental data. Furthermore, since none of the primary minerals in the original 

rock sample included sodium and the potential secondary phases did not significantly 

consume sodium, the increase in sodium concentration (Plot A) also appears to be mainly 

a result of the evaporation process. This indicates that the sodium ion is also a conservative 

species in this geochemical system. 

 

The dissolution process of quartz, which accounts for 41% of the BVG rock, released a 

significant amount of silicon into the highly alkaline solution in the first few months (Plot 

B). The availability of silicon ions along with the initial calcium concentration (plus 

calcium released from the dissolution of dolomite) then promoted the precipitation of 

secondary CSH and CASH phases, represented by a sharp drop in silicon concentration 

along with a decrease in calcium concentration (Plot C). The increase in potassium 

concentration (Plot D) was mostly linked to the evaporation plus the dissolution of k-

feldspar and muscovite, which also released silicon and aluminium. This can be seen in the 

numerical results of Plot E, which show a small increase in aluminium concentration in the 

first few months. The concentration line then drops heavily and follows the experimental 

behaviour as a result of forming secondary aluminosilicate phases. The saturation index 
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lines in Figure (4.5) show that k-feldspar and muscovite both start with a higher dissolution 

rate than quartz, which defines the small peak in aluminium concentration in the beginning 

before it drops down as secondary calcium silicates start to precipitate. The figure also 

shows that muscovite was always undersaturated, and thus would have continued to 

dissolve, providing a source of aluminium for secondary phases. Moreover, the 

precipitation rates for talc, CSH gel and tobermorite (CSH) were all high in the first few 

months of the reaction (Figure 4.7). This high precipitation was mirrored by a substantial 

drop in silicon, aluminium and calcium concentrations at almost the same time. Note that 

in Figure (4.7), the positive value is for the dissolving process, whereas, negative for the 

precipitation process. Both CSH gel and tobermorite precipitated initially and redissolved 

after 18 months, with a similar kinetic rate. Talc started to precipitate from the beginning 

of the experiment and reached a stable amount after around 18 months. The initial 

concentration of magnesium in the leachate, plus that released during dedolomitization, 

drove brucite precipitation in the high pH conditions and created a sink for Mg (Bérubé et 

al. 1990; Cheng 1986), which also consumed hydroxyl ions and reduced the pH value. This 

rapid drop in pH in the first few months (Figure 4.4, Plot H) is also reflected in Figure 

(4.6), which shows a higher precipitation rate of brucite in the same period. Subsequently, 

the drop in the pH value progressively continued, but at a slower rate. From Figure 4.4 

(Plot F), it is also clear that the initial magnesium ions were consumed in the first few 

months before the dedolomitization process took control. The saturation index of dolomite 

(Figure 4.5) shows that it was undersaturated (dissolving) in the geochemical system, but 

with a much slower rate as the pH value went below 9. This agrees with literature 

information (Min and Mingshu 1993), which suggests that dedolomitization does not occur 
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below pH 11. Despite that, dedolomitization still occurred in the geochemical system, but 

at a very slow rate. This is demonstrated by the high magnesium concentration 

(Evaporation can also play a part in this increase as well) at the end of the 15 years (Figure 

4.4, Plot F), which was observed in the experiment as well (Moyce et al. 2014). The 

escalation of dedolomitization can be caused by the high concentration of Ca2+ in the 

ENFG, which promotes this process even at lower pH values. Dedolomitization provides 

calcium and aqueous 𝐶𝑂3
2−, which are removed effectively (Figure 4.4, Plot G) from the 

system by the precipitation of calcite (Bérubé et al. 1990). This can be seen in the saturation 

indices of calcite and brucite (Figure 4.6), which both precipitate in concurrence with the 

consumption of 𝐶𝑂3
2−. The extra amount of 𝐶𝑂3

2− in Equation (4.14) plus the amount 

released from the dissolution of calcite at later stages of the experiment is also reflected in 

Figure 4.4 (Plot G) which shows a small increase in (𝐶𝑂3
2−) concentration. Thus, to 

incorporate the slow dedolomitisation process in the modelling, the specific dissolution 

rate of dolomite was lowered by two orders of magnitude. This compensates for the slower 

dolomitisation process below pH 11 but at the same time allows the process to take place, 

driven by the high concentration of calcium ions, especially at the early stage of the 

reaction. Another indication that supports the dedolomitization process is the high 

precipitation rate of Mg-silicate (talc and saponite-Mg), which was reflected by the higher 

dissolution rate of dolomite in the same period. Since brucite was close to saturation after 

the first few months (Figure 4.6), most of the released magnesium from the 

dedolomitization process was likely consumed during the formation of magnesium-silicate 

minerals, which is also recognised in other literature (Eglinton 1998; Glasser 2001). 
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After the large drop in the pH value, tobermorite and CSH gel starts to dissolve; at that 

time, a substitution between aluminium and silicon ions takes place to produce more stable 

calcium aluminosilicate hydrate (Myers et al. 2015; Richardson 2014; Richardson et al. 

1993). This secondary CASH phase can then bind with the magnesium from the 

dedolomitization and create Mg-aluminosilicate (Galı́ et al. 2001; Moyce et al. 2014). This 

phenomenon highlights the importance of the modelling procedure for this kind of complex 

long-term geochemical reaction, as it allows a better understanding of the potential 

chemical and physical reactions that occur in the geosphere. It can also allow the extension 

of the timescale from relatively short-duration lab tests to the long timescales of 

performance assessments. Additionally, it can reveal the type of dissolved or precipitated 

secondary minerals that can contribute effectively to the retardation of radionuclide 

migration. For example, zeolites would be useful secondary phases as they have a high 

sorption capability to the radionuclide. Their considerable surface area and ion exchange 

capacity could play a key role in retarding radionuclide migration. Unfortunately, no 

evidence of zeolite precipitation was found in any of the NSARP experiments (Moyce et 

al. 2014; Rochelle et al. 2016). A plausible explanation for this is the rapid removal of 

silicon and aluminium by CSH and CASH phases that could suppress the formation of 

zeolites as they may have slower kinetic precipitation. Even though the modelling results 

obtained from the geochemical analysis showed potential for mesolite, stilbite and scolecite 

precipitation (based on the temperature of the experiment), which all are part of the zeolite 

family (Figure 4.8; (Bucher and Stober 2010; Bucher and Weisenberger 2013; Fridriksson 

et al. 1999; Weisenberger and Selbekk 2009)). 
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Even though those minerals did not precipitate in the experiment, this does not prove that 

the situation will be the same in the actual geosphere. The experimental design tried to 

mimic the actual environmental conditions as much as possible (rock type, temp, pH, etc.). 

However, there are still some variances, which can lead to different results. For example, 

as reported by (Adler et al. 1999), zeolite formation is preferred in the pore spaces in which 

leachate flux is minimal, and in these experiments the leachate: rock ratio was very high. 

The composition and nature of the rock type can also play a significant role, as it can affect 

the amount of CO2 released into the leachate (e.g., depending on dolomite percentage), 

which can buffer the formation of zeolites (Mullis et al. 1994; Weisenberger and Bucher 

2010). Taken together, the findings reveal the potentially important role of dolomite in the 

geochemical system. Moreover, they provide valuable insight into specific geochemical 

processes alongside the usefulness of iterating between modelling and experimental results 

to achieve a better understanding of the system under study. 
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Figure 4.4: Modelled and experimental values for ions concentration and pH versus time. 
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Figure 4.5: Saturation indices of primary mineral versus time. 
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Figure 4.6: Saturation indices of secondary phases versus time. 
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Figure 4.7: Kinetic rates for CSH gel, talc and tobermorite-11A versus time. 
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Figure 4.8: Zeolites minerals saturation indices versus time. 
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4.5 Conclusion 

The construction of a cement-based, deep underground geological disposal facility for 

radioactive waste will result in an alkaline plume when groundwater equilibrates with 

minerals in the cement barrier. This will initiate a series of dissolution/precipitation 

reactions in the surrounding host rock, and consequent changes in physical, hydraulic, 

chemical and sorption properties long before any potential migration of radionuclides. It is 

useful to understand and to be able to predict these changes, as they are likely to influence 

the potential retardation of future radionuclide migration. This study modelled the 

mineralogical evolution and geochemical reactions of BVG rock in contact with ENFG. 

Importantly, the rock sample comprised a hydraulically-conductive dolomite-rich fracture, 

and though dolomite is only a minor phase in the rock overall, it is a major phase in direct 

contact with current groundwater. Simulations were conducted using PHREEQC, and 

predictions compared with data from experiments lasting up to fifteen years. The results 

showed that: (1) secondary phases such as talc, brucite and Mg-aluminosilicate 

precipitated, driven by dedolomitization; (2) solution pH initially dropped quickly as a 

result of brucite precipitation; (3) although zeolites were predicted stable secondary phases, 

they were absent in the experiments, possibly as a consequence of factors such as slow 

reaction kinetics, high leachate-to-rock ratios or elevated CO2 concentrations. Overall, the 

modelling results of these long-term experiments indicate the important role of fluid-

mineral reactions in controlling fluid chemistry and secondary phases, and so sufficient 

attention should be focused on the mineralogical composition of flowing features, as the 

minerals lining those can exert a critical influence on key geochemical reactions. 
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Chapter 5: The influence of high pH leachate on a generic host rock for 

a nuclear waste repository: modelling of variable porosity and surface 

area  

 

Abstract 

Deep geological disposal is the preferred solution for long-term storage of radioactive 

waste in many countries. In a deep repository, cementitious materials are widely used in 

the structure and buffer/backfill of the repository for the stabilization of the hazardous 

materials. The cement acts as a physical barrier and also contributes chemically to waste 

containment by buffering the groundwater to a high pH, limiting the solubility of many 

radionuclides. This paper describes an experimental and modelling study which evaluates 

the geochemical interaction between young cement leachate (YCL, pH = 13) and a generic 

hard rock (in this case Hollington sandstone, representing a ‘hard’ host rock) during 

permeation with the leachate, as it drives mineralogical changes in the system. One-

dimensional reactive transport was modelled using a mixing cell approach within the 

PHREEQC geochemical code to identify the essential parameters and understand and scale 

up the effect of variations in these parameters on the observed geochemical processes. This 

study also focused on the effects of variable porosity, reactive surface area and pore volume 

on improving the modelling of rock alteration in the system compared to conventional 

models that assume constant values for these properties. The numerical results showed that 

the interaction between the injected hyperalkaline leachate and the sandstone sample 

results in a series of mineralogical reactions. The main processes were the dissolution of 

quartz, kaolinite and k-feldspar which was coupled with the precipitation of Calcium 

silicate hydrate (CSH) gel and tobermorite-14A (C-S-H), prehnite (hydrated silicate), 

saponite-Mg (smectite clay) and mesolite (Na-Ca zeolite). The simulation showed that the 
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overall porosity of the system increased as primary minerals dissolve and no stable 

precipitation of the secondary C-S-H /C-A-S-H phases was predicted. The variable 

porosity scenario provides a better fitting to experimental data and more detailed trends of 

chemistry change within the column. The time and the number of moles of precipitated 

secondary phases were also improved which was related to greater exposure surface area 

of the minerals in the sandstone sample to the YCL. 
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List of Notations: 

𝐴0 Initial Surface area of the mineral 

𝐴𝑖  Effective surface area of the mineral 

𝐴𝑟
𝑡  Reactive surface area of the mineral at specific time 

𝐶𝑖 Total concentration of component i in water 

𝐷𝐿 Hydrodynamic dispersion coefficient 
𝑬𝒂 activation energy 

𝑓𝐻+ , 𝑓𝐻2𝑂 ,𝑓𝑂𝐻 , 𝑓𝐶𝑂2 Inhibition factors 

𝑔 Gravity vector 
𝐼𝐴𝑃

𝐾
 

Ion activity divided by equilibrium constant, equal to the saturation ratio (SR) 

of the reactant 

𝑘𝐻+ ,𝑘𝐻2𝑂 ,𝑘𝑂𝐻− , 𝑘𝐶𝑂2 Solutes rate coefficients 

l Number of kinetic reactants 
𝐿𝑖𝑚𝑖 Limiting activity 

𝑚𝑡 Total mass of the rock sample 
𝑚𝑖,𝑡 Mass of the reactant at given time 

𝑚𝐷𝑖𝑠𝑠
𝑝𝑟𝑒𝑐

𝑚𝑜𝑙𝑒𝑠,𝑡,𝑖
 Mass of dissolve/precipitated moles at given time 

M Moles of reactant 

𝑛 Order of reaction constant (Crystal grain size distribution) 

𝑝𝑙 Fluid pressure 

𝑃𝐶𝑂2 Partial pressure of carbon dioxide 

𝑞𝑙 Darcy flux for the liquid 

𝑅 gas constant 

𝑅𝑖 Reactant overall dissolution/precipitation rate 

𝑅𝑚 Overall dissolution/precipitation rate of kinetic reactant m 

𝑟𝑖 Reactant specific reaction rate 

𝑡 Time 

𝜈𝑖𝑚 Stoichiometric coefficient of component i in kinetic reactant m 

𝑉 Solution volume 

𝑉𝑚 Molar volume 

𝑉𝑝𝑜𝑟𝑒 Pore fluid volume  

𝑉𝑠𝑜𝑙𝑖𝑑 Solid volume of all minerals in the rock sample 

𝑉𝑇 Total solid and pore volume 
𝑉𝐷𝑖𝑠𝑠
𝑝𝑟𝑒𝑐

𝑚𝑜𝑙𝑒,𝑡
 Volume of Dissolve/precipitated moles at given time 

[𝑋] Ion activity of the element X 

Xi Mass fraction of each mineral in the rock sample 

𝑥 Distance 

xi Empirical values 

zi Empirical values 

𝜙 Porosity 

𝜅  Permeability tensor 

𝜇𝑙 Liquid dynamic viscosity  

𝜌𝑙  Liquid density 
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5.1 Introduction 

Radioactive waste includes abundant industrial residual materials that require a 

management plan for their safe disposal and containment, particularly due to their long-

lived radioactivity and chemical toxicity. In many countries, the preferred method of 

radioactive waste disposal is immobilisation in copper or stainless-steel canisters and burial 

in an engineered deep geological disposal facility (Crossland, 2007). Cementitious 

materials are widely used in the structure and buffer/backfill of the repositories as part of 

a multi-barrier approach for the stabilization of the hazardous materials. The cement acts 

as a physical barrier and contributes chemically to waste containment by buffering the 

groundwater to a high pH, limiting the solubility of many radionuclides (Felipe-Sotelo et 

al., 2017).  

The final assessment of any geological disposal relies on the ability of the host rock to 

retard the migration of contaminants to isolate them from the biosphere. Therefore, the 

safety assessment should predict the effect of the released radionuclides on the surrounding 

environment in the event of failure of the engineered barriers. Once a repository is closed, 

groundwater will interact with cementitious materials used to form the structure or in the 

waste form, and create a hyper-alkaline (up to pH 13.5) plume over time (Francis et al., 

1997, Vasconcelos et al., 2018). This plume will migrate into the host rock, creating a 

chemically disturbed zone (CDZ). The chemical composition of the alkaline leachate 

emerging from the repository will continue to evolve over time as more ions are released 

from the cement minerals. The plume of young cement leachate (YCL) will also change as 

it migrates and reacts with the host rock minerals. Understanding the geochemical 

interactions that occur between the leachate and the host rock is critical, in order to define 
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the impact of the hyper-alkaline plume on the geological, mineralogical and physical 

behaviour of the host rock. 

When high-pH leachate from a deep geological disposal facility migrates through a 

sandstone host rock, both mineral dissolution and precipitation processes will occur, 

changing the matrix porosity within the CDZ (Chen et al., 2015, Chen and Thornton, 2018). 

Dissolution of primary minerals (e.g. quartz, k-feldspar and aluminosilicate minerals) can 

increase the matrix porosity. In contrast, the precipitation of secondary clay minerals (e.g. 

saponite, illite and kaolinite) can reduce the porosity. The precipitated secondary minerals 

may have different sorption properties than the reacting primary minerals, which is 

important when considering the potential mobility of radionuclides. Several studies have 

examined the effects of an alkaline plume on clay minerals (Velde, 1965, Eberl and Hower, 

1977, Mohnot et al., 1987, Chermak, 1993, Bauer and Berger, 1998). However, the kinetics 

of silicate mineral dissolution and precipitation kinetics of the secondary calcium silicate 

hydrate (C-S-H) and calcium aluminium silicate hydrate (C-A-S-H) phases in high-pH 

leachate, is less well known. 

The British Geological Survey (BGS) conducted laboratory column experiments to 

investigate the mineralogical transformations and geochemical processes that may occur 

when a hyper-alkaline plume flows through sandstone (Small et al., 2016). The 

experiments provided a conceptual understanding of the processes involved, and 

information on essential parameters that control those processes. Although significant 

work has been done in the field of radionuclide fate and transport(Silva, 1991, Dozol and 

Hagemann, 1993, Savage, 1997, Monte et al., 2004, Putyrskaya and Klemt, 2007), 

describing how contaminants migrate through geological formations in which interactions 
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change physical and chemical properties of the host rock remains a challenge. The 

modelling of multiple geochemical kinetic reactions and the mineralogical evolution 

associated with hyper-alkaline leachate migration through host rock allows the role of 

mineral composition and geochemical properties on the chemical affinity and evolution of 

secondary C-S-H and C-A-S-H phases to be investigated. 

This paper aims to model and evaluates the geochemical interaction between young cement 

leachate (YCL, pH = 13) and a generic hard rock (in this case Hollington sandstone, 

representing a ‘hard’ host rock) during permeation with the leachate, as it drives 

mineralogical changes in the system. The results of the column experiment undertaken by 

BGS (Small et al., 2016) are interpreted using the geochemical transport code PHREEQC 

(Parkhurst and Appelo, 2013) and the Lawrence Livermore National Laboratory (LLNL) 

database included therein.  

The BGS experiment identified the key kinetic reactions and putative reactive pathways 

that controlled the primary mineral dissolution, mineral evolution, secondary mineral 

formation and column effluent evolution. The PHREEQC code can model and scale up 

multiple kinetic reactions to interpret effects due to variation in leachate chemistry from 

short duration of the laboratory experiments’ to longer timescales. Additional modules 

were added to PHREEQC to calculate porosity changes resulting from the dissolution and 

precipitation reactions, and validated against the porosity changes observed in the column 

experiment. Fluid transport is usually modelled by a one-dimensional equation of the 

advection-dispersion process. The use of dynamic column experiment (transport process) 

allows the simulation of systems, in which the alkaline fluid flows through porous solid 

media under a steady-state flow regime. It also permits reactive transport to be studied for 
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either saturated or unsaturated soil. This study also focused on the effect of variable 

porosity, reactive surface area and pore volume on the alteration of the host rock, compared 

to fixed values of the same properties. The output from this modelling is then discussed for 

the near-field impacts anticipated at a deep geological repository.  

5.2 Column experiment design 

The model developed in this study was validated against the results of the BGS column 

experiment (Small et al., 2016), which was conducted as part of the Biogeochemical 

Gradients and Radionuclide Transport (BIGRAD, NE/H006464/1) project funded by the 

Natural Environment Research Council (NERC). The experiment consisted of a PEEK 

(Polyether ether ketone) column packed with crushed sandstone (see Figure 5.1; (Small et 

al., 2016). A solution representative of young cement leachate (pH 13.1 at 25°C) was 

pumped through the columns.   

 

 

Figure 5.1: Schematic of the BGS column experiment. 
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5.2.1 Crushed sandstone 

The crushed sandstone used in the packed columns was Hollington sandstone from the 

Triassic Bromsgrove formation in the UK Midlands (Small et al., 2016). The sandstone 

was initially disaggregated, sieved through a 500 µm nylon mesh, homogenised in a rotary 

blender and packed into the PEEK columns (7.5 mm diameter and 300 mm long). Table 

(5.1) shows the composition and proportion of minerals in the sandstone sample (Chen et 

al., 2015), determined by a combination of backscattered scanning electron microscopy, 

energy-dispersive X-ray microanalysis, microchemical mapping and petrographically 

image analysis.  

 

After packing, the columns were first saturated by 37 pore volumes (PV) of demineralised 

water (produced by reverse osmosis followed by filtration and UV sterilisation). Next, 413 

PV of the synthetic young cement leachate (YCL) was pumped though the column 

(composition reported in Table 5.2). The YCL was prepared with boiled, N2-sparged, 

deionised water and was kept in 25-litre N2 over-pressured container to avoid carbonation 

reactions and a reduction in the leachate pH.  

 

Table 5.1: Mineralogical composition of Hollington Sandstone (Chen et al., 2015) 

Mineral Mineral proportion 

(Volume %) 

Quartz  75.5 

K-feldspar  16 

Kaolinite  3.5 

Illite/chlorite/smectite 3.7 

Muscovite  0.7 

Phlogopite  0.2 

Apatite 0.2 

TiO2  0.3 
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Table 5.2: Chemical composition of the synthetic young cement leachate (YCL) used in the British 

Geological Survey column experiment (Small et al., 2016). 

Composition YCL (mg/L) 

Al3+ - 

Ca2+ 23 

K+ 3202 

Mg2+ 0.07- 

Na+ 2178 

Si4+ - 

OH- 3192* 

Measured pH 13.1 at 25°C  

(12.4 at 50oC) 

Notes: * Calculated by assuming charge balance with cations. Equivalent to pH 12.4 at 50C. 

 

 

5.2.2 Column operation and sampling  

The column was placed in a 50°C sand bath and connected to a 25-litre reservoir containing 

synthetic YCL. The reservoirs were heated to the experimental temperature of 50C, and 

their headspace pressurised with N2 to prevent CO2 from entering the system (one 

atmosphere over-pressure). A constant flux of YCL (0.6 mL/h) was passed through the 

column for 233 days using peristaltic pumps. Column effluents were collected under an N2 

atmosphere to minimise their exposure to atmospheric CO2. Table (5.3) summarises the 

initial experimental parameters. 

 

Table 5.3: Initial experimental parameters 

Initial porosity Initial wet weight (g) Weight of rock (g) Pore volume (mL) 

42.7% 110.756 21.249 5.97 

 

Column effluent samples were collected within an N2-flushed chamber using individual 

plastic (PPE) bottles. All collected solutions were filtered using 0.2 µm syringe PTFE 

(Acrodisc™) filters and then sub-sampled to determine pH, cations, and anions. The pH of 

a sub-sample was determined immediately using a combination electrode, calibrated at pH 
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7, 10, 13 and accurate to ± 0.02 pH units. Sub-samples for cation analysis (4 mL) were 

diluted two-fold with 18 MΩ demineralised water and then acidified with concentrated 

HNO3 (1% v/v) to preserve the sample. Cation analysis was undertaken using a 

combination of ICP-OES (Inductively Coupled Plasma - Optical Emission Spectrometry) 

and ICP-MS (Inductively Coupled Plasma - Mass Spectrometry). A second undiluted 

subsample was taken for the determination of anions by IC (Ion Chromatography). All 

fluid samples were stored at < 5°C until required for analysis.  

5.2.3 Tracer test 

Independent tracer tests on the unreacted sandstone were carried out on duplicate columns 

to estimate the initial porosity using 0.1 mol dm-3 NaClO4 at pH 6.5 as the permeant 

solution (the specific activity of the HTO, C0 was approximately 17 Bq cm-3). The tritiated 

solution was injected continuously into the column, and when the specific activity at the 

outlet reached a steady-state, the injected fluid was swapped to the tracer-free solution, and 

the elution profile was also recorded. The HTO tracer tests were repeated at the end of the 

column experiment when the HTO was added to the YCL. The specific activity of solutions 

was determined by liquid scintillation analysis (2100 TR, Packard, Canberra, Australia), 

measuring the energy range between 1 and 18.6 keV and liquid scintillation cocktail Gold 

Star (Meridian, UK). No chemiluminescence was observed for the alkaline solutions; 

therefore, no neutralisation of the samples was required before measurements. The porosity 

of initial column samples was also estimated from the initial dry and wet weights of the 

column. The values from both methods were in agreement within +/- 2% of volume. 
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5.3 Modelling approach 

PHREEQC (version 3.6.1) (Parkhurst and Appelo, 2013) was used to perform all the 

thermodynamic and kinetic simulations. The code can perform a wide range of complex 

geochemical calculations between aqueous, gas and mineral dissolution/precipitation, 

along with surface complexion and ion exchange. The LLNL thermochemical database 

was used to describe the high-pH cement leachate/host rock system (Delany and Lundeen, 

1990). However, this database does not contain an adequate description of the 

dissolution/precipitation kinetics of C-S-H and C-A-S-H phases (e.g. specific kinetic rate, 

reactive surface areas, etc.). Therefore, a hybrid kinetic-equilibrium approach was 

implemented based on the mixing cell concept, which overcomes this shortcoming (Chen 

and Thornton, 2018, Van der Lee, 1998, Bethke, 1996). Note, despite the variety of 

PHREEQC built in geochemical reactions, it does not integrate the correlation between 

porosity and permeability evolution in porous media within its reactive transport code. 

Thus, the variation of permeability was not included in the modelling.  

5.3.1 Transport process 

Figure 5.2 explains the concept of 1-D column advective-dispersive transport simulation 

in PHREEQC. The column can first be divided into a series of cells which all have the 

same amount of pore volume. Then, the length of each cell and the time step (the time to 

move the pore volume from one cell to the next one, this time is also linked to each 

advection and diffusion reaction period) can be defined manually along with the type of 

boundary condition at the column inlet and outlet. With flux boundary conditions, the 

simulation starts with the advection process in which the direction of fluid flow is into the 

higher-numbered cell. Next, the moving fluid is mixed with the adjacent cells for dispersion 
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(which happen multiple times within each single advection step). Lastly, equilibrium and 

kinetic reactions are calculated. At the end of the simulation, all physical and chemical 

changes data (the number of moles for pure phases, kinetic reactants and solid-solution 

composition, and equilibrium-kinetic phases) are automatically updated and saved for each 

cell number.  

In This study, the flow was modelled with inflow at one end and outflow at the other. It 

was modelled by subdividing the column into ten cells of equal length (30 mm each, Figure 

5.2). The simulation was performed for a series of time steps (each time step was set at 26 

hours). The mean flow was set at 0.6 ml/h (based on the experiment). For the first and last 

cell, a flux-type boundary condition was chosen. Within the simulation, the extended form 

of Darcy’s law was used to govern the movement of the solution flux through the flow path 

of the 1D saturated column, as below (Nardi et al., 2014): 

𝑞𝑙 = −
𝜅 

𝜇𝑙
 (𝛻𝑝𝑙 − 𝜌𝑙𝑔)        (5. 1) 

where 𝑞𝑙  is the Darcy flux (m3 m-2 s-1) for the liquid, 𝜅 is permeability tensor (m2), 𝜇𝑙 is 

liquid dynamic viscosity (Pa s), 𝑝𝑙 is fluid pressure (Pa), 𝜌𝑙 is liquid density (kg m-3) and 

𝑔 is gravity vector (m s-2). The advection-reaction-dispersion for the chemicals can be 

described as:  

𝜕𝐶𝑖
𝜕𝑡

= −𝑞𝑙 
𝜕𝐶𝑖
𝜕𝑥⏟    

𝐴𝑑𝑣𝑒𝑐𝑡𝑖𝑜𝑛

 +  𝐷𝐿  
𝜕2𝐶𝑖
𝜕𝑥2⏟    

𝐷𝑖𝑠𝑝𝑒𝑟𝑠𝑖𝑜𝑛

 −  ∑ 𝜈𝑖𝑚𝑅𝑚

𝑙

𝑚=1

                  (5. 2) 

where 𝑪𝒊 is the total concentration of component i in water (mol kgw-1), 𝑡 is time (s),  𝑥 is 

the distance (m), 𝐷𝐿 is hydrodynamic dispersion coefficient (m2 s-1), 𝝂𝒊𝒎 is the 
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stoichiometric coefficient of component i in kinetic reactant m (dimensionless), and 𝑹𝒎 is 

the overall dissolution/precipitation rate of kinetic reactant m (mol kgw-1 s-1), l is the 

number of kinetic reactants. Equation (5.2) will be solved by an explicit finite difference 

algorithm for each time step using a split-operator scheme, where the chemical interaction 

term (𝜈𝑖𝑚𝑅𝑚) for each mineral is calculated separately after the advection step and after 

the dispersion step for all equilibrium and kinetic reactions. 

 

 

 

Figure 5.2: Transport modelling concept 

 

5.3.2 Kinetic modelling of dissolution and precipitation rates  

Dissolution of quartz, k-feldspar and kaolinite were modelled kinetically. The first two 

were included in the geochemical modelling because they were the dominant primary 

minerals in Hollington sandstone (>91% by volume). Kaolinite was included because it 

could potentially affect the evolution of the pore solution chemistry due to its high 
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dissolution rate (Carroll and Walther, 1990, Bauer and Berger, 1998). The remaining minor 

phases (illite, muscovite, etc.) in Hollington sandstone were excluded from the model.  

The rate of each mineral dissolution/precipitation reaction was calculated using equation 

(5.3), which assumes the rate is proportional to the normalised surface area and degree of 

disequilibrium (Appelo and Postma, 2005): 

𝑅𝑖 = 𝑟𝑖  (
𝐴𝑖
𝑉
)(
𝑀𝑖
𝑀0𝑖

)
𝑛

(1 − (
𝐼𝐴𝑃

𝐾
)
𝑖
)      𝑓𝑜𝑟 𝑒𝑎𝑐ℎ 𝑚𝑖𝑛𝑒𝑟𝑎𝑙 𝑖               (5. 3) 

where 𝑅i is the overall dissolution/precipitation rate (mol L-1 s-1), 𝑟𝑖 is the specific reaction 

rate (mol m-2 s-1), Ai is the effective surface area of the mineral (m2 g−1), V is the pore 

volume (L), Mi is the moles of solid at a given time, M0i is the initial moles of solid, and 

(𝐼𝐴𝑃/𝐾) is equal to the saturation ratio (SR) value of the mineral where IAP is the Ion 

Activity Product and K is the equilibrium constant. In the above equation, the molar 

concentration (𝑚/𝑚0) has n power, which is a function of the initial crystal grain size 

distribution that affects the solid dissolution rate. Usually, a value of 2/3 is used for 

uniformly dissolved cubes or spheres of the monodisperse population (Appelo and Postma, 

2005). The term (1-SR) ensures that the rate of dissolution is highest when the system is 

far from equilibrium but tends to zero as equilibrium is approached. It also allows the rate 

equation to be applied for both supersaturation and undersaturation states, while the rate 

approaches zero (Equilibrium) as 𝐼𝐴𝑃/𝐾 approaches one. 

Along with the kinetic rates and reactive surface areas used for each mineral in the model, 

the unit of the effective surface area 𝐴𝑘 in equation (5.3) is (𝑚2𝑔−1). This correlates the 

surface area with the solid amount of minerals as the YCL–mineral reaction proceeds. 
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Therefore, the initial mass of each mineral was included in equation (5.3) and the value 

was updated in each iteration to account for the changes in mass; otherwise, the 

dissolution/precipitation rate will be per unit mass for each mineral. Moreover, during the 

geochemical reaction, the dissolution/precipitation process will continue to change the 

mass of each mineral and hence the volume of the pore fluid. Consequently, the effective 

surface area in (m2) for each mineral i can be described as: 

𝐴𝑖 = 𝐴0𝑚𝑡𝑋𝑖          𝑓𝑜𝑟 𝑒𝑎𝑐ℎ 𝑚𝑖𝑛𝑒𝑟𝑎𝑙 𝑖                (5. 4) 

where mt is the total mass of the rock sample, 𝐴0 is the initial surface area and Xi is the 

mass fraction of each mineral in the rock sample (Beckingham et al., 2016). 

The values of the specific dissolution rate, k, for silicate minerals undergoing weathering 

is highly dependent on temperature (Worley, 1994, Appelo and Postma, 2005). Therefore, 

published k values for k-feldspar dissolution at 281 K were corrected for temperature (see 

Table 5.4, Table 5.5). The value of k for quartz and kaolinite was taken from the 

experimental literature (Knauss and Wolery, 1988, Carroll and Walther, 1990). The kinetic 

information from the literature used for the minerals in Hollington sandstone is summarised 

in Table (5.6), along with the rates and reactive surface areas used for each mineral in the 

model. 

Table 5.4: Temperature factors used to calculate silicate weathering rate ki, at temperatures (T K) other than 

8°C (281 K). 

𝒑𝒌𝒊,𝑻 = − 𝒍𝒐𝒈𝒌𝒊,𝑻 = 𝒑𝒌𝒊,𝟐𝟖𝟏 +
𝑬𝒂

𝟐. 𝟑𝟎𝟑𝑹
[
𝟏

𝑻
−

𝟏

𝟐𝟖𝟏
]  

 𝒑𝒌𝑯 𝒑𝒌𝑯𝟐𝑶 𝒑𝒌𝑶𝑯 𝒑𝒌𝑪𝑶𝟐  

𝒑𝒌𝒊,𝟐𝟖𝟏 (K-feldspar) 11.7 14.5 13.1 13 

𝑬𝒂
𝟐. 𝟑𝟎𝟑 𝑹

 3500 2000 2500 2000 

The equation below then calculates the specific dissolution rate: 
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𝑘𝐾−𝑓𝑒𝑙𝑑𝑠𝑝𝑎𝑟 = 𝑘𝐻+
[𝐻+]0.5

𝑓𝐻
+ 𝑘𝐻2𝑂

1

𝑓𝐻2𝑂
+ 𝑘𝑂𝐻−

[𝑂𝐻−]0.3

𝑓𝑂𝐻
+ 𝑘𝐶𝑂2

[𝑃𝐶𝑂2]
0.6

𝑓𝐶𝑂2
              (5. 5) 

where 𝑘𝐾−𝑓𝑒𝑙𝑑𝑠𝑝𝑎𝑟 is the specific reaction rate (mol m-2 s-1), 𝑘𝐻+ , 𝑘𝐻2𝑂 , 𝑘𝑂𝐻− , 𝑘𝐶𝑂2 are 

solute rate coefficients (mol m-2 s-1), and 𝑓𝐻 , 𝑓𝐻2𝑂 , 𝑓𝑂𝐻, 𝑓𝐶𝑂2 are inhibition factors. n and o 

are constant values, which for k-feldspar are equal to 0.5 and 0.3, respectively (Appelo and 

Postma, 2005). 

𝑓𝐻 = [1 +
[𝐵𝐶]

𝐿𝑖𝑚𝐵𝐶,𝐻
]

𝑥𝐵𝐶

[1 +
[𝐴𝑙3+]

𝐿𝑖𝑚𝐴𝑙,𝐻
]

𝑥𝐴𝑙

                 (5. 6) 

𝑓𝐻2𝑂 = [1 +
[𝐵𝐶]

𝐿𝑖𝑚𝐵𝐶,𝐻2𝑂
]

𝑧𝐵𝐶

[1 +
[𝐴𝑙3+]

𝐿𝑖𝑚𝐴𝑙,𝐻2𝑂
]

𝑧𝐴𝑙

                 (5. 7) 

𝑓𝑂𝐻 = 𝑓𝐶𝑂2 = 1           (5. 8) 

where Lim is the limiting activity, [BC] indicates the sum of the base cations Na+, K+, 

Mg+ and Ca+ activities, xi and zi are empirical values as in Table (5.5). 

Table 5.5: Values of empirical exponents and limiting activity in the equation of 𝒇𝑯 and 𝒇𝑯𝟐𝑶 (Appelo and 

Postma, 2005). 

𝒙𝑩𝑪 𝒙𝑨𝒍 𝒛𝑩𝑪 𝒛𝑨𝒍 𝒍𝒊𝒎𝑨𝒍 𝒍𝒊𝒎𝑩𝑪 

0.15 0.4 
0.15 0.14 4e-6 5e-4 

 

Table 5.6: Kinetic modelling approach and parameters for the primary minerals in Hollington sandstone 

rock. 

 

Mineral 

 

 

Modelling Approach 

 

Surface area (m2/g) 
Rate constant at (at 50oC) 

(mol m-2 s-1) 

Quartz  
Kinetic 0.02 (De Windt et al., 2008) 

k = 1x10-12.7   

(Knauss and Wolery, 1988) 

K-feldspar  
Kinetic 0.02 (De Windt et al., 2008)  

k = 7.26 x10-13   

(Appelo and Postma, 2005) 

Kaolinite  
Kinetic 20 (Klajmon et al., 2017) 

k = 1x10-12.5  

(Carroll and Walther, 1990) 
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5.3.3 Secondary phases 

The overall reaction for the evolution of hyper-alkaline cement leachate is well known 

(Glasser, 2001, Harris et al., 2001a, Harris et al., 2001b, Gaucher and Blanc, 2006, Helinski 

et al., 2007). Generally, after hydration of the cement materials, high sodium and potassium 

alkali leachate will break through, followed by the dissolution of portlandite and 

progression of calcium that forms C-S-H-gels and high Ca/Si ratio minerals. Due to the 

composition of Hollington sandstone and the hyper-alkalinity of YCL, the major secondary 

minerals that are likely to form are C-S-H, C-A-S-H and zeolite minerals phases (Chen et 

al., 2015). The C-S-H phases were represented in this study by C-S-H -gel and tobermorite-

14A, which is the most evolved C-S-H mineral that forms from C-S-H -gel (Bethke, 1996). 

In terms of aluminosilicate minerals, prehnite and saponite-Mg were selected as an 

analogue for the hydrated silicate and clay phases, respectively. Saponite is usually 

represented in thermodynamic models as an (Na, Mg, Ca, K)-bearing aluminosilicate and 

will act as a potential sink for Mg. Conversely, prehnite has been identified as a possible 

precipitated secondary phase from previous geochemical modelling of cement leachate-

host rock interactions (Rose, 1991, Pfingsten et al., 2006, Gysi and Stefánsson, 2012) . At 

the same time, the high sodium-calcium ratio of the cementitious porewater favours the 

formation of aluminous zeolites, such as laumontite, analcime, mesolite and mordenite 

minerals (Walker, 1960, Savage et al., 1987, De Windt et al., 2008, Idiart et al., 2020). 

Therefore, those phases, together with phillipsite, were selected as potential Ca/Na/K-

bearing zeolites which will remove Na and K from the pore fluid if they precipitate. The 

last mineral included in the simulation was hydrogarnet, a calcium aluminate phase that is 

usually formed with the C-S-H -gel and included in the modelling of cement alternation 
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reactions (Chaparro et al., 2017, Wilson et al., 2017, Wilson et al., 2018).This mineral is 

most likely to form in the presence of a high Ca/(Al+Si) ratio and at high temperature 

(Nakahira et al., 2008, Vasconcelos et al., 2018). Also, in case the dissolution of portlandite 

was high, hydrogarnet will be altered to Friedel’s salt once reacted with Ca(OH)2, which 

will result in an increase in pH (Wilson et al., 2017, Wilson et al., 2018). It is noteworthy 

that the precipitation and potential dissolution of the secondary minerals formed as a result 

of the primary mineral weathering was modelled using the equilibrium approach (Table 

5.7).  

Table 5.7: Secondary minerals included in the model using an equilibrium approach. Data from LLNL 

thermochemical database (Delany and Lundeen, 1990). 

  

Mineral 

 

Structural formula 

Rate constant at (at 50oC) 

(mol m-2 s-1) 

C-S-H    

 C-S-H -gel Ca5Si6H21O27.5 60.84 

 Tobermorite-14A Ca5Si6H21O27.5 63.84 

Zeolite   

 Analcime NaAlSi2O6: H20 6.13 

 Laumontite CaAl2Si4O12: 4H2O 13.66 

 Mesolite Na2Ca2(Al2Si3O10)3: 8H2O 13.61 

 Phillipsite K2.8Na3.2Ca0.8Al7.6Si24.4O64: 24H2O 6.65 

 Mordenite Ca.28Na.36Al.94Si5.06O12: 3.4H2O -5.19 

Others   

   

 Prehnite Ca2Al2Si3O10(OH)2 32.93 

 Saponite-Mg Mg3.165Al.33Si3.67O10(OH)2 26.25 

 Hydrogarnet Ca3Al2(OH)12 82.28 

5.3.4 Variable porosity calculation 

The overall system in Figure (5.3) shows a water-saturated structure with the effect of 

transport and kinetic dissolution/precipitation processes on the mineral surface area and 

pore volume.  
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Figure 5.3: Porosity evolution concept 

 

The whole system can be described by the equation of conservation of volume as: 

𝑉𝑠𝑦𝑠𝑡𝑒𝑚
𝑡=0 = 𝑉𝑠𝑦𝑠𝑡𝑒𝑚

𝑡              (5. 9) 

𝑉𝑃𝑜𝑟𝑒
𝑡=0 + 𝑉𝑆𝑜𝑙𝑖𝑑

𝑡=0 = 𝑉𝑃𝑜𝑟𝑒
𝑡 + 𝑉𝑆𝑜𝑙𝑖𝑑

𝑡             (5. 10) 

 

Rearranging equation (5.10) leads to  

 

 𝑉𝑃𝑜𝑟𝑒
𝑡 = 𝑉𝑃𝑜𝑟𝑒

𝑡=0 + 𝑉𝑆𝑜𝑙𝑖𝑑
𝑡=0 − 𝑉𝑆𝑜𝑙𝑖𝑑

𝑡             (5. 11) 

 

where 𝑉𝑝𝑜𝑟𝑒 and 𝑉𝑠𝑜𝑙𝑖𝑑 are the pore fluid and solid volume of all minerals in the rock 

sample. If both sides of equation (5.11) are divided by the total volume 𝑉𝑇, then 

𝜙𝑡 = 𝜙𝑡=0 +
𝑉𝑆𝑜𝑙𝑖𝑑
𝑡=0

𝑉𝑇
−
𝑉𝑆𝑜𝑙𝑖𝑑
𝑡

𝑉𝑇
            (5. 12) 
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∆𝜙𝑡 = 𝜙𝑡=0 ± ∑(

𝑉𝐷𝑖𝑠𝑠
𝑝𝑟𝑒𝑐

𝑚𝑜𝑙𝑒,𝑡

𝑉𝑇
)             (5. 13) 

(𝑁𝑜𝑡𝑒: "+" 𝑓𝑜𝑟 𝑑𝑖𝑠𝑠𝑜𝑙𝑣𝑖𝑛𝑔;  " − " 𝑓𝑜𝑟 𝑝𝑟𝑒𝑐𝑖𝑝𝑖𝑡𝑎𝑡𝑖𝑛𝑔) 

 ⇒  ∆𝜙𝑡 = 𝜙𝑡=0  ±  ∑(
𝑉𝑚𝑖  ∗ 𝑀𝑖,𝑡

𝑉𝑇
)           (5. 14) 

(𝑛𝑜𝑡𝑒:  𝑓𝑜𝑟 𝑒𝑎𝑐ℎ 𝑚𝑖𝑛𝑒𝑟𝑎𝑙 𝑖) 

 

where 𝜙 is the porosity, 𝑉𝑚 is molar volume and M is the number of moles. To link the 

evolved porosity with the mineral surface area (equation 5.4), a mathematical equation was 

developed as (Lichtner, 1988): 

𝐴𝑟
𝑡 = 𝐴𝑟

𝑡=0  (
1 − 𝜙𝑡
1 − 𝜙𝑡=0

)
2/3

              (5. 15) 

 

where 𝐴𝑟
𝑡=0 is the reactive surface area of the mineral at the initial porosity. Along with the 

evolved surface area, the dissolution/precipitation process for each mineral will change its 

mass and hence the volume of the pore fluid. 

𝑉𝑝𝑜𝑟𝑒,𝑡𝑜𝑡𝑎𝑙 = 𝑉𝑃𝑜𝑟𝑒
𝑡=0  ±  ∑𝑉𝐷𝑖𝑠𝑠

𝑝𝑟𝑒𝑐
𝑚𝑜𝑙𝑒𝑠,𝑡

           (5. 16)   

(𝑁𝑜𝑡𝑒: "+" 𝑓𝑜𝑟 𝑑𝑖𝑠𝑠𝑜𝑙𝑣𝑖𝑛𝑔;  " − " 𝑓𝑜𝑟 𝑝𝑟𝑒𝑐𝑖𝑝𝑖𝑡𝑎𝑡𝑖𝑛𝑔) 

𝑚𝑖,𝑡 = 𝑚𝑖,𝑡=0 ± 𝑚𝐷𝑖𝑠𝑠
𝑝𝑟𝑒𝑐

𝑚𝑜𝑙𝑒𝑠,𝑡,𝑖
          (5. 17)  

(𝑁𝑜𝑡𝑒: " − "𝑓𝑜𝑟 𝑑𝑖𝑠𝑠𝑜𝑙𝑣𝑖𝑛𝑔; "+"𝑓𝑜𝑟 𝑝𝑟𝑒𝑐𝑖𝑝𝑖𝑡𝑎𝑡𝑖𝑛𝑔, 𝑓𝑜𝑟 𝑒𝑎𝑐ℎ 𝑚𝑖𝑛𝑒𝑟𝑎𝑙 𝑖) 

 

Ultimately, substituting Equation (5.15) into Equation (5.3), combined with the changes in 

mass and pore volume over time (Equations 5.16 and 5.17), leads to a new equation: 
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𝑅𝑖 =
𝑟𝑖
𝑉𝑡
 (𝐴𝑟,𝑖

𝑡=0  (
1 − 𝜙𝑡
1 − 𝜙𝑡=0

)
2/3

 𝑚𝑖,𝑡)  (
𝑀

𝑀0
)
𝑖

𝑛

(1 − (
𝐼𝐴𝑃

𝐾
)
𝑖
)           (5. 18) 

(𝑛𝑜𝑡𝑒:  𝑓𝑜𝑟 𝑒𝑎𝑐ℎ 𝑚𝑖𝑛𝑒𝑟𝑎𝑙 𝑖) 

 

5.4 Results and discussion 

The cement leachate composition at the outlet of the column was sampled regularly to 

assess changes in the fluid composition induced by precipitation of components in the 

leachate and/or dissolution of the primary phases in the sandstone. Figures (5.4–5.21) 

compare the experimental results and model simulations during the leachate transport 

through the column. The modelled pH and solute concentrations are compared against the 

experimental measurements. The concentration and saturation indices (= log (IAP/Ksp) or 

log (SR)) of all significant elements involved in the evolution of geochemical reactions are 

plotted against time and cell numbers. Two types of analysis were performed and 

compared: one is the traditional fixed porosity, pore volume and reactive surface area 

method; the other is the more complex model with variable porosity and reactive surface 

area developed in this study.  

The modelled concentrations of Na and K are shown in Figure (5.4). The simulated profiles 

agree well with the experimental results, as the chemistry of the injecting fluid mainly 

controls their concentrations, rather than dissolution and precipitation of primary and 

secondary minerals. The modelling shows that analcime was close to equilibrium, but 

instead the concentration of Na decreased slightly as this ion was removed by the 

precipitation of mesolite (Na-Ca zeolite, Figure 5.5). The plots show that mesolite 

redissolved following precipitation at an early stage of the experiment, Meanwhile, the 
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initial high concentration of K ions reacts as a buffer for k-feldspar dissolution. This is also 

reflected in the saturation indices in Figure (5.6), which shows that k-feldspar has a lower 

tendency for dissolution in the beginning and starts to dissolve later compared to quartz 

and kaolinite. Some studies have also suggested that the solubility of k-feldspar can be 

decreased by high pH values (Brown et al., 2008).  

Quartz, kaolinite and k-feldspar dissolve as a result of varying degrees of reaction with the 

YCL. In Figure (5.6), both quartz and kaolinite have a negative saturation index in both 

scenarios (fixed and variable porosity), which implies continuous dissolution throughout 

the experiment. This is related to the fact that the precipitation of secondary phases 

consumes ions in the cement leachate and those released from the dissolution of the 

primary minerals. Consequently, the precipitation of secondary minerals can help maintain 

conditions which are far from equilibrium, leading to faster dissolution rates. Conversely, 

k-feldspar is initially at equilibrium (For 500 h) before it starts to dissolve. Comparing the 

saturation indices, all three minerals in the variable porosity model show a steeper decrease 

in values, with k-feldspar beginning to dissolve earlier in this model.  

The initial fast reaction with the YCL will begin with the reaction of fine mineral particles 

on the grain surfaces, resulting in the rapid release of Si and Al ions into the solution. This 

was correlated in the analysis, as shown in Figure 5.7 (Plot A and B). The trend and 

magnitude of Si and Al in plots A and B are reproduced well and are correlated with the 

experimental data, exhibiting similar changes in concentration behaviour. The values start 

with an initial rise in Si and Al concentrations until maximum values are reached, after 

which they were removed (accompanied by Ca consumption), and the concentrations 

decreased to a steady-state value. Despite a similar trend between the experimental and 
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modelling results, the decrease in Si concentration (Plot A) is smaller in the experimental 

results. This could be related to the fact that some secondary phases will precipitate on the 

surfaces of the primary minerals, reducing the reactive surface area and the dissolution 

process. This will restrict the precipitation of the secondary phases and the removal of Si 

from the solution.  In general, the reduction in the concentration of Ca (Figure 5.7C), Si 

and Al were marked, mainly due to the formation of secondary C-S-H /C-A-S-H mineral 

phases with different Ca/Si ratios (Savage et al., 1992, Savage et al., 2002, Pfingsten et al., 

2006, Savage et al., 2007, Savage et al., 2010, Savage, 2011) as shown by the saturation 

indices of C-S-H -gel, tobermorite-14A, prehnite, saponite-Mg and mesolite (Figures 5.8 

to 5.12). This type of precipitation has also been observed in natural systems (Alexander 

et al., 1998, Pitty and Alexander, 2010). After some time, the precipitated secondary phases 

will dissolve again, creating a slight increase in the Ca concentration observed in the later 

stage of the experiment (Figure 5.7C). 

The Si and Al curves in Figure (5.7) D and E show two different patterns of ion 

consumption. During the first 300 hours, the amount of Si and Al consumption is evenly 

balanced in all the cells, but with higher initial concentrations in the first five cells as a 

result of Si and Al release from the dissolution process. After reaching a peak (around 800 

hours, plot A and B), the following time plots show the opposite behaviour as the 

precipitation of C-S-H and C-A-S-H led to lower values of concentrations in the first 5 

cells. The figures also indicate that the consumption of both ions is greatest in the first 1300 

hours, which also represents the period during which C-S-H /C-A-S-H precipitate before 

starting to dissolve again (Figures 5.8 to 5.11).  
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As the dissolution of the primary minerals (quartz, kaolinite and k-feldspar) did not release 

Ca, the concentration of this ion was controlled by the initial chemical composition of the 

background solution. During the breakthrough of the injected hyperalkaline solution, the 

high Ca concentration in the background solution will mostly be retarded due to the 

precipitation of secondary C-S-H /C-A-S-H phases once there were enough Si ions released 

from the dissolution of primary minerals. This will cause mineral precipitation toward the 

inlet of the column, which explain the higher values of Ca, Si and Al at the end of the 

column (Figure 5.7D, E and F). Moreover, the plot (7F) shows that the Ca concentration is 

removed within the seven cells and primarily in the first 26 hours. Later, from 1300 hours 

the Ca concentration starts to increase again as C-S-H /C-A-S-H phases start to dissolve 

until complete dissolution around 2300 hours (the same time when the saturation indices 

decrease to less than zero in Figures 5.8 to 5.11).   

Figures 5.8 to 5.12 shows the evolution of the saturation indices for C-S-H-gel, 

tobermorite-14A, prehnite, saponite-Mg and mesolite at different times in the experiment. 

The positive SI values indicate that the cement pore fluid is super-saturated with respect to 

those phases and hence thermodynamic precipitation may occur. Conversely, dissolution 

will occur when the SI is negative (under saturation). The simulation predicted that only 

those five minerals could potentially precipitate during the experiment. It should be noted 

that the lack of zeolite formation in the experiments could also be related to the experiment 

temperature, as some studies have observed zeolites precipitation only above 60oC 

(Hodgkinson and Hughes, 1999, Fernandez et al., 2012). Moreover, the kinetics of zeolite 

precipitation may be very slow, relative to the residence time in the column (ie there is a 

kinetic limitation even though the fluid chemistry supports precipitation). The number of 
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dissolved/precipitated moles for those secondary phases is presented in Figures (5.13 to 

5.17). It is noteworthy that in equation (5.3), if the mineral is precipitating, then the value 

of (1-SR) will be negative and hence the number of moles. This is reasonable as it indicates 

that the mineral is being removed from the solution. Consequently, the number of 

precipitated moles is represented by the lower side of the charts while the dissolved number 

of moles is in the upper side. In general, all five plots show that the zone of secondary 

mineral precipitation is displaced in the fixed porosity model. The number of precipitated 

moles is also higher in all five plots and especially for saponite-Mg, which shows a much 

higher degree of precipitation in the variable porosity model. Both findings agree well with 

the fact that in the variable porosity model, the ions will be released faster from the primary 

minerals because of the higher exposure between the minerals in the sandstone and the 

YCL. Hence, the precipitation cycle will start earlier as well.  

The variable porosity model (Figure 5.18) also demonstrates a better fit in ion 

concentration because it led to more reactive surface area with the YCL. The time to the 

peak point and the decreasing slope is a more realistic representation of the system since 

more ions were released to the synthetic leachate, resulting in greater precipitation. Figure 

(5.19) shows that as the dissolution process takes place, the volume of quartz and kaolinite 

decreases, and the porosity increases. While k-feldspar was initially precipitating, the plot 

shows two lines, one for precipitation (negative moles) and one for dissolution (positive 

moles). Both curves start with a high value of dissolved/precipitated moles and decrease 

along the column. Simultaneously, the volume of k-feldspar increases slightly in the 

beginning, accompanied the decrease in the k-feldspar porosity (this is also reflected in the 

saturation index plot, which shows slight precipitation at the initial hours, Figure 5.6) until 
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dissolution starts and the volume decreases. On other hand, the number of moles released 

was highest from kaolinite despite its low weight percentage, which indicates its high 

reaction rate with the YCL.  

Figure (5.20) shows that an overall increase in the porosity and pore volume results from 

the decreased mineral volume, especially with no stable precipitation of secondary C-S-H 

or C-A-S-H phases (redissolution, Figures 5.8 to 5.11). The analysis also demonstrates that 

the change in porosity decreases towards the column outlet (increased cell numbers), 

similar to the dissolution process, except for the first cell, which has a slightly lower 

porosity value than the second. This may result from the higher precipitation of C-S-H /C-

A-S-H phases close to the column flow inlet, as noticed in the experiment (Small et al., 

2016). The pH value is usually a good indicator of the chemical evolution in geochemical 

systems. However, Figure (5.21) shows that both experimental and simulated pH values 

are very similar and were not delayed significantly. This means that the studied system has 

not changed significantly in terms of mineral alternation.  
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Figure 5.4:  Potassium and sodium ion concentrations versus time (for variable porosity model). 
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Figure 5.5: Saturation indices for analcime and mesolite versus time (for variable porosity model). 
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Figure 5.6: Saturation indices for primary minerals versus time for both fixed and variable porosity models. 

 

 



233 
 

 

0 1000 2000 3000 4000 5000 6000
0

50

100

150

200

250

S
i 

C
o
n
ce

n
tr

at
io

n
 (

m
g
/L

)

Time (h)

 NUM

 EXP

A

1 2 3 4 5 6 7 8 9 10
0

100

200

300

400

500

600

S
i 

C
o
n
ce

n
tr

at
io

n
 (

m
g
/L

)

Cell Number

 Time (26)  Time (156)  

Time (260)    Time (806)   

Time (1040)   Time (1300)

D

0 1000 2000 3000 4000 5000 6000
0

50

100

150

A
l 

C
o
n
ce

n
tr

at
io

n
 (

m
g
/L

)

Time (h)

 NUM

 EXP

B

1 2 3 4 5 6 7 8 9 10
0

100

200

300

400 Time (26)  Time (208) 

Time (286)  Time (520) 

Time (1040)  Time (1300)

A
l 

C
o
n
ce

n
tr

at
io

n
 (

m
g
/L

)

Cell Number

E

0 1000 2000 3000 4000 5000 6000
0

5

10

15

20

25

30

C
a 

C
o
n
ce

n
tr

at
io

n
 (

m
g
/L

)

Time (h)

 NUM

 EXP

C

1 2 3 4 5 6 7 8 9 10
0

5

10

15

20

25

30

35

C
a 

C
o
n
ce

n
tr

at
io

n
 (

m
g
/L

)

Cell Number

 Time (26) 

 Time (650) 

 Time (1300)  

 Time (1560)  

 Time (2288)

F

 

Figure 5.7: Silicon, aluminium and calcium ion concentrations versus time (h) and along the ten cells for 

variable porosity model. 
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Figure 5.8: Saturation index for C-S-H-gel versus time for variable porosity models. 
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Figure 5.9: Saturation index for tobermorite-14A versus time for variable porosity models. 
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Figure 5.10: Saturation index for saponite-Mg versus time for variable porosity models. 
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Figure 5.11: Saturation index for prehnite versus time for variable porosity models. 
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Figure 5.12: Saturation index for mesolite versus time for variable porosity models. 
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Figure 5.13: Number of precipitated/dissolved moles for C-S-H-gel versus time for variable porosity 

models. 
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Figure 5.14: Number of precipitated/dissolved moles for tobermorite-14A versus time for variable porosity 

models. 
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Figure 5.15: Number of precipitated/dissolved moles for saponite-Mg versus time for variable porosity 

models. 
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Figure 5.16: Number of precipitated/dissolved moles for prehnite versus time for variable porosity models. 
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Figure 5.17: Number of precipitated/dissolved moles for mesolite versus time for variable porosity models. 
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Figure 5.18: Silicon, aluminium and calcium ion concentrations versus time for both fixed and variable 

porosity models. 
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Figure 5.19: Number of dissolve moles in each cell and porosity with volume changes per time for quartz, 

kaolinite and k-feldspar (for variable porosity model). 
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Figure 5.20: Changes in total porosity and pore volume of the system (for variable porosity model). 
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Figure 5.21: Variation in injected leachate pH at 50°C versus time (for variable porosity model). 

 

5.5 Conclusion 

The geochemical modelling code PHREEQC was used to evaluate two different porosity, 

1D transport, models for a column experiment in which the host rock mineralogy and 

geochemistry changes when exposed to a YCL. The column experiment was undertaken to 

identify the dominant geochemical reactions and examine the effect of variable porosity, 

reactive surface area and pore volume on the geochemical alternation. The model captures 

the critical elements that describe the chemical evolution of the cement hyperalkaline 

leachate during the dissolution of primary minerals and the precipitation of secondary C-

S-H /C-A-S-H phases during migration through the sandstone. The experimental results 

are reproduced well by the model simulations, supporting the geochemical interpretation 

of the reactions which control the leachate chemistry, mineral transformations and porosity 

evolution of the sandstone. The modelled concentration profiles showed that decreases in 

Ca, Al and Si concentrations were related to the formation of C-S-H /C-A-S-H and zeolite 

minerals as secondary phases (e.g. C-S-H-gels and mesolite). The overall porosity of the 
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system increased in the simulation as a result of primary mineral dissolution and 

specifically in the absence of stable precipitation of the secondary C-S-H /C-A-S-H phases. 

The variable porosity model showed a better fit in terms of the ion concentration and 

precipitation of secondary phases, due to better exposure between the YCL and the 

minerals in the host sandstone. The work in this paper demonstrates the importance of 

modelling experimental studies, which with suitable analogues can develop confidence in 

simulating hyperalkaline cement leachate transport in engineered barriers constructed for 

the containment of nuclear waste.  
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Chapter 6: Analysis of uranium sorption in a laboratory column 

experiment using a reactive transport and surface complexation model 

 

Abstract 

The transport and retardation of radioactive elements in hyper alkaline conditions of 

radioactive waste repositories is a challenging field that is still poorly understood. In this 

study, the transport and attenuation of uranium in a column experiment was modelled by 

considering kinetic reactions, advection-dispersion and chemical/physical retardation 

processes. The modelling was first performed for three-alluvium samples from Yucca 

Mountain in circumneutral pH to moderately alkaline conditions. Sorption of uranyl 

(𝑈𝑂2
2+ (𝑈𝑉𝐼)) was found to strongly depend on the surface complexation model assumed, 

with no significant removal of 𝑈𝑉𝐼 by precipitation or ion exchange process. The 

surface/edge site reaction of Al-hydroxyl group in kaolinite were shown to have a high 

affinity for uranyl adsorption, while the hydrous ferric oxide edge on hematite adsorbed 

most of the uranyl ions. The model was then used to interpret uranium transport in a 

laboratory column filled with Hollington sandstone under hyper alkaline (pH 13) 

conditions. The simulation results show that uranium adsorption on the Al-hydroxyl edge 

of kaolinite exceeds adsorption by the C-S-H phase. This result may reflect the lack of 

surface complexation parameters for C-S-H minerals. Hence, further studies are required 

in the field of surface complexation reactions for C-S-H phases. 
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List of Notations: 

𝐴0 Initial Surface area of the mineral 

𝐴  Effective surface area of the mineral 

𝐴𝑟
𝑡  Reactive surface area of the mineral at specific time 

𝐶𝑖 Total concentration of component i in water 

𝐷𝐿 Hydrodynamic dispersion coefficient 
𝐼𝐴𝑃

𝐾
 

Ion activity divided by equilibrium constant, equal to the saturation ratio (SR) 

of the reactant 

𝑘𝑖 Reactant specific reaction rate 

l Number of kinetic reactants 

𝑀𝑖 Moles of reactant 

𝑚𝑡 Total mass of the rock sample 

𝑚𝑖 Moles of reactant at a given time  

𝑚0𝑖 Initial moles of reactant 

𝑛 Order of reaction constant (Crystal grain size distribution) 

𝑞𝑙 Darcy flux for the liquid 

𝑅𝑚 Overall dissolution/precipitation rate of kinetic reactant m 

𝑅𝑖 Reactant overall dissolution rate 

𝑡 Time 

𝜈𝑖𝑚 Stoichiometric coefficient of component i in kinetic reactant m 

𝑉 Solution volume 

𝑥 Distance 

Xi Mass fraction of each mineral in the rock sample 

𝜙 Porosity 
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6.1 Introduction 

Uranium is a radioactive and toxic element which, besides its natural occurrence, can be 

distributed to the environment through human activities such as oil and gas production, 

mining processes, and the nuclear industry (Campos et al., 2011, Chandrajith et al., 2010, 

Merkel and Hasche-Berger, 2006, Merkel and Hasche-Berger, 2008, Ricka et al., 2010). 

Those industrial processes can enrich the radionuclides activities of uranium and its decay 

products known as NORM (Naturally Occurring Radioactive material) (Protection, 2003). 

In an oxidising environment the most stable and soluble form of uranium is (Uranyl 

𝑈𝑂2
2+ (𝑈𝑉𝐼)), which can react with sulphates, carbonates and nitrates to form complex 

phases with altered speciation and transport characteristics (Zielinski et al., 1997, Meinrath, 

1998, Tutu et al., 2009, Ribera et al., 1996, Grenthe et al., 1992). In subsurface applications 

the aqueous concentration and mobility of 𝑈𝑉𝐼 ions without a complexing ligand are widely 

recognised to be controlled by sorption at mineral surfaces (Barnett et al., 2002, Prikryl et 

al., 2001, Turner et al., 1996a, Thomson et al., 1986, Payne and Waite, 1991). The 

interaction between dissolved radionuclides and minerals in the host rock (sorption at 

solid/solution interface) is critical when evaluating the immobilisation of radionuclides.  

Uranyl sorption on mineral surfaces can involve multiple processes (binding sites), such as 

absorption, adsorption, ion exchange and edge/surface complexation. These processes can 

significantly influence the transport of pollutants and radionuclides in soils and rocks. For 

example, adsorption refers to the adherence of ions to the solid surface, while absorption 

implies uptake of ions into the solid. Conversely, ion exchange involves the substitution of 

one ion for another over the solid surface (Appelo and Postma, 2005). In earlier studies, 

sorption models use the Kd (distribution coefficient) approach, which sums all interactions 
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between the solid/water interaction (Ticknor, 1994, Missana et al., 2008, Glynn, 2003, 

Davis et al., 2004, Curtis et al., 2004).  

In recent years, a mechanistic approach has been developed based on several 

absorption/adsorption laboratory experiments conducted on site-specific clay materials to 

generate a surface complexation model (SCM) that can describe the migration behaviour, 

stability constants and stoichiometry of different metal/metalloid ions reactions. The SCM 

can describe and simulate sorption between aqueous uranyl and the surface of clay minerals 

(sorbent) by fitting the thermodynamic data from other referenced studies under different 

chemical conditions for various aqueous (uranium) species (Bradbury and Baeyens, 2005, 

Zachara and McKinley, 1993, Kim, 2001, Davis, Davis et al., 2002, Koretsky, 2000). 

Through the mass action equation, the surface complexes formed can be then integrated 

within the reactive transport models (Curtis et al., 2006, Papini et al., 1999). 

In high heat generating waste disposal concepts, swelling clays (e.g. bentonite) will be 

widely used, in part, because of their capability to sorb heavy metals. These clays can sorb 

heavy metals due to their high osmotic swelling capacity and large specific surface area 

(Barnett et al., 2000, Barnett et al., 2002, McLing, 1998). Moreover, clay minerals can 

simultaneously maintain a fixed, usually negative charge within the particle structure 

which encourages ion exchange within the interlayer’s spaces, while the variable charge is 

generated at the clay edges, which may be positive or negative depending on the pH value. 

Therefore, both cations and/or anions can potentially be sorbed to neutralise the structural 

charge. Three common surface complexation models are usually used to fit the 

experimental results; the double/diffuse layer model (DLM), the triple-layer model (TLM), 

and the constant capacitance model (CCM) (Waite et al., 1994, Turner et al., 1998, 
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Hiemstra et al., 1989, Fletcher and Sposito, 1989, Turner et al., 1996a). Due to the low 

hydraulic conductivity of clay soils, most investigations have been carried out in static 

systems using batch experiments with powdered material left in contact for periods of time 

with cement leachate (Claret et al., 2002, Ramı́rez et al., 2002, Fernández et al., 2009, 

Takahashi et al., 2007). Fewer studies have performed dynamic experiments using 

diffusion set-ups or advective experiments (Adler et al., 1999).  

This work aims to establish a reactive transport model with a series of kinetic and 

equilibrium reactions and incorporate uranyl aqueous speciation and surface charge 

measurements that control uranium removal from the solution. The modelling results were 

obtained using PHREEQC geochemical code. The effect of variable mineralogy on 

uranium sorption was studied at room temperature and fixed pH value.  

6.2 Experiment 

In this study, a reactive transport model combined with a diffuse layer model (DLM) was 

used to analyse the adsorption of uranyl ions from aqueous solution in column experiments. 

The objective was to determine the key parameters that control the sorption of this 

radionuclide at the solid-solution interface in the host rock of a candidate geological 

repository. The model was first applied to three alluvium samples from Yucca Mountain 

that are rich in smectite clay and equilibrated with circumneutral to moderately alkaline 

solutions. Once the model was validated against the experimental results, it was then used 

to interpret the transport of uranium in a highly alkaline solution through Hollington 

Sandstone, a material mainly composed of silicate minerals with minor amounts of 
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kaolinite and hematite. Note, Hollington Sandstone has been used in this study as a mineral 

analogue for host rocks of UK’s low/intermediate nuclear waste disposal.  

6.2.1 Yucca Mountain alluvium 

The Yucca Mountain project in Nevada has been proposed as a geological repository site 

for the disposal of radioactive wastes. A series of sorption studies (batch, column, and in 

situ field transport) have been conducted on the alluvium soil to demonstrate its capability 

to retard the transport of radionuclides in the subsurface.  

Three flow-through column experiments were conducted in the early 2000’s with 

continuous flow and fully saturated conditions using alluvium from the southern area of 

Yucca Mountain (Scism, 2005). The columns were filled with alluvium that had been wet 

sieved to retain the 2000-75 µm size-fraction. The experimental parameters for the three 

column tests are shown in Table (6.1). The key mineral phases in the alluvium were 

identified and quantified using X-ray Diffraction (XRD) following the procedure published 

by (Chipera and Bish, 2002). Table (6.2) shows the mineralogy of the alluvium in each of 

the three columns.  

Table 6.1: initial parameters for the Yucca Mountain alluvium column experiments. 

 Column 1 Column 2 Column 3 

Column length 45 cm 46 cm 45 cm 

Column diameter 2.5 cm 2.5 cm 2.5 cm 

Particle size (µm) 75-2000 75-2000 75-2000 

pH range 8.4-8.7 8.2-8.5 8.4-8.7 

Dry sample weight (g) 374.61 356.59 390.72 

Water inside column weight (g) 89.82 102.4 85.98 

Average flow rate (ml/hr) 2.6 2.2 2.2 

Porosity 0.41 0.44 0.39 
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                         Table 6.2: Yucca Mountain alluvium sample mineralogy using (XRD). Values in weight %. 

Mineral Column 1 Column 2 Column 3 

Quartz 15.3 8.7 10.1 

Plagioclase 23 26 28.4 

K-feldspar 24.4 30.6 17.5 

Clinoptilolite 7.6 11.6 12 

Mica 1.3 1.8 1 

Kaolinite 0.5 0.4 0.2 

Cristobalite 5.8 8.1 5.9 

Tridymite 4.1 1.6 4.3 

Opal-CT 13.6 - - 

Hematite 0.4 0.5 0.6 

Smectite 4.6 8 19.4 

Total 100.6 97.4 99.4 

 

The background solutions (groundwater) used in the experiment was taken from water 

wells drilled close to each alluvium sample wells. The water chemistry and ion 

concentration data for each column are shown in Table (6.3). A concentrated UO2(NO3)2 

solution was diluted in the groundwaters to produce a uranium tracer solution with a 

concentration of 1 x 10-6 M. The columns were initially allowed to equilibrate with 

groundwaters and then the uranium tracer solution was injected at an initial flow rate of 10 

ml/hr, which decreased to 3 ml/hr as the experiment continued. The fluid sample at the 

column outlet was placed in a reciprocating shaker, followed by centrifugation to separate 

the solids. Simultaneously, control samples that contained only a tracer without alluvium 

were also shaken and centrifuged to estimate the amount of uranium sorbed to the tube 

walls. Aqueous uranium concentrations were determined by Liquid Scintillation Counting 

(LSC) (the concentration in the tracer solution was measured before and after the 

experiment). Further details of the experimental procedure and protocol are provided in 

(Scism, 2005). 
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Table 6.3: Chemistry of the site groundwater used as an influent solution to the column experiments for the 

Yucca Mountain alluvium experiments. 

Ion concentration (mg/L) Column 1 Column 2 Column 3 

Alkalinity (As 𝑯𝑪𝑶𝟑
−) 189 100 212 

Ca2+ 3.7 13 0.92 

Mg2+ 0.31 2.5 0.03 

Na+ 91.5 43 107.3 

K+ 3.7 5.2 3.4 

Cl- 6.1 6.9 5.6 

𝑺𝑶𝟒
𝟐− 22 14 18.7 

𝑵𝑶𝟑
− 2.21 1.4 1.2 

pH 8.6 7.78 8.85 

*All solutions have been charged balanced with chloride in PHREEQC 

 

6.2.2 Hollington Sandstone 

Hollington sandstone is part of the Lower Triassic Bromsgrove Sandstone Group. It is 

mainly composed of silicate minerals with minor quantities of clay and hematite. Its porous 

nature allows the study of rock-cement-leachate reactive transport reactions in strata with 

a similar mineralogical composition to that a proposed geological radioactive waste 

repository. Column experiments on crushed Hollington sandstone permeated with a 

synthetic young cement leachate at a temperature of 50C (Small et al., 2016) are used to 

predict the transport of aqueous UVI in Hollington sandstone. Tables (6.4) and (6.5) show 

the mineralogical composition of the sandstone sample used in the experiment and the 

chemical composition of the synthetic young cement leachate, respectively. Further details 

of the experimental set-up and procedures are provided in (Baqer et al., 2021).  
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Table 6.4: Mineralogical composition of Hollington Sandstone (Chen et al., 2015b) 

Mineral Mineral proportion (Volume %) 

Quartz  75.5 

K-feldspar  16 

Kaolinite  3.5 

Illite/chlorite/smectite 3.7 

Muscovite  0.7 

Phlogopite  0.2 

Apatite 0.2 

TiO2  0.3 

 

 

Table 6.5: Chemical composition of the synthetic young cement leachate (YCL) used in the Hollington 

sandstone column experiment (Small et al., 2016). 

Composition YCL (mg/L) 

Al3+ - 

Ca2+ 23 

K+ 3202 

Mg2+ 0.07- 

Na+ 2178 

Si4+ - 

OH- 3192* 

Measured pH 13.1 at 25°C  

(12.4 at 50oC) 

Notes: * Calculated by assuming charge balance with cations. Equivalent to pH 12.4 at 50C. 

 

6.3 Modelling approach 

The geochemical speciation code PHREEQC (version 3.6.1) (Parkhurst and Appelo, 2013) 

was used to simulate the transport and sorption of uranium in the column experiments. The 

kinetics of dissolution and precipitation, equilibrium reaction and porosity evolution have 

been incorporated in the coding. A hybrid mixed kinetic-equilibrium approach was used to 

overcome the shortage and uncertainties of some kinetic reaction parameters (e.g. reactive 

surface area, specific dissolution/precipitation kinetics) (Chen and Thornton, 2018, Van 

der Lee, 1998, Bethke, 1996). The LLNL thermochemical database was used as a starting 

point to compile the details of different chemical reactions (aqueous reactions, mineral 
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dissolution/precipitation, surface complexation, ion exchange) (Delany and Lundeen, 

1990). Uranium thermodynamic data were obtained from the “Second update on the 

chemical thermodynamics of uranium, neptunium, plutonium, americium and technetium” 

published by the OECD Nuclear Energy Agency (Grenthe et al., 2020). Surface 

complexation and ion exchange reaction were obtained from the literature and then added 

manually to the database. 

6.3.1 Equilibrium/kinetic modelling of dissolution and precipitation  

The sorption of a soluble radionuclide can be highly affected by dissolution/precipitation 

processes which occur at mineral surfaces. In some circumstances, the dissolution of some 

mineral phases can result in the nucleation of clay minerals or hydrous oxides as a coating 

on the mineral surfaces, which will increase the number and density of sorption sites 

(Ticknor, 1994). Also, precipitation process can sometimes involve radionuclides, 

removing them from the solution by formation of a secondary phase. The alluvium soil 

sample contains 11 minerals with different percentages in each column. To ensure 

consistency in the results and to highlight the sorption effect of each mineral, all the mineral 

phases were included in the modelling except for "Opal-CT" since it is only found in 

column 1. The higher percentage minerals (quartz, plagioclase, k-feldspar, clinoptilolite, 

cristobalite, and smectite) were modelled kinetically while the rest were included in the 

equilibrium reaction. Equation (6.1) below was used to calculate the rate of mineral 

dissolution/precipitation reactions (Appelo and Postma, 2005): 

𝑅𝑖 = 𝑘𝑖  (
𝐴𝑖
𝑉
) (
𝑀𝑖
𝑀𝑖0

)
𝑛

(1 − (
𝐼𝐴𝑃

𝐾
)
𝑖
)      𝑓𝑜𝑟 𝑒𝑎𝑐ℎ 𝑚𝑖𝑛𝑒𝑟𝑎𝑙 𝑖               (6. 1) 
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where R is the overall dissolution/precipitation rate (mol L-1 s-1), k is the specific 

dissolution/precipitation rate (mol m-2 s-1), A is the effective surface area of the mineral (m2 

g−1), V is the pore volume (L), M is the moles of solid at a given time, M0 is the initial 

moles of solid, and (𝐼𝐴𝑃/𝐾) is equal to the saturation ratio (SR) value of the mineral where 

IAP is the Ion Activity Product and K is the equilibrium constant. In the above equation, 

the molar concentration (𝑀/𝑀0) has n power, which is a function of the initial crystal grain 

size distribution that affects the solid dissolution rate. Usually, a value of 2/3 is used for 

uniformly dissolving cubes or spheres in the monodisperse population (Appelo and 

Postma, 2005). Table (6.6) shows the specific kinetic rates and the reactive surface areas 

for the kinetically modelled minerals. To investigate the effect of precipitation on uranium 

removal from solution, four uranium mineral phases were added in the equilibrium 

reactions (In PHREEQC) during the simulation of the Yucca Mountain and Hollington 

sandstone experiments (CaUO4, Uranophane, Becquerelite, Rutherfordine). These phases 

were chosen based on the common stable uranium minerals found in the literature 

(ATKINS et al., 1988, Wronkiewicz et al., 1992, Gorman-Lewis et al., 2008, Felipe-Sotelo 

et al., 2017). Also, Tobermorite-14A, CSH-gel, 𝐶𝑎𝑈𝑂4, and 𝑁𝑎2𝑈2𝑂7 were included in 

the modelling of the Hollington sandstone experiment as a possible precipitating phase in 

a high alkaline environment.  
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Table 6.6: Kinetic parameters for the primary minerals in the Yucca Mountain alluvium and Hollington 

rock sample. 

Mineral 

 

Modelling 

approach 

 

Surface area (m2/g) Rate constant (Mol m-2 s-1) 

Yucca Mountain (25oC)    

Quartz  Kinetic 0.02  

(De Windt et al., 2008) 

k = 1x10-13.6  

(Knauss and Wolery, 1988) 

K-feldspar  Kinetic 0.02  

(De Windt et al., 2008)  

k = 2 x10-14   

(Appelo and Postma, 2005) 

Plagioclase  Kinetic 0.02  

(Watson et al., 2009) 

k = 1x10-15.6 

(Watson et al., 2009) 

Clinoptilolite Kinetic 0.02 

(Watson et al., 2009) 

k = 1x10-29.9 

(Watson et al., 2009) 

Cristobalite Kinetic 0.02 

(Watson et al., 2009) 

k = 1x10-12.3 

(Fernández et al., 2010) 

Smectite Kinetic 51 

(Golubev et al., 2006) 

k = 1x10-18.1 

(Golubev et al., 2006) 

Hollington Sandstone (50oC)    

Quartz  Kinetic 0.02  

(De Windt et al., 2008) 

k = 1x10-12.7  

(Knauss and Wolery, 1988) 

K-feldspar  Kinetic 0.02  

(De Windt et al., 2008)  

k = 6 x10-13   

(Appelo and Postma, 2005) 

Kaolinite  
Kinetic 20 (Klajmon et al., 2017) 

k = 1x10-12.5  

(Carroll and Walther, 1990) 

 

6.3.2 Dynamic porosity and reactive surface area 

During the mineral dissolution/precipitation cycle, the system being studied can undergo 

several physical and chemical changes that affect radionuclide transport and sorption. In 

the model a dynamic porosity was used to emulate changes in the porosity that result from 

dissolution/precipitation reactions. Equation (6.2) shows the correlation between mineral 

mass and surface area during flow of the tracer solution in the column. 

𝐴𝑖 = 𝐴0𝑚𝑡𝑋𝑖          𝑓𝑜𝑟 𝑒𝑎𝑐ℎ 𝑚𝑖𝑛𝑒𝑟𝑎𝑙 𝑖                (6. 2) 

 

where mt is the total mass of the rock sample, 𝐴0 is the initial surface area (𝑚2𝑔−1), and 

Xi is the mass fraction of each mineral in the rock sample (Beckingham et al., 2016). The 
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surface area is then coupled with the evolved porosity through equation (6.3) (Lichtner, 

1988): 

𝐴𝑟
𝑡 = 𝐴𝑟

𝑡=0  (
1 − 𝜙𝑡
1 − 𝜙𝑡=0

)
2/3

  (6. 3) 

 

where 𝐴𝑟
𝑡=0 is the reactive surface area of the mineral at the initial porosity (𝜙𝑡=0), and the 

mineral kinetic rate can be calculated using equation (6.4). The changed porosity can then 

again be calculated from the volume of the dissolved/precipitated moles of mineral. Further 

details concerning the mathematical derivation of the dynamic porosity model are provided 

in (Baqer et al., 2021).  

𝑅𝑖 =
𝑘𝑖
𝑉
 (𝐴𝑟,𝑖

𝑡=0  (
1 − 𝜙𝑡
1 − 𝜙𝑡=0

)
2/3

 𝑚𝑖,𝑡)  (
𝑀

𝑀0
)
𝑖

𝑛

(1 − (
𝐼𝐴𝑃

𝐾
)
𝑖
)  (6. 4) 

(𝑛𝑜𝑡𝑒:  𝑓𝑜𝑟 𝑒𝑎𝑐ℎ 𝑚𝑖𝑛𝑒𝑟𝑎𝑙 𝑖) 

 

6.3.3 Transport process 

The transport of the uranium tracer solution through the column was modelled using the 

one-dimensional (1D) mixed cells concept with flux type boundary conditions and a mass 

entering the column per unit time. This is applicable to a laboratory column with a diameter 

much smaller than the column length (Table 6.1) because of the near-zero concentration 

gradient at the column end (Appelo and Postma, 2005). The column was divided into ten 

equal length cells along the flow path, with additional cells at each end for inflow and 

outflow. The simulation was performed for a series of time steps in which each step is 

equal to the time taken for the pore solution in one cell to move into the next cell. The 
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simulation was performed for 700 hours, and the advection-dispersion process through the 

column was modelled using the equation of advection-reaction-dispersion described below 

(Equation 6.5) (Nardi et al., 2014): 

𝜕𝐶𝑖
𝜕𝑡

= −𝑞𝑙 
𝜕𝐶𝑖
𝜕𝑥⏟    

𝐴𝑑𝑣𝑒𝑐𝑡𝑖𝑜𝑛

 +  𝐷𝐿  
𝜕2𝐶𝑖
𝜕𝑥2⏟    

𝐷𝑖𝑠𝑝𝑒𝑟𝑠𝑖𝑜𝑛

 −  ∑ 𝜈𝑖𝑚𝑅𝑚

𝑙

𝑚=1

                  (6. 5) 

where 𝐶𝑖 is the total concentration of component i in water (mol kgw-1), 𝑞𝑙  is the Darcy 

flux (m3 m-2 s-1) for the liquid, 𝑡 is time (s), 𝑥 is the distance (m), 𝐷𝐿 is hydrodynamic 

dispersion coefficient (m2 s-1), 𝜈𝑖𝑚 is the stoichiometric coefficient of component i in 

kinetic reactant m (dimensionless), 𝑅𝑚 is the overall dissolution/precipitation rate of 

kinetic reactant m (mol kgw-1 s-1), and l is the number of kinetic reactants. For each time 

step, advection was modelled first, followed by dispersion, then finally the chemical 

reactions were modelled, so the solution composition in each cell could be updated. The 

reader is referred to (Baqer et al., 2021) for more details concerning the transport model.  

In the Yucca Mountain experiment, different flow rates for the pulse solution were used 

for each column. Based on the time step in each column, the velocity will vary, and 

therefore each column will have a different dispersivity value. Table (6.7) shows the 

modelling input parameters for the transport process simulation in the three columns. 

Table 6.7: Input parameters for modelling transport process in the three Yucca Mountain alluvium columns. 

 Column 1 Column 2 Column 3 

Step time (hour) 95 60 40 

Dispersivity (m) 0.04 0.03 0.06 

Diffusion coefficient (m2/s) 0.3 x 10-9 0.3 x 10-9 0.3 x 10-9 
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6.3.4 Uranium speciation 

The aqueous speciation of the uranyl (𝑈𝑂2
2+) ion is strongly influenced by pH, as it 

determines the stability of different ion complexes and the distribution of the surface sites, 

which will consequently shape the sorption mechanism (Chisholm-Brause et al., 1994). 

For example, where CO2 is present, neutral uranyl-carbonate species start to form at pH 

values >6.5, and negatively charged uranyl-carbonate species dominate in alkaline 

conditions (Nair et al., 2014).  Formation of negatively charged complexes will affect 

adsorption to partially ionised surface/edges sites (Guimarães et al., 2016, Ticknor, 1994). 

Table (6.8) lists equilibrium constants for uranium aqueous speciation reactions at 25 oC 

and pCO2 = 10-3.5 atm (Grenthe et al., 2020). 

               Table 6.8: Equilibrium constant for uranyl complexes added to PHREEQC database. 

Reaction Log k 

𝑼𝑶𝟐
+𝟐 + 𝑯𝟐𝑶 → 𝑼𝑶𝟐(𝑶𝑯)

+ + 𝑯+ 
-5.25 

𝑼𝑶𝟐
+𝟐 + 𝟐𝑯𝟐𝑶 → 𝑼𝑶𝟐(𝑶𝑯)𝟐 + 𝟐𝑯

+ 
-12.15 

𝑼𝑶𝟐
+𝟐 + 𝟑𝑯𝟐𝑶 → 𝑼𝑶𝟐(𝑶𝑯)𝟑

− +  𝟑𝑯+ 
-20.25 

𝑼𝑶𝟐
+𝟐 + 𝟒𝑯𝟐𝑶 → 𝑼𝑶𝟐(𝑶𝑯)𝟒

−𝟐 +  𝟒𝑯+ 
-32.4 

𝑼𝑶𝟐
+𝟐 + 𝑪𝑶𝟑

−𝟐 → 𝑼𝑶𝟐𝑪𝑶𝟑 
9.94 

𝑼𝑶𝟐
+𝟐 + 𝟐𝑪𝑶𝟑

−𝟐 → 𝑼𝑶𝟐(𝑪𝑶𝟑)𝟐
−𝟐 

16.61 

𝑼𝑶𝟐
+𝟐 + 𝟑𝑪𝑶𝟑

−𝟐 → 𝑼𝑶𝟐(𝑪𝑶𝟑)𝟑
−𝟒 

21.84 

𝟐𝑼𝑶𝟐
+𝟐 + 𝑪𝑶𝟑

−𝟐 + 𝟑𝑯𝟐𝑶→ (𝑼𝑶𝟐)𝟐𝑪𝑶𝟑(𝑶𝑯)𝟑
− +  𝟑𝑯+ 

-0.86 

𝑼𝑶𝟐
+𝟐 + 𝟐𝑪𝒂+𝟐 + 𝟑𝑪𝑶𝟑

−𝟐  →  𝑪𝒂𝟐𝑼𝑶𝟐(𝑪𝑶𝟑)𝟑 
30.70 

𝑼𝑶𝟐
+𝟐 + 𝑴𝒈+𝟐 + 𝟑𝑪𝑶𝟑

−𝟐  →  𝑴𝒈𝑼𝑶𝟐(𝑪𝑶𝟑)𝟑
−𝟐 

26.1 

 

6.3.5 Sorption 

The focus of this study is modelling uranium sorption onto minerals containing Fe (e.g., 

hydrous ferric oxide) and clays (Barnett et al., 2002, Cheng et al., 2007, Ho and Miller, 

1986, Ames et al., 1983, Echevarria et al., 2001, Missana et al., 2004). Smectite contains 
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several types of sorption site with high affinity for aqueous uranium complexes (Barnett et 

al., 2000, Davis et al., 2004), and kaolinite contains aluminol surface/edges that also have 

high affinity for uranium species (Borovec, 1981, Kohler et al., 1992). Furthermore, the 

presence of iron ions in hematite can further enhance uranium sorption, hence it has also 

been included in the surface complexation model (Davis et al., 2004, Dong and Wan, 

2014). Most published literature model sorption with cation exchange and surface 

complexation mechanisms (Turner et al., 1996a, Missana et al., 2008, Bachmaf and 

Merkel, 2011, Korichi and Bensmaili, 2009, Nair et al., 2014).  The advance in this study 

is that it models both ion exchange and surface complexation as multi-site complexation 

phenomena at the clay-water interface (Figure 6.1). 

 

 

Figure 6.1: Multi-site complexation model of uranium on smectite clay. 
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1.2.1.1. Ion Exchange 

Uranyl sorption at smectite interlayer cation exchange sites is included in the model.  It 

assumed that these sites are initially occupied by either Ca2+ or Na+ cations (Na+ is readily 

displaced by 𝑈𝑂2
2+, whereas Ca2+ has a similar affinity to interlayer cation exchange sites 

to uranyl (Tsunashima et al., 1981, McKinley et al., 1995, Hiemstra et al., 1989)). The 

stoichiometry and equilibrium constants assumed for these cation exchange reactions are 

shown in Table (6.9). The site density (X-) is assumed to equal the cation exchange capacity 

(CEC), which for smectite equals 810 meq/kg (Appelo and Postma, 2005).   

 

Table 6.9: Equilibrium constants used for the cation exchange reactions 

Exchange Species Log k Reference 

𝑼𝑶𝟐
𝟐+ + 𝟐𝑵𝒂𝑿 =  𝑼𝑶𝟐𝑿𝟐 + 𝟐𝑵𝒂

+ 0.45 (Marques Fernandes et al., 2012) 

𝑼𝑶𝟐
𝟐+ + 𝑪𝒂𝑿𝟐 = 𝑼𝑶𝟐𝑿𝟐 + 𝑪𝒂

𝟐+ 0.049 (Guimarães et al., 2016) 

 

1.2.1.2. Surface complexation 

A surface complexation model (SCM) (Guimarães et al., 2016, Dong and Wan, 2014, 

Dangelmayr et al., 2017, Korichi and Bensmaili, 2009, Nair et al., 2014) is used for 

uranium sorption onto various surface and edge sites on clay minerals to overcome the 

limitation of reactive solute transport using the average Kd value (laboratory calculated) 

approach (which depends on, and is limited to, a specific water composition) (Glynn, 2003, 

Reardon, 1981, Zhu, 2003, Bethke and Brady, 2000, Davis et al., 1978, Kent et al., 1988). 

The model assumes that the mineral surface includes a group of functional hydroxyl 

surfaces denoted as (≡ 𝑆𝑂𝐻), and that the sorption of uranium is highly dependent on the 
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behaviour of these functional groups at surface and edge sites on clay minerals. Such sites 

are amphoteric, so protonation and deprotonation equilibrium reactions of these sites are 

included in the model (Missana et al., 2008)  

≡ 𝑆𝑂𝐻2
+  ⟺ ≡ 𝑆𝑂𝐻 + 𝐻+          𝐾1         (6. 6) 

≡ 𝑆𝑂𝐻 ⟺ ≡ 𝑆𝑂− + 𝐻+            𝐾2           (6. 7) 

where K1 and K2 are the equilibrium constants (Table 6.10).  

In this study a double/diffuse layer SCM model was used, and the moles of each aqueous 

species are computed based on a constant thickness for the diffuse layer. Before applying 

the DLM for the adsorption of uranyl ions onto clay surfaces, several variables must be 

defined: (1) the chemical reaction at the clay-water interface, (2) the surface complexation 

equilibrium constant (Log k), and (3) surface site density and amount of available binding 

sites.  

Usually, for smectite, the binding of uranyl aqueous complexes takes place on the aluminol 

and silanol edges, and on the aluminol edge site for kaolinite (Bachmaf and Merkel, 2011, 

McKinley et al., 1995, Turner et al., 1996b, Zachara and McKinley, 1993). The amount of 

edge/surfaces associated with surface complexation is usually 10-20% of the sorption sites 

(Anderson and Sposito, 1991, Pabalan and Turner, 1996, McKinley et al., 1995, Hiemstra 

et al., 1989). Table (6.10) shows the surface edge site reactions on aluminol/silanol 

hydroxyl groups included in the PHREEQC modelling to best fit the experimental uranyl 

sorption results. (Dzombach and Morel, 1990) recommend using 10% of the total specific 

surface area measured by the N2-BET method to account for the area of the crystallite 

surface edge sites, or site density value of 2.3 sites/nm2 for all minerals. Therefore, the total 
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number of moles of binding site surfaces was calculated from the weight percentage and 

surface area of each mineral in the bulk sample of alluvium in the column. Note that the 

surface complexation reaction of carbonate complexes has been ignored in this study since 

they have high solubility.  

 

                          Table 6.10: Surface complexation reactions applied in the model 

Edge site reaction Log k 

Smectite  

≡ 𝑨𝒍𝑶𝑯 + 𝑯+ ⟺ ≡ 𝑨𝒍 − 𝑶𝑯𝟐
+ 12.3a 

≡ 𝑨𝒍𝑶𝑯 ⟺ ≡ 𝑨𝒍𝑶− + 𝑯+ -13.6a 

≡ 𝑨𝒍𝑶𝑯 + 𝑼𝑶𝟐
+𝟐  ⟺ ≡ 𝑨𝒍𝑶 − 𝑼𝑶𝟐

+ + 𝑯+ 7.7b 

≡ 𝑺𝒊𝑶𝑯 + 𝑯+ ⟺ ≡ 𝑺𝒊 − 𝑶𝑯𝟐
+ -0.95a 

≡ 𝑺𝒊𝑶𝑯 ⟺ ≡ 𝑺𝒊𝑶− + 𝑯+ -6.95a 

≡ 𝑺𝒊𝑶𝑯 + 𝑼𝑶𝟐
+𝟐  ⟺ ≡ 𝑺𝒊𝑶 − 𝑼𝑶𝟐

+ + 𝑯+ 0.75b 

Kaolinite 

≡ 𝑨𝒍𝑶𝑯 + 𝑯+ ⟺ ≡ 𝑨𝒍 − 𝑶𝑯𝟐
+ 13.33c 

≡ 𝑨𝒍𝑶𝑯 ⟺ ≡ 𝑨𝒍𝑶− + 𝑯+ -4.72c 

≡ 𝑨𝒍𝑶𝑯 + 𝑼𝑶𝟐
+𝟐 +𝑯𝟐𝑶 ⟺ ≡ 𝑨𝒍𝑶 − 𝑼𝑶𝟐𝑶𝑯+  𝟐𝑯

+ 6c 

Hematite 

≡ 𝑭𝒆𝑶𝑯 + 𝑯+ ⟺ ≡ 𝑭𝒆 − 𝑶𝑯𝟐
+ -5.1d 

≡ 𝑭𝒆𝑶𝑯 ⟺ ≡ 𝑭𝒆𝑶− + 𝑯+ -10.7d 

≡ 𝑭𝒆𝑶𝑯 + 𝑼𝑶𝟐
+𝟐  ⟺ ≡ 𝑭𝒆𝑶 − 𝑼𝑶𝟐

+ + 𝑯+ 14.11e 

(a) (Mckinley et al., 1993) 
(b) (Guimarães et al., 2016) 

(c) (Bachmaf and Merkel, 2010b) 

(d) (Davis et al., 1978) 

(e) (Sherman et al., 2008) 

 

  

6.4 Results and discussion 

6.4.1 Yucca Mountain alluvium  

The final composition of the effluent solution was calculated after a series of geochemical 

reactions combined with fluid flow and uranium sorption. The results were obtained by 

implementing multiple binding-site ion complexation containing fixed and edge 

aluminol/silonal sites. Table (6.11) shows the predicted composition of the site 
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groundwater after equilibration with mineral phases in Yucca Mountain alluvium and 

atmospheric carbon dioxide.  

Table 6.11: Background solution Predicted composition of the site groundwater after equilibration with 

mineral phases in Yucca Mountain alluvium and atmospheric carbon dioxide 

Elements Molality (Column 1) 

mol/kg 

Molality (Column 2) 

mol/kg 

Molality (Column 3) 

mol/kg 

𝑯𝑪𝑶𝟑
− 3.099 x 10-3 1.640 x 10-3 3.477 x 10-3 

Ca2+ 9.235 x 10-5 3.244 x 10-4 2.296 x 10-5 

Mg2+ 1.276 x 10-5 1.029 x 10-4 1.235 x 10-6 

Na+ 3.981 x 10-3 1.871 x 10-3 4.669 x 10-3 

K+ 9.466 x 10-5 1.330 x 10-4 8.699 x 10-5 

Cl- 5.090 x 10-4 1.947 x 10-4 7.197 x 10-4 

𝑺𝑶𝟒
𝟐− 2.291 x 10-4 1.458 x 10-4 1.948 x 10-4 

𝑵𝑶𝟑
− 1.578 x 10-4 9.997 x 10-5 8.570 x 10-5 

Ionic strength (mol/kgw) 4.626 x 10-4 3.044 x 10-3 5.112 x 10-3 

    

In all cases the initial uranium breakthrough curves almost occur at the same time as the 

HTO-tracer (Figure 6.2). However, uranium transport was significantly retarded by the 

columns. As the pulse solution was injected into the column, uranium started to break 

through the alluvium sample and react with the mineral phases. The modelling results 

describe the adsorption of uranyl well: the uranium concentration starts to increase in the 

existing fluid until it reaches a maximum concentration of 0.0078 mg/L, 0.023 mg/L, and 

0.08 mg/L for columns 1, 2 and 3, respectively (Figure 6.3). However, the highest value of 

the uranium concentration was still much lower than the pulse solution concentration (0.24 

mg/L), implying that uranium retardation happens simultaneously with the fluid flow. 

The simulated saturation indices of uranium phases (CaUO4, uranophane, becquerelite, 

rutherfordine, Figure 6.4) indicate that they are undersaturated and the precipitation of solid 

uranium phases is unlikely to occur in the experiment. Therefore, precipitation can be 

excluded as a possible uranium removal mechanism in this experiment. This is usually the 
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case since the nucleation kinetics of solid phases is considered to be very slow to affect 

uranium removal significantly (Dangelmayr et al., 2017). Consequently, the decrease in 

uranium concentration is due to the sorption of uranyl ions by ion exchange and surface 

complexation reactions only.   

Figure (6.5) shows the number of moles of uranium adsorbed by cation exchange 

processes. As the experiment proceeds, the pulse solution is exposed more to the smectite 

mineral; thus, more uranyl is exchanged on the smectite binding sites. However, the 

amount of adsorbed uranyl is minimal throughout the experiment, which agrees well with 

other studies that highlight the dominance of ion exchange in the region of low pH only 

(McKinley et al., 1995, Zachara and McKinley, 1993, Davis and Kent, 2018). Therefore, 

uranium binding to a fixed site by ion exchange process is most likely not the dominant 

sorption mechanism in this model as well.    

Figure (6.6) illustrates the results of the four surface edges sites (𝐴𝑙𝑂𝐻𝑆𝑚𝑒𝑐𝑡𝑖𝑡𝑒, 𝑆𝑖𝑂𝐻, 

𝐴𝑙𝑂𝐻𝐾𝑜𝑎𝑙𝑖𝑛𝑖𝑡𝑒 , 𝐹𝑒𝑂𝐻), which confirm the modelling approach for uranium sorption of 

binding to a variable charge site by surface complexation. As expected, uranyl ions form 

an inner surface complex on smectite, kaolinite and hydrous ferric oxide. When assessing 

the adsorption results of each surface site, column 3 shows the highest adsorption value in 

all four sites, followed by column 2 and finally column 1. This agrees well with the highest 

smectite and hematite weight percent in column 3 and the lowest weight percentage in 

column 1. Moreover, from Table (6.11), column 3 has the highest ionic strength while 

column 1 has the lowest, which agrees with the results of other literature that shows a more 

elevated surface complexation potential with higher ionic strength (Chisholm-Brause et al., 
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2001, Hennig et al., 2002, Sylwester et al., 2000, Bauer et al., 2001, Korichi and Bensmaili, 

2009, Schindler et al., 2015, Turner and Sassman, 1996).  

The result reveals that the aluminol sites (≡ 𝐴𝑙𝑂 − 𝑈𝑂2
+) are more reactive than silonal 

sites (≡ 𝑆𝑖𝑂 − 𝑈𝑂2
+) for smectite. The number of adsorbed moles on the aluminol edge is 

much higher (6 orders of magnitude), which agrees well with higher uranyl affinity toward 

aluminol edges. This may be justified by the lower tendency of the (≡ 𝑆𝑖𝑂 − 𝑈𝑂2
+) group 

to donate its oxygen and form inner-sphere surface species (Morris et al., 1994, Kowal-

Fouchard et al., 2004). Even with the high weight percent of smectite clay in the alluvium 

samples, it has the lowest sorption capacity for uranium. The aluminol surface edge sites 

in kaolinite have shown a higher affinity for uranyl adsorption, which is also reported in 

other studies (Borovec, 1981, Kohler et al., 1992, Payne et al., 2004) for a pH range 

between 5-9. This can be related to the higher number of the exposed surface sites at the 

Al-octahedral sheet (Kaolinite has a 1:1 clay structure), which results in greater uptake of 

uranyl ions. 

In all three columns and among the four surface complexes, the ≡ 𝐹𝑒𝑂𝐻 site has the 

highest number of adsorbed uranyl moles. The same behaviour has also been reported in 

other studies (Dzombak and Morel, 1991, Waite et al., 1994, Sherman et al., 2008, Hsi and 

Langmuir, 1985), in which for the region of neutral and alkaline pH, a very small mass 

weight percentage (≈ 1%) of iron hydroxides (goethite, hematite, ferrihydrite) is a major 

sink for uranium. More importantly, (Liger et al., 1999) found that in the presence of 

hematite, uranium reduction through sorption can occur within hours at neutral pH; the 

reaction kinetics between the adsorbed uranium and ferrous iron is enhanced by hematite 

according to a first-order pseudo kinetic law. 
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The distribution of uranium species in PHREEQC also shows the presence and dominance 

of 𝐶𝑎2𝑈𝑂2(𝐶𝑂3)
3, 𝐶𝑎𝑈𝑂2(𝐶𝑂3)3

−2 complexes. This is consistent with the view of several 

authors that neutral and negatively charged uranium-carbonate ions are unlikely to bond 

with the negatively ferric-hydroxide surfaces (Morrison et al., 1995, Geipel et al., 1998, 

Ho and Miller, 1986). Moreover, (Fox et al., 2006, Dong and Brooks, 2008, Stewart et al., 

2010, Nair and Merkel, 2011a, Nair and Merkel, 2011b) found that the availability of Ca 

and Mg ions in the solution can also shift the aqueous speciation of uranium toward more 

stable (neutral) or negatively charged Ca-Mg-ternary complexes. The simulation results 

also indicate a general dissolution of smectite, clinoptilolite, and cristobalite in all three 

columns (Figure 6.7), which will result in an increase in the pore volume of each column 

and hence the porosity (Figure 6.8).  

6.4.2 Hollington Sandstone 

In this experiment, uranium in a high alkaline pH solution will migrate through the 

sandstone sample and alter the solution composition due to the dissolution of primary 

silicate minerals in the rock. Later, the solution will be equilibrated by the precipitation of 

calcium silicate hydrate (C-S-H) phases or C-(Al)-(K)-S-H phases whenever Al and K ions 

are present in the solution. The experiment has been conducted in a CO2 free environment 

which is the usual case in a cementitious geological repository due to the interaction with 

cement-Ca and precipitation of calcite (CaCO3) (Disposal, 2010, Vines and Lever, 2013, 

Auroy et al., 2013). Therefore, in an oxidising environment, 𝑈𝑉𝐼 ions would be expected 

to be in the form of uranyl hydroxide complexes with limited solubility compared with the 

carbonate species (Tits et al., 2011, Bourdon et al., 2003).  
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The model simulations show that there is no significant precipitation of C-S-H or uranium 

composed phases (Figure 6.9). Tobermorite-14A, CSH-gel, and CaUO4 are all in multiple 

cycles of precipitation and dissolution that cancel out the effect of both processes. 

Meanwhile, Na2U2O7 is almost close to equilibrium but never reached. Therefore, no 

significant retardation is expected by the edge surfaces of the C-S-H phases or precipitation 

of uranium. This result is also represented in Figure (6.10), which shows that in the case of 

no sorption, the uranium concentration at the column end reaches its initial injected 

concentration (0.24 mg/L) and achieves a steady-state value. Conversely, in the full 

sorption model uranium breakthrough occurs simultaneously as in the previous case but 

with significant retardation of uranium.   

In this study, the aim was also to investigate the progression of uranium sorption on the 

surfaces of the C-S-H phases in an alkaline environment. In fact (Langmuir, 1997) 

concluded that hyper alkalinity conditions can encourage the sorption of uranyl (𝑈𝑂2
2+) 

cations due to the availability of neutral and negatively charged surfaces. Furthermore, the 

C-S-H phases have a high surface area and high retention capacity for radionuclide 

migration, especially for uranyl (VI) cations due to poor crystallisation (Johnson, 2004, 

Gougar et al., 1996, Ma et al., 2019). Meanwhile (Tits et al., 2011) found that C-S-H phases 

can absorb uranyl cations by forming inner sphere surfaces (surface complexation) with 

the silonal edges.  

As there was no significant precipitation of secondary C-S-H phases, an assumption was 

made to treat the smectite clay in the Hollington sandstone as a secondary C-S-H mineral. 

This assumption has also been made due to the lack of surface complexation parameters 

for C-S-H minerals. The modelled results for this assumption are shown in Figure (6.11). 



273 
 

Again, the results show that aluminol surface complexation on kaolinite dominates uranyl 

adsorption. So, even in high alkaline conditions, it still overcomes the adsorption of both 

aluminol and silonal edges on the C-S-H phase. However, it is worth mentioning that 

(Harfouche et al., 2006, Evans, 2008, Pointeau et al., 2004) have experimentally found that 

uranyl (𝑈𝑂2
2+) can substitute for Ca2+ in the interlayer of C-S-H phases. Unfortunately, 

this reaction could not be modelled in this study due to a lack of the relevant surface 

complexation and ion exchange parameters.  

In the study of (Korichi and Bensmaili, 2009), the authors also found that increasing the 

uranium concentration in the pulse solution will decrease the adsorption percentage, and in 

the case of low initial concentration, uranyl ions will have high mobility at the beginning 

before adsorption occurs. This behaviour was perfectly captured in the modelling results 

of this study, where a small peak in uranium concentration occurs at the beginning of the 

experiment before it drops down once the adsorption reaction dominates (Figure 6.10 and 

6.11).   

The applied uranium transport and sorption methods in this study provide insight into the 

key parameters that have the most significant impact on minimising uranyl mobility in a 

geological repository. It also indicates the required data needed to construct a consistent 

and reliable model for the reactive transport and sorption process of radionuclide migration 

in the geochemical application. Finally, the result of this study shows that the prediction of 

uranium migration is highly site-specific as it depends on the mineralogy and the 

geochemistry of the geosphere.   
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Figure 6.2: Uranium and HTO-tracer breakthrough curves for Yucca Mountain alluvium columns 1, 2 and 

3. 
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Figure 6.3: Experimental and modelling results for uranium breakthrough curves in Yucca Mountain 

alluvium columns 1, 2 and 3. 
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Figure 6.4: Saturation indices for uranium secondary phases in Yucca Mountain alluvium columns 1, 2 and 

3. 
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Figure 6.5: Number of adsorbed moles by cation exchange in Yucca Mountain alluvium columns 1, 2 and 

3. 
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Figure 6.6: Number of adsorbed moles for surface complexation model in Yucca Mountain alluvium 

columns 1, 2 and 3. 
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Figure 6.7: Saturation indices for smectite, clinoptilolite, and cristobalite in Yucca Mountain alluvium 

columns 1, 2 and 3. 
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Figure 6.8: Predicted porosity evolution in the Yucca Mountain alluvium column experiments. 
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Figure 6.9: Modelled saturation indices for Tobermorite-14A, CSH-gel, CaUO4, and Na2U2O7 in the 

Hollington sandstone experiment. 

 

 

Figure 6.10: Simulated uranium breakthrough curves in the Hollington sandstone experiment. The solid 

line represents the model with sorption kinetics and the dotted line represents the model without sorption 

kinetics.  
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Figure 6.11:Number of adsorbed moles on kaolinite and C-S-H phase by surface complexation model in 

Hollington sandstone experiment. 
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6.5 Conclusion 

Modelling uranium retardation is still a challenging task with all the variables included in 

the process, such as characterisation of the sorbent material (mineral type and composition, 

density of sorption sites, surface area), solid-solution ratio, solution composition, carbon 

dioxide presence, and pH value. Usually, in the region of low pH and ionic strength, 

uranium is retarded by forming an outer sphere complex with the fixed charge surface (ion 

exchange process). In contrast, at neutral pH and high ionic strength, the formation of 

inner-sphere complexation due to amorphic surface/edge sites occurs (surface 

complexation) controls the sorption process. Precipitation of uranium phases is most likely 

to be neglected in modelling experimental uranium sorption since the nucleation kinetics 

of solid phases is considered very slow to affect uranium reduction significantly. In this 

study, reactive transport with a double-layer surface complexation model has been 

implemented to model uranium sorption in a column experiment with a dynamic transport 

process. The model was first applied to an alluvium soil sample from Yucca Mountain in 

a neutral pH environment. The result shows that the aluminol surface edge sites in kaolinite 

have a higher affinity for uranyl adsorption than both aluminol and silonal edges in smectite 

clay. 

Meanwhile, hydrous ferric oxide edge (≡ 𝐹𝑒𝑂𝐻) on hematite adsorbed most of the uranyl 

ions. Subsequently, the model was applied to Hollington sandstone in a high pH 

environment. The modelling simulation shows that there is no significant precipitation of 

C-S-H or uranium composed phases. Tobermorite-14A, CSH-gel, and 𝐶𝑎𝑈𝑂4 are all in 

multiple cycles of precipitation and dissolution that cancel out the effect of both processes. 

Meanwhile, 𝑁𝑎2𝑈2𝑂7 is almost close to equilibrium but never reached. Like Yucca 
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Mountain, the aluminol surface edge sites in kaolinite overcome the adsorption of both 

aluminol and silonal edges on the C-S-H phase. It is worth mentioning that the surface 

complexation reaction on C-S-H phases was not modelled adequately due to the lack of 

modelling parameters and further studies are needed in this field.     
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Chapter 7: Overall Conclusion, Summary, and Future Work 

 

This thesis details the development of hyper-alkaline leachate reactive transport modelling 

coupled with (1) multiple minerals kinetical dissolution/precipitation; (2) dynamic porosity 

(3) sorption, with the application focused on radioactive waste disposal.   

Chapter 3 showed that in a reaction between a crystalline basement rock and alkaline 

groundwater, the mineralogical and geochemical transformation of the system is driven 

primarily by the fluid chemistry that controls the dissolution/precipitation of the primary 

minerals, thereby controlling long-term chemical equilibria and mineralogical composition 

of the host rock impacted by the hyper-alkaline leachate. Moreover, dolomite was shown 

to be a major controlling phase in the geochemical evolution of BVG rock minerals’ 

interactions with YCL. The dissolution of dolomite provides a continuous source of 

calcium, carbonate and magnesium ions. Consequently, Ca2+ and CO3
2− precipitate in the 

form of calcite (CaCO3), while Mg2+ binds with OH- to form brucite, Mg(OH)2, which 

results in the pH dropping. Furthermore, sometimes the precipitation of secondary phases 

consumes ions in the cement leachate, helping to maintain conditions that are far from 

equilibrium, which leads to faster dissolution rates. Overall, the modelling results are in 

line with experimental results, which further support the MKE approach to interpreting the 

evolution of multiple mineral phases. 

Chapter 4 showed that the initial high concentration of calcium ions in the ICL appeared 

to be the main driving force initiating the dissolution of calcium-rich minerals (e.g. the 

dedolomitization process) even under low pH conditions, which played a significant role 

in the precipitation of secondary talc, brucite and Mg-aluminosilicate. Meanwhile, most of 
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the magnesium released during dedolomitization drove brucite and Mg-silicate (talc and 

saponite-Mg) precipitation, which lowered the pH even more and created a sink for Mg 

ions. The initial large drop in silicon and calcium concentrations supported the formation 

of CSH phases but after the large drop in pH. Most of the initially precipitated CSH phases 

redissolved and a substitution between aluminium and silicon ions took place to produce 

more stable CASH phases. Later, those secondary CASH phases were able to bind with the 

magnesium and create Mg-aluminosilicate. 

The modelling results obtained from the geochemical analysis showed potential for 

precipitation of mesolite, stilbite and scolecite, which all are part of the zeolite family. 

Although those minerals did not precipitate in the experiment, this does not necessarily 

indicate that the situation would be the same in the actual geosphere. A plausible 

explanation for this is the rapid removal of silicon and aluminium by CSH and CASH 

phases, which could suppress the formation of zeolites as they may have slower 

precipitation kinetic. Additionally, zeolite formation is preferred in the pore spaces in 

which leachate flux is minimal, and in these experiments the leachate to rock ratio was 

very high. Moreover, the composition and nature of rock type can influence the amount of 

CO2 released into the hyper-alkaline leachate, which can also buffer the formation of 

zeolites, highlighting again the important role of dolomite in the evolution of the 

geochemical system.  

Typically, the chemical interaction between a hyper-alkaline leachate and the host rock 

results in a series of mineralogical reactions, including cycles of mineral dissolution and 

precipitation (calcium silicate hydrate gel, CSH phases, CASH phases, hydrated silicate 
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and Na-Ca zeolites), which changed the porosity of the studied matrix (pore water is 

consumed to form hydration products).  

The newly evolved porosity can then lead to the evolution of permeability and reactive 

surface area of the reactive minerals, which results in a reactive transport process for the 

radionuclide in the porous media. The field of reactive transport modelling aims to study 

the hydro-chemical coupling between chemical reactions and fluid transport and define the 

future state of the studied system over time. Numerical simulation of these hydro-chemical 

reactions is of great importance to assess the environmental impact, durability, reliability 

and safety of nuclear waste disposal systems in underground geological repositories. 

Couplers are interested in reactive transport modelling to predict the behaviour of the 

aqueous components because of the related complex hydro-geochemical reactions, such as 

the dissolution/precipitation processes of minerals in the surrounding geosphere.   

In Chapter 5, a reactive transport model for host rock alternation and radionuclide 

migration in porous media was constructed using variable porosity, reactive surface area 

and pore volume.  The modelling investigated cement leachate flow in saturated and 

homogenous porous media with mass transport, and chemical reaction and alternation 

processes (mineral dissolution/precipitation, changes in porosity, reactive surface area of 

minerals, pore volume). The geochemical evolution of the system was driven by cement 

leachate advection and solute diffusion, which both featured aqueous speciation and 

mineral dissolution/precipitation under kinetic or thermodynamic equilibrium reactions. 

Full coupling between changes in mineral volume and porosity evolution is therefore 

linked to the chemical reactions of mineral dissolution and precipitation. 
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Initially, the results showed that a high Ca concentration in the background solution would 

be slowed mainly due to the precipitation of secondary CSH/CASH phases once there were 

enough Si ions released from the dissolution of primary silicate minerals, which would also 

help maintain conditions that are far from equilibrium, leading to faster dissolution rates. 

The drop in Si concentration was also found to be smaller in the experimental results. This 

could be related to the fact that some secondary phases precipitate on the surfaces of the 

primary minerals, reducing the reactive surface area and slowing the dissolution process 

and, consequently, restricting the precipitation of the secondary phases and the removal of 

Si from the solution. The lack of zeolite formation in the experiments could also be related 

to the experimental temperature, as some studies have observed zeolite precipitation only 

above 60oC. Moreover, the kinetics of zeolite precipitation may be very slow, relative to 

the residence time in the column (i.e. there is a kinetic limitation even though the fluid 

chemistry supports precipitation). 

The use of the reactive transport model agreed well with the fact that in the variable 

porosity model, ions are released faster from the primary minerals because of the higher 

exposure between the minerals in the sandstone and the YCL, resulting in an earlier start 

of the precipitation cycle. The variable porosity model also demonstrated a better fit in ion 

concentration because it led to more reactive surface area with the YCL. The time to the 

peak point and the decreasing slope were more realistic representations of the system 

because more ions were released to the synthetic leachate, resulting in a higher degree of 

precipitation. The model further demonstrated that the dissolution of primary minerals in 

the host rock is the initial driving mechanism for the chemical evolution of the system, 

whereas the subsequent precipitation of several secondary phases controls the long-term 



301 
 

chemical equilibria and mineralogical composition of the host rock impacted by the 

alkaline leachate.  

By using a reactive transport model linked with the sorption process, a better modelling 

outcome and detailed results could be obtained. A dynamic porosity can emulate changes 

in fluid flow through the column. At the same time, a reactive surface area can cover the 

number of edge surfaces available for ion exchange and surface complexation in clay. The 

key point in the reactive transport process is to link the mineral volumes and surface areas 

with porosity evolution and advection-diffusion transport. In reactive transport models, 

uranium is usually removed through sorption onto mineral surfaces and precipitation as 

uranium complexes.  

In chapter 6, The effect of variable mineralogy on uranium sorption was studied at room 

temperature and fixed pH value. As the pulse solution was injected into the column, 

uranium started to break through the alluvium sample and react with the mineral phases. 

However, the highest value of the uranium concentration was still much lower than the 

pulse solution concentration, implying that uranium retardation happens simultaneously 

with the fluid flow. The simulated saturation indices of uranium phases indicate that they 

are undersaturated and the precipitation of solid uranium phases is unlikely to occur in the 

experiment.  

Ion exchange includes the reaction of uranyl with the binding sites of the clay mineral. This 

mechanism dominates in the region of low pH and ionic strength by forming an outer 

sphere complexation with the fixed charge surface. However, at neutral pH and high ionic 

strength the formation of inner-sphere complexation due to amorphic surface/edge sites 
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occurs (surface complexation) and controls the sorption process. Furthermore, in soil-water 

reactions, the ion exchanger will usually adjust its composition to achieve chemical 

equilibrium with the groundwater composition. Therefore, it will act as a buffer against 

any infiltration of pollutants into the system.    

In the study, as expected, uranyl ions form an inner surface complex on smectite, kaolinite 

and hydrous ferric oxide, which confirm the modelling approach for uranium sorption by 

binding to a variable charge site by surface complexation. The result reveals that the 

aluminol sites (≡ 𝐴𝑙𝑂 − 𝑈𝑂2
+) are more reactive than silonal sites (≡ 𝑆𝑖𝑂 − 𝑈𝑂2

+) for 

smectite. The number of adsorbed moles on the aluminol edge is much higher (6 orders of 

magnitude), which agrees well with higher uranyl affinity toward aluminol edges. 

Moreover, the aluminol surface edge sites in kaolinite have also shown a high affinity for 

uranyl adsorption, which can be related to the higher number of the exposed surface sites 

at the Al-octahedral sheet. 

The ≡ 𝐹𝑒𝑂𝐻 site has the highest number of adsorbed uranyl moles. The same behaviour 

has also been reported in other studies, in which for the region of neutral and alkaline pH, 

a very small mass weight percentage (≈ 1%) of iron hydroxides (goethite, hematite, 

ferrihydrite) is a major sink for uranium. The model simulations also show that there is no 

significant precipitation of CSH or uranium composed phases. Tobermorite-14A, CSH-

gel, and CaUO4 are all in multiple cycles of precipitation and dissolution that cancel out 

the effect of both processes. Meanwhile, Na2U2O7 is almost close to equilibrium but never 

reached. Therefore, no significant retardation is expected by the edge surfaces of the CSH 

phases or precipitation of uranium.  
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The aim in this study was also to investigate the progression of uranium sorption on the 

surfaces of the CSH phases in an alkaline environment. Again, the results show that 

aluminol surface complexation on kaolinite dominates uranyl adsorption. So, even in high 

alkaline conditions, it still overcomes the adsorption of both aluminol and silonal edges on 

the CSH phase. However, it is worth mentioning that it was experimentally found that 

uranyl (𝑈𝑂2
2+) can substitute for Ca2+ in the interlayer of the CSH phases. Unfortunately, 

this reaction could not be modelled in this study due to a lack of the relevant surface 

complexation and ion exchange parameters. The applied uranium transport and sorption 

methods in this study has provide insight into the key parameters that have the most 

significant impact on minimising uranyl mobility in a geological repository. It also implies 

the required data needed to construct a consistent and reliable model for the reactive 

transport and sorption process of radionuclide migration in the geochemical application.  

Overall, the findings from the numerical modelling and theoretical analysis provided an in-

depth understanding of the long-term interactions between host rock and alkaline leachate, 

and the usefulness of iterating between modelling and experimental results to achieve a 

better understanding of the system under study. Modelling multi-mineral evolution in the 

CDZ surrounding a nuclear waste geological disposal facility, characterised by both 

equilibrium and kinetic reactions, remains a challenging field. Furthermore, the modelling 

results of these long-term experiments signify the important role of fluid-mineral reactions 

in controlling fluid chemistry and secondary phases, suggesting that sufficient attention 

should be focused on the mineralogical composition of flowing features, as the minerals 

lining those can exert a critical influence on key geochemical reactions. This phenomenon 

highlights the importance of the modelling procedure for this kind of complex long-term 



304 
 

geochemical reaction, as it allows a better understanding of the potential chemical and 

physical reactions that occur in the geosphere. It can also allow the extension of the 

timescale from relatively short-duration lab tests to the long timescales of performance 

assessments. Additionally, it can reveal the type of dissolved or precipitated secondary 

minerals that can contribute effectively to the retardation of radionuclide migration. 

The performed study showed that the sorption of uranyl on smectite is highest in a pH 

environment where uranyl-hydroxyl ions are dominant. Conversely, at pH > 8, uranyl-

carbonate ions reduce sorption on the negatively charged sites of smectite. In general, 

sorption of positively charged ions is associated with a high pH, whereas sorption of 

negatively charged ions is favourable at a low pH. Thus, in terms of radionuclide 

retardation in cementitious geological repositories, mineral precipitation and porosity 

evolution will be the dominant factors in stopping radionuclide migration during the initial 

and intermediate stages of evolved cement leachate. Meanwhile, the sorption mechanism 

will take control in the last stage (old cement leachate).  Finally, the result of this study 

shows that the prediction of uranium migration is highly site-specific as it depends on the 

mineralogy and the geochemistry of the geosphere.   
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7.1 Summary  

• Mineralogical and geochemical transformation of the system is driven primarily by the 

fluid chemistry that controls the dissolution/precipitation of the primary minerals. 

• The subsequent precipitation of several secondary phases controls the long-term 

chemical equilibria and mineralogical composition of the host rock impacted by the 

alkaline leachate.  

• The precipitation of secondary phases consumes ions in the cement leachate, helping 

maintain conditions far from equilibrium. 

• The initial high concentration of calcium ions in the ICL appeared to be the main 

driving force initiating the dissolution of calcium-rich minerals. 

• The magnesium released during dedolomitization drove brucite and Mg-silicate (talc 

and saponite-Mg) precipitation, which lowered the pH and created a sink for Mg ions. 

• Most of the initially precipitated CSH phases redissolved, and a substitution between 

aluminium and silicon ions took place to produce more stable CASH phases. 

• The rapid removal of silicon and aluminium by CSH and CASH phases could suppress 

the formation of zeolites as they may have slower precipitation kinetics. 

• CO2 released into the hyper-alkaline leachate can buffer the formation of zeolites. 

• Some secondary phases precipitate on the surfaces of the primary minerals, reducing 

the reactive surface area and slowing the dissolution process and, consequently, 

restricting the precipitation of the secondary phases. 

• In the variable porosity model, ions are released faster from the primary minerals 

because of the higher exposure between the minerals in the sandstone and the YCL, 

resulting in an earlier start of the precipitation cycle. 
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• The simulated saturation indices of uranium phases indicate that the precipitation of 

solid uranium phases is unlikely to occur in the experiment.  

• Uranyl ions form an inner surface complex on smectite, kaolinite and hydrous ferric 

oxide. 

• The aluminol sites (≡ 𝐴𝑙𝑂 − 𝑈𝑂2
+) are more reactive than silonal sites (≡ 𝑆𝑖𝑂 − 𝑈𝑂2

+) 

for smectite (The number of adsorbed moles on the aluminol edge is higher by 6 orders 

of magnitude).  

• The aluminol surface edge sites in kaolinite have shown a high affinity for uranyl 

adsorption, which can be related to the higher number of exposed surface sites at the 

Al-octahedral sheet. 

• The ≡ 𝐹𝑒𝑂𝐻 site has the highest number of adsorbed uranyl moles. 

• No significant retardation is expected by the edge surfaces of the CSH phases or 

precipitation of uranium in the experiment. 

• In terms of radionuclide retardation in cementitious geological repositories, mineral 

precipitation and porosity evolution will be the dominant factors in stopping 

radionuclide migration during the initial and intermediate stages of evolved cement 

leachate. Meanwhile, the sorption mechanism will take control in the last stage (old 

cement leachate).   

• The result of this study shows that the prediction of uranium migration is highly site-

specific as it depends on the mineralogy and the geochemistry of the geosphere.   
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7.2 Limitation of this Research 

 

Whether an experiment can be modelled correctly by numerical methods depends on (1) 

the experimental data obtained, (2) the modelling tools and methods, (3) the theoretical 

analysis, and (4) the relationship between the experiment and modelling (some parameters 

might be important for modelling, however, is not necessary for the experiment). One of 

the challenges of modelling this kind of experiment was the unknown parameters caused 

by the different scientific focus for the experiment. For example, the experimental study 

was focused on mineral evolution, instead of dissolution/precipitation kinetics, with no 

interest in dissolution parameters such as surface area. However, such information is 

essential for modelling dissolution kinetics. At least 3 parameters (e.g. empirical constant, 

initial surface area and moles of solids at a given time) may be needed to simulate the 

dissolution kinetics of one mineral; hence at least 18 uncertain parameters must be 

considered to model the reaction kinetics of 6 minerals, a significant uncertainty. Such a 

challenge shows the importance of applying "mixed kinetics and equilibrium methods" to 

interpret the evolution of multiple mineral phases, which should be based on proper 

assumptions in order to achieve a reasonably accurate prediction.   

Furthermore, one of the major uncertainties in modelling evolving porous media arises 

from the uncertainty in identifying the value of the reactive surface area, which has a first-

order effect on the timing and the level of dissolution/precipitation reactions. Commonly, 

the rate of dissolution in the experiment is 1-3 orders of magnitude higher than in the 

natural system. This can be explained by the difference in reactive and total surface area 
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between natural and experimental systems (White and Peterson, 1990, White and Brantley, 

2003, Velbel, 1993).  

Another area which requires improvement is the development of strategies for coupling 

fluid flow and reactive transport. Global implicit, sequential-iterative or sequential non-

iterative schemes are often used to solve most reactive transport problems (Steefel et al., 

2015). Irrespective of the numerical algorithm used, permeabilities and reactivities are 

updated with a time lag. Although this is not often done for porosity and diffusion 

coefficients, it does suggest that there is the possibility of errors in small mass balance at 

each time step. In addition, the simulation of an evolving porous media may be complicated 

when attempting to update the relevant parameters of the media as the evolution proceeds 

because of the interactions between flow and transport. In many published models, both 

multi-component and groundwater flow problems are solved sequentially. This does not 

apply, however, to evolving porous media because the evolution of porosity affects the 

flow equation through the storage term and modifies the permeability. Decoupling flow 

and reactive transport should help avoid numerically induced minor mass balance errors. 

Interestingly, there have been recent attempts to recouple both multiphase flow and reactive 

transport through the variation of porosity (Seigneur et al., 2018). 

Processes occurring at the pore and macroscopic scales cannot be adequately described by 

porosity evolution alone. Unfortunately, the rigorous mathematical frameworks required 

for such an integrated approach are not yet available. Instead of these formulations, the 

geometrical organisation of the pore scale may be adequate. For instance, fluid-skeleton 

interactions could be described based on the surface area as pathways with high tortuosity. 

This is known to have lower transport properties caused by increased surface area.  
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Likewise, advection-reaction-dispersion-equation is the most commonly applied in terms 

of the mathematical formulation of the reactive transport system. However, its correlation 

with spreading and mixing leads to some limitations in the transport process, such as tailing 

and scale dependence of porosity which makes it inadequate for reactive transport 

applications (Carrera et al., 2022, Xu and Pruess, 2001). Therefore, an alternative 

formulation is needed such that the limitation of the transport equation can be overcome. 

Finally, In PHREEQC, the 1D advection-dispersion transport is calculated by an explicit 

finite difference algorithm. Sometimes, when the grid is coarse, the algorithm will compute 

numerical dispersion, which can be large or small in magnitude depending on the modelled 

reactions. Likewise, for the sorption reaction, the software has some uncertainties in 

defining the composition of the sorbed species, the number of sites, and the surface area. 

Therefore, most models of surface complexation applications depend on experimental data 

for specific materials from the studied site. PHREEQC also has a limited capability to 

integrate a system with complex kinetic reactions due to its explicit time simulation method 

(MacQuarrie and Mayer, 2005). Moreover, despite the variety of PHREEQC built-in 

geochemical reactions, it does not integrate the correlation between porosity and 

permeability evolution in porous media within its reactive transport code. Thus, the 

variation of permeability was not included in the modelling.     
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7.3 Contribution to Science 

 

This work contributed to the reactive transport model by applying the MKE approach in 

interpreting multi-mineral reactions coupled with the geochemical evolution of the porous 

media via PHREEQC software. During experimental permeation with hyper-alkaline 

leachate originating from the cementitious barrier of a geological disposal facility. 

PHREEQC permits access to its geochemical library, which allows the interpretation of 

new secondary phases such as CSH, CASH, and cement hydrates minerals which have 

complex chemical compositions. Likewise, surface complexation and cation exchange 

reaction and parameters are performed under specific conditions. 

 

This study used a mixing cell to identify the essential parameters and understand and scale 

up the effect of variations in the key parameters while modelling geochemical processes. 

A significant modification was the simulation of the chemical reactions based on a user-

defined rate expression. At the same time, physical changes were integrated by manually 

calculating the changes in the mineral volume. Hence, a coupling between chemical-

physical reactions is initiated with the possibility of simulating time-dependent 

geochemical reactions that depend on solute temperature, pH and saturation ratios of 

minerals. Consequently,  studying the effect of variable porosity, reactive surface area and 

pore volume on improving the modelling of rock alteration compared to previous attempts 

that assume constant values for these properties. 
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7.4 Current Challenges and Future Work 

One of the major areas that must be addressed is developing a comprehensive modelling 

algorithm for capturing complete clogging and collapse of the solid matrix. Though it is 

easy to implement most published empirical correlations in codes with macroscopic scale 

descriptions, it is challenging to simulate extreme scenarios of evolving media. Most 

geochemical solvers currently do not address the disappearance of the water phase, which 

is triggered by the complete clogging of the medium. In relative transport modelling, this 

problem is captured by setting a threshold porosity value that defines no migration of flow 

and solute. Efforts have been made to verify the best way of implementing relationships 

among permeability, porosity and tortuosity, but it is quite challenging to observe different 

reactive transport modelling obtaining similar results under clogging conditions (Xie et al., 

2015). Conversely, in some simulations a high porosity increase, which is not practical, is 

occasionally observed. This is a mechanically driven issue that is not considered by many 

reactive transport modelling efforts today. 

Another challenging issue is modelling unsaturated flow relationships. Modelling 

unsaturated transport and reactive processes using Richard’s equation or two-phase models 

requires building correlations that will capture the transport and hydraulic properties of the 

medium. Models proposed by (Brooks and Corey, 1964, Van Genuchten, 1980) describe 

the characteristics of water retention and the relative permeabilities of fluid phases, but 

require the use of many model parameters. (Della Vecchia et al., 2015) proposed a model 

that correlates water retention with the distribution of pore size for clays. In the same vein, 

(Suazo et al., 2016) investigated how water retention curves evolve during the cement 

hydration process. Few attempts, however, have been made to predict the evolution of these 
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parameters as the porous media undergo chemical fluctuations. Furthermore, there is no 

direct correlation between porosity and unsaturated parameters, so these parameters are 

often assumed to be constant.  

In addition, building an integrated model for an evolving medium is challenging. Reactive 

surface area, effective porosity and tortuosity are key variables in evolving porous media. 

Surface area and tortuosity are often connected to diffusion, where reactivity and empirical 

correlations are subsequently applied in updating their values as the porous media evolve. 

Although inherently correlated, the relationships between different evolving model 

parameters are often independent of each other (Koponen et al., 1997). Though it is difficult 

to establish generic correlations between these observations, common trends can be 

observed (Knackstedt and Zhang, 1994, Koponen et al., 1997). Koponen et al. (1997) 

observed that an incremental increase in porosity tends to increase diffusivity, but causes 

a decrease in surface area. (Saripalli et al., 2002) also observed that there is a possible 

correlation between tortuosity and surface area. 

Most efforts to determine effective transport properties have been focused on establishing 

correlations based on tortuosity, porosity and/or surface area. Although diffusivity and 

permeability describe various transport processes, they both depend on tortuosity and the 

size of the pore throat in the same manner. In some instances, when reproducing 

experimental results at alteration depths, systematic errors may surface. Failing to 

reproduce at degradation depths as breakthrough curves are being produced is an indication 

of developing a more integrated framework for the parameters evolving with the media.  
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Finally, the use of imaging techniques has allowed for a deeper understanding of the pore 

network structure and how its properties evolve. In combination with high-resolution 

reactive transport modelling at the pore scale, these techniques will further have the 

capability to assess, in greater accuracy, how the pore structure evolves (Molins et al., 

2012, Steefel et al., 2013, Molins et al., 2014). In a study conducted by (Molins et al., 

2017), the researchers were able to replicate the dissolution process in a fractured multi-

mineral formation by capturing the heterogeneity distribution of the minerals in the rock. 

Another investigation reproduced worm-holing processes at the pore-scale through direct 

simulation (Molins, 2015). Furthermore, with pore-scale modelling, the opportunity to 

assess how dissolution and precipitation processes affect the structure of the pores has been 

provided by a number of studies (Molins, 2015, Noiriel, 2015, Pereira Nunes et al., 2016, 

Bultreys et al., 2016). To characterise media at smaller scales and consequently improve 

the performance of pore-scale models, it is critical to further improve the resolution of 

imaging techniques. Nevertheless, it appears unrealistic to expect that the large time- and 

spatial-scale limitations of pore-scale simulations will be able to be addressed anytime in 

the near future. 
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List of Abbreviations  

1D one-dimension 

BVG Borrowdale Volcanic Group 

BGS British Geological Survey 

BIGRAD Biogeochemical Gradients and Radionuclide Transport 

C-(A)-(K)-S-H Calcium Aluminium-Potassium Silicate Hydrate 

CASH Calcium Aluminium Silicon Hydrate  

CPB Cement Paste Backfills 

CCM Constant Capacitance Model 

CDZ Chemical Disturbed Zone 

CEC Cation Exchange Capacity  

CFL Courant Friedrichs Lewy 

CPU Central Processing Unit 

CSH Calcium Silicate Hydrate 

CT Computed Tomography 

D2Q5 2-dimensional domain with 5 separate velocities 

DG Discontinuous Galerkin 

DLM Double/diffuse Layer Model 

ENFG Evolved Near-Field Groundwater 

GDF Geological Disposal Facility 

HC Fluid transport effect on chemical reactions 

HM Fluid pressure effect on mechanical deformation 

IAP Ion Activity Product 

IC Ion Chromatography 

ICL Intermediate Cement Leachate 

ICP-MS Inductively Coupled Plasma - Mass Spectrometry 

ICP-OES Inductively Coupled Plasma - Optical Emission Spectrometry 

IIPG Incomplete Interior Penalty Galerkin 

ILW Intermediate Level nuclear Waste 

Kd Distribution Coefficient 

LLNL Lawrence Livermore National Laboratory 
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LSC Liquid Scintillation Counting 

LSM Level Set Method 

LU Lower-Upper 

MKE Mixed Kinetic-Equilibrium 

NERC Natural Environment Research Council 

NIPG Non-symmetric Interior Penalty Galerkin method 

NORM Naturally Occurring Radioactive Material 

NRVB Nirex Reference Vault Backfill  

NS Navier-Stokes 

NSARP Nirex Safety Assessment research programme  

NUFT Nonisothermal Unsaturated-saturated Flow and Transport 

OBB-DG Oden Babuska Baumann- Discontinuous Galerkin 

OCL  Old Cement Leachate 

PARSIM Parallel Simulator 

PEEK Polyether Ether Ketone 

PNM Pore Network Modelling 

PPE Polyphenylene Ether 

PTFE Polytetrafluoroethylene 

PV Pore Volumes 

REV Representative Elementary Volume 

REX Redox Experiment 

SCM Surface Complexation Model 

SI Saturation Index 

SIPG Symmetric Interior Penalty Galerkin formulation 

SPH Smoothed Particle Hydrodynamics 

SR Saturation Ratio 

TC Temperature effect on chemical reactions 

THMC Thermal, Hydrological, Mechanical and Chemical 

TLM Triple Layer Model 

TM Temperature effect on mechanical deformation 

TOT Tetrahedral-Octahedral-Tetrahedral 
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USGS U.S. Geological Survey 

XRD X-ray Diffraction 

YCL Young Cement Leachate 

YNFP Young Near-Field Porewater 
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Appendix: PHREEQC Input Files 

1. A Geochemical Modelling of Multi-minerals Evolution for a 15 Months 

Experiment 

 

SOLUTION 1 

    temp      70 

    pH        11.67 

    pe        12 O2(g) -0.68 

    redox     pe 

    units     mg/l 

    density   1 

    C(4)      166 

    Ca        51.8 

    K         3230 

    Mg        0.089 

    Na        1890 

    Cl        63.7 

    S(6)      1 

    N(5)      1 

    Br        0.5 

    F         19 

    Si        9.2 

    Sr        0.018 

    Mn        0.01 

    Ba        0.01 

    Fe        0.1 

    Al        12.2 

    -water    1 # kg 

     

 

Save solution 1 

Use solution 1 

 

EQUILIBRIUM_PHASES 1 

O2(g) -0.68 10 

Calcite 0 0 

Talc 0 0   #Mg3Si4O10(OH)2 

quartz 1.02 1 

Dolomite 0 0.025  #CaMg(CO3)2 

k-feldspar 0 0 

Tobermorite-11A 0 0 

brucite 0 0 

 

 

#for 35g of rock sample we have the following: 

#12% Orthoclase = 4.2g 

#41% Quartz = 14.35g 

#29% Dolomite = 10.15g 

#13% Muscovite = 4.55g    

#2% hematite = 0.7g 

#3% Calcite = 1.05g 
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#those value will be converted to initial number of moles for each 

elements. 

 

#---------------------------------------------------- 

 

KINETICS 1 

 

Quartz 

 -tol   1e-8 

 -M0    0.239                      # moles of Quartz 

 -M     0.239 

 -parms 0.02   0.15    #(A0 = 0.02 m2/g and V = 0.15 L) 

#-------------------------- 

Dolomite; 

 -tol   1e-8 

 -M0    0.055                      # moles of Dolomite 

 -M     0.055 

 -parms 0.02   0.15     #(A0 = 0.02 m2/g and V = 0.15 L) 

#-------------------------- 

Calcite 

 -tol    1e-8 

 -M0     0.010                     # moles of Calcite 

 -M      0.010 

 -parms  0.02      0.15   #(A=0.02 m2/g, V=0.15 L) 

#-------------------------- 

K-feldspar 

 -tol    1e-8 

 -M0     0.015                      # moles of K-feldspar 

 -M      0.015 

 -parms  0.02  0.15       #(A=0.02 m2/g, V=0.15 L) 

#-------------------------- 

 

-steps   30 60 90 120 150 180 210 240 270 300 330 360 390 420 450 day # 

15 months  

 

INCREMENTAL_REACTIONS false 

 

#------------------------------------------------------- 

 

RATES 

 

Quartz   

 # d qu / dt = (A0 / V) * ((m / m0)^0.67) * k * (1 - SR_qr) 

 #  k = 10^-12.2 mol/m2/s (70 C) 

 #  A0, initial surface of quartz (m2/g)  

 #  V, solution volume (L) 

 #PARM(1) = A     

 #PARM(2) = V 

-start 

  10 rate = PARM(1) / PARM(2) * ((M/M0)^0.67) * (10^-12.2) * (1 -  

SR("Quartz")) * 14.35   

  20 moles= rate * time   

  30 save moles  

-end 

#---------------------------- 

Dolomite  #http://www.hydrochemistry.eu/a&p/ from this book 

-start 
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 10 rate = -1.2e-11 * 10000 * 1e-3 * log(SR("Dolomite")) * 10.15 * 

(PARM(1)/PARM(2)) * ((M/M0)^2)   

 20 moles = rate * time  

 30 save moles 

-end 

#---------------------------- 

Calcite 

#PARM(1) = A     

#PARM(2) = V 

#rf unit is mmole/cm2/s, mmole must be converted to mole and area 

should converted to cm2 

-start 

 10  si_cc = SI("Calcite") 

 20  k1 = 10^(0.198 - 444.0 / TK ) 

 30  k2 = 10^(2.84 - 2177.0 / TK) 

 40  if TC <= 25 then k3 = 10^(-5.86 - 317.0 / TK ) 

 50  if TC > 25 then k3  = 10^(-1.1 - 1737.0 / TK ) 

 60  rf = k1*ACT("H+")+k2*ACT("H2CO3")+k3*ACT("H2O") 

 70  rate = PARM(1)/PARM(2) * (10000) * ((M/M0)^0.67) * 1e-3 * rf * (1 

- 10^(2/3*si_cc))* 1.05   #1e-3 to convert to mole 

 80  moles = rate * time  

 90 SAVE moles 

-end 

#------------------------------- 

K-feldspar 

 -start 

                  # specific rates from Table 8.7 in mol/m2/s 

                  # parm(1) = A in m2/g, parm(2) = V in L  

 1 A0 = parm(1)        

 2 V = parm(2) 

                  # find activities of inhibiting ions... 

 

 3 a_Al = act("Al+3") 

 4 BC = act("Na+") + act("K+") + act("Mg+2") + act("Ca+2") 

 

                  # temp corrected with the Arrhenius eqn, Table 8.8 

                  # the difference in temperature, TK gives solution 

temp in Kelvin... 

 

 10 dif_T = 1/TK - 1/281 

 

 # rate by H+... 

 20 pk_H = 11.7 + 3500 * dif_T 

 22 rate_H = 10^-pk_H * (act("H+")^0.5) / (((1 + a_Al / 4e-6)^0.4) * 

((1 + BC / 5e-4)^0.15)) 

 

 # rate by hydrolysis... 

 30 pk_w = 14.5 + 2000 * dif_T 

 32 rate_w = 10^-pk_w / (((1 + a_Al / 4e-6)^0.14) * ((1 + BC / 5e-

4)^0.15)) 

 

 # rate by OH-... 

 40 pk_OH = 13.1 + 2500 * dif_T 

 42 rate_OH = (10^-pk_OH) * (act("OH-")^0.3) 

 

 # rate by CO2... 

 50 pk_CO2 = 13.0 + 2000 * dif_T 
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 52 rate_CO2 = (10^-pk_CO2) * ((SR("CO2(g)"))^0.6) 

 

 # Sum the rate contributions... 

 60 rate_t = rate_H + rate_w + rate_OH + rate_CO2 

 

                   

 70 rate = rate_t * A0 / V * ((m/m0)^0.67) * (1 - SR("K-feldspar")) * 

4.2 

                   

 80 moles = rate * time  

 

 90 save moles 

 

 -end 

#----------------------------------------------------------------------

------ 

 

SELECTED_OUTPUT 

 

  #  -totals                Ca  Mg Na K S(-2) Sr Al C(4) Cl(-1) S(6) Fe  

N(5) Br  F 

  #  -equilibrium_phases   Dolomite Hematite Calcite Portlandite Talc 

Goethite Tobermorite-9A Mesolite 

 

USER_PUNCH 

# ^ User defined output; useful to convert directly to mmol/kgw for 

example 

 -headings Time Ca Na K Si CO3 Cl SI("Dolomite") SI("Quartz") 

SI("Calcite") SI("Talc") SI("Hillebrandite") SI("Saponite-Ca") SI("K-

feldspar")  SI("Tobermorite-11A")  Mg  SI("Brucite") pH 

#SI("Ca2K2Si2O4")# Ca(mM) Mg(mM) Na(mM) K(mM) SO4(mM) Fe(mM) Doc(mM) 

AlX3_fraction base_cations_fraction Jurbanite_diff(mM)  

# -start 

010 PUNCH TOTAL_TIME/(60*60*24*30) 

020 PUNCH tot("Ca")*40*1000   # mol used for concentrations 

of species 

030 PUNCH tot("Na")*23*1000    # tot used for total 

element concentrations 

040 PUNCH tot("K")*39*1000 

050 PUNCH tot("Si")*28.09*1000 

060 PUNCH tot("C(4)")*60*1000 

070 PUNCH tot("Cl")*24*1000 

080 PUNCH SI("Dolomite") 

090 PUNCH SI("Quartz") 

100 PUNCH SI("Calcite") 

110 PUNCH SI("Talc") 

120 PUNCH SI("Hillebrandite") 

130 PUNCH SI("Saponite-Ca") 

140 PUNCH SI("K-feldspar") 

150 PUNCH SI("Tobermorite-11A") 

160 PUNCH tot("Mg")*24*1000 

170 PUNCH SI("Brucite") 

180 PUNCH  -LA("H+") 

190 PUNCH EQUI("Talc") 

200 PUNCH EQUI("Calcite") 

210 PUNCH EQUI("Portlandite") 

220 PUNCH EQUI("Quartz") 
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230 PUNCH EQUI("Brucite") 

240 PUNCH SI("CSHtob2") 

250 PUNCH SI("apophyllite") 

260 PUNCH log(SR("Dolomite")) 

270 PUNCH tot("Al") 

 

 -end 

 

End 
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2. Modelling of multi-mineral kinetical evolution in hyper-alkaline leachate for 15 

years experiment 

 

 

SOLUTION 1 

    temp      70 

    pH        10.84 

    pe        12 O2(g) -0.68 

    redox     pe 

    units     mg/l 

    density   1 

    Al        4.17 

    B         0.335 

    Ba        0.017 

    Br        23.2 

    C(4)      20 

    Ca        1930 

    Cl(-1)    15100 

    F         0.03 

    Fe        0.12 

    K         185 

    Li        0.153 

    Mg        0.117 

    Mn        0.01 

    N(5)      20 

    Na        9160 

    S(6)      1090 

    Si        2.07 

    Sr        166 

    -water    1 # kg 

 

Save solution 1 

 

use solution 1 

 

#------------------------------------------------- 

 

PHASES 

CSHtob2 ;(CaO)0.83333(SiO2)(H2O)1.3333 + 0.50003H2O = 0.83333Ca++ + 

SiO2 + H2O + 1.66666OH- ; log_K    -8.0014  ; -

analytical_expression  100.35344189250 0 -5814.81586527851 -

35.9075880599 0  

  

#------------------------------------------------- 

 

REACTION 1 #Evaporation of 34% of fluid, remove 34% (18.87 mole) of 1 

Kg (1 L, 55.51 mole) of water 

 H2O -1.0 

 12 moles in 30 steps   #(21.6% of evaporation)  

 

#------------------------------------------------- 

 

EQUILIBRIUM_PHASES 1 

O2(g) -0.68 10 
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Quartz 0 0 

Calcite -1 0.2      #CaCO3 

Dolomite 0 0      #CaMg(CO3)2 

k-feldspar 1 0.0006    #KAlSi3O8 

hematite 0 0 

Muscovite -2 0 

brucite -0.5 0   

 

#------------------------------------------------- 

 

#for 35g of rock sample we have the following: 

#12% Orthoclase = 4.2g 

#41% Quartz = 14.35g 

#29% Dolomite = 10.15g 

#13% Mica (Muscovite) = 4.55g    

#2% hematite = 0.7g 

#3% Calcite = 1.05g 

 

 

#Those value will be converted to initial number of moles for each 

elements by dividing with molar mass. 

 

#---------------------------------------------------- 

 

KINETICS 1 

 

Quartz 

 -tol   1e-8 

 -M0    0.239                      # moles of Quartz 

 -M     0.239 

 -parms 0.02 0.14    #(A0 = 0.02 m2/g and V = 0.14 L) 

#-------------------------- 

Dolomite 

 -tol   1e-8 

 -M0    0.055                      # moles of Dolomite 

 -M     0.055 

 -parms 0.02 0.14     #(A0 = 0.02 m2/g and V = 0.14 L) 

#-------------------------- 

Calcite 

 -tol    1e-8 

 -M0     0.010                     # moles of Calcite 

 -M      0.010 

 -parms  0.02 0.14   #(A=0.02 m2/g, V=0.14 L) 

#-------------------------- 

K-feldspar 

 -tol    1e-8 

 -M0     0.0151                      # moles of K-feldspar 

 -M      0.0151 

 -parms  0.02 0.14       #(A=0.02 m2/g, V=0.14 L) 

#-------------------------- 

Muscovite 

 -tol    1e-8 

 -M0     0.011                      # moles of Muscovite 

 -M      0.011 

 -parms  1.1  0.14       #(A=1.1 m2/g, V=0.14 L) 

#-------------------------- 
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-steps   180 360 540 720 900 1080 1260 1440 1620 1800 1980 2160 2340 

2520 2700 2880 3060 3240 3420 3600 3780 3960 4140 4320 4500 4680 4860 

5040 5220 5400 day #18 month=15 years 

 

INCREMENTAL_REACTIONS false 

 

#------------------------------------------------------- 

 

RATES 

 

Quartz   

 # d qu / dt = (A0 / V) * ((m / m0)^0.67) * k * (1 - SR_qr) 

 #  k = 10^-12.2 mol/m2/s (70 C) 

 #  A0, initial surface of quartz (m2/g)  

 #  V, solution volume (L) 

 #PARM(1) = A     

 #PARM(2) = V 

-start 

  10 rate = (PARM(1)/PARM(2)) * ((M/M0)^0.67) * (10^-12.2) * (1 -  

SR("Quartz")) * 14.35   

  20 moles= rate * time   

  30 save moles  

  40 PUT(rate,1) 

-end 

#---------------------------- 

Dolomite  #http://www.hydrochemistry.eu/a&p/ from this book 

-start 

 10 rate = (PARM(1)/PARM(2)) * ((M/M0)^0.67) * (-1.2e-12) * 10000 * 

(1e-3) * log(SR("Dolomite")) * 10.15   

 20 moles = rate * time  

 30 save moles 

 40 PUT(rate,2) 

-end 

#---------------------------- 

Calcite 

#PARM(1) = A     

#PARM(2) = V 

#rf unit is mmole/cm2/s, mmole must be converted to mole and area 

should converted to cm2 

-start 

 10  si_cc = SI("Calcite") 

 20  k1 = 10^(0.198 - 444.0 / TK ) 

 30  k2 = 10^(2.84 - 2177.0 / TK) 

 40  if TC <= 25 then k3 = 10^(-5.86 - 317.0 / TK ) 

 50  if TC > 25 then k3  = 10^(-1.1 - 1737.0 / TK ) 

 60  rf = k1*ACT("H+")+k2*ACT("H2CO3")+k3*ACT("H2O") 

 70  rate = (PARM(1)/PARM(2)) * (10000) * ((M/M0)^0.67) * (1e-3) * rf * 

(1 - (10^(2/3*si_cc)))* 1.05   #1e-3 to convert to mole 

 80  moles = rate * time  

 90  SAVE moles 

-end 

#------------------------------- 

K-feldspar 

 -start 

                  # specific rates from Table 8.7 in mol/m2/s 

                  # parm(1) = A in m2/g, parm(2) = V in L  
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 #1 A0 = parm(1)        

 #2 V = parm(2) 

                  # find activities of inhibiting ions... 

 

 3 a_Al = act("Al+3") 

 4 BC = act("Na+") + act("K+") + act("Mg+2") + act("Ca+2") 

 

                  # temp corrected with the Arrhenius eqn, Table 8.8 

                  # the difference in temperature, TK gives solution 

temp in Kelvin... 

 

 10 dif_T = 1/TK - 1/281 

 

 # rate by H+... 

 20 pk_H = 11.7 + 3500 * dif_T 

 22 rate_H = (10^-pk_H) * (act("H+")^0.5) / (((1 + a_Al / 4e-6)^0.4) * 

((1 + BC / 5e-4)^0.15)) 

 

 # rate by hydrolysis... 

 30 pk_w = 14.5 + 2000 * dif_T 

 32 rate_w = (10^-pk_w) / (((1 + a_Al / 4e-6)^0.14) * ((1 + BC / 5e-

4)^0.15)) 

 

 # rate by OH-... 

 40 pk_OH = 13.1 + 2500 * dif_T 

 42 rate_OH = (10^-pk_OH) * (act("OH-")^0.3) 

 

 # rate by CO2... 

 50 pk_CO2 = 13.0 + 2000 * dif_T 

 52 rate_CO2 = (10^-pk_CO2) * ((SR("CO2(g)"))^0.6) 

 

 # Sum the rate contributions... 

 60 rate_t = rate_H + rate_w + rate_OH + rate_CO2 

 

                   

 70 rate = rate_t * (PARM(1)/PARM(2)) * ((m/m0)^0.67) * (1 - SR("K-

feldspar")) * 4.2 

                   

 80 moles = rate * time  

 

 90 save moles 

 

100 PUT(rate,3) 

 

 -end 

#----------------------------------------------------------------------

------ 

Muscovite 

#PARM(1) = A     

#PARM(2) = V 

#r_specific unit is mole/cm2/s, area should converted to cm2 

 

-start 

 10  r_specific = (10^-18.1) * ((ACT("H+"))^0.22)  

 20  rate = PARM(1)/PARM(2) * (10000) * (M/M0)^0.67  * r_specific * 

4.55   #10000 to convert area to cm2 

 30  moles = rate * time  
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 40 SAVE moles 

-end 

#----------------------------------------------------------------------

------ 

 

SELECTED_OUTPUT 

 

 USER_PUNCH 

# ^ User defined output; useful to convert directly to mmol/kgw  

 -headings Time Ca Na K Si CO3 Cl(-1) Mg Al F SI("Calcite") 

SI("Talc") SI("Saponite-Mg") SI("Saponite-Ca") SI("Saponite-K") 

SI("Saponite-Na") SI("Brucite") SI("Celestite") SI("Nontronite-K") 

SI("Nontronite-Ca") SI("Nontronite-Na") SI("Nontronite-Mg") 

SI("Smectite-low-Fe-Mg") SI("Strontianite") SI("Tobermorite-9A") 

SI("Tobermorite-11A") SI("Tobermorite-14A") SI("Dolomite") SI("Quartz") 

SI("K-feldspar") SI("Albite") SI("Analcime") SI("Andradite") 

SI("Anhydrite") SI("Bassanite") SI("Beidellite-Ca") SI("Boehmite") 

SI("Chrysotile") SI("Clinochlore-14A") SI("Clinochlore-7A") 

SI("Celadonite") SI("CSHgel") SI("Chalcedony") SI("Clinoptilolite") 

SI("Clinoptilolite-Ca") SI("Clinozoisite") SI("Diaspore") 

SI("Dicalcium_silicate") SI("Diopside") SI("Enstatite") SI("Epidote") 

SI("Epidote-ord") SI("Ferrite-Ca") SI("Ferrite-Dicalcium") SI("Ferrite-

Mg") SI("Forsterite") SI("Foshagite") SI("Goethite") SI("Gibbsite") 

SI("Grossular") SI("Gypsum") SI("Gyrolite") SI("Hillebrandite") 

SI("Heulandite") SI("Jadeite") SI("Laumontite") SI("Lawsonite") 

SI("Maximum_Microcline") SI("Mesolite") SI("Larnite") SI("Merwinite") 

SI("Monohydrocalcite") SI("Monticellite") SI("Montmor-Ca") SI("Montmor-

K") SI("Montmor-Mg") SI("Montmor-Na") SI("Mordenite") SI("Natrolite") 

SI("Pargasite") SI("Paragonite") SI("Petalite") SI("Phlogopite") 

SI("Portlandite") SI("Prehnite") SI("Pseudowollastonite") 

SI("Rankinite") SI("Sanidine_high") SI("Scolecite") SI("Stilbite") 

SI("Tremolite") SI("Wollastonite") SI("Zoisite") SI("Muscovite") 

SI("Illite") Rate_Quartz Rate_Dolomite Rate_Kfeldspar KIN("Talc") 

KIN_Delta("Talc") SI("Aragonite")         

-start  

 

010 PUNCH TOTAL_TIME/(60*60*24*30) 

020 PUNCH tot("Ca")*40*1000    

030 PUNCH tot("Na")*23*1000   # tot used for total element 

concentrations 

040 PUNCH tot("K")*39.1*1000 

050 PUNCH tot("Si")*28.09*1000 

060 PUNCH tot("C(4)")*60*1000 

070 PUNCH tot("Cl(-1)")*35.45*1000 

080 PUNCH tot("Mg")*24.3*1000 

090 PUNCH tot("Al")*27*1000 

100 PUNCH tot("F")*19*1000 

110 PUNCH SI("Calcite") 

120 PUNCH SI("Talc") 

130 PUNCH SI("Saponite-Mg") 

140 PUNCH SI("Saponite-Ca") 

150 PUNCH SI("Saponite-K") 

160 PUNCH SI("Saponite-Na") 

170 PUNCH SI("Brucite") 

180 PUNCH SI("Celestite") 

190 PUNCH SI("Nontronite-K") 

200 PUNCH SI("Nontronite-Ca") 
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210 PUNCH SI("Nontronite-Na") 

220 PUNCH SI("Nontronite-Mg") 

230 PUNCH SI("Smectite-low-Fe-Mg") 

240 PUNCH SI("Strontianite") 

250 PUNCH SI("Tobermorite-9A") 

260 PUNCH SI("Tobermorite-11A") 

270 PUNCH SI("Tobermorite-14A") 

280 PUNCH SI("Dolomite") 

290 PUNCH SI("Quartz") 

300 PUNCH SI("K-feldspar") 

310 PUNCH SI("Albite") 

320 PUNCH SI("Analcime") 

330 PUNCH SI("Andradite") 

340 PUNCH SI("Anhydrite") 

350 PUNCH SI("Bassanite") 

360 PUNCH SI("Beidellite-Ca") 

370 PUNCH SI("Boehmite") 

380 PUNCH SI("Chrysotile") 

390 PUNCH SI("Clinochlore-14A") 

400 PUNCH SI("Clinochlore-7A") 

410 PUNCH SI("Celadonite") 

420 PUNCH SI("CSHgel") 

430 PUNCH SI("Chalcedony") 

440 PUNCH SI("Clinoptilolite") 

450 PUNCH SI("Clinoptilolite-Ca") 

460 PUNCH SI("Clinozoisite") 

470 PUNCH SI("Diaspore") 

480 PUNCH SI("Dicalcium_silicate") 

490 PUNCH SI("Diopside") 

500 PUNCH SI("Enstatite") 

510 PUNCH SI("Epidote") 

520 PUNCH SI("Epidote-ord") 

530 PUNCH SI("Ferrite-Ca") 

540 PUNCH SI("Ferrite-Dicalcium") 

550 PUNCH SI("Ferrite-Mg") 

560 PUNCH SI("Forsterite") 

570 PUNCH SI("Foshagite") 

580 PUNCH SI("Goethite") 

590 PUNCH SI("Gibbsite") 

600 PUNCH SI("Grossular") 

610 PUNCH SI("Gypsum") 

620 PUNCH SI("Gyrolite") 

630 PUNCH SI("Hillebrandite") 

640 PUNCH SI("Heulandite") 

650 PUNCH SI("Jadeite") 

660 PUNCH SI("Laumontite") 

670 PUNCH SI("Lawsonite") 

680 PUNCH SI("Maximum_Microcline") 

690 PUNCH SI("Mesolite") 

700 PUNCH SI("Larnite") 

710 PUNCH SI("Merwinite") 

720 PUNCH SI("Monohydrocalcite") 

730 PUNCH SI("Monticellite") 

740 PUNCH SI("Montmor-Ca") 

750 PUNCH SI("Montmor-K") 

760 PUNCH SI("Montmor-Mg") 

770 PUNCH SI("Montmor-Na") 
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780 PUNCH SI("Mordenite") 

790 PUNCH SI("Natrolite") 

800 PUNCH SI("Pargasite") 

810 PUNCH SI("Paragonite") 

820 PUNCH SI("Petalite") 

830 PUNCH SI("Phlogopite") 

840 PUNCH SI("Portlandite") 

850 PUNCH SI("Prehnite") 

860 PUNCH SI("Pseudowollastonite") 

870 PUNCH SI("Rankinite") 

880 PUNCH SI("Sanidine_high") 

890 PUNCH SI("Scolecite") 

900 PUNCH SI("Stilbite") 

910 PUNCH SI("Tremolite") 

920 PUNCH SI("Wollastonite") 

930 PUNCH SI("Zoisite") 

940 PUNCH SI("Muscovite") 

950 PUNCH SI("Illite") 

960 PUNCH GET(1) 

970 PUNCH GET(2) 

980 PUNCH GET(3) 

990 PUNCH KIN("Brucite") 

1000 PUNCH mol("Talc") 

1100 PUNCH SI("Aragonite") 

 

 

 

 -end 

 

End 
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3. The influence of high pH leachate on a generic host rock for a nuclear waste 

repository: modelling of variable porosity and surface area 

3.1.Fixed Porosity 

 

SOLUTION 0 

    temp      50 

    pH        12.415 #originally 13.1 at 25C 

    pe        4 

    redox     pe 

    units     mg/l 

    density   1 

    K         3636 

    Na        2185 

    -water    1 # kg 

 

save solution 0 

 

end 

 

 

SOLUTION 1-10 

    temp      50 

    pH        7.83  

    pe        4 

    redox     pe 

    units     mg/l 

    density   1 

    Al        0.02 

    Br(-1)    4340 

    Ca        23.1 

    Cl(-1)    4300 

    K         3202 

    Mg        0.07 

    Na        2178 

    Si        0.36 

    -water    1 # kg 

 

EQUILIBRIUM_PHASES 1-10 

 

O2(g) -0.68 10 

 

quartz 0 0.009          #SiO2 

K-feldspar 0.75 0      #AlKO8Si3 

Kaolinite -4.5 0.007       #Al2Si2O5(OH)4 

CSHgel 0 0   

Tobermorite-14A 0 0 

saponite-Mg 0 0 

analcime 0 0 

hydrogarnet 0 0 

prehnite 0 0 

Laumontite 0 0 

mesolite 0 0 
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Phillipsite 0 0 

Mordenite 0 0 

 

 

#----------------------------------------------------------------- 

#The weight composition of the sandstone sample is 75.5% Quartz, 16% K-

feldspar, 3.7% Illite and 3.5% Kaolinite for a total of 21.249 g 

#Quartz mass = 16.04 g 

#K-feldspar mass = 3.4 g 

#kaolinite mass = 0.743 g 

#Illite mass = 0.786 g 

 

#Quartz Molar Weight = 60.08 

#K-feldspar Molar Weight = 278.33 

#Kaolinite Molar Weight = 258.16 

#Illite Molar Weight = 389.34   

#----------------------------------------------------------------- 

 

KINETICS 1-10 

 

K-feldspar 

  -tol 1e-8 

  -m0 0.012                                     

  -parms 0.02 0.005968                             # A0 in m2/g, V in L 

(= Pore volume) 

 

#---------------------- 

 

Quartz 

 -tol 1e-8 

 -m0 0.267  

 -parms 0.02  0.005968                             # A0 in m2/g, V in L  

 

#----------------------- 

 

Kaolinite 

 -tol 1e-8 

 -m0 0.003  

 -parms 20  0.005968  

 

#---------------------- 

 

 

-steps 0 648 893 1224 1488 1733 1899 2039 2329 2737 3199 3774 4177 4560 

5017 5429 5593 hour 

 

INCREMENTAL_REACTIONS false 

 

#------------------------------------------------------------------ 

 

RATES 

 

Quartz 

 

#k = 10^-12.7 @ 50C  

 -start 
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 10 A0 = parm(1) 

 20 V = parm(2) 

 

 30 Mass_Q = (m0) * 60.08 

 

 40 rate = A0/V * ((m/m0)^0.67) * (10^-12.7) * (1 - SR("Quartz")) * 

Mass_Q 

 50 moles = rate * time   

 

 60 PUT(moles,1) 

 70 Diss_Mass = GET(1) * 60.08 

 

 80 save moles 

 

 -end 

  

 

 

#-------------------------------------------------- 

  

K-feldspar 

 -start 

        

 1 A0 = parm(1) 

 2 V = parm(2) 

 

       # find activities of inhibiting ions... 

 

 3 a_Al = act("Al+3") 

 4 BC = act("Na+") + act("K+") + act("Mg+2") + act("Ca+2") 

 

       # temp corrected with the Arrhenius eqn, Table 8.8 

       # the difference in temperature, TK gives solution temp in 

Kelvin... 

 

 10 dif_T = 1/TK - 1/281 

 

                  # rate by H+... 

 20 pk_H = 11.7 + 3500 * dif_T 

 22 rate_H = 10^-pk_H * act("H+")^0.5 / ((1 + a_Al / 4e-6)^0.4 * (1 + 

BC / 5e-4)^0.15) 

 

                  # rate by hydrolysis... 

 30 pk_w = 14.5 + 2000 * dif_T 

 32 rate_w = 10^-pk_w / ((1 + a_Al / 4e-6)^0.14 * (1 + BC / 5e-4)^0.15) 

 

                  # rate by OH-... 

 40 pk_OH = 13.1 + 2500 * dif_T 

 42 rate_OH = 10^-pk_OH * act("OH-")^0.3 

 

                  # rate by CO2... 

 50 pk_CO2 = 13.0 + 2000 * dif_T 

 52 rate_CO2 = 10^-pk_CO2 * (10^SI("CO2(g)"))^0.6 

 

                  # Sum the rate contributions... 

 60 rate_t = rate_H + rate_w + rate_OH + rate_CO2 

 



335 
 

                  # normalize to mol/kgw, correct for m/m0 and the 

approach to equi... 

 

 70 Mass_Kf = (m0) * 278.33  

 

 80 rate = (rate_t) * (A0 / V) * ((m/m0)^0.67) * (1 - SR("K-feldspar")) 

* Mass_Kf   

 90 moles = rate * time  

  

 100 PUT(moles,2) 

 110 Diss_Mass = GET(2) * 278.33 

 

 120 save moles 

 

-end 

#----------------------------------------------------------------------

--- 

 

Kaolinite 

 

  -start 

 

 10 k = 10^-12.5 

 11 PUT (k,100)  

 20 A0 = parm(1) 

 30 V = parm(2) 

 

 40 Mass_K = (m0) * 258.16  

 

 50 rate = A0/V * ((m/m0)^0.67) * (k) * (1 - SR("kaolinite")) * Mass_K 

 60 moles = rate * time  

 

 70 PUT(moles,3) 

 80 Diss_Mass = GET(3) * 258.16  

  

 90 save moles 

  

-end 

 

 

#----------------------------------------------------------------------

--- 

 

use solution 0 

 

 

 TRANSPORT 

 

        -cells                10               

        -length               0.03                  

        -shifts               215  

        -time_step            26 hour 

        -flow_direction       forward 

        -boundary_condition   flux flux 

        -dispersivity         0.09   

        -correct_disp         true 

        -diffusion_coef       0.3e-9 
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        -punch_cells          1-10                 

        -punch_frequency      1                  

        -print_cells          10                 

             

 

 

 

SELECTED_OUTPUT 

 

USER_PUNCH 

 

 

-heading  Time K Na Ca Al Si Br Mg SI("Quartz") SI("k-feldspar") 

SI("Saponite-K") SI("Prehnite") SI("Talc") SI("Kalsilite") 

SI("natrolite") SI("CSHgel") SI("Gibbsite") SI("MESOLITE") 

SI("Saponite-Ca") SI("Saponite-Mg") SI("Saponite-Na") SI("Tobermorite-

11A") SI("Tobermorite-14A") SI("kaolinite") SI("Illite") SI("Calcite") 

SI("Dolomite") saponite-Mg CSHgel Tobermorite-14A analcime hydrogarnet 

Friedelsalt prehnite Laumontite mesolite Jennite Phillipsite Mordenite 

saponite-Ca quartz kaolinite k-feldspar    

  

 

-start 

 

 10  PUNCH  TOTAL_TIME/(60*60) 

 20  PUNCH  TOT("K")*39*1000 

 30  PUNCH  TOT("Na")*23*1000 

 40  PUNCH  TOT("Ca")*40*1000 

 50  PUNCH  TOT("Al")*27*1000 

 60  PUNCH  TOT("Si")*28.1*1000 

 70  PUNCH  TOT("Br")*79.9*1000 

 80  PUNCH  TOT("Mg")*24*1000 

 90  PUNCH  SI("Quartz") 

 100 PUNCH  SI("k-feldspar") 

 110 PUNCH  SI("Saponite-K") 

 120 PUNCH  SI("Prehnite") 

 130 PUNCH  SI("Talc") 

 140 PUNCH  SI("Kalsilite") 

 150 PUNCH  SI("natrolite") 

 160 PUNCH  SI("CSHgel")   

 170 PUNCH  SI("Gibbsite") 

 180 PUNCH  SI("MESOLITE")  

 190 PUNCH  SI("Saponite-Ca") 

 200 PUNCH  SI("Saponite-Mg") 

 210 PUNCH  SI("Saponite-Na") 

 220 PUNCH  SI("Tobermorite-11A") 

 230 PUNCH  SI("Tobermorite-14A") 

 240 PUNCH  SI("kaolinite") 

 250 PUNCH  SI("Illite") 

 260 PUNCH  SI("Calcite") 

 270 PUNCH  SI("Dolomite") 

 280 PUNCH  EQUI_DELTA("saponite-Mg") 

 290 PUNCH  EQUI_DELTA("CSHgel") 

 300 PUNCH  EQUI_DELTA("Tobermorite-14A") 

 310 PUNCH  EQUI_DELTA("analcime") 

 320 PUNCH  EQUI_DELTA("hydrogarnet") 

 330 PUNCH  EQUI_DELTA("Friedelsalt") 
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 340 PUNCH  EQUI_DELTA("prehnite") 

 350 PUNCH  EQUI_DELTA("Laumontite") 

 360 PUNCH  EQUI_DELTA("mesolite") 

 370 PUNCH  EQUI_DELTA("Jennite") 

 380 PUNCH  EQUI_DELTA("Phillipsite") 

 390 PUNCH  EQUI_DELTA("Mordenite") 

 400 PUNCH  EQUI_DELTA("saponite-Ca") 

 410 PUNCH  KIN_DELTA("quartz") 

 420 PUNCH  KIN_DELTA("kaolinite") 

 430 PUNCH  KIN_DELTA("k-feldspar") 

 

End  
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3.2.Variable Porosity 

 

 

SOLUTION 0 

    temp      50 

    pH        12.415 #originally 13.1 at 25C 

    pe        4 

    redox     pe 

    units     mg/l 

    density   1 

    K         3290 

    Na        2185 

    -water    1 # kg 

 

 

save solution 0 

 

end 

 

SOLUTION 1-10 

    temp      50 

    pH        7.83  

    pe        4 

    redox     pe 

    units     mg/l 

    density   1 

    Al        0.02 

    Br(-1)    4340 

    Ca        23.1 

    Cl(-1)    4300 

    K         3202 

    Mg        0.07 

    Na        2178 

    Si        0.36 

    -water    1 # kg 

 

 

 

EQUILIBRIUM_PHASES 1-10 

O2(g) -0.68 10 

 

quartz 0 0          #SiO2 

K-feldspar 1.1 0.005   #AlKO8Si3 

Kaolinite -4.4 0.005      #Al2Si2O5(OH)4 

CSHgel 0 0   

Tobermorite-14A 0 0 

saponite-Mg 0 0 

analcime 0 0 

hydrogarnet 0 0 

prehnite 0 0 

Laumontite 0 0 

mesolite 0 0 

Phillipsite 0 0 

Mordenite 0 0 

 



339 
 

 

#----------------------------------------------------------------- 

 

KINETICS 1-10 

 

Quartz 

 

 -tol 1e-8 

 -m0 0.267 

 -parms 0.02 0.005968 

 

Kaolinite 

  

 -tol 1e-8 

 -m0 0.0030 

 -parms 20 0.005968 

 

K-feldspar 

 -tol    1e-8 

 -M0     0.012                       

 -parms  0.02 0.005968  

 

 

 

#-cvode   true 

 

 

 

 

-steps 0 26 52 78 104 130 156 182 208 234 260 286 312 338 364 390 416 

442 468 494 520 546 572 598 624 650 676 702 728 754 780 806 832 858 884 

910 936 962 988 1014 1066 1092 1118 1144 1170 1196 1222 1248 1274 1300 

1326 1353 1378 1404 1430 1456 1482 1508 1534 1560 1586 1612 1638 1664 

1690 1716 1742 1768 1794 1820 1846 1872 1898 1924 1950 1976 2002 2028 

2054 2080 2106 2132 2158 2184 2210 2236 2262 2288 2314 2340 2366 2392 

2418 2444 2470 2496 2522 2548 2574 2600 2626 2652 2678 2704 2730 2756 

2782 2808 2834 2860 2886 2912 2938 2964 2990 3016 3042 3068 3094 3120 

3146 3172 3198 3224 3250 3276 3302 3328 3354 3380 3406 3432 3458 3484 

3510 3536 3562 3585 3614 3640 3666 3692 3718 3744 3770 3796 3822 3848 

3874 3900 3926 3952 3978 4004 4030 4056 4082 4108 4134 4160 4186 4212 

4238 4264 4290 4316 4342 4368 4394 4420 4446 4472 4498 4524 4550 4676 

4602 4628 4654 4680 4706 4732 4758 4784 4810 4836 4862 4888 4914 4940 

4966 4992 5018 5044 5070 5096 5122 5148 5174 5200 5226 5252 5278 5304 

5330 5356 5382 5408 5434 5460 5486 5512 5538 5564 5590 hour 

 

 

INCREMENTAL_REACTIONS false 

              

#----------------------------------------------------------------------

--- 

 

RATES  

 

Quartz 

 

-start 
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1 kq = 10^-12.7  

 

2 PUT(kq,87)    

 

 

#Initial values for Quartz and K-feldspar 

 

 

3 PV = 5.968    # Pore Volume...mL from expe (excel file) 

 

4 Por1 = 0.427 

 

5 TV = PV/Por1     #mL....the volume is for cylindrical shape pipe 

 

 

#The weight composition of the sandstone sample is 75.5% Quartz, 16% K-

feldspar and 3.5% Kaolinite for a total of 21.249 g 

 

6 QMass1 = 0.755 * 21.249   #Quartz initial mass...g 

 

7 Qden = 2650   #Quartz Density...g/L 

 

8 QV1 = QMass1 / Qden    #Quartz initial Volume...L 

 

9 QPor1 = GET_POR(1) 

 

10 QMW = 60.08      #Quartz molar weight...g/Mol 

 

11 Qmol1 = QMass1 / QMW     #Quartz initial moles...mole 

 

12 A0_Q = parm(1) * (((1-GET(1000)) / (1-0.427))^2/3)  #Quartz initial 

surface area m2/g 

 

13 Qmass = (Qmass1 + GET(8))            

 

#Total reactive surface area = A0_Q * Quartz initial mass   m2 

 

  

14 rate_Q = (A0_Q/(parm(2)+ GET(1002))) *  Qmass *  ((m/m0)^0.67) * 

(kq) * (1 - SR("Quartz"))  

 

15 moles = rate_Q * time                                               

#mole 

 

16 PUT(Qmol1,1) 

17 PUT(moles,2) 

  

        

#calculate new porosity:  

 

 

18  Dmol_Q = GET(2)            #Quartz Dissolve moles...moles 

 

19  DmolMass_Q = -1 * (Dmol_Q * QMW)     #Quartz Dissolve moles 

mass...g 

 

20  QMV = QMW / Qden              #Quartz molar volume...L/mole 
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21  DmolVol_Q = -1 * (Dmol_Q * QMV)      #Quartz Dissolve moles 

volume....L 

 

22  QPor2 = -1 * (DmolVol_Q / (TV/1000))   #Quartz extra porosity 

 

23  Q_New_Porosity = QPor1 + QPor2  

 

 

24 PUT(DmolVol_Q,3) 

25 PUT(QPor1,4) 

26 PUT(QPor2,5) 

27 PUT(Q_New_Porosity,6) 

28 PUT(A0_Q,7) 

29 PUT(DmolMass_Q,8) 

30 PUT(Qmass,9) 

 

31 save moles  

 

-end 

 

#---------------------- 

 

Kaolinite 

 

-start 

 

1 PV = 5.968    # Pore Volume...mL from expe (excel file) 

 

2 Por1 = 0.427 

 

3 TV = PV/Por1     #mL....the volume is for cylindrical shape pipe 

 

 

10 kk = 10^-12.5 #@T=50, PH=12.6 

 

11 PUT(kk,89)    

 

#The weight composition of the sandstone sample is 75.5% Quartz, 16% K-

feldspar and 3.5% Kaolinite for a total of 21.249 g 

 

20 KMass1 = 0.035 * 21.249   #Kaolinite initial mass...g 

 

30 Kden = 2650   #kaolinite Density...g/L 

 

40 KV1 = KMass1 / Kden    #kaolinite initial Volume...L 

 

50 KPor1 = GET_POR(1) 

 

60 KMW = 258.16      #Kaolinite molar weight...g/Mol 

 

70 Kmol1 = KMass1 / KMW     #Kaolinite initial moles...mole 

 

80 A0_K = parm(1) * (((1-GET(1000)) / (1-0.427))^2/3)  #Kaolinite 

initial surface area m2/g 

 

90 Kmass = (Kmass1 + GET(80))            
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#Total reactive surface area = A0_K * Kaolinite initial mass   m2 

 

100 rate_K = (A0_K/(parm(2)+ GET(1002))) * Kmass *  ((m/m0)^0.67) * 

(kk) * (1 - SR("Kaolinite")) 

 

110 moles = rate_K * time                                               

#mole 

 

120 PUT(Kmol1,10) 

130 PUT(moles,20) 

  

#calculate new porosity:  

 

 

140  Dmol_K = GET(20)            #kaolinite Dissolve moles...moles 

 

150  DmolMass_K = -1 *(Dmol_K * KMW)     #kaolinite Dissolve moles 

mass...g 

 

160  KMV = KMW / Kden              #kaolinite molar volume...L/mole 

 

170  DmolVol_K = -1 *(Dmol_K * KMV)      #Kaolinite Dissolve moles 

volume....L 

 

180  KPor2 = -1 * (DmolVol_K / (TV/1000))   #Kaolinite extra porosity 

 

190  K_New_Porosity = KPor1 + KPor2  

 

 

 

200 PUT(DmolVol_K,30) 

210 PUT(KPor1,40) 

220 PUT(KPor2,50) 

230 PUT(K_New_Porosity,60) 

240 PUT(A0_K,70) 

250 PUT(DmolMass_K,80) 

260 PUT(Kmass,90) 

 

 

 

270 SAVE moles 

 

-end  

 

#----------------------------- 

 

K-feldspar 

 

 

 -start 

                   

1 PV = 5.968    # Pore Volume...mL from expe (excel file) 

 

2 Por1 = 0.427 

 

3 TV = PV/Por1     #mL....the volume is for cylindrical shape pipe 
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       # find activities of inhibiting ions... 

 

 4 a_Al = act("Al+3") 

 5 BC = act("Na+") + act("K+") + act("Mg+2") + act("Ca+2") 

 

       # temp corrected with the Arrhenius eqn, Table 8.8 

       # the difference in temperature, TK gives solution temp in 

Kelvin... 

 

 10 dif_T = 1/TK - 1/281 

 

                  # rate by H+... 

 20 pk_H = 11.7 + 3500 * dif_T 

 22 rate_H = 10^-pk_H * act("H+")^0.5 / ((1 + a_Al / 4e-6)^0.4 * (1 + 

BC / 5e-4)^0.15) 

 

                  # rate by hydrolysis... 

 30 pk_w = 14.5 + 2000 * dif_T 

 32 rate_w = 10^-pk_w / ((1 + a_Al / 4e-6)^0.14 * (1 + BC / 5e-4)^0.15) 

 

                  # rate by OH-... 

 40 pk_OH = 13.1 + 2500 * dif_T 

 42 rate_OH = 10^-pk_OH * act("OH-")^0.3 

 

                  # rate by CO2... 

 50 pk_CO2 = 13.0 + 2000 * dif_T 

 52 rate_CO2 = 10^-pk_CO2 * (10^SI("CO2(g)"))^0.6 

 

                  # Sum the rate contributions... 

60 kkf = rate_H + rate_w + rate_OH + rate_CO2 

  

61 PUT(kkf,88)    

 

 

#The weight composition of the sandstone sample is 75.5% Quartz, 16% K-

feldspar and 3.5% Kaolinite for a total of 21.249 g 

 

70  KfMass1 = 0.16 * 21.249   #Kfeldspar initial mass...g 

 

80  Kfden = 2560   #Kfeldspar Density...g/L 

 

90  KfV1 = KfMass1 / Kfden    #Kfeldspar initial Volume...L 

 

100 KfPor1 = GET_POR(1) 

 

110 KfMW = 278.33      #Kfeldspar molar weight...g/Mol 

 

120 Kfmol1 = KfMass1 / KfMW     #Kfeldspar initial moles...mole 

 

130 A0_Kf = parm(1) * (((1-GET(1000)) / (1-0.427))^2/3)   #Kfeldspar 

initial surface area m2/g 

 

140 Kfmass = (Kfmass1 + GET(800))            

 

#Total reactive surface area = A0_Kf * Kfeldspar initial mass   m2 
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150 rate_Kf = (kkf) * (A0_Kf/(parm(2)+ GET(1002))) * Kfmass * 

((m/m0)^0.67) * (1 - SR("K-feldspar"))  

                   

160 moles = rate_Kf * time  

 

170 PUT(Kfmol1,100) 

180 PUT(moles,200) 

  

#calculate new porosity:  

 

 

190  Dmol_Kf = GET(200)            #Kfeldspar Dissolve moles...moles 

 

200  DmolMass_Kf = -1 *(Dmol_Kf * KfMW)     #Kfeldspar Dissolve moles 

mass...g 

 

210  KfMV = KfMW / Kfden              #Kfeldspar molar volume...L/mole 

 

220  DmolVol_Kf = -1 *(Dmol_Kf * KfMV)      #Kfeldspar Dissolve moles 

volume....L 

 

230  KfPor2 = -1 *(DmolVol_Kf / (TV/1000))   #Kfeldspar extra 

porosity....the (-) here is just to correct the (-) from the dissolve 

mole volume equation. 

 

240  Kf_New_Porosity = KfPor1 + KfPor2  

 

 

 

250 PUT(DmolVol_Kf,300) 

260 PUT(KfPor1,400) 

270 PUT(KfPor2,500) 

280 PUT(Kf_New_Porosity,600) 

290 PUT(A0_Kf,700) 

300 PUT(DmolMass_Kf,800) 

310 PUT(Kfmass,900) 

 

#---------------------------------- 

 

320 New_Total_V = -1 * (GET(3) + GET(30) + GET(300))  

 

330 PUT(New_Total_V,1002) 

 

340 Porosity_2 = GET(5) + GET(50) + GET(500)  

 

350 PUT(Porosity_2,1001) 

 

360 New_Porosity = GET_POR(1) + GET(1001) 

 

370 PUT(New_Porosity,1000) 

 

380 CHANGE_POR(New_Porosity,1) 

 

390 save moles 

 

 -end 
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#------------------------------------ 

 

use solution 0 

 

 TRANSPORT 

 

        -cells                10                            

        -shifts               215  

        -time_step            26 hour  

        -flow_direction       forward 

        -boundary_conditions  flux flux 

        -lengths              10*0.03 

        -dispersivity         10*0.09  

        -correct_disp         true 

        -diffusion_coef       0.3e-9 

        -initial_time         0 

        -punch_cells          1-10                 

        -punch_frequency      1                                 

        -porosities           0.427 

         

 

 

 

#------------------------------------------- 

 

 

SELECTED_OUTPUT 

 

 

USER_PUNCH 

 

 

 

-heading  Time SI("Quartz") SI("K-feldspar) SI("Kaolinite") Q_Mole1 

Q_Moles Q_Dissolve_moles_volume Q_Por1 Q_Por2 Q_New_Poros Q_A0 

Q_Dissolve_mole_mass Q_mass K_mol1 K_Moles K_Dissolve_moles_volume 

K_Por1 K_Por2 K_New_Poros K_A0 K_Dissolve_mole_mass K_mass Kf_mol1 

Kf_Moles Kf_Dissolve_moles_volume Kf_Por1 Kf_Por2 Kf_New_Poros Kf_A0 

Kf_Dissolve_mole_mass Kf_mass Si Cl Ca Na K SI("CSHgel") 

SI("Tobermorite-11A") SI("Tobermorite-14A") Tob11_Moles KIN_DELTA_Tob11 

KIN_Tob11 Q_Moles KIN_DELTA_Q KIN_Q K_Moles KIN_DELTA_K KIN_K Kf_Moles 

KIN_DELTA_Kf KIN_Kf Tob11_Mass1 Tob_11_Moles Tob11_Prec_Mole_V 

Tob11_Prec_Mole_Mass A0-Tob11 Tob11_mass Tob11_Por2 Total_Por2 

New_Porosity Tob14_Mass1 Tob14_Mole Tobe14_Pre_Mole_V 

Tob14_Prec_Mole_Mass A0_Tob14 Tob14_mass Tob14_Por2 CSH_Mass1 CSH_Moles 

CSH_Pre_Mole_V CSH_Pre_Mole_Mass A0_CSH CSH_Mass CSH_Por2 SI(Talc) 

SI(Saponite-Ca) SI(Saponite-Mg) SI(Brucite) S_Mass1 S_Moles 

S_Pre_Mole_V S_Pre_Mole_Mass A0_S S_Mass S_Por2 New_T_V B_Mass1 B_Moles 

B_Pre_Mole_V B_Pre_Mole_Mass A0_B B_Mass B_Por2 T_Mass1 T_Moles 

T_Pre_Mole_V T_Pre_Mole_Mass A0_T T_Mass T_Por2 E_Mass1 E_Moles 

E_Pre_Mole_V E_Pre_Mole_Mass A0_E E_Mass E_Por2 P_Mass1 P_Moles 

P_Pre_Mole_V P_Pre_Mole_Mass A0_P P_Mass P_Por2 I_Mass1 I_Moles 

I_Pre_Mole_V I_Pre_Mole_Mass A0_I I_Mass I_Por2 Calcite Dolomite 

Hydrotalcite Hydrotalcite-OH Ettringite Thaumasite Gypsum Brucite 

Analcime Laumontite Clinoptilolite-Ca Mesolite Mordenite Phillipsite 

illite Sepiolite Chalcedony saponite-Na Saponite-Ca Saponite-K K-

Feldspar Mg Al Q_spec.rate Kf_spec.rate Ka_spec.rate Natrolite Jennite 
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Thaumasite hydrogarnet katoite Friedelsalt prehnite saponite-Mg CSHgel 

Tobermorite-14A analcime hydrogarnet Friedelsalt prehnite Laumontite 

mesolite Jennite Phillipsite Mordenite saponite-Ca quartz kaolinite k-

feldspar               

           

 

-start 

 

 10  PUNCH  TOTAL_TIME/(3600) 

 20  PUNCH  SI("Quartz") 

 30  PUNCH  SI("K-feldspar") 

 40  PUNCH  SI("Kaolinite") 

 50  PUNCH  GET(1) 

 60  PUNCH  GET(2) 

 70  PUNCH  GET(3) 

 80  PUNCH  GET(4) 

 90  PUNCH  GET(5) 

 100 PUNCH  GET(6) 

 110 PUNCH  GET(7) 

 120 PUNCH  GET(8) 

 130 PUNCH  GET(9) 

 140 PUNCH  GET(10) 

 150 PUNCH  GET(20) 

 160 PUNCH  GET(30) 

 170 PUNCH  GET(40) 

 180 PUNCH  GET(50) 

 190 PUNCH  GET(60) 

 200 PUNCH  GET(70)  

 210 PUNCH  GET(80) 

 220 PUNCH  GET(90) 

 230 PUNCH  GET(100) 

 240 PUNCH  GET(200) 

 250 PUNCH  GET(300) 

 260 PUNCH  GET(400) 

 270 PUNCH  GET(500) 

 280 PUNCH  GET(600) 

 290 PUNCH  GET(700) 

 300 PUNCH  GET(800) 

 310 PUNCH  GET(900) 

 320 PUNCH  TOT("Si")*28.08*1000 

 330 PUNCH  TOT("Cl(-1)")*35.45*1000 

 340 PUNCH  TOT("Ca")*40.07*1000  

 350 PUNCH  TOT("Na")*23*1000  

 360 PUNCH  TOT("K")*39.1*1000 

 370 PUNCH  SI("CSHgel") 

 380 PUNCH  SI("Tobermorite-11A") 

 390 PUNCH  SI("Tobermorite-14A") 

 400 PUNCH  GET(20000) 

 410 PUNCH  KIN_DELTA("Tobermorite-11A") 

 420 PUNCH  KIN("Tobermorite-11A") 

 430 PUNCH  GET(2) 

 440 PUNCH  KIN_DELTA("Quartz") 

 450 PUNCH  KIN("Quartz") 

 460 PUNCH  GET(20) 

 470 PUNCH  KIN_DELTA("Kaolinite") 

 480 PUNCH  KIN("Kaolinite") 

 490 PUNCH  GET(200) 
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 500 PUNCH  KIN_DELTA("K-feldspar") 

 510 PUNCH  KIN("K-feldspar") 

 520 PUNCH  GET(10000) 

 530 PUNCH  GET(20000) 

 540 PUNCH  GET(30000) 

 550 PUNCH  GET(40000) 

 560 PUNCH  GET(50000) 

 570 PUNCH  GET(60000) 

 580 PUNCH  GET(70000) 

 590 PUNCH  GET(1001) 

 600 PUNCH  GET(1000) 

 610 PUNCH  GET(100000) 

 620 PUNCH  GET(200000) 

 630 PUNCH  GET(300000) 

 640 PUNCH  GET(400000) 

 650 PUNCH  GET(500000) 

 660 PUNCH  GET(600000) 

 670 PUNCH  GET(700000) 

 680 PUNCH  GET(1000000) 

 690 PUNCH  GET(2000000) 

 700 PUNCH  GET(3000000) 

 710 PUNCH  GET(4000000) 

 720 PUNCH  GET(5000000) 

 730 PUNCH  GET(6000000) 

 740 PUNCH  GET(7000000) 

 750 PUNCH  SI("Talc") 

 760 PUNCH  SI("Saponite-Ca") 

 770 PUNCH  SI("Saponite-Mg") 

 780 PUNCH  SI("Brucite") 

 790 PUNCH  GET(10000000) 

 800 PUNCH  GET(20000000) 

 810 PUNCH  GET(30000000) 

 820 PUNCH  GET(40000000) 

 830 PUNCH  GET(50000000) 

 840 PUNCH  GET(60000000) 

 850 PUNCH  GET(70000000) 

 860 PUNCH  GET(1002) 

 870 PUNCH  GET(100000000) 

 880 PUNCH  GET(200000000) 

 890 PUNCH  GET(300000000) 

 900 PUNCH  GET(400000000) 

 910 PUNCH  GET(500000000) 

 920 PUNCH  GET(600000000) 

 930 PUNCH  GET(700000000) 

 940 PUNCH  GET(1000000000) 

 950 PUNCH  GET(2000000000) 

 960 PUNCH  GET(3000000000) 

 970 PUNCH  GET(4000000000) 

 980 PUNCH  GET(5000000000) 

 990 PUNCH  GET(6000000000) 

1000 PUNCH  GET(7000000000) 

1010 PUNCH  GET(10000000000) 

1020 PUNCH  GET(20000000000) 

1030 PUNCH  GET(30000000000) 

1040 PUNCH  GET(40000000000) 

1050 PUNCH  GET(50000000000) 

1060 PUNCH  GET(60000000000) 
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1070 PUNCH  GET(70000000000) 

1080 PUNCH  GET(100000000000) 

1090 PUNCH  GET(200000000000) 

1100 PUNCH  GET(300000000000) 

1110 PUNCH  GET(400000000000) 

1120 PUNCH  GET(500000000000) 

1130 PUNCH  GET(600000000000) 

1140 PUNCH  GET(700000000000) 

1150 PUNCH  GET(1000000000000) 

1160 PUNCH  GET(2000000000000) 

1170 PUNCH  GET(3000000000000) 

1180 PUNCH  GET(4000000000000) 

1190 PUNCH  GET(5000000000000) 

1200 PUNCH  GET(6000000000000) 

1210 PUNCH  GET(7000000000000) 

1220 PUNCH  SI("Calcite") 

1230 PUNCH  SI("Dolomite") 

1240 PUNCH  SI("Hydrotalcite") 

1250 PUNCH  SI("Hydrotalcite-OH") 

1260 PUNCH  SI("Ettringite") 

1270 PUNCH  SI("Thaumasite") 

1280 PUNCH  SI("Gypsum") 

1290 PUNCH  SI("Brucite") 

1300 PUNCH  SI("Analcime") 

1310 PUNCH  SI("Laumontite") 

1320 PUNCH  SI("Clinoptilolite-Ca") 

1330 PUNCH  SI("Mesolite") 

1340 PUNCH  SI("Mordenite") 

1350 PUNCH  SI("Phillipsite") 

1360 PUNCH  SI("illite") 

1370 PUNCH  SI("Sepiolite") 

1380 PUNCH  SI("Chalcedony") 

1390 PUNCH  SI("saponite-Na") 

1400 PUNCH  SI("Saponite-Ca") 

1410 PUNCH  SI("Saponite-K") 

1420 PUNCH  SI("K-Feldspar") 

1430 PUNCH  TOT("Mg")*24.305*1000 

1440 PUNCH  TOT("Al")*26.981*1000 

1450 PUNCH  GET(87) 

1460 PUNCH  GET(88) 

1470 PUNCH  GET(89) 

1480 PUNCH  SI("Natrolite") 

1490 PUNCH  SI("Jennite") 

1500 PUNCH  SI("Thaumasite") 

1510 PUNCH  SI("hydrogarnet") 

1520 PUNCH  SI("katoite") 

1530 PUNCH  SI("Friedelsalt") 

1540 PUNCH  SI("prehnite") 

1550 PUNCH  EQUI_DELTA("saponite-Mg") 

1560 PUNCH  EQUI_DELTA("CSHgel") 

1570 PUNCH  EQUI_DELTA("Tobermorite-14A") 

1580 PUNCH  EQUI_DELTA("analcime") 

1590 PUNCH  EQUI_DELTA("hydrogarnet") 

1600 PUNCH  EQUI_DELTA("Friedelsalt") 

1610 PUNCH  EQUI_DELTA("prehnite") 

1620 PUNCH  EQUI_DELTA("Laumontite") 

1630 PUNCH  EQUI_DELTA("mesolite") 
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1640 PUNCH  EQUI_DELTA("Jennite") 

1650 PUNCH  EQUI_DELTA("Phillipsite") 

1660 PUNCH  EQUI_DELTA("Mordenite") 

1670 PUNCH  EQUI_DELTA("saponite-Ca") 

1680 PUNCH  KIN_DELTA("quartz") 

1690 PUNCH  KIN_DELTA("kaolinite") 

1700 PUNCH  KIN_DELTA("k-feldspar") 

 

  

 

 

 

END 

 

#---------------------------------------------------------------------- 
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4. Analysis of uranium sorption in a laboratory column experiment using a 

reactive transport and surface complexation model 

4.1.Yucca Mountain 

4.1.1. Column 1 

#Yucca Mountain_uranium desorption_19IM1A (Column 1) 

 

#----------------------------------------------------------------------

--- 

 

SOLUTION_MASTER_SPECIES  

# element   species   alk gfw_formula element_gfw  

  Hto       Hto       0.0   20        20  

 

SOLUTION_SPECIES  

  Hto = Hto;        log_k 0; -gamma 1e6 0;     -dw 1e-13 

 

#----------------------------------------------------------------------

--- 

 

SOLUTION 0 

    temp      25 

    pH        8.6 

    pe        4 

    redox     pe 

    units     mg/l 

    density   1 

    C(4)      189 

    Ca        3.7 

    Cl(-1)    6.1 charge 

    Hto       1e-09 

    K         3.7 

    Mg        0.31 

    N(5)      2.334 

    Na        91.5 

    S(6)      22 

    U(6)      0.24 

    -water    1 # kg 

 

save solution 0 

 

end 

 

SOLUTION 1-10 

    temp      25 

    pH        8.6 

    pe        4 

    redox     pe 

    units     mg/l 

    density   1 

    C(4)      189 
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    Ca        3.7 

    Cl(-1)    6.1 charge  

    K         3.7 

    Mg        0.31 

    N(5)      2.21 

    Na        91.5 

    S(6)      22 

    -water    1 # kg 

 

 

EQUILIBRIUM_PHASES 1-10 

CO2(g) -3.5 10 

 

Quartz 0 0                 #SiO2  

Plagioclase 0 0               #NaAlSi3O8 – CaAl2Si2O8 

k-feldspar 0 0                #KAlSi3O8 

Clinoptilolite 0 0.135      #(Na,K,Ca) 2–3Al 3(Al,Si) 2Si 13O 36•12H 2O 

Cristobalite(alpha) 0 0      #SiO2 

Smectite-high-Fe-Mg 0 0     ##CaNaKFeMgAlSi3 

   

kaolinite 0 0                 #Al2Si2O5(OH)4  

Tridymite 0 0                 #SiO2 

Hematite 0 0                  #Fe2O3 

Muscovite 0 0                 #Mica--KAl2(AlSi3O10)(F,OH)2 

 

#opal-CT-----SiO2 

 

 

CaUO4 0 0 

Uranophane 0 0        #Ca(UO2)2(SiO3)2(OH)2  

Becquerelite 0 0      #Ca(UO2)6O4(OH)6:8H2O  

Rutherfordine 0 0     #UO2CO3 

 

#----------------------------------------------------- 

 

EXCHANGE_SPECIES  

 

 

UO2+2 + 2NaX = UO2X2 + 2Na+ 

log_k   0.45 

 

UO2+2 + CaX2 = UO2X2 + Ca+2 

log_k   0.049 

 

 

EXCHANGE 1-10 

        -equilibrate 1-10  

        X                0.014 

 

 

#CEC for smectite is 810 meq/kg.....for 17.23 g smectite, then CEC 

equals to 14 meq 

 

#------------------------------------------------- 

 

SURFACE_MASTER_SPECIES  
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        Surf_al    Surf_alOH         #Smectite aluminol surface edge 

        Surf_si    Surf_siOH         #Smectite silonal surface edge 

        Surf_kal   Surf_kalOH        #Kaolinite aluminol surface edge 

        Surf_fe    Surf_feOH         #Hematite aluminol surface edge 

         

 

 

SURFACE_SPECIES  

        

       Surf_alOH = Surf_alOH  

                log_k   0.0      

 

       Surf_alOH + H+ = Surf_alOH2+  

                log_k   12.3  

 

        Surf_alOH = Surf_alO- + H+  

                log_k   -13.6  

 

        Surf_alOH + UO2+2  = Surf_alOUO2+ + H+  

                log_k   7.7 

 

#----------------------------------------------------------------------

-------------------------- 

 

        Surf_siOH = Surf_siOH  

                log_k   0.0  

 

        Surf_siOH + H+ = Surf_siOH2+  

                log_k   -0.95 

         

        Surf_siOH = Surf_siO- + H+  

                log_k   -6.95  

 

        Surf_siOH + UO2+2  = Surf_siOUO2+ + H+  

                log_k   0.75    

    

#----------------------------------------------------------------------

----------- 

 

       Surf_kalOH = Surf_kalOH  

                log_k   0.0      

 

       Surf_kalOH + H+ = Surf_kalOH2+  

                log_k   13.33 

 

        Surf_kalOH = Surf_kalO- + H+  

                log_k   -4.72  

 

        Surf_kalOH + UO2+2 + H2O  = Surf_kalOUO2OH + 2H+  

                log_k   6 

 

#----------------------------------------------------------------------

----- 

        Surf_feOH = Surf_feOH  

                log_k   0.0      

 

        Surf_feOH + H+ = Surf_feOH2+  
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                log_k   -5.1 

 

        Surf_feOH = Surf_feO- + H+  

                log_k   -10.7  

 

        Surf_feOH + UO2+2  = Surf_feOUO2+ + H+  

                log_k   14.11 

 

#----------------------------------------------------------------------

----- 

 

 

SURFACE 1  

        -equil solution 1-10  

        -sites_units  density 

        -donnan 1e-10 

  

        Surf_alOH          2.3 51 17.23 Dw 1e-13    #number of sites 

density(per nm2)-surrace area (m2/g)-mass (g) 

        Surf_siOH          2.3 51 17.23 Dw 1e-13    #number of sites 

density(per nm2)-surrace area (m2/g)-mass (g) 

        Surf_kalOH         2.3 20 1.87  Dw 1e-13    #number of sites 

density(per nm2)-surrace area (m2/g)-mass (g) 

        Surf_feOH          2.3 10 1.5   Dw 1e-13    #number of sites 

density(per nm2)-surrace area (m2/g)-mass (g) 

        

 

#----------------------------------------------------------------------

-------- 

#for 374.61g of rock sample we have the following: 

#24.4% Orthoclase = 91.40 g = 0.328 mol           #278.33 

#15.3% Quartz = 57.31 g = 0.954 mol               #60.08 

#23% Plagioclase = 86.16 g = 0.318 mol            #270.77 

#7.6% Clinoptilolite = 28.47 g = 0.0103 mol       #2,742.13 

#5.8% Cristobalite(alpha) = 21.727 g = 0.3616 mol #60.08 

#4.6% Smectite-low-Fe-Mg = 17.23 g = 0.044 mol    #389.34 

#0.5% kaolinite = 1.87 g 

#0.4% Hematite = 1.5 g 

#----------------------------------------------------------------------

-------- 

 

KINETICS 1-10 

 

Quartz 

 -tol   1e-8 

 -m0    0.954                      

 -parms 0.02 0.03  

#-------------------------- 

K-feldspar 

 -tol    1e-8 

 -m0     0.328                      

 -parms  0.02 0.03  

#-------------------------- 

Plagioclase 

 -tol    1e-8 

 -m0     0.318                      

 -parms  0.002 0.03  
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#-------------------------- 

Smectite-low-Fe-Mg 

 -tol   1e-8 

 -m0    0.044                      

 -parms 51 0.03  

#-------------------------- 

Clinoptilolite 

 -tol    1e-8 

 -m0     0.0103                      

 -parms  0.002 0.03  

#-------------------------- 

Cristobalite(alpha) 

 -tol   1e-8 

 -m0    0.3616                      

 -parms 0.002 0.03  

#------------------------------------ 

 

-steps 0 21 42 63 84 105 126 147 168 189 210 231 252 273 294 315 336 

357 378 399 420 441 462 483 504 525 546 567 588 609 630 651 672 693 714 

735 756 777 795 hour  #+time step/2 

 

-cvode   false 

 

INCREMENTAL_REACTIONS false 

 

#----------------------------------------------------------------------

-------- 

 

RATES 

 

 

Quartz   

 

-start 

 

1 kq = 10^-13.6  

 

2 If (SI("Quartz")>= 0) then goto 31 

 

 

3 PV = 0.08982   # Pore Volume...mL from expe  

 

4 Por1 = 0.41 

 

5 TV = PV/Por1     #mL....the volume is for cylindrical shape pipe 

 

6 QMass1 = 57.31   #Quartz initial mass...g 

 

7 Qden = 2650   #Quartz Density...g/L 

 

8 QV1 = QMass1 / Qden    #Quartz initial Volume...L 

 

9 QPor1 = GET_POR(1) 

 

10 QMW = 60.08      #Quartz molar weight...g/Mol 

 

11 Qmol1 = QMass1 / QMW     #Quartz initial moles...mole 
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12 A0_Q = parm(1) * (((1-GET(1000)) / (1-0.41))^2/3)  #Quartz initial 

surface area m2/g 

 

13 Qmass = (Qmass1 + GET(8))            

 

14 rate_Q = (A0_Q/(parm(2)+ GET(1002))) *  Qmass *  ((m/m0)^0.67) * 

(kq) * (1 - SR("Quartz"))  

 

15 moles = rate_Q * time                                               

#mole 

 

16 PUT(Qmol1,1) 

17 PUT(moles,2) 

  

        

#calculate new porosity:  

 

 

18  Dmol_Q = GET(2)            #Quartz Dissolve moles...moles 

 

19  DmolMass_Q = -1 * (Dmol_Q * QMW)     #Quartz Dissolve moles 

mass...g 

 

20  QMV = QMW / Qden              #Quartz molar volume...L/mole 

 

21  DmolVol_Q = -1 * (Dmol_Q * QMV)      #Quartz Dissolve moles 

volume....L 

 

22  QPor2 = -1 * (DmolVol_Q / (TV/1000))   #Quartz extra porosity 

 

23  Q_New_Porosity = QPor1 + QPor2  

 

 

24 PUT(DmolVol_Q,3) 

25 PUT(QPor1,4) 

26 PUT(QPor2,5) 

27 PUT(Q_New_Porosity,6) 

28 PUT(A0_Q,7) 

29 PUT(DmolMass_Q,8) 

30 PUT(Qmass,9) 

 

31 save moles  

 

-end 

#---------------------------- 

Cristobalite(alpha)  

 

-start 

 

1 kCr = 10^-12.31  

 

2 If (SI("Cristobalite(alpha)")>= 0) then goto 31 

 

3 PV = 0.08982    # Pore Volume...mL from expe  

 

4 Por1 = 0.41 
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5 TV = PV/Por1     #mL....the volume is for cylindrical shape pipe 

 

6 CrMass1 = 21.727      #Cristobalite initial mass...g 

 

7 Crden = 2330   #Cristobalite Density...g/L 

 

8 CrV1 = CrMass1 / Crden    #Cristobalite initial Volume...L 

 

9 CrPor1 = GET_POR(1) 

 

10 CrMW = 60.08      #Cristobalite molar weight...g/Mol 

 

11 Crmol1 = CrMass1 / CrMW     #Cristobalite initial moles...mole 

 

12 A0_Cr = parm(1) * (((1-GET(1000)) / (1-0.41))^2/3)  #Cristobalite 

initial surface area m2/g 

 

13 Crmass = (Crmass1 + GET(80))            

 

14 rate_Cr = (A0_Cr/(parm(2)+ GET(1002))) *  Crmass *  ((m/m0)^0.67) * 

(kCr) * (1 - SR("Cristobalite(alpha)"))  

 

15 moles = rate_Cr * time                                               

#mole 

 

16 PUT(Crmol1,10) 

17 PUT(moles,20) 

  

        

#calculate new porosity:  

 

 

18  Dmol_Cr = GET(20)            #Cristobalite Dissolve moles...moles 

 

19  DmolMass_Cr = -1 * (Dmol_Cr * CrMW)     #Cristobalite Dissolve 

moles mass...g 

 

20  CrMV = CrMW / Crden              #Cristobalite molar 

volume...L/mole 

 

21  DmolVol_Cr = -1 * (Dmol_Cr * CrMV)      #Cristobalite Dissolve 

moles volume....L 

 

22  CrPor2 = -1 * (DmolVol_Cr / (TV/1000))   #Cristobalite extra 

porosity 

 

23  Cr_New_Porosity = CrPor1 + CrPor2  

 

 

24 PUT(DmolVol_Cr,30) 

25 PUT(CrPor1,40) 

26 PUT(CrPor2,50) 

27 PUT(Cr_New_Porosity,60) 

28 PUT(A0_Cr,70) 

29 PUT(DmolMass_Cr,80) 

30 PUT(Crmass,90) 
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31 save moles  

 

-end 

#----------------------------------------------------- 

K-feldspar 

 

 -start 

                   

1 PV = 0.08982    # Pore Volume...mL from expe  

 

2 Por1 = 0.41 

 

3 TV = PV/Por1     #mL....the volume is for cylindrical shape pipe 

 

 

       # find activities of inhibiting ions... 

 

 4 a_Al = act("Al+3") 

 5 BC = act("Na+") + act("K+") + act("Mg+2") + act("Ca+2") 

 

       # temp corrected with the Arrhenius eqn, Table 8.8 

       # the difference in temperature, TK gives solution temp in 

Kelvin... 

 

 10 dif_T = 1/TK - 1/281 

 

                  # rate by H+... 

 20 pk_H = 11.7 + 3500 * dif_T 

 22 rate_H = 10^-pk_H * act("H+")^0.5 / ((1 + a_Al / 4e-6)^0.4 * (1 + 

BC / 5e-4)^0.15) 

 

                  # rate by hydrolysis... 

 30 pk_w = 14.5 + 2000 * dif_T 

 32 rate_w = 10^-pk_w / ((1 + a_Al / 4e-6)^0.14 * (1 + BC / 5e-4)^0.15) 

 

                  # rate by OH-... 

 40 pk_OH = 13.1 + 2500 * dif_T 

 42 rate_OH = 10^-pk_OH * act("OH-")^0.3 

 

                  # rate by CO2... 

 50 pk_CO2 = 13.0 + 2000 * dif_T 

 52 rate_CO2 = 10^-pk_CO2 * (10^SI("CO2(g)"))^0.6 

 

                  # Sum the rate contributions... 

60 kkf = rate_H + rate_w + rate_OH + rate_CO2 

 

61 PUT(kkf,88)  

  

62 If (SI("K-feldspar")>= 0) then goto 320   

 

 

70  KfMass1 = 91.40   #Kfeldspar initial mass...g 

 

80  Kfden = 2560   #Kfeldspar Density...g/L 

 

90  KfV1 = KfMass1 / Kfden    #Kfeldspar initial Volume...L 
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100 KfPor1 = GET_POR(1) 

 

110 KfMW = 278.33      #Kfeldspar molar weight...g/Mol 

 

120 Kfmol1 = KfMass1 / KfMW     #Kfeldspar initial moles...mole 

 

130 A0_Kf = parm(1) * (((1-GET(1000)) / (1-0.41))^2/3)   #Kfeldspar 

initial surface area m2/g 

 

140 Kfmass = (Kfmass1 + GET(800))            

 

150 rate_Kf = (kkf) * (A0_Kf/(parm(2)+ GET(1002))) * Kfmass * 

((m/m0)^0.67) * (1 - SR("K-feldspar"))  

                   

160 moles = rate_Kf * time  

 

170 PUT(Kfmol1,100) 

180 PUT(moles,200) 

  

#calculate new porosity:  

 

 

190  Dmol_Kf = GET(200)            #Kfeldspar Dissolve moles...moles 

 

200  DmolMass_Kf = -1 *(Dmol_Kf * KfMW)     #Kfeldspar Dissolve moles 

mass...g 

 

210  KfMV = KfMW / Kfden              #Kfeldspar molar volume...L/mole 

 

220  DmolVol_Kf = -1 *(Dmol_Kf * KfMV)      #Kfeldspar Dissolve moles 

volume....L 

 

230  KfPor2 = -1 *(DmolVol_Kf / (TV/1000))   #Kfeldspar extra 

porosity....the (-) here is just to correct the (-) from the dissolve 

mole volume equation. 

 

240  Kf_New_Porosity = KfPor1 + KfPor2  

 

 

 

250 PUT(DmolVol_Kf,300) 

260 PUT(KfPor1,400) 

270 PUT(KfPor2,500) 

280 PUT(Kf_New_Porosity,600) 

290 PUT(A0_Kf,700) 

300 PUT(DmolMass_Kf,800) 

310 PUT(Kfmass,900) 

 

320 save moles 

 

-end 

#------------------------------------------------------------- 

Clinoptilolite   

 

-start 
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1 kCl = 10^-29.899  

 

2 If (SI("Clinoptilolite")>= 0) then goto 31 

 

 

3 PV = 0.08982    # Pore Volume...mL from expe  

 

4 Por1 = 0.41 

 

5 TV = PV/Por1     #mL....the volume is for cylindrical shape pipe 

 

6 ClMass1 = 28.47   #Clinoptilolite  initial mass...g 

 

7 Clden = 2150   #Clinoptilolite  Density...g/L 

 

8 ClV1 = ClMass1 / Clden    #Clinoptilolite  initial Volume...L 

 

9 ClPor1 = GET_POR(1) 

 

10 ClMW = 2742.13     #Clinoptilolite  molar weight...g/Mol 

 

11 Clmol1 = ClMass1 / ClMW     #Clinoptilolite  initial moles...mole 

 

12 A0_Cl = parm(1) * (((1-GET(1000)) / (1-0.41))^2/3)  #Clinoptilolite 

initial surface area m2/g 

 

13 Clmass = (Clmass1 + GET(80000))            

 

14 rate_Cl = (A0_Cl/(parm(2)+ GET(1002))) *  Clmass *  ((m/m0)^0.67) * 

(kCl) * (1 - SR("Clinoptilolite"))  

 

15 moles = rate_Cl * time                                               

#mole 

 

16 PUT(Clmol1,10000) 

17 PUT(moles,20000) 

  

        

#calculate new porosity:  

 

 

18  Dmol_Cl = GET(20000)            #Clinoptilolite  Dissolve 

moles...moles 

 

19  DmolMass_Cl = -1 * (Dmol_Cl * ClMW)     #Clinoptilolite  Dissolve 

moles mass...g 

 

20  ClMV = ClMW / Clden              #Clinoptilolite  molar 

volume...L/mole 

 

21  DmolVol_Cl = -1 * (Dmol_Cl * ClMV)      #Clinoptilolite  Dissolve 

moles volume....L 

 

22  ClPor2 = -1 * (DmolVol_Cl / (TV/1000))   #Clinoptilolite  extra 

porosity 

 

23  Cl_New_Porosity = ClPor1 + ClPor2  
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24 PUT(DmolVol_Cl,30000) 

25 PUT(ClPor1,40000) 

26 PUT(ClPor2,50000) 

27 PUT(Cl_New_Porosity,60000) 

28 PUT(A0_Cl,70000) 

29 PUT(DmolMass_Cl,80000) 

30 PUT(Clmass,90000) 

 

31 save moles  

 

-end 

#----------------------------------------------------------------------

-------- 

Plagioclase 

 

-start 

 

1 kP = 10^-15.6  

 

2 If (SI("Plagioclase")>= 0) then goto 31 

 

3 PV = 0.08982    # Pore Volume...mL from expe  

 

4 Por1 = 0.41 

 

5 TV = PV/Por1     #mL....the volume is for cylindrical shape pipe 

 

6 PMass1 = 86.16   #Plagioclase  initial mass...g 

 

7 Pden = 2680   #Plagioclase  Density...g/L 

 

8 PV1 = PMass1 / Pden    #Plagioclase  initial Volume...L 

 

9 PPor1 = GET_POR(1) 

 

10 PMW = 270.77    #Plagioclase  molar weight...g/Mol 

 

11 Pmol1 = PMass1 / PMW     #Plagioclase  initial moles...mole 

 

12 A0_P = parm(1) * (((1-GET(1000)) / (1-0.41))^2/3)  #Plagioclase 

initial surface area m2/g 

 

13 Pmass = (Pmass1 + GET(800000))            

 

14 rate_P = (A0_P/(parm(2)+ GET(1002))) *  Pmass *  ((m/m0)^0.67) * 

(kP) * (1 - SR("Plagioclase"))  

 

15 moles = rate_P * time                                               

#mole 

 

16 PUT(Pmol1,100000) 

17 PUT(moles,200000) 

  

        

#calculate new porosity:  
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18  Dmol_P = GET(200000)            #Plagioclase  Dissolve 

moles...moles 

 

19  DmolMass_P = -1 * (Dmol_P * PMW)     #Plagioclase  Dissolve moles 

mass...g 

 

20  PMV = PMW / Pden              #Plagioclase  molar volume...L/mole 

 

21  DmolVol_P = -1 * (Dmol_P * PMV)      #Plagioclase  Dissolve moles 

volume....L 

 

22  PPor2 = -1 * (DmolVol_P / (TV/1000))   #Plagioclase  extra porosity 

 

23  P_New_Porosity = PPor1 + PPor2  

 

 

24 PUT(DmolVol_P,300000) 

25 PUT(PPor1,400000) 

26 PUT(PPor2,500000) 

27 PUT(P_New_Porosity,600000) 

28 PUT(A0_P,700000) 

29 PUT(DmolMass_P,800000) 

30 PUT(Pmass,900000) 

 

31 save moles 

 

 -end 

 

#-------------------------------------------------------------------- 

Smectite-low-Fe-Mg 

 

-start 

 

1 kSm = 10^-18.08 

 

2 If (SI("Smectite-low-Fe-Mg")>= 0) then goto 40 

 

 

3 PV = 0.08982    # Pore Volume...mL from expe  

 

4 Por1 = 0.41 

 

5 TV = PV/Por1     #mL....the volume is for cylindrical shape pipe 

 

6 SmMass1 = 17.23   #Smectite initial mass...g 

 

7 Smden = 2680   #Smectite Density...g/L 

 

8 SmV1 = SmMass1 / Smden    #Smectite initial Volume...L 

 

9 SmPor1 = GET_POR(1) 

 

10 SmMW = 389.34     #Smectite molar weight...g/Mol 

 

11 Smmol1 = SmMass1 / SmMW     #Smectite initial moles...mole 
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12 A0_Sm = parm(1) * (((1-GET(1000)) / (1-0.41))^2/3)  #Smectite 

initial surface area m2/g 

 

13 Smmass = (Smmass1 + GET(8000000))            

 

14 rate_Sm = (A0_Sm/(parm(2)+ GET(1002))) *  Smmass *  ((m/m0)^0.67) * 

(kSm) * (1 - SR("Smectite-low-Fe-Mg"))  

 

15 moles = rate_Sm * time                                               

#mole 

 

16 PUT(Smmol1,1000000) 

17 PUT(moles,2000000) 

  

        

#calculate new porosity:  

 

 

18  Dmol_Sm = GET(2000000)            #Smectite Dissolve moles...moles 

 

19  DmolMass_Sm = -1 * (Dmol_Sm * SmMW)     #Smectite Dissolve moles 

mass...g 

 

20  SmMV = SmMW / Smden              #Smectite molar volume...L/mole 

 

21  DmolVol_Sm = -1 * (Dmol_Sm * SmMV)      #Smectite Dissolve moles 

volume....L 

 

22  SmPor2 = -1 * (DmolVol_Sm / (TV/1000))   #Smectite extra porosity 

 

23  Sm_New_Porosity = SmPor1 + SmPor2  

 

 

24 PUT(DmolVol_Sm,3000000) 

25 PUT(SmPor1,4000000) 

26 PUT(SmPor2,5000000) 

27 PUT(Sm_New_Porosity,6000000) 

28 PUT(A0_Sm,7000000) 

29 PUT(DmolMass_Sm,8000000) 

30 PUT(Smmass,9000000) 

 

 

#----------------------------- 

 

31 New_Total_V = -1 * (GET(3) + GET(30) + GET(300)+ GET(30000)+ 

GET(300000)+ GET(3000000))  

 

32 PUT(New_Total_V,1002) 

 

33 Porosity_2 = GET(5) + GET(50) + GET(500) + GET(50000) + GET(500000) 

+ GET(5000000)  

 

34 PUT(Porosity_2,1001) 

 

35 New_Porosity = GET_POR(1) + GET(1001) 
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36 PUT(New_Porosity,1000) 

 

37 CHANGE_POR(New_Porosity,1) 

 

40 save moles 

 

 -end 

#--------------------------------------------------------------------- 

 

use solution 0 

 

 

 TRANSPORT 

 

        -cells                10                            

        -shifts               9  

        -time_step            95 hour  

        -flow_direction       forward 

        -boundary_conditions  flux flux 

        -lengths              10*0.045 

        -dispersivity         10*0.04 

        -correct_disp         true 

        -diffusion_coef       0.3e-9 

        -initial_time         0 

        -punch_cells          10                 

        -punch_frequency      1      

        -multi_D   true                           

        -porosities           0.41 

 

 

   

 

SELECTED_OUTPUT 

 

 USER_PUNCH 

  

 -headings Time Ca Na K Si CO3 Cl(-1) Mg Al U NO3 Hto UO2(CO3)2-

2_sorption UO2(OH)2_sorption Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Cr1 Cr2 Cr3 Cr4 

Cr5 Cr6 Cr7 Cr8 Cr9 Kf1 Kf2 Kf3 Kf4 Kf5 Kf6 Kf7 Kf8 Kf9 Cl1 Cl2 Cl3 Cl4 

Cl5 Cl6 Cl7 Cl8 Cl9 P1 P2 P3 P4 P5 P6 P7 P8 P9 S1 S2 S3 S4 S5 S6 S7 S8 

S9 Porosity_T Porosity_2 Volume_2 calcite CaUO4 CSHgel haiweeite 

kaolinite laumontite muscovite saponite-Ca sepiolite thaumasite 

tobermorite-14A UO2(CO3)3-4 UO2(CO3)2-2 UO2(OH)3- UO2(OH)2 UO2CO3 UO2X2 

Surf_alOUO2+ Surf_alO(UO2)3(OH)5 Surf_siOUO2+ Surf_siO(UO2)3(OH)5 

Surf_kalOUO2OH Surf_feOUO2+ Uranophane Becquerelite Rutherfordine 

Quartz K-feldspar Smectite-low-Fe-Mg Clinoptilolite Cristobalite(alpha) 

Plagioclase         

-start  

 

010 PUNCH TOTAL_TIME/(60) 

020 PUNCH tot("Ca")*40*1000    

030 PUNCH tot("Na")*23*1000    

040 PUNCH tot("K")*39.1*1000 

050 PUNCH tot("Si")*28.09*1000 

060 PUNCH tot("C(4)")*60*1000 

070 PUNCH tot("Cl(-1)")*35.45*1000 

080 PUNCH tot("Mg")*24.3*1000 
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090 PUNCH tot("Al")*27*1000 

100 PUNCH tot("U(6)")*270*1000 

110 PUNCH tot("N(5)")*62*1000 

120 PUNCH tot("Hto")*22.03*1000 

130 PUNCH KIN("UO2(CO3)2-2_sorption")*1000*238/3570 

140 PUNCH KIN("UO2(OH)2_sorption")*1000*238/3570 

 150 PUNCH  GET(1) 

 160 PUNCH  GET(2) 

 170 PUNCH  GET(3) 

 180 PUNCH  GET(4) 

 190 PUNCH  GET(5) 

 200 PUNCH  GET(6) 

 210 PUNCH  GET(7) 

 220 PUNCH  GET(8) 

 230 PUNCH  GET(9) 

 240 PUNCH  GET(10) 

 250 PUNCH  GET(20) 

 260 PUNCH  GET(30) 

 270 PUNCH  GET(40) 

 280 PUNCH  GET(50) 

 290 PUNCH  GET(60) 

 300 PUNCH  GET(70)  

 310 PUNCH  GET(80) 

 320 PUNCH  GET(90) 

 330 PUNCH  GET(100) 

 340 PUNCH  GET(200) 

 350 PUNCH  GET(300) 

 360 PUNCH  GET(400) 

 370 PUNCH  GET(500) 

 380 PUNCH  GET(600) 

 390 PUNCH  GET(700) 

 400 PUNCH  GET(800) 

 410 PUNCH  GET(900) 

 420 PUNCH  GET(10000) 

 430 PUNCH  GET(20000) 

 450 PUNCH  GET(30000) 

 460 PUNCH  GET(40000) 

 470 PUNCH  GET(50000) 

 480 PUNCH  GET(60000) 

 490 PUNCH  GET(70000) 

 500 PUNCH  GET(80000) 

 510 PUNCH  GET(90000) 

 530 PUNCH  GET(100000) 

 540 PUNCH  GET(200000) 

 550 PUNCH  GET(300000) 

 560 PUNCH  GET(400000) 

 570 PUNCH  GET(500000) 

 580 PUNCH  GET(600000) 

 590 PUNCH  GET(700000) 

 600 PUNCH  GET(800000) 

 610 PUNCH  GET(900000) 

 630 PUNCH  GET(1000000) 

 640 PUNCH  GET(2000000) 

 650 PUNCH  GET(3000000) 

 660 PUNCH  GET(4000000) 

 670 PUNCH  GET(5000000) 

 680 PUNCH  GET(6000000) 
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 690 PUNCH  GET(7000000) 

 700 PUNCH  GET(8000000) 

 710 PUNCH  GET(9000000) 

 720 PUNCH  GET(1000) 

 730 PUNCH  GET(1001) 

 740 PUNCH  GET(1002) 

 750 PUNCH  SI("Calcite") 

 760 PUNCH  SI("CaUO4") 

 770 PUNCH  SI("CSHgel") 

 780 PUNCH  SI("Haiweeite") 

 790 PUNCH  SI("Kaolinite") 

 800 PUNCH  SI("Laumontite") 

 810 PUNCH  SI("Muscovite") 

 820 PUNCH  SI("Saponite-Ca") 

 830 PUNCH  SI("Sepiolite") 

 840 PUNCH  SI("Thaumasite") 

 850 PUNCH  SI("Tobermorite-14A") 

 860 PUNCH  MOL("UO2(CO3)3-4") 

 870 PUNCH  MOL("UO2(CO3)2-2") 

 880 PUNCH  MOL("UO2(OH)3-") 

 890 PUNCH  MOL("UO2(OH)2") 

 900 PUNCH  MOL("UO2CO3") 

 910 PUNCH  MOL("UO2X2") 

 920 PUNCH  MOL("Surf_alOUO2+") 

 930 PUNCH  MOL("Surf_alO(UO2)3(OH)5") 

 940 PUNCH  MOL("Surf_siOUO2+") 

 950 PUNCH  MOL("Surf_siO(UO2)3(OH)5") 

 960 PUNCH  MOL("Surf_kalOUO2OH") 

 970 PUNCH  MOL("Surf_feOUO2+") 

 980 PUNCH  SI("Uranophane") 

 990 PUNCH  SI("Becquerelite") 

1000 PUNCH  SI("Rutherfordine") 

1010 PUNCH  SI("Quartz") 

1020 PUNCH  SI("K-feldspar") 

1030 PUNCH  SI("Smectite-low-Fe-Mg") 

1040 PUNCH  SI("Clinoptilolite") 

1050 PUNCH  SI("Cristobalite(alpha)") 

1060 PUNCH  SI("Plagioclase") 

 

 

End 
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4.1.2. Column 2 

#Yucca Mountain_uranium desorption_10SA (Column 2) 

 

#----------------------------------------------------------------------

--- 

 

SOLUTION_MASTER_SPECIES  

# element   species   alk gfw_formula element_gfw  

  Hto       Hto       0.0   20        20  

 

SOLUTION_SPECIES  

  Hto = Hto;        log_k 0; -gamma 1e6 0;     -dw 1e-13 

 

#----------------------------------------------------------------------

--- 

 

 

SOLUTION 0 

    temp      25 

    pH        7.78 

    pe        4 

    redox     pe 

    units     mg/l 

    density   1 

    C(4)      100 

    Ca        13 

    Cl(-1)    6.9 

    Hto       1e-10 

    K         5.2 

    Mg        2.5 

    N(5)      1.524 

    Na        43 

    S(6)      14 

    U(5)      0.24 

    -water    1 # kg 

 

save solution 0 

 

end 

 

SOLUTION 1-10 

    temp      25 

    pH        7.78 

    pe        4 

    redox     pe 

    units     mg/l 

    density   1 

    C(4)      100 

    Ca        13 

    Cl(-1)    6.9 

    K         5.2 

    Mg        2.5 

    N(5)      1.4 

    Na        43 

    S(6)      14 
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    -water    1 # kg 

 

 

EQUILIBRIUM_PHASES 1-10 

CO2(g) -3.5 10 

 

Quartz 0 0                 #SiO2  

Plagioclase 0 0               #NaAlSi3O8 – CaAl2Si2O8 

k-feldspar 0 0                #KAlSi3O8 

Clinoptilolite 0 0.22       #(Na,K,Ca) 2–3Al 3(Al,Si) 2Si 13O 36•12H 2O 

Cristobalite(alpha) 0 0      #SiO2 

Smectite-high-Fe-Mg 0 0     ##CaNaKFeMgAlSi3 

   

kaolinite 0 0                 #Al2Si2O5(OH)4  

Tridymite 0 0                 #SiO2 

Hematite 0 0                  #Fe2O3 

Muscovite 0 0                 #Mica--KAl2(AlSi3O10)(F,OH)2 

 

#opal-CT-----SiO2 

 

 

CaUO4 0 0 

Uranophane 0 0        #Ca(UO2)2(SiO3)2(OH)2  

Becquerelite 0 0      #Ca(UO2)6O4(OH)6:8H2O  

Rutherfordine 0 0     #UO2CO3 

 

#----------------------------------------------------------------------

------- 

EXCHANGE_SPECIES  

 

 

UO2+2 + 2NaX = UO2X2 + 2Na+ 

log_k   0.45 

 

UO2+2 + CaX2 = UO2X2 + Ca+2 

log_k   0.049 

 

 

EXCHANGE 1-10 

        -equilibrate 1-10  

        X                0.023 

 

 

#CEC for smectite is 810 meq/kg.....for 28.5 g smectite, then CEC 

equals to 23 meq 

 

#------------------------------------------------- 

 

SURFACE_MASTER_SPECIES  

 

        Surf_al    Surf_alOH         #Smectite aluminol surface edge 

        Surf_si    Surf_siOH         #Smectite silonal surface edge 

        Surf_kal   Surf_kalOH        #Kaolinite aluminol surface edge 

        Surf_fe    Surf_feOH         #Hematite aluminol surface edge 

         

 

SURFACE_SPECIES  
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       Surf_alOH = Surf_alOH  

                log_k   0.0      

 

       Surf_alOH + H+ = Surf_alOH2+  

                log_k   12.3  

 

        Surf_alOH = Surf_alO- + H+  

                log_k   -13.6  

 

        Surf_alOH + UO2+2  = Surf_alOUO2+ + H+  

                log_k   7.7 

 

#----------------------------------------------------------------------

-------------------------- 

 

        Surf_siOH = Surf_siOH  

                log_k   0.0  

 

        Surf_siOH + H+ = Surf_siOH2+  

                log_k   -0.95 

         

        Surf_siOH = Surf_siO- + H+  

                log_k   -6.95  

 

        Surf_siOH + UO2+2  = Surf_siOUO2+ + H+  

                log_k   0.75    

    

#----------------------------------------------------------------------

----------- 

 

       Surf_kalOH = Surf_kalOH  

                log_k   0.0      

 

       Surf_kalOH + H+ = Surf_kalOH2+  

                log_k   13.33 

 

        Surf_kalOH = Surf_kalO- + H+  

                log_k   -4.72  

 

        Surf_kalOH + UO2+2 + H2O  = Surf_kalOUO2OH + 2H+  

                log_k   6 

 

#----------------------------------------------------------------------

----- 

        Surf_feOH = Surf_feOH  

                log_k   0.0      

 

        Surf_feOH + H+ = Surf_feOH2+  

                log_k   -5.1 

 

        Surf_feOH = Surf_feO- + H+  

                log_k   -10.7  

 

        Surf_feOH + UO2+2  = Surf_feOUO2+ + H+  

                log_k   14.11 
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#----------------------------------------------------------------------

----- 

 

 

SURFACE 1  

        -equil solution 1-10  

        -sites_units  density 

        -donnan 1e-10 

  

        Surf_alOH          2.3 51 28.5 Dw 1e-13    #number of sites 

density(per nm2)-surrace area (m2/g)-mass (g) 

        Surf_siOH          2.3 51 28.5 Dw 1e-13    #number of sites 

density(per nm2)-surrace area (m2/g)-mass (g) 

        Surf_kalOH         2.3 20 1.42 Dw 1e-13    #number of sites 

density(per nm2)-surrace area (m2/g)-mass (g) 

        Surf_feOH          2.3 10 1.78 Dw 1e-13    #number of sites 

density(per nm2)-surrace area (m2/g)-mass (g) 

        

 

#----------------------------------------------------------------------

-------- 

#for 356.6g of rock sample we have the following: 

#30.6% Orthoclase = 109.12 g = 0.392 mol     #278.33 

#8.7% Quartz = 31.02 g = 0.51 mol            #60.08 

#26% Plagioclase = 92.7 g = 0.342 mol           #270.77 

#11.6% Clinoptilolite = 41.36 g = 0.015 mol   #2,742.13  

#8.1% Cristobalite(alpha) = 28.88 g = 0.48 mol #60.08 

#8% Smectite-low-Fe-Mg = 28.5 g = 0.073 mol  #389.34 

#0.4% kaolinite = 1.42 g 

#0.5% Hematite = 1.78 g 

#----------------------------------------------------------------------

-------- 

 

KINETICS 1-10 

 

Quartz  

 -tol   1e-8 

 -m0    0.51                      

 -parms 0.02 0.03  

#-------------------------- 

K-feldspar 

 -tol    1e-8 

 -m0     0.392                      

 -parms  0.02 0.03  

#-------------------------- 

Plagioclase 

 -tol    1e-8 

 -m0     0.342                      

 -parms  0.002 0.03  

#-------------------------- 

Smectite-low-Fe-Mg 

 -tol   1e-8 

 -m0    0.073                      

 -parms 51 0.03  

#-------------------------- 

Clinoptilolite 

 -tol    1e-8 
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 -m0     0.015                      

 -parms  0.002 0.03  

#-------------------------- 

Cristobalite(alpha) 

 -tol   1e-8 

 -m0    0.48                      

 -parms 0.002 0.03  

#------------------------------------ 

 

-steps 0 21 42 63 84 105 126 147 168 189 210 231 252 273 294 315 336 

357 378 399 420 441 462 483 504 525 546 567 588 609 630 651 672 693 714 

735 756 777 795 hour  #+time step/2 

 

-cvode   false 

 

INCREMENTAL_REACTIONS false 

 

#----------------------------------------------------------------------

-------- 

 

RATES 

 

Quartz   

 

-start 

 

1 kq = 10^-13.6  

 

2 If (SI("Quartz")>= 0) then goto 31 

 

 

3 PV = 0.1024    # Pore Volume...mL from expe  

 

4 Por1 = 0.44 

 

5 TV = PV/Por1     #mL....the volume is for cylindrical shape pipe 

 

6 QMass1 = 31.02   #Quartz initial mass...g 

 

7 Qden = 2650   #Quartz Density...g/L 

 

8 QV1 = QMass1 / Qden    #Quartz initial Volume...L 

 

9 QPor1 = GET_POR(1) 

 

10 QMW = 60.08      #Quartz molar weight...g/Mol 

 

11 Qmol1 = QMass1 / QMW     #Quartz initial moles...mole 

 

12 A0_Q = parm(1) * (((1-GET(1000)) / (1-0.44))^2/3)  #Quartz initial 

surface area m2/g 

 

13 Qmass = (Qmass1 + GET(8))            

 

14 rate_Q = (A0_Q/(parm(2)+ GET(1002))) *  Qmass *  ((m/m0)^0.67) * 

(kq) * (1 - SR("Quartz"))  
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15 moles = rate_Q * time                                               

#mole 

 

16 PUT(Qmol1,1) 

17 PUT(moles,2) 

  

        

#calculate new porosity:  

 

 

18  Dmol_Q = GET(2)            #Quartz Dissolve moles...moles 

 

19  DmolMass_Q = -1 * (Dmol_Q * QMW)     #Quartz Dissolve moles 

mass...g 

 

20  QMV = QMW / Qden              #Quartz molar volume...L/mole 

 

21  DmolVol_Q = -1 * (Dmol_Q * QMV)      #Quartz Dissolve moles 

volume....L 

 

22  QPor2 = -1 * (DmolVol_Q / (TV/1000))   #Quartz extra porosity 

 

23  Q_New_Porosity = QPor1 + QPor2  

 

 

24 PUT(DmolVol_Q,3) 

25 PUT(QPor1,4) 

26 PUT(QPor2,5) 

27 PUT(Q_New_Porosity,6) 

28 PUT(A0_Q,7) 

29 PUT(DmolMass_Q,8) 

30 PUT(Qmass,9) 

 

31 save moles  

 

-end 

#---------------------------- 

Cristobalite(alpha)  

 

-start 

 

1 kCr = 10^-12.31  

 

2 If (SI("Cristobalite(alpha)")>= 0) then goto 31 

 

3 PV = 0.1024    # Pore Volume...mL from expe  

 

4 Por1 = 0.44 

 

5 TV = PV/Por1     #mL....the volume is for cylindrical shape pipe 

 

6 CrMass1 = 28.88      #Cristobalite initial mass...g 

 

7 Crden = 2330   #Cristobalite Density...g/L 

 

8 CrV1 = CrMass1 / Crden    #Cristobalite initial Volume...L 

 



372 
 

9 CrPor1 = GET_POR(1) 

 

10 CrMW = 60.08      #Cristobalite molar weight...g/Mol 

 

11 Crmol1 = CrMass1 / CrMW     #Cristobalite initial moles...mole 

 

12 A0_Cr = parm(1) * (((1-GET(1000)) / (1-0.44))^2/3)  #Cristobalite 

initial surface area m2/g 

 

13 Crmass = (Crmass1 + GET(80))            

 

14 rate_Cr = (A0_Cr/(parm(2)+ GET(1002))) *  Crmass *  ((m/m0)^0.67) * 

(kCr) * (1 - SR("Cristobalite(alpha)"))  

 

15 moles = rate_Cr * time                                               

#mole 

 

16 PUT(Crmol1,10) 

17 PUT(moles,20) 

  

        

#calculate new porosity:  

 

 

18  Dmol_Cr = GET(20)            #Cristobalite Dissolve moles...moles 

 

19  DmolMass_Cr = -1 * (Dmol_Cr * CrMW)     #Cristobalite Dissolve 

moles mass...g 

 

20  CrMV = CrMW / Crden              #Cristobalite molar 

volume...L/mole 

 

21  DmolVol_Cr = -1 * (Dmol_Cr * CrMV)      #Cristobalite Dissolve 

moles volume....L 

 

22  CrPor2 = -1 * (DmolVol_Cr / (TV/1000))   #Cristobalite extra 

porosity 

 

23  Cr_New_Porosity = CrPor1 + CrPor2  

 

 

24 PUT(DmolVol_Cr,30) 

25 PUT(CrPor1,40) 

26 PUT(CrPor2,50) 

27 PUT(Cr_New_Porosity,60) 

28 PUT(A0_Cr,70) 

29 PUT(DmolMass_Cr,80) 

30 PUT(Crmass,90) 

 

31 save moles  

 

-end 

#----------------------------------------------------- 

K-feldspar 

 

 -start 
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1 PV = 0.1024    # Pore Volume...mL from expe  

 

2 Por1 = 0.44 

 

3 TV = PV/Por1     #mL....the volume is for cylindrical shape pipe 

 

 

       # find activities of inhibiting ions... 

 

 4 a_Al = act("Al+3") 

 5 BC = act("Na+") + act("K+") + act("Mg+2") + act("Ca+2") 

 

       # temp corrected with the Arrhenius eqn, Table 8.8 

       # the difference in temperature, TK gives solution temp in 

Kelvin... 

 

 10 dif_T = 1/TK - 1/281 

 

                  # rate by H+... 

 20 pk_H = 11.7 + 3500 * dif_T 

 22 rate_H = 10^-pk_H * act("H+")^0.5 / ((1 + a_Al / 4e-6)^0.4 * (1 + 

BC / 5e-4)^0.15) 

 

                  # rate by hydrolysis... 

 30 pk_w = 14.5 + 2000 * dif_T 

 32 rate_w = 10^-pk_w / ((1 + a_Al / 4e-6)^0.14 * (1 + BC / 5e-4)^0.15) 

 

                  # rate by OH-... 

 40 pk_OH = 13.1 + 2500 * dif_T 

 42 rate_OH = 10^-pk_OH * act("OH-")^0.3 

 

                  # rate by CO2... 

 50 pk_CO2 = 13.0 + 2000 * dif_T 

 52 rate_CO2 = 10^-pk_CO2 * (10^SI("CO2(g)"))^0.6 

 

                  # Sum the rate contributions... 

60 kkf = rate_H + rate_w + rate_OH + rate_CO2 

  

61 If (SI("K-feldspar")>= 0) then goto 320   

 

 

70  KfMass1 = 109.12   #Kfeldspar initial mass...g 

 

80  Kfden = 2560   #Kfeldspar Density...g/L 

 

90  KfV1 = KfMass1 / Kfden    #Kfeldspar initial Volume...L 

 

100 KfPor1 = GET_POR(1) 

 

110 KfMW = 278.33      #Kfeldspar molar weight...g/Mol 

 

120 Kfmol1 = KfMass1 / KfMW     #Kfeldspar initial moles...mole 

 

130 A0_Kf = parm(1) * (((1-GET(1000)) / (1-0.44))^2/3)   #Kfeldspar 

initial surface area m2/g 

 

140 Kfmass = (Kfmass1 + GET(800))            
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150 rate_Kf = (kkf) * (A0_Kf/(parm(2)+ GET(1002))) * Kfmass * 

((m/m0)^0.67) * (1 - SR("K-feldspar"))  

                   

160 moles = rate_Kf * time  

 

170 PUT(Kfmol1,100) 

180 PUT(moles,200) 

  

#calculate new porosity:  

 

 

190  Dmol_Kf = GET(200)            #Kfeldspar Dissolve moles...moles 

 

200  DmolMass_Kf = -1 *(Dmol_Kf * KfMW)     #Kfeldspar Dissolve moles 

mass...g 

 

210  KfMV = KfMW / Kfden              #Kfeldspar molar volume...L/mole 

 

220  DmolVol_Kf = -1 *(Dmol_Kf * KfMV)      #Kfeldspar Dissolve moles 

volume....L 

 

230  KfPor2 = -1 *(DmolVol_Kf / (TV/1000))   #Kfeldspar extra 

porosity....the (-) here is just to correct the (-) from the dissolve 

mole volume equation. 

 

240  Kf_New_Porosity = KfPor1 + KfPor2  

 

 

 

250 PUT(DmolVol_Kf,300) 

260 PUT(KfPor1,400) 

270 PUT(KfPor2,500) 

280 PUT(Kf_New_Porosity,600) 

290 PUT(A0_Kf,700) 

300 PUT(DmolMass_Kf,800) 

310 PUT(Kfmass,900) 

 

320 save moles 

 

-end 

#------------------------------------------------------------- 

Clinoptilolite 

 

-start 

 

1 kCl = 10^-29.899  

 

2 If (SI("Clinoptilolite")>= 0) then goto 31 

 

 

3 PV = 0.1024    # Pore Volume...mL from expe  

 

4 Por1 = 0.44 

 

5 TV = PV/Por1     #mL....the volume is for cylindrical shape pipe 
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6 ClMass1 = 41.36   #Clinoptilolite  initial mass...g 

 

7 Clden = 2150   #Clinoptilolite  Density...g/L 

 

8 ClV1 = ClMass1 / Clden    #Clinoptilolite  initial Volume...L 

 

9 ClPor1 = GET_POR(1) 

 

10 ClMW = 2742.13     #Clinoptilolite  molar weight...g/Mol 

 

11 Clmol1 = ClMass1 / ClMW     #Clinoptilolite  initial moles...mole 

 

12 A0_Cl = parm(1) * (((1-GET(1000)) / (1-0.44))^2/3)  #Clinoptilolite 

initial surface area m2/g 

 

13 Clmass = (Clmass1 + GET(80000))            

 

14 rate_Cl = (A0_Cl/(parm(2)+ GET(1002))) *  Clmass *  ((m/m0)^0.67) * 

(kCl) * (1 - SR("Clinoptilolite"))  

 

15 moles = rate_Cl * time                                               

#mole 

 

16 PUT(Clmol1,10000) 

17 PUT(moles,20000) 

  

        

#calculate new porosity:  

 

 

18  Dmol_Cl = GET(20000)            #Clinoptilolite  Dissolve 

moles...moles 

 

19  DmolMass_Cl = -1 * (Dmol_Cl * ClMW)     #Clinoptilolite  Dissolve 

moles mass...g 

 

20  ClMV = ClMW / Clden              #Clinoptilolite  molar 

volume...L/mole 

 

21  DmolVol_Cl = -1 * (Dmol_Cl * ClMV)      #Clinoptilolite  Dissolve 

moles volume....L 

 

22  ClPor2 = -1 * (DmolVol_Cl / (TV/1000))   #Clinoptilolite  extra 

porosity 

 

23  Cl_New_Porosity = ClPor1 + ClPor2  

 

 

24 PUT(DmolVol_Cl,30000) 

25 PUT(ClPor1,40000) 

26 PUT(ClPor2,50000) 

27 PUT(Cl_New_Porosity,60000) 

28 PUT(A0_Cl,70000) 

29 PUT(DmolMass_Cl,80000) 

30 PUT(Clmass,90000) 

 

31 save moles  
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-end 

#----------------------------------------------------------------------

-------- 

Plagioclase 

 

-start 

 

1 kP = 10^-15.6  

 

#2 If (SI("Plagioclase")>= 0) then goto 31 

 

3 PV = 0.1024    # Pore Volume...mL from expe  

 

4 Por1 = 0.44 

 

5 TV = PV/Por1     #mL....the volume is for cylindrical shape pipe 

 

6 PMass1 = 92.7   #Plagioclase  initial mass...g 

 

7 Pden = 2680   #Plagioclase  Density...g/L 

 

8 PV1 = PMass1 / Pden    #Plagioclase  initial Volume...L 

 

9 PPor1 = GET_POR(1) 

 

10 PMW = 270.77    #Plagioclase  molar weight...g/Mol 

 

11 Pmol1 = PMass1 / PMW     #Plagioclase  initial moles...mole 

 

12 A0_P = parm(1) * (((1-GET(1000)) / (1-0.44))^2/3)  #Plagioclase 

initial surface area m2/g 

 

13 Pmass = (Pmass1 + GET(800000))            

 

14 rate_P = (A0_P/(parm(2)+ GET(1002))) *  Pmass *  ((m/m0)^0.67) * 

(kP) * (1 - SR("Plagioclase"))  

 

15 moles = rate_P * time                                               

#mole 

 

16 PUT(Pmol1,100000) 

17 PUT(moles,200000) 

  

        

#calculate new porosity:  

 

 

18  Dmol_P = GET(200000)            #Plagioclase  Dissolve 

moles...moles 

 

19  DmolMass_P = -1 * (Dmol_P * PMW)     #Plagioclase  Dissolve moles 

mass...g 

 

20  PMV = PMW / Pden              #Plagioclase  molar volume...L/mole 
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21  DmolVol_P = -1 * (Dmol_P * PMV)      #Plagioclase  Dissolve moles 

volume....L 

 

22  PPor2 = -1 * (DmolVol_P / (TV/1000))   #Plagioclase  extra porosity 

 

23  P_New_Porosity = PPor1 + PPor2  

 

 

24 PUT(DmolVol_P,300000) 

25 PUT(PPor1,400000) 

26 PUT(PPor2,500000) 

27 PUT(P_New_Porosity,600000) 

28 PUT(A0_P,700000) 

29 PUT(DmolMass_P,800000) 

30 PUT(Pmass,900000) 

 

31 save moles 

 

 -end 

 

#-------------------------------------------------------------------- 

Smectite-low-Fe-Mg 

 

-start 

 

1 kSm = 10^-18.08 

 

2 If (SI("Smectite-low-Fe-Mg")>= 0) then goto 40 

 

 

3 PV = 0.1024    # Pore Volume...mL from expe  

 

4 Por1 = 0.44 

 

5 TV = PV/Por1     #mL....the volume is for cylindrical shape pipe 

 

6 SmMass1 = 28.5   #Smectite initial mass...g 

 

7 Smden = 2680   #Smectite Density...g/L 

 

8 SmV1 = SmMass1 / Smden    #Smectite initial Volume...L 

 

9 SmPor1 = GET_POR(1) 

 

10 SmMW = 389.34     #Smectite molar weight...g/Mol 

 

11 Smmol1 = SmMass1 / SmMW     #Smectite initial moles...mole 

 

12 A0_Sm = parm(1) * (((1-GET(1000)) / (1-0.44))^2/3)  #Smectite 

initial surface area m2/g 

 

13 Smmass = (Smmass1 + GET(8000000))            

 

14 rate_Sm = (A0_Sm/(parm(2)+ GET(1002))) *  Smmass *  ((m/m0)^0.67) * 

(kSm) * (1 - SR("Smectite-low-Fe-Mg"))  
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15 moles = rate_Sm * time                                               

#mole 

 

16 PUT(Smmol1,1000000) 

17 PUT(moles,2000000) 

  

        

#calculate new porosity:  

 

 

18  Dmol_Sm = GET(2000000)            #Smectite Dissolve moles...moles 

 

19  DmolMass_Sm = -1 * (Dmol_Sm * SmMW)     #Smectite Dissolve moles 

mass...g 

 

20  SmMV = SmMW / Smden              #Smectite molar volume...L/mole 

 

21  DmolVol_Sm = -1 * (Dmol_Sm * SmMV)      #Smectite Dissolve moles 

volume....L 

 

22  SmPor2 = -1 * (DmolVol_Sm / (TV/1000))   #Smectite extra porosity 

 

23  Sm_New_Porosity = SmPor1 + SmPor2  

 

 

24 PUT(DmolVol_Sm,3000000) 

25 PUT(SmPor1,4000000) 

26 PUT(SmPor2,5000000) 

27 PUT(Sm_New_Porosity,6000000) 

28 PUT(A0_Sm,7000000) 

29 PUT(DmolMass_Sm,8000000) 

30 PUT(Smmass,9000000) 

 

 

#----------------------------- 

 

31 New_Total_V = -1 * (GET(3) + GET(30) + GET(300)+ GET(30000)+ 

GET(300000)+ GET(3000000))  

 

32 PUT(New_Total_V,1002) 

 

33 Porosity_2 = GET(5) + GET(50) + GET(500) + GET(50000) + GET(500000) 

+ GET(5000000)  

 

34 PUT(Porosity_2,1001) 

 

35 New_Porosity = GET_POR(1) + GET(1001) 

 

36 PUT(New_Porosity,1000) 

 

37 CHANGE_POR(New_Porosity,1) 

 

40 save moles 

 

 -end 

#--------------------------------------------------------------------- 
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use solution 0 

 

 TRANSPORT 

 

        -cells                10                            

        -shifts               14  

        -time_step            60 hour  

        -flow_direction       forward 

        -boundary_conditions  flux flux 

        -lengths              10*0.046 

        -dispersivity         10*0.03 

        -correct_disp         true 

        -diffusion_coef       0.3e-9 

        -initial_time         0 

        -punch_cells          10                 

        -punch_frequency      1      

        -multi_D   true                           

        -porosities           0.44 

 

 

         

 

SELECTED_OUTPUT 

 

 USER_PUNCH 

  

 -headings Time Ca Na K Si CO3 Cl(-1) Mg Al U NO3 Hto UO2(CO3)2-

2_sorption UO2(OH)2_sorption Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Cr1 Cr2 Cr3 Cr4 

Cr5 Cr6 Cr7 Cr8 Cr9 Kf1 Kf2 Kf3 Kf4 Kf5 Kf6 Kf7 Kf8 Kf9 Cl1 Cl2 Cl3 Cl4 

Cl5 Cl6 Cl7 Cl8 Cl9 P1 P2 P3 P4 P5 P6 P7 P8 P9 S1 S2 S3 S4 S5 S6 S7 S8 

S9 Porosity_T Porosity_2 Volume_2 calcite CaUO4 CSHgel haiweeite 

kaolinite laumontite muscovite saponite-Ca sepiolite thaumasite 

tobermorite-14A UO2(CO3)3-4 UO2(CO3)2-2 UO2(OH)3- UO2(OH)2 UO2CO3 UO2X2 

Surf_alOUO2+ Surf_alO(UO2)3(OH)5 Surf_siOUO2+ Surf_siO(UO2)3(OH)5 

Surf_kalOUO2OH Surf_feOUO2+ Uranophane Becquerelite Rutherfordine 

Quartz K-feldspar Smectite-low-Fe-Mg Clinoptilolite Cristobalite(alpha) 

Plagioclase        

-start  

 

010 PUNCH TOTAL_TIME/(60) 

020 PUNCH tot("Ca")*40*1000    

030 PUNCH tot("Na")*23*1000    

040 PUNCH tot("K")*39.1*1000 

050 PUNCH tot("Si")*28.09*1000 

060 PUNCH tot("C(4)")*60*1000 

070 PUNCH tot("Cl(-1)")*35.45*1000 

080 PUNCH tot("Mg")*24.3*1000 

090 PUNCH tot("Al")*27*1000 

100 PUNCH tot("U(6)")*270*1000 

110 PUNCH tot("N(5)")*62*1000 

120 PUNCH tot("Hto")*22.03*1000 

130 PUNCH KIN("UO2(CO3)2-2_sorption")*1000*238/3570 

140 PUNCH KIN("UO2(OH)2_sorption")*1000*238/3570 

 150 PUNCH  GET(1) 

 160 PUNCH  GET(2) 

 170 PUNCH  GET(3) 

 180 PUNCH  GET(4) 
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 190 PUNCH  GET(5) 

 200 PUNCH  GET(6) 

 210 PUNCH  GET(7) 

 220 PUNCH  GET(8) 

 230 PUNCH  GET(9) 

 240 PUNCH  GET(10) 

 250 PUNCH  GET(20) 

 260 PUNCH  GET(30) 

 270 PUNCH  GET(40) 

 280 PUNCH  GET(50) 

 290 PUNCH  GET(60) 

 300 PUNCH  GET(70)  

 310 PUNCH  GET(80) 

 320 PUNCH  GET(90) 

 330 PUNCH  GET(100) 

 340 PUNCH  GET(200) 

 350 PUNCH  GET(300) 

 360 PUNCH  GET(400) 

 370 PUNCH  GET(500) 

 380 PUNCH  GET(600) 

 390 PUNCH  GET(700) 

 400 PUNCH  GET(800) 

 410 PUNCH  GET(900) 

 420 PUNCH  GET(10000) 

 430 PUNCH  GET(20000) 

 450 PUNCH  GET(30000) 

 460 PUNCH  GET(40000) 

 470 PUNCH  GET(50000) 

 480 PUNCH  GET(60000) 

 490 PUNCH  GET(70000) 

 500 PUNCH  GET(80000) 

 510 PUNCH  GET(90000) 

 530 PUNCH  GET(100000) 

 540 PUNCH  GET(200000) 

 550 PUNCH  GET(300000) 

 560 PUNCH  GET(400000) 

 570 PUNCH  GET(500000) 

 580 PUNCH  GET(600000) 

 590 PUNCH  GET(700000) 

 600 PUNCH  GET(800000) 

 610 PUNCH  GET(900000) 

 630 PUNCH  GET(1000000) 

 640 PUNCH  GET(2000000) 

 650 PUNCH  GET(3000000) 

 660 PUNCH  GET(4000000) 

 670 PUNCH  GET(5000000) 

 680 PUNCH  GET(6000000) 

 690 PUNCH  GET(7000000) 

 700 PUNCH  GET(8000000) 

 710 PUNCH  GET(9000000) 

 720 PUNCH  GET(1000) 

 730 PUNCH  GET(1001) 

 740 PUNCH  GET(1002) 

 750 PUNCH  SI("Calcite") 

 760 PUNCH  SI("CaUO4") 

 770 PUNCH  SI("CSHgel") 

 780 PUNCH  SI("Haiweeite") 
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 790 PUNCH  SI("Kaolinite") 

 800 PUNCH  SI("Laumontite") 

 810 PUNCH  SI("Muscovite") 

 820 PUNCH  SI("Saponite-Ca") 

 830 PUNCH  SI("Sepiolite") 

 840 PUNCH  SI("Thaumasite") 

 850 PUNCH  SI("Tobermorite-14A") 

 860 PUNCH  MOL("UO2(CO3)3-4") 

 870 PUNCH  MOL("UO2(CO3)2-2") 

 880 PUNCH  MOL("UO2(OH)3-") 

 890 PUNCH  MOL("UO2(OH)2") 

 900 PUNCH  MOL("UO2CO3") 

 910 PUNCH  MOL("UO2X2") 

 920 PUNCH  MOL("Surf_alOUO2+") 

 930 PUNCH  MOL("Surf_alO(UO2)3(OH)5") 

 940 PUNCH  MOL("Surf_siOUO2+") 

 950 PUNCH  MOL("Surf_siO(UO2)3(OH)5") 

 960 PUNCH  MOL("Surf_kalOUO2OH") 

 970 PUNCH  MOL("Surf_feOUO2+") 

 980 PUNCH  SI("Uranophane") 

 990 PUNCH  SI("Becquerelite") 

1000 PUNCH  SI("Rutherfordine") 

1010 PUNCH  SI("Quartz") 

1020 PUNCH  SI("K-feldspar") 

1030 PUNCH  SI("Smectite-low-Fe-Mg") 

1040 PUNCH  SI("Clinoptilolite") 

1050 PUNCH  SI("Cristobalite(alpha)") 

1060 PUNCH  SI("Plagioclase") 

 

 

End 
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4.1.3. Column 3 

#Yucca Mountain_uranium desorption_22SA (Column 3) 

 

#----------------------------------------------------------------------

--- 

 

SOLUTION_MASTER_SPECIES  

# element   species   alk gfw_formula element_gfw  

  Hto       Hto       0.0   20        20  

 

SOLUTION_SPECIES  

  Hto = Hto;        log_k 0; -gamma 1e6 0;     -dw 1e-13 

 

#----------------------------------------------------------------------

--- 

 

 

SOLUTION 0 

    temp      25 

    pH        8.85 

    pe        4 

    redox     pe 

    units     mg/l 

    density   1 

    C(4)      212 

    Ca        0.92 

    Cl(-1)    5.6 charge 

    Hto       1e-09 

    K         3.4 

    Mg        0.03 

    N(5)      1.324 

    Na        107.3 

    S(6)      18.7 

    U(6)      0.24 

    -water    1 # kg 

 

save solution 0 

 

end 

 

SOLUTION 1-10 

      temp      25 

    pH        8.85 

    pe        4 

    redox     pe 

    units     mg/l 

    density   1 

    C(4)      212 

    Ca        0.92 

    Cl(-1)    5.6 charge 

    K         3.4 

    Mg        0.03 

    N(5)      1.2 

    Na        107.3 

    S(6)      18.7 
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    -water    1 # kg 

 

 

EQUILIBRIUM_PHASES 1-10 

CO2(g) -3.5 10 

 

Quartz 0 0                 #SiO2  

Plagioclase 0 0               #NaAlSi3O8 – CaAl2Si2O8 

k-feldspar 0 0                #KAlSi3O8 

Clinoptilolite 0 0.535       #(Na,K,Ca) 2–3Al 3(Al,Si) 2Si 13O 36•12H 

2O 

Cristobalite(alpha) 0 0      #SiO2 

Smectite-high-Fe-Mg 0 0     ##CaNaKFeMgAlSi3 

   

kaolinite 0 0                 #Al2Si2O5(OH)4  

Tridymite 0 0                 #SiO2 

Hematite 0 0                  #Fe2O3 

Muscovite 0 0                 #Mica--KAl2(AlSi3O10)(F,OH)2 

 

#opal-CT-----SiO2 

 

 

CaUO4 0 0 

Uranophane 0 0        #Ca(UO2)2(SiO3)2(OH)2  

Becquerelite 0 0      #Ca(UO2)6O4(OH)6:8H2O  

Rutherfordine 0 0     #UO2CO3 

 

EXCHANGE_SPECIES  

 

 

UO2+2 + 2NaX = UO2X2 + 2Na+ 

log_k   0.45 

 

UO2+2 + CaX2 = UO2X2 + Ca+2 

log_k   0.049 

 

 

EXCHANGE 1-10 

        -equilibrate 1-10  

        X                0.0614 

 

 

#CEC for smectite is 810 meq/kg.....for 75.79 g smectite, then CEC 

equals to 61.38 meq 

 

#------------------------------------------------- 

 

SURFACE_MASTER_SPECIES  

 

        Surf_al    Surf_alOH         #Smectite aluminol surface edge 

        Surf_si    Surf_siOH         #Smectite silonal surface edge 

        Surf_kal   Surf_kalOH        #Kaolinite aluminol surface edge 

        Surf_fe    Surf_feOH         #Hematite aluminol surface edge 

         

 

SURFACE_SPECIES  
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       Surf_alOH = Surf_alOH  

                log_k   0.0      

 

       Surf_alOH + H+ = Surf_alOH2+  

                log_k   12.3  

 

        Surf_alOH = Surf_alO- + H+  

                log_k   -13.6  

 

        Surf_alOH + UO2+2  = Surf_alOUO2+ + H+  

                log_k   7.7 

 

#----------------------------------------------------------------------

-------------------------- 

 

        Surf_siOH = Surf_siOH  

                log_k   0.0  

 

        Surf_siOH + H+ = Surf_siOH2+  

                log_k   -0.95 

         

        Surf_siOH = Surf_siO- + H+  

                log_k   -6.95  

 

        Surf_siOH + UO2+2  = Surf_siOUO2+ + H+  

                log_k   0.75    

    

#----------------------------------------------------------------------

----------- 

 

       Surf_kalOH = Surf_kalOH  

                log_k   0.0      

 

       Surf_kalOH + H+ = Surf_kalOH2+  

                log_k   13.33 

 

        Surf_kalOH = Surf_kalO- + H+  

                log_k   -4.72  

 

        Surf_kalOH + UO2+2 + H2O  = Surf_kalOUO2OH + 2H+  

                log_k   6 

 

#----------------------------------------------------------------------

----- 

        Surf_feOH = Surf_feOH  

                log_k   0.0      

 

        Surf_feOH + H+ = Surf_feOH2+  

                log_k   -5.1 

 

        Surf_feOH = Surf_feO- + H+  

                log_k   -10.7  

 

        Surf_feOH + UO2+2  = Surf_feOUO2+ + H+  

                log_k   14.11 
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#----------------------------------------------------------------------

----- 

 

 

SURFACE 1  

        -equil solution 1-10  

        -sites_units  density 

        -donnan 1e-10 

  

        Surf_alOH          2.3 51 75.79 Dw 1e-13    #number of sites 

density(per nm2)-surrace area (m2/g)-mass (g) 

        Surf_siOH          2.3 51 75.79 Dw 1e-13    #number of sites 

density(per nm2)-surrace area (m2/g)-mass (g) 

        Surf_kalOH         2.3 20 0.781 Dw 1e-13    #number of sites 

density(per nm2)-surrace area (m2/g)-mass (g) 

        Surf_feOH          2.3 10 2.34  Dw 1e-13    #number of sites 

density(per nm2)-surrace area (m2/g)-mass (g) 

        

 

#----------------------------------------------------------------------

-------- 

#for 390.72 g of rock sample we have the following: 

#17.5% Orthoclase = 68.37 g = 0.245 mol     #278.33 

#10.1% Quartz = 39.46 g = 0.656 mol            #60.08 

#28.4% Plagioclase = 110.96 g = 0.409 mol           #270.77 

#12% Clinoptilolite = 46.88 g = 0.017 mol   #2,742.13 

#5.9% Cristobalite(alpha) = 23.05 g = 0.3836 mol #60.08 

#19.4% Smectite-low-Fe-Mg = 75.79 g = 0.194 mol  #389.34 

#0.2% kaolinite = 0.781 g 

#0.6% Hematite = 2.34 g 

#----------------------------------------------------------------------

-------- 

 

KINETICS 1-10 

 

Quartz 

 -tol   1e-8 

 -m0    0.656                      

 -parms 0.02 0.03  

#-------------------------- 

K-feldspar 

 -tol    1e-8 

 -m0     0.245                      

 -parms  0.02 0.03  

#-------------------------- 

Plagioclase 

 -tol    1e-8 

 -m0     0.409                      

 -parms  0.002 0.03  

#-------------------------- 

Smectite-low-Fe-Mg 

 -tol   1e-8 

 -m0    0.194                     

 -parms 51 0.03  

#-------------------------- 

Clinoptilolite 

 -tol    1e-8 
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 -m0     0.017                      

 -parms  0.002 0.03  

#-------------------------- 

Cristobalite(alpha) 

 -tol   1e-8 

 -m0    0.3836                      

 -parms 0.002 0.03  

#------------------------------------ 

 

 

-steps 0 21 42 63 84 105 126 147 168 189 210 231 252 273 294 315 336 

357 378 399 420 441 462 483 504 525 546 567 588 609 630 651 672 693 714 

735 756 777 795 hour  #+time step/2 

 

-cvode   false 

 

INCREMENTAL_REACTIONS false 

 

#----------------------------------------------------------------------

-------- 

 

RATES 

 

 

Quartz   

 

-start 

 

1 kq = 10^-13.6  

 

2 If (SI("Quartz")>= 0) then goto 31 

 

 

3 PV = 0.08598   # Pore Volume...mL from expe  

 

4 Por1 = 0.39 

 

5 TV = PV/Por1     #mL....the volume is for cylindrical shape pipe 

 

6 QMass1 = 39.46   #Quartz initial mass...g 

 

7 Qden = 2650   #Quartz Density...g/L 

 

8 QV1 = QMass1 / Qden    #Quartz initial Volume...L 

 

9 QPor1 = GET_POR(1) 

 

10 QMW = 60.08      #Quartz molar weight...g/Mol 

 

11 Qmol1 = QMass1 / QMW     #Quartz initial moles...mole 

 

12 A0_Q = parm(1) * (((1-GET(1000)) / (1-0.39))^2/3)  #Quartz initial 

surface area m2/g 

 

13 Qmass = (Qmass1 + GET(8))            

 



387 
 

14 rate_Q = (A0_Q/(parm(2)+ GET(1002))) *  Qmass *  ((m/m0)^0.67) * 

(kq) * (1 - SR("Quartz"))  

 

15 moles = rate_Q * time                                               

#mole 

 

16 PUT(Qmol1,1) 

17 PUT(moles,2) 

  

        

#calculate new porosity:  

 

 

18  Dmol_Q = GET(2)            #Quartz Dissolve moles...moles 

 

19  DmolMass_Q = -1 * (Dmol_Q * QMW)     #Quartz Dissolve moles 

mass...g 

 

20  QMV = QMW / Qden              #Quartz molar volume...L/mole 

 

21  DmolVol_Q = -1 * (Dmol_Q * QMV)      #Quartz Dissolve moles 

volume....L 

 

22  QPor2 = -1 * (DmolVol_Q / (TV/1000))   #Quartz extra porosity 

 

23  Q_New_Porosity = QPor1 + QPor2  

 

 

24 PUT(DmolVol_Q,3) 

25 PUT(QPor1,4) 

26 PUT(QPor2,5) 

27 PUT(Q_New_Porosity,6) 

28 PUT(A0_Q,7) 

29 PUT(DmolMass_Q,8) 

30 PUT(Qmass,9) 

 

31 save moles  

 

-end 

#---------------------------- 

Cristobalite(alpha)  

 

-start 

 

1 kCr = 10^-12.31  

 

2 If (SI("Cristobalite(alpha)")>= 0) then goto 31 

 

3 PV = 0.08598     # Pore Volume...mL from expe  

 

4 Por1 = 0.39 

 

5 TV = PV/Por1     #mL....the volume is for cylindrical shape pipe 

 

6 CrMass1 = 23.05      #Cristobalite initial mass...g 

 

7 Crden = 2330   #Cristobalite Density...g/L 
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8 CrV1 = CrMass1 / Crden    #Cristobalite initial Volume...L 

 

9 CrPor1 = GET_POR(1) 

 

10 CrMW = 60.08      #Cristobalite molar weight...g/Mol 

 

11 Crmol1 = CrMass1 / CrMW     #Cristobalite initial moles...mole 

 

12 A0_Cr = parm(1) * (((1-GET(1000)) / (1-0.39))^2/3)  #Cristobalite 

initial surface area m2/g 

 

13 Crmass = (Crmass1 + GET(80))            

 

14 rate_Cr = (A0_Cr/(parm(2)+ GET(1002))) *  Crmass *  ((m/m0)^0.67) * 

(kCr) * (1 - SR("Cristobalite(alpha)"))  

 

15 moles = rate_Cr * time                                               

#mole 

 

16 PUT(Crmol1,10) 

17 PUT(moles,20) 

  

        

#calculate new porosity:  

 

 

18  Dmol_Cr = GET(20)            #Cristobalite Dissolve moles...moles 

 

19  DmolMass_Cr = -1 * (Dmol_Cr * CrMW)     #Cristobalite Dissolve 

moles mass...g 

 

20  CrMV = CrMW / Crden              #Cristobalite molar 

volume...L/mole 

 

21  DmolVol_Cr = -1 * (Dmol_Cr * CrMV)      #Cristobalite Dissolve 

moles volume....L 

 

22  CrPor2 = -1 * (DmolVol_Cr / (TV/1000))   #Cristobalite extra 

porosity 

 

23  Cr_New_Porosity = CrPor1 + CrPor2  

 

 

24 PUT(DmolVol_Cr,30) 

25 PUT(CrPor1,40) 

26 PUT(CrPor2,50) 

27 PUT(Cr_New_Porosity,60) 

28 PUT(A0_Cr,70) 

29 PUT(DmolMass_Cr,80) 

30 PUT(Crmass,90) 

 

31 save moles  

 

-end 

#----------------------------------------------------- 

K-feldspar 
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 -start 

                   

1 PV = 0.08598     # Pore Volume...mL from expe  

 

2 Por1 = 0.39 

 

3 TV = PV/Por1     #mL....the volume is for cylindrical shape pipe 

 

 

       # find activities of inhibiting ions... 

 

 4 a_Al = act("Al+3") 

 5 BC = act("Na+") + act("K+") + act("Mg+2") + act("Ca+2") 

 

       # temp corrected with the Arrhenius eqn, Table 8.8 

       # the difference in temperature, TK gives solution temp in 

Kelvin... 

 

 10 dif_T = 1/TK - 1/281 

 

                  # rate by H+... 

 20 pk_H = 11.7 + 3500 * dif_T 

 22 rate_H = 10^-pk_H * act("H+")^0.5 / ((1 + a_Al / 4e-6)^0.4 * (1 + 

BC / 5e-4)^0.15) 

 

                  # rate by hydrolysis... 

 30 pk_w = 14.5 + 2000 * dif_T 

 32 rate_w = 10^-pk_w / ((1 + a_Al / 4e-6)^0.14 * (1 + BC / 5e-4)^0.15) 

 

                  # rate by OH-... 

 40 pk_OH = 13.1 + 2500 * dif_T 

 42 rate_OH = 10^-pk_OH * act("OH-")^0.3 

 

                  # rate by CO2... 

 50 pk_CO2 = 13.0 + 2000 * dif_T 

 52 rate_CO2 = 10^-pk_CO2 * (10^SI("CO2(g)"))^0.6 

 

                  # Sum the rate contributions... 

60 kkf = rate_H + rate_w + rate_OH + rate_CO2 

  

61 If (SI("K-feldspar")>= 0) then goto 320   

 

 

70  KfMass1 = 68.37   #Kfeldspar initial mass...g 

 

80  Kfden = 2560   #Kfeldspar Density...g/L 

 

90  KfV1 = KfMass1 / Kfden    #Kfeldspar initial Volume...L 

 

100 KfPor1 = GET_POR(1) 

 

110 KfMW = 278.33      #Kfeldspar molar weight...g/Mol 

 

120 Kfmol1 = KfMass1 / KfMW     #Kfeldspar initial moles...mole 
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130 A0_Kf = parm(1) * (((1-GET(1000)) / (1-0.39))^2/3)   #Kfeldspar 

initial surface area m2/g 

 

140 Kfmass = (Kfmass1 + GET(800))            

 

150 rate_Kf = (kkf) * (A0_Kf/(parm(2)+ GET(1002))) * Kfmass * 

((m/m0)^0.67) * (1 - SR("K-feldspar"))  

                   

160 moles = rate_Kf * time  

 

170 PUT(Kfmol1,100) 

180 PUT(moles,200) 

  

#calculate new porosity:  

 

 

190  Dmol_Kf = GET(200)            #Kfeldspar Dissolve moles...moles 

 

200  DmolMass_Kf = -1 *(Dmol_Kf * KfMW)     #Kfeldspar Dissolve moles 

mass...g 

 

210  KfMV = KfMW / Kfden              #Kfeldspar molar volume...L/mole 

 

220  DmolVol_Kf = -1 *(Dmol_Kf * KfMV)      #Kfeldspar Dissolve moles 

volume....L 

 

230  KfPor2 = -1 *(DmolVol_Kf / (TV/1000))   #Kfeldspar extra 

porosity....the (-) here is just to correct the (-) from the dissolve 

mole volume equation. 

 

240  Kf_New_Porosity = KfPor1 + KfPor2  

 

 

 

250 PUT(DmolVol_Kf,300) 

260 PUT(KfPor1,400) 

270 PUT(KfPor2,500) 

280 PUT(Kf_New_Porosity,600) 

290 PUT(A0_Kf,700) 

300 PUT(DmolMass_Kf,800) 

310 PUT(Kfmass,900) 

 

320 save moles 

 

-end 

#------------------------------------------------------------- 

Clinoptilolite 

 

-start 

 

1 kCl = 10^-29.899  

 

2 If (SI("Clinoptilolite")>= 0) then goto 31 

 

 

3 PV = 0.08598     # Pore Volume...mL from expe  
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4 Por1 = 0.39 

 

5 TV = PV/Por1     #mL....the volume is for cylindrical shape pipe 

 

6 ClMass1 = 46.88   #Clinoptilolite  initial mass...g 

 

7 Clden = 2150   #Clinoptilolite  Density...g/L 

 

8 ClV1 = ClMass1 / Clden    #Clinoptilolite  initial Volume...L 

 

9 ClPor1 = GET_POR(1) 

 

10 ClMW = 2742.13     #Clinoptilolite  molar weight...g/Mol 

 

11 Clmol1 = ClMass1 / ClMW     #Clinoptilolite  initial moles...mole 

 

12 A0_Cl = parm(1) * (((1-GET(1000)) / (1-0.39))^2/3)  #Clinoptilolite 

initial surface area m2/g 

 

13 Clmass = (Clmass1 + GET(80000))            

 

14 rate_Cl = (A0_Cl/(parm(2)+ GET(1002))) *  Clmass *  ((m/m0)^0.67) * 

(kCl) * (1 - SR("Clinoptilolite"))  

 

15 moles = rate_Cl * time                                               

#mole 

 

16 PUT(Clmol1,10000) 

17 PUT(moles,20000) 

  

        

#calculate new porosity:  

 

 

18  Dmol_Cl = GET(20000)            #Clinoptilolite  Dissolve 

moles...moles 

 

19  DmolMass_Cl = -1 * (Dmol_Cl * ClMW)     #Clinoptilolite  Dissolve 

moles mass...g 

 

20  ClMV = ClMW / Clden              #Clinoptilolite  molar 

volume...L/mole 

 

21  DmolVol_Cl = -1 * (Dmol_Cl * ClMV)      #Clinoptilolite  Dissolve 

moles volume....L 

 

22  ClPor2 = -1 * (DmolVol_Cl / (TV/1000))   #Clinoptilolite  extra 

porosity 

 

23  Cl_New_Porosity = ClPor1 + ClPor2  

 

 

24 PUT(DmolVol_Cl,30000) 

25 PUT(ClPor1,40000) 

26 PUT(ClPor2,50000) 

27 PUT(Cl_New_Porosity,60000) 

28 PUT(A0_Cl,70000) 
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29 PUT(DmolMass_Cl,80000) 

30 PUT(Clmass,90000) 

 

31 save moles  

 

-end 

#----------------------------------------------------------------------

-------- 

Plagioclase 

 

-start 

 

1 kP = 10^-15.6  

 

2 If (SI("Plagioclase")>= 0) then goto 31 

 

3 PV = 0.08598     # Pore Volume...mL from expe  

 

4 Por1 = 0.39 

 

5 TV = PV/Por1     #mL....the volume is for cylindrical shape pipe 

 

6 PMass1 = 110.96   #Plagioclase  initial mass...g 

 

7 Pden = 2680   #Plagioclase  Density...g/L 

 

8 PV1 = PMass1 / Pden    #Plagioclase  initial Volume...L 

 

9 PPor1 = GET_POR(1) 

 

10 PMW = 270.77    #Plagioclase  molar weight...g/Mol 

 

11 Pmol1 = PMass1 / PMW     #Plagioclase  initial moles...mole 

 

12 A0_P = parm(1) * (((1-GET(1000)) / (1-0.39))^2/3)  #Plagioclase 

initial surface area m2/g 

 

13 Pmass = (Pmass1 + GET(800000))            

 

14 rate_P = (A0_P/(parm(2)+ GET(1002))) *  Pmass *  ((m/m0)^0.67) * 

(kP) * (1 - SR("Plagioclase"))  

 

15 moles = rate_P * time                                               

#mole 

 

16 PUT(Pmol1,100000) 

17 PUT(moles,200000) 

  

        

#calculate new porosity:  

 

 

18  Dmol_P = GET(200000)            #Plagioclase  Dissolve 

moles...moles 

 

19  DmolMass_P = -1 * (Dmol_P * PMW)     #Plagioclase  Dissolve moles 

mass...g 
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20  PMV = PMW / Pden              #Plagioclase  molar volume...L/mole 

 

21  DmolVol_P = -1 * (Dmol_P * PMV)      #Plagioclase  Dissolve moles 

volume....L 

 

22  PPor2 = -1 * (DmolVol_P / (TV/1000))   #Plagioclase  extra porosity 

 

23  P_New_Porosity = PPor1 + PPor2  

 

 

24 PUT(DmolVol_P,300000) 

25 PUT(PPor1,400000) 

26 PUT(PPor2,500000) 

27 PUT(P_New_Porosity,600000) 

28 PUT(A0_P,700000) 

29 PUT(DmolMass_P,800000) 

30 PUT(Pmass,900000) 

 

31 save moles 

 

 -end 

 

#-------------------------------------------------------------------- 

Smectite-low-Fe-Mg 

 

-start 

 

1 kSm = 10^-18.08 

 

2 If (SI("Smectite-low-Fe-Mg")>= 0) then goto 40 

 

 

3 PV = 0.08598     # Pore Volume...mL from expe  

 

4 Por1 = 0.39 

 

5 TV = PV/Por1     #mL....the volume is for cylindrical shape pipe 

 

6 SmMass1 = 75.79   #Smectite initial mass...g 

 

7 Smden = 2680   #Smectite Density...g/L 

 

8 SmV1 = SmMass1 / Smden    #Smectite initial Volume...L 

 

9 SmPor1 = GET_POR(1) 

 

10 SmMW = 389.34     #Smectite molar weight...g/Mol 

 

11 Smmol1 = SmMass1 / SmMW     #Smectite initial moles...mole 

 

12 A0_Sm = parm(1) * (((1-GET(1000)) / (1-0.39))^2/3)  #Smectite 

initial surface area m2/g 

 

13 Smmass = (Smmass1 + GET(8000000))            
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14 rate_Sm = (A0_Sm/(parm(2)+ GET(1002))) *  Smmass *  ((m/m0)^0.67) * 

(kSm) * (1 - SR("Smectite-low-Fe-Mg"))  

 

15 moles = rate_Sm * time                                               

#mole 

 

16 PUT(Smmol1,1000000) 

17 PUT(moles,2000000) 

  

        

#calculate new porosity:  

 

 

18  Dmol_Sm = GET(2000000)            #Smectite Dissolve moles...moles 

 

19  DmolMass_Sm = -1 * (Dmol_Sm * SmMW)     #Smectite Dissolve moles 

mass...g 

 

20  SmMV = SmMW / Smden              #Smectite molar volume...L/mole 

 

21  DmolVol_Sm = -1 * (Dmol_Sm * SmMV)      #Smectite Dissolve moles 

volume....L 

 

22  SmPor2 = -1 * (DmolVol_Sm / (TV/1000))   #Smectite extra porosity 

 

23  Sm_New_Porosity = SmPor1 + SmPor2  

 

 

24 PUT(DmolVol_Sm,3000000) 

25 PUT(SmPor1,4000000) 

26 PUT(SmPor2,5000000) 

27 PUT(Sm_New_Porosity,6000000) 

28 PUT(A0_Sm,7000000) 

29 PUT(DmolMass_Sm,8000000) 

30 PUT(Smmass,9000000) 

 

 

#----------------------------- 

 

31 New_Total_V = -1 * (GET(3) + GET(30) + GET(300)+ GET(30000)+ 

GET(300000)+ GET(3000000))  

 

32 PUT(New_Total_V,1002) 

 

33 Porosity_2 = GET(5) + GET(50) + GET(500) + GET(50000) + GET(500000) 

+ GET(5000000)  

 

34 PUT(Porosity_2,1001) 

 

35 New_Porosity = GET_POR(1) + GET(1001) 

 

36 PUT(New_Porosity,1000) 

 

37 CHANGE_POR(New_Porosity,1) 

 

40 save moles 
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 -end 

#--------------------------------------------------------------------- 

 

use solution 0 

 

 TRANSPORT 

 

        -cells                10                            

        -shifts               20  

        -time_step            40 hour  

        -flow_direction       forward 

        -boundary_conditions  flux flux 

        -lengths              10*0.045 

        -dispersivity         10*0.06 

        -correct_disp         true 

        -diffusion_coef       0.3e-9 

        -initial_time         0 

        -punch_cells          10                 

        -punch_frequency      1      

        -multi_D   true                           

        -porosities           0.39 

 

 

         

 

SELECTED_OUTPUT 

 

 USER_PUNCH 

  

 -headings Time Ca Na K Si CO3 Cl(-1) Mg Al U NO3 Hto UO2(CO3)2-

2_sorption UO2(OH)2_sorption Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Cr1 Cr2 Cr3 Cr4 

Cr5 Cr6 Cr7 Cr8 Cr9 Kf1 Kf2 Kf3 Kf4 Kf5 Kf6 Kf7 Kf8 Kf9 Cl1 Cl2 Cl3 Cl4 

Cl5 Cl6 Cl7 Cl8 Cl9 P1 P2 P3 P4 P5 P6 P7 P8 P9 S1 S2 S3 S4 S5 S6 S7 S8 

S9 Porosity_T Porosity_2 Volume_2 calcite CaUO4 CSHgel haiweeite 

kaolinite laumontite muscovite saponite-Ca sepiolite thaumasite 

tobermorite-14A UO2(CO3)3-4 UO2(CO3)2-2 UO2(OH)3- UO2(OH)2 UO2CO3 UO2X2 

Surf_alOUO2+ Surf_alO(UO2)3(OH)5 Surf_siOUO2+ Surf_siO(UO2)3(OH)5 

Surf_kalOUO2OH Surf_feOUO2+ Uranophane Becquerelite Rutherfordine 

Quartz K-feldspar Smectite-low-Fe-Mg Clinoptilolite Cristobalite(alpha) 

Plagioclase        

-start  

 

010 PUNCH TOTAL_TIME/(60) 

020 PUNCH tot("Ca")*40*1000    

030 PUNCH tot("Na")*23*1000    

040 PUNCH tot("K")*39.1*1000 

050 PUNCH tot("Si")*28.09*1000 

060 PUNCH tot("C(4)")*60*1000 

070 PUNCH tot("Cl(-1)")*35.45*1000 

080 PUNCH tot("Mg")*24.3*1000 

090 PUNCH tot("Al")*27*1000 

100 PUNCH tot("U(6)")*270*1000 

110 PUNCH tot("N(5)")*62*1000 

120 PUNCH tot("Hto")*22.03*1000 

130 PUNCH KIN("UO2(CO3)2-2_sorption")*1000*238/3570 

140 PUNCH KIN("UO2(OH)2_sorption")*1000*238/3570 

 150 PUNCH  GET(1) 
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 160 PUNCH  GET(2) 

 170 PUNCH  GET(3) 

 180 PUNCH  GET(4) 

 190 PUNCH  GET(5) 

 200 PUNCH  GET(6) 

 210 PUNCH  GET(7) 

 220 PUNCH  GET(8) 

 230 PUNCH  GET(9) 

 240 PUNCH  GET(10) 

 250 PUNCH  GET(20) 

 260 PUNCH  GET(30) 

 270 PUNCH  GET(40) 

 280 PUNCH  GET(50) 

 290 PUNCH  GET(60) 

 300 PUNCH  GET(70)  

 310 PUNCH  GET(80) 

 320 PUNCH  GET(90) 

 330 PUNCH  GET(100) 

 340 PUNCH  GET(200) 

 350 PUNCH  GET(300) 

 360 PUNCH  GET(400) 

 370 PUNCH  GET(500) 

 380 PUNCH  GET(600) 

 390 PUNCH  GET(700) 

 400 PUNCH  GET(800) 

 410 PUNCH  GET(900) 

 420 PUNCH  GET(10000) 

 430 PUNCH  GET(20000) 

 450 PUNCH  GET(30000) 

 460 PUNCH  GET(40000) 

 470 PUNCH  GET(50000) 

 480 PUNCH  GET(60000) 

 490 PUNCH  GET(70000) 

 500 PUNCH  GET(80000) 

 510 PUNCH  GET(90000) 

 530 PUNCH  GET(100000) 

 540 PUNCH  GET(200000) 

 550 PUNCH  GET(300000) 

 560 PUNCH  GET(400000) 

 570 PUNCH  GET(500000) 

 580 PUNCH  GET(600000) 

 590 PUNCH  GET(700000) 

 600 PUNCH  GET(800000) 

 610 PUNCH  GET(900000) 

 630 PUNCH  GET(1000000) 

 640 PUNCH  GET(2000000) 

 650 PUNCH  GET(3000000) 

 660 PUNCH  GET(4000000) 

 670 PUNCH  GET(5000000) 

 680 PUNCH  GET(6000000) 

 690 PUNCH  GET(7000000) 

 700 PUNCH  GET(8000000) 

 710 PUNCH  GET(9000000) 

 720 PUNCH  GET(1000) 

 730 PUNCH  GET(1001) 

 740 PUNCH  GET(1002) 

 750 PUNCH  SI("Calcite") 
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 760 PUNCH  SI("CaUO4") 

 770 PUNCH  SI("CSHgel") 

 780 PUNCH  SI("Haiweeite") 

 790 PUNCH  SI("Kaolinite") 

 800 PUNCH  SI("Laumontite") 

 810 PUNCH  SI("Muscovite") 

 820 PUNCH  SI("Saponite-Ca") 

 830 PUNCH  SI("Sepiolite") 

 840 PUNCH  SI("Thaumasite") 

 850 PUNCH  SI("Tobermorite-14A") 

 860 PUNCH  MOL("UO2(CO3)3-4") 

 870 PUNCH  MOL("UO2(CO3)2-2") 

 880 PUNCH  MOL("UO2(OH)3-") 

 890 PUNCH  MOL("UO2(OH)2") 

 900 PUNCH  MOL("UO2CO3") 

 910 PUNCH  MOL("UO2X2") 

 920 PUNCH  MOL("Surf_alOUO2+") 

 930 PUNCH  MOL("Surf_alO(UO2)3(OH)5") 

 940 PUNCH  MOL("Surf_siOUO2+") 

 950 PUNCH  MOL("Surf_siO(UO2)3(OH)5") 

 960 PUNCH  MOL("Surf_kalOUO2OH") 

 970 PUNCH  MOL("Surf_feOUO2+") 

 980 PUNCH  SI("Uranophane") 

 990 PUNCH  SI("Becquerelite") 

1000 PUNCH  SI("Rutherfordine") 

1010 PUNCH  SI("Quartz") 

1020 PUNCH  SI("K-feldspar") 

1030 PUNCH  SI("Smectite-low-Fe-Mg") 

1040 PUNCH  SI("Clinoptilolite") 

1050 PUNCH  SI("Cristobalite(alpha)") 

1060 PUNCH  SI("Plagioclase") 

 

 

 

 

 

 

End 
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4.2.Hollington Sandstone 

#Sandstone_uranium Transport_YCL 

 

 

SOLUTION 0 

    temp      50 

    pH        12.415 #originally 13.1 at 25C 

    pe        4 

    redox     pe 

    units     mg/l 

    density   1 

    K         3290 

    Na        2185 

    N(5)      0.124         

    U         0.24 

    -water    1 # kg 

save solution 0 

 

end 

 

SOLUTION 1-10 

    temp      50 

    pH        7.83  

    pe        4 

    redox     pe 

    units     mg/l 

    density   1 

    Al        0.02 

    Br(-1)    4340 

    Ca        23.1 

    Cl(-1)    4300 

    K         3202 

    Mg        0.07 

    Na        2178 

    Si        0.36 

    -water    1 # kg 

 

 

EQUILIBRIUM_PHASES 1-10 

 

 

quartz 0 0          #SiO2 

K-feldspar 1.1 0.005   #AlKO8Si3 

Kaolinite -4.4 0.005      #Al2Si2O5(OH)4 

 

CSHgel 0 0   

Tobermorite-14A 0 0 

saponite-Mg 0 0 

analcime 0 0 

hydrogarnet 0 0 

prehnite 0 0 

Laumontite 0 0 

mesolite 0 0 

Mordenite 0 0 
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CaUO4 0 0 

Na2U2O7 0 0 

Uranophane 0 0        #Ca(UO2)2(SiO3)2(OH)2  

Becquerelite 0 0      #Ca(UO2)6O4(OH)6:8H2O  

 

#----------------------------------------------------------------- 

#The weight composition of the sandstone sample is 75.5% Quartz, 16% K-

feldspar, 3.7% Smectite and 3.5% Kaolinite for a total of 21.249 g 

#Quartz mass = 16.04 g 

#K-feldspar mass = 3.4 g 

#kaolinite mass = 0.743 g 

#Smectite mass = 0.786 g 

 

#Quartz Molar Weight = 60.08 

#K-feldspar Molar Weight = 278.33 

#Kaolinite Molar Weight = 258.16 

#Smectite Molar Weight = 389.34   

 

#----------------------------------------------------------------- 

SURFACE_MASTER_SPECIES  

 

        Surf_al    Surf_alOH         #Smectite aluminol surface edge 

        Surf_si    Surf_siOH         #Smectite silonal surface edge 

        Surf_kal   Surf_kalOH        #Kaolinite aluminol surface edge 

         

 

SURFACE_SPECIES  

        

       Surf_alOH = Surf_alOH  

                log_k   0.0      

 

       Surf_alOH + H+ = Surf_alOH2+  

                log_k   12.3  

 

        Surf_alOH = Surf_alO- + H+  

                log_k   -13.6  

 

        Surf_alOH + UO2+2  = Surf_alOUO2+ + H+  

                log_k   7.7 

 

#----------------------------------------------------------------------

-------------------------- 

 

        Surf_siOH = Surf_siOH  

                log_k   0.0  

 

        Surf_siOH + H+ = Surf_siOH2+  

                log_k   -0.95 

         

        Surf_siOH = Surf_siO- + H+  

                log_k   -6.95  

 

        Surf_siOH + UO2+2  = Surf_siOUO2+ + H+  

                log_k   0.75    

    

#----------------------------------------------------------------------

----------- 
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       Surf_kalOH = Surf_kalOH  

                log_k   0.0      

 

       Surf_kalOH + H+ = Surf_kalOH2+  

                log_k   13.33 

 

        Surf_kalOH = Surf_kalO- + H+  

                log_k   -4.72  

 

        Surf_kalOH + UO2+2 + H2O  = Surf_kalOUO2OH + 2H+  

                log_k   6 

 

#----------------------------------------------------------------------

----- 

SURFACE 1-10  

        -equil solution 1-10  

        -sites_units  density 

        -donnan 1e-10 

  

        Surf_alOH          2.3 51 0.786 Dw 1e-13    #number of sites 

density(per nm2)-surrace area (m2/g)-mass (g) 

        Surf_siOH          2.3 51 0.786 Dw 1e-13    #number of sites 

density(per nm2)-surrace area (m2/g)-mass (g) 

        Surf_kalOH         2.3 20 0.743 Dw 1e-13    #number of sites 

density(per nm2)-surrace area (m2/g)-mass (g) 

 

        

 

#----------------------------------------------------------------------

-------- 

#for 374.61g of rock sample we have the following: 

#24.4% Orthoclase = 91.40 g = 0.328 mol           #278.33 

#15.3% Quartz = 57.31 g = 0.954 mol               #60.08 

#23% Plagioclase = 86.16 g = 0.318 mol            #270.77 

#7.6% Clinoptilolite = 28.47 g = 0.0103 mol       #2,742.13 

#5.8% Cristobalite(alpha) = 21.727 g = 0.3616 mol #60.08 

#4.6% Smectite-low-Fe-Mg = 17.23 g = 0.044 mol    #389.34 

#0.5% kaolinite = 1.87 g 

#0.4% Hematite = 1.5 g 

#----------------------------------------------------------------------

-------- 

 

KINETICS 1-10 

 

Quartz 

 

 -tol 1e-8 

 -m0 0.267 

 -parms 0.02 0.005968 

 

Kaolinite 

  

 -tol 1e-8 

 -m0 0.0030 

 -parms 20 0.005968 
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K-feldspar 

 -tol    1e-8 

 -M0     0.012                       

 -parms  0.02 0.005968  

 

 

 

#-cvode   true 

 

 

 

 

-steps 0 26 52 78 104 130 156 182 208 234 260 286 312 338 364 390 416 

442 468 494 520 546 572 598 624 650 676 702 728 754 780 806 832 858 884 

910 936 962 988 1014 1066 1092 1118 1144 1170 1196 1222 1248 1274 1300 

1326 1353 1378 1404 1430 1456 1482 1508 1534 1560 1586 1612 1638 1664 

1690 1716 1742 1768 1794 1820 1846 1872 1898 1924 1950 1976 2002 2028 

2054 2080 2106 2132 2158 2184 2210 2236 2262 2288 2314 2340 2366 2392 

2418 2444 2470 2496 2522 2548 2574 2600 2626 2652 2678 2704 2730 2756 

2782 2808 2834 2860 2886 2912 2938 2964 2990 3016 3042 3068 3094 3120 

3146 3172 3198 3224 3250 3276 3302 3328 3354 3380 3406 3432 3458 3484 

3510 3536 3562 3585 3614 3640 3666 3692 3718 3744 3770 3796 3822 3848 

3874 3900 3926 3952 3978 4004 4030 4056 4082 4108 4134 4160 4186 4212 

4238 4264 4290 4316 4342 4368 4394 4420 4446 4472 4498 4524 4550 4676 

4602 4628 4654 4680 4706 4732 4758 4784 4810 4836 4862 4888 4914 4940 

4966 4992 5018 5044 5070 5096 5122 5148 5174 5200 5226 5252 5278 5304 

5330 5356 5382 5408 5434 5460 5486 5512 5538 5564 5590 hour 

 

 

INCREMENTAL_REACTIONS false 

 

#----------------------------------------------------------------------

-------- 

 

RATES  

 

Quartz 

 

-start 

 

1 kq = 10^-12.7  

 

2 If (SI("Quartz")>= 0) then goto 31   

 

 

#Initial values for Quartz  

 

 

3 PV = 5.968    # Pore Volume...mL from expe (excel file) 

 

4 Por1 = 0.427 

 

5 TV = PV/Por1     #mL....the volume is for cylindrical shape pipe 

 

 

#The weight composition of the sandstone sample is 75.5% Quartz, 16% K-

feldspar and 3.5% Kaolinite for a total of 21.249 g 



402 
 

 

6 QMass1 = 0.755 * 21.249   #Quartz initial mass...g 

 

7 Qden = 2650   #Quartz Density...g/L 

 

8 QV1 = QMass1 / Qden    #Quartz initial Volume...L 

 

9 QPor1 = GET_POR(1) 

 

10 QMW = 60.08      #Quartz molar weight...g/Mol 

 

11 Qmol1 = QMass1 / QMW     #Quartz initial moles...mole 

 

12 A0_Q = parm(1) * (((1-GET(1000)) / (1-0.427))^2/3)  #Quartz initial 

surface area m2/g 

 

13 Qmass = (Qmass1 + GET(8))            

 

#Total reactive surface area = A0_Q * Quartz initial mass   m2 

 

  

14 rate_Q = (A0_Q/(parm(2)+ GET(1002))) *  Qmass *  ((m/m0)^0.67) * 

(kq) * (1 - SR("Quartz"))  

 

15 moles = rate_Q * time                                               

#mole 

 

16 PUT(Qmol1,1) 

17 PUT(moles,2) 

  

        

#calculate new porosity:  

 

 

18  Dmol_Q = GET(2)            #Quartz Dissolve moles...moles 

 

19  DmolMass_Q = -1 * (Dmol_Q * QMW)     #Quartz Dissolve moles 

mass...g 

 

20  QMV = QMW / Qden              #Quartz molar volume...L/mole 

 

21  DmolVol_Q = -1 * (Dmol_Q * QMV)      #Quartz Dissolve moles 

volume....L 

 

22  QPor2 = -1 * (DmolVol_Q / (TV/1000))   #Quartz extra porosity 

 

23  Q_New_Porosity = QPor1 + QPor2  

 

 

24 PUT(DmolVol_Q,3) 

25 PUT(QPor1,4) 

26 PUT(QPor2,5) 

27 PUT(Q_New_Porosity,6) 

28 PUT(A0_Q,7) 

29 PUT(DmolMass_Q,8) 

30 PUT(Qmass,9) 

 



403 
 

31 save moles  

 

-end 

 

#---------------------- 

 

Kaolinite 

 

-start 

 

1 PV = 5.968    # Pore Volume...mL from expe (excel file) 

 

2 Por1 = 0.427 

 

3 TV = PV/Por1     #mL....the volume is for cylindrical shape pipe 

 

 

10 kk = 10^-12.5 #@T=50, PH=12.6 

 

11 If (SI("Kaolinite")>= 0) then goto 270    

 

#The weight composition of the sandstone sample is 75.5% Quartz, 16% K-

feldspar and 3.5% Kaolinite for a total of 21.249 g 

 

20 KMass1 = 0.035 * 21.249   #Kaolinite initial mass...g 

 

30 Kden = 2650   #kaolinite Density...g/L 

 

40 KV1 = KMass1 / Kden    #kaolinite initial Volume...L 

 

50 KPor1 = GET_POR(1) 

 

60 KMW = 258.16      #Kaolinite molar weight...g/Mol 

 

70 Kmol1 = KMass1 / KMW     #Kaolinite initial moles...mole 

 

80 A0_K = parm(1) * (((1-GET(1000)) / (1-0.427))^2/3)  #Kaolinite 

initial surface area m2/g 

 

90 Kmass = (Kmass1 + GET(80))            

 

#Total reactive surface area = A0_K * Kaolinite initial mass   m2 

 

100 rate_K = (A0_K/(parm(2)+ GET(1002))) * Kmass *  ((m/m0)^0.67) * 

(kk) * (1 - SR("Kaolinite")) 

 

110 moles = rate_K * time                                               

#mole 

 

120 PUT(Kmol1,10) 

130 PUT(moles,20) 

  

#calculate new porosity:  

 

 

140  Dmol_K = GET(20)            #kaolinite Dissolve moles...moles 
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150  DmolMass_K = -1 *(Dmol_K * KMW)     #kaolinite Dissolve moles 

mass...g 

 

160  KMV = KMW / Kden              #kaolinite molar volume...L/mole 

 

170  DmolVol_K = -1 *(Dmol_K * KMV)      #Kaolinite Dissolve moles 

volume....L 

 

180  KPor2 = -1 * (DmolVol_K / (TV/1000))   #Kaolinite extra porosity 

 

190  K_New_Porosity = KPor1 + KPor2  

 

 

 

200 PUT(DmolVol_K,30) 

210 PUT(KPor1,40) 

220 PUT(KPor2,50) 

230 PUT(K_New_Porosity,60) 

240 PUT(A0_K,70) 

250 PUT(DmolMass_K,80) 

260 PUT(Kmass,90) 

 

 

 

270 SAVE moles 

 

-end  

 

#----------------------------- 

 

K-feldspar 

 

 

 -start 

                   

1 PV = 5.968    # Pore Volume...mL from expe (excel file) 

 

2 Por1 = 0.427 

 

3 TV = PV/Por1     #mL....the volume is for cylindrical shape pipe 

 

 

       # find activities of inhibiting ions... 

 

 4 a_Al = act("Al+3") 

 5 BC = act("Na+") + act("K+") + act("Mg+2") + act("Ca+2") 

 

       # temp corrected with the Arrhenius eqn, Table 8.8 

       # the difference in temperature, TK gives solution temp in 

Kelvin... 

 

 10 dif_T = 1/TK - 1/281 

 

                  # rate by H+... 

 20 pk_H = 11.7 + 3500 * dif_T 

 22 rate_H = 10^-pk_H * act("H+")^0.5 / ((1 + a_Al / 4e-6)^0.4 * (1 + 

BC / 5e-4)^0.15) 
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                  # rate by hydrolysis... 

 30 pk_w = 14.5 + 2000 * dif_T 

 32 rate_w = 10^-pk_w / ((1 + a_Al / 4e-6)^0.14 * (1 + BC / 5e-4)^0.15) 

 

                  # rate by OH-... 

 40 pk_OH = 13.1 + 2500 * dif_T 

 42 rate_OH = 10^-pk_OH * act("OH-")^0.3 

 

                  # rate by CO2... 

 50 pk_CO2 = 13.0 + 2000 * dif_T 

 52 rate_CO2 = 10^-pk_CO2 * (10^SI("CO2(g)"))^0.6 

 

                  # Sum the rate contributions... 

60 kkf = rate_H + rate_w + rate_OH + rate_CO2 

  

61 PUT(kkf,88)    

 

 

#The weight composition of the sandstone sample is 75.5% Quartz, 16% K-

feldspar and 3.5% Kaolinite for a total of 21.249 g 

 

70  KfMass1 = 0.16 * 21.249   #Kfeldspar initial mass...g 

 

80  Kfden = 2560   #Kfeldspar Density...g/L 

 

90  KfV1 = KfMass1 / Kfden    #Kfeldspar initial Volume...L 

 

100 KfPor1 = GET_POR(1) 

 

110 KfMW = 278.33      #Kfeldspar molar weight...g/Mol 

 

120 Kfmol1 = KfMass1 / KfMW     #Kfeldspar initial moles...mole 

 

130 A0_Kf = parm(1) * (((1-GET(1000)) / (1-0.427))^2/3)   #Kfeldspar 

initial surface area m2/g 

 

140 Kfmass = (Kfmass1 + GET(800))            

 

#Total reactive surface area = A0_Kf * Kfeldspar initial mass   m2 

 

150 rate_Kf = (kkf) * (A0_Kf/(parm(2)+ GET(1002))) * Kfmass * 

((m/m0)^0.67) * (1 - SR("K-feldspar"))  

                   

160 moles = rate_Kf * time  

 

170 PUT(Kfmol1,100) 

180 PUT(moles,200) 

  

#calculate new porosity:  

 

 

190  Dmol_Kf = GET(200)            #Kfeldspar Dissolve moles...moles 

 

200  DmolMass_Kf = -1 *(Dmol_Kf * KfMW)     #Kfeldspar Dissolve moles 

mass...g 

 



406 
 

210  KfMV = KfMW / Kfden              #Kfeldspar molar volume...L/mole 

 

220  DmolVol_Kf = -1 *(Dmol_Kf * KfMV)      #Kfeldspar Dissolve moles 

volume....L 

 

230  KfPor2 = -1 *(DmolVol_Kf / (TV/1000))   #Kfeldspar extra 

porosity....the (-) here is just to correct the (-) from the dissolve 

mole volume equation. 

 

240  Kf_New_Porosity = KfPor1 + KfPor2  

 

 

 

250 PUT(DmolVol_Kf,300) 

260 PUT(KfPor1,400) 

270 PUT(KfPor2,500) 

280 PUT(Kf_New_Porosity,600) 

290 PUT(A0_Kf,700) 

300 PUT(DmolMass_Kf,800) 

310 PUT(Kfmass,900) 

 

#---------------------------------- 

 

320 New_Total_V = -1 * (GET(3) + GET(30) + GET(300))  

 

330 PUT(New_Total_V,1002) 

 

340 Porosity_2 = GET(5) + GET(50) + GET(500)  

 

350 PUT(Porosity_2,1001) 

 

360 New_Porosity = GET_POR(1) + GET(1001) 

 

370 PUT(New_Porosity,1000) 

 

380 CHANGE_POR(New_Porosity,1) 

 

390 save moles 

 

 -end 

 

#--------------------------------------------------------------------- 

 

use solution 0 

 

 TRANSPORT 

 

        -cells                10                            

        -shifts               215  

        -time_step            26 hour  

        -flow_direction       forward 

        -boundary_conditions  flux flux 

        -lengths              10*0.03 

        -dispersivity         10*0.09  

        -correct_disp         true 

        -diffusion_coef       0.3e-9 

        -initial_time         0 



407 
 

        -punch_cells          10                 

        -punch_frequency      1    

        -multi_D   true                               

        -porosities           0.427 

 

 

   

 

SELECTED_OUTPUT 

 

 USER_PUNCH 

  

 -headings Time Ca Na K Si CO3 Cl(-1) Mg Al U NO3 UO2(CO3)3-

4_sorption UO2(CO3)2-2_sorption UO2(OH)2_sorption Q1 Q2 Q3 Q4 Q5 Q6 Q7 

Q8 Q9 K1 K2 Cr3 K4 K5 K6 K7 K8 K9 Kf1 Kf2 Kf3 Kf4 Kf5 Kf6 Kf7 Kf8 Kf9 

CaUO4 Na2U2O7 Soddyite Uraninite Uranophane Weeksite Becquerelite 

Porosity_T Porosity_2 Volume_2 calcite CaUO4 CSHgel haiweeite kaolinite 

laumontite muscovite saponite-Ca sepiolite thaumasite tobermorite-14A 

UO2(OH)4-2 UO2(CO3)2-2 UO2(OH)3- UO2(OH)2 U UO2X2 Surf_alOUO2+ 

Surf_alO(UO2)3(OH)5 Surf_siOUO2+ Surf_siO(UO2)3(OH)5 Surf_kalOUO2OH        

-start  

 

010 PUNCH TOTAL_TIME/(60*60) 

020 PUNCH tot("Ca")*40*1000    

030 PUNCH tot("Na")*23*1000    

040 PUNCH tot("K")*39.1*1000 

050 PUNCH tot("Si")*28.09*1000 

060 PUNCH tot("C(4)")*60*1000 

070 PUNCH tot("Cl(-1)")*35.45*1000 

080 PUNCH tot("Mg")*24.3*1000 

090 PUNCH tot("Al")*27*1000 

100 PUNCH tot("U")*238.03*1000 

110 PUNCH tot("N(5)")*62*1000 

120 PUNCH KIN("UO2(CO3)3-4_sorption")*1000*238/3570 

130 PUNCH KIN("UO2(CO3)2-2_sorption")*1000*238/3570 

140 PUNCH KIN("UO2(OH)2_sorption")*1000*238/3570 

 150 PUNCH  GET(1) 

 160 PUNCH  GET(2) 

 170 PUNCH  GET(3) 

 180 PUNCH  GET(4) 

 190 PUNCH  GET(5) 

 200 PUNCH  GET(6) 

 210 PUNCH  GET(7) 

 220 PUNCH  GET(8) 

 230 PUNCH  GET(9) 

 240 PUNCH  GET(10) 

 250 PUNCH  GET(20) 

 260 PUNCH  GET(30) 

 270 PUNCH  GET(40) 

 280 PUNCH  GET(50) 

 290 PUNCH  GET(60) 

 300 PUNCH  GET(70)  

 310 PUNCH  GET(80) 

 320 PUNCH  GET(90) 

 330 PUNCH  GET(100) 

 340 PUNCH  GET(200) 

 350 PUNCH  GET(300) 



408 
 

 360 PUNCH  GET(400) 

 370 PUNCH  GET(500) 

 380 PUNCH  GET(600) 

 390 PUNCH  GET(700) 

 400 PUNCH  GET(800) 

 410 PUNCH  GET(900) 

 

 420 PUNCH  SI("CaUO4") 

 430 PUNCH  SI("Na2U2O7") 

 440 PUNCH  SI("Soddyite") 

 450 PUNCH  SI("Uraninite") 

 460 PUNCH  SI("Uranophane") 

 470 PUNCH  SI("Weeksite") 

 480 PUNCH  SI("Becquerelite") 

  

 

 720 PUNCH  GET(1000) 

 730 PUNCH  GET(1001) 

 740 PUNCH  GET(1002) 

 750 PUNCH  SI("Calcite") 

 760 PUNCH  SI("CaUO4") 

 770 PUNCH  SI("CSHgel") 

 780 PUNCH  SI("Haiweeite") 

 790 PUNCH  SI("Kaolinite") 

 800 PUNCH  SI("Laumontite") 

 810 PUNCH  SI("Muscovite") 

 820 PUNCH  SI("Saponite-Ca") 

 830 PUNCH  SI("Sepiolite") 

 840 PUNCH  SI("Thaumasite") 

 850 PUNCH  SI("Tobermorite-14A") 

 860 PUNCH  MOL("UO2(OH)4-2") 

 870 PUNCH  MOL("UO2(CO3)2-2") 

 880 PUNCH  MOL("UO2(OH)3-") 

 890 PUNCH  MOL("UO2(OH)2") 

 900 PUNCH  MOL("U") 

 910 PUNCH  MOL("UO2X2") 

 920 PUNCH  MOL("Surf_alOUO2+") 

 930 PUNCH  MOL("Surf_alO(UO2)3(OH)5") 

 940 PUNCH  MOL("Surf_siOUO2+") 

 950 PUNCH  MOL("Surf_siO(UO2)3(OH)5") 

 960 PUNCH  MOL("Surf_kalOUO2OH") 

 

 970 PUNCH  GET(88) 

 

End 

 


