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 Abstract 

  

In order to best determine how bioprocesses develop and how to run bioreactors most 

efficiently, innovative new analytical techniques are required to supplement, or even supersede, 

conventional methods, many of which are invasive, require sampling and/or do not provide 

on-line data analysis. Spectroscopic laser techniques are powerful analytical tools that are 

capable of real-time, non-invasive monitoring of multiple variables simultaneously. 

Furthermore, spectroscopy offers high selectivity and sensitivity, including the ability to 

distinguish different isotopomers and isotopologues, which enables isotopic labelling studies 

to provide greater mechanistic insights into metabolic pathways.  

This thesis describes the development of several spectroscopic techniques and their 

applications in studying different metabolic modes of Escherichia coli batch cultures. On-line 

analysis is achieved in the gas-phase using cavity-enhanced Raman spectroscopy (CERS), 

White cell FTIR spectroscopy and photoacoustic detection in a differential Helmholtz resonator 

(DHR) as well as in the liquid-phase using Raman spectroscopy. The spectral analysis and 

quantitation of over twenty parameters is discussed, including growth substrates such as 

glucose and ammonia, metabolites such as acetate, ethanol and formate, headspace gases such 

as H2, O2 and CO2, and other process variables measured in situ such as the pH and optical 

density (OD). 

The first bacterial study conducted is a revisitation of the classical E. coli experiment 

of glucose-lactose diauxie. A new approach for studying mixed sugar metabolism is presented 

using both the CERS and DHR techniques to distinguish 13CO2 produced from 13C-glucose 

metabolism from the subsequent production of 12CO2 from unlabelled lactose. Next, gas-phase 

FTIR and liquid-phase Raman are developed for batch culture analysis and applied to 

monitoring mixed-acid fermentation. Finally, two further isotopic labelling studies are 

conducted by using CERS alongside FTIR and liquid-phase Raman analysis. Nitrate and nitrite 

reduction by E. coli to the major and minor end-products of ammonium and nitrous oxide is 

studied, respectively. 15N-labelling is used to give mechanistic insights through interpretation 

of the different 14N/15N-isotopomer products. The final study focuses on the fermentative 

pathways of E. coli in the absence and presence of O2. Using 13C- and D-labelled formate, 

evidence is found that the formate hydrogenlyase (FHL) complex can be assembled and 

functional under micro-aerobic conditions, which could remove some barriers to 

biotechnological applications such as biohydrogen generation.   
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Chapter 1 

An Introduction to Key Concepts in Vibrational 

Spectroscopy, Bacterial Metabolism and 

Bioreactor Sensors 

 

 

Abstract

 This chapter is an introduction to background information and key literature relevant 

throughout the entire thesis. First, the fundamentals of vibrational spectroscopy are discussed, 

including IR and Raman selection rules, rotational and vibrational term values and associated 

approximations. Other essential concepts for understanding the IR and Raman spectra of 

molecules studied throughout this thesis are also introduced; including the distinction between 

fundamental bands, overtones and combination bands, how nuclear spin statistics influence the 

intensities of alternating rotational lines, the origin of the ν1/2ν2
0 Fermi resonance pair of CO2 

and spectral line broadening effects. 

Next, a brief history of the importance of the model organism E. coli in molecular 

biology and cell physiology is discussed and then followed by an overview of bacterial 

metabolism pathways. Aerobic respiration during growth on glucose is detailed, including a 

summary of glycolysis, pyruvate decarboxylation, the citric acid cycle and oxidative 

phosphorylation. Anaerobic mixed-acid fermentation is then described and compared with 

aerobic respiration, including the notable differences in the metabolic pathways such as the 

production of organic acids, the branched citric acid cycle and how ATP is produced solely by 

substrate-level phosphorylation. The disproportionation of formate to H2 and CO2 by the 

formate hydrogenlyase (FHL) complex is also discussed.  

Finally, a brief overview of bioreactor sensors is provided. Conventional techniques 

such as mass spectrometry (MS), gas chromatography (GC), liquid chromatography (LC) and 

invasive probes are discussed. Spectroscopic sensors have the advantage of offering real-time 

and non-invasive monitoring of numerous variables simultaneously. An overview of  UV-Vis, 

IR and Raman spectroscopic techniques for bioreactor analysis is then covered. Furthermore, 

a more detailed explanation of Fourier-transform infrared (FTIR) spectroscopy and cavity-

enhanced Raman spectroscopy (CERS) is provided as these are the two complementary 

gas-sensing techniques utilised the most throughout the research presented in this thesis.       
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1.1 Fundamentals of Vibrational Spectroscopy 

 

1.1.1 IR Absorption and Raman Scattering 

 

Optical spectroscopy is a key experimental tool in numerous interdisciplinary fields, 

with notable applications in analytics, structure determination, kinetics, dynamics, theory and 

practical applications such as lasers. Light is composed of photons with energy E = hν where 

h is Planck’s constant and ν is the frequency of light. Frequency ν and wavelength λ are 

connected via the wave equation λν = c where c is the speed of light. Photon energy is typically 

expressed as a function of wavenumber ṽ = 1/λ in units of cm− 1. According to Einstein, 

absorption, spontaneous emission and stimulated emission are the three fundamental processes 

by which light interacts with matter, as shown in Figure 1.1. The absorption of a photon with 

energy hν can induce the transition from a lower energy state Ei to an excited state Ef with an 

energy difference ∆E = Ef – Ei = hν. An excited state can emit a photon to decay to a lower 

energy level (spontaneous emission) or the emission can be induced when an incoming photon 

interacts with an exited state causing a second photon to be emitted with the same energy, 

direction and phase as the incident photon (stimulated emission). 

 

 

Figure 1.1 – The three fundamental processes according to Einstein whereby light interacts 

with matter via a lower energy state Ei and an excited state Ef. 

 

In order of increasing energy, molecules contain rotational, vibrational and electronic 

energy levels. Every electronic state has a set of associated vibrational levels with each 

vibrational state, in turn, having a set of associated rotational levels. Pure rotational transitions 

are generally found in the microwave and far-IR regions (0.1 – 10 cm− 1), vibrational 

transitions in the mid-IR region (400 – 4000 cm− 1) and electronic transitions in the visible and 

UV regions (12000 – 70000 cm− 1). Multiple energy states can change in a single transition, 

such as a rovibrational transition when both vibrational and rotational states change or a 
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rovibronic transition when electronic, vibrational and rotational states all change 

simultaneously. Vibrational spectroscopy is the study of the interaction of light with vibrational 

energy levels. As a rule, a linear molecule with N atoms has 3N – 5 normal modes of vibration, 

while a non-linear molecule has 3N – 6 modes. Molecular vibrations can be excited by the 

one-photon absorption of light (IR spectroscopy) or the two-photon inelastic scattering of light 

(Raman spectroscopy), provided that certain selection rules are obeyed in each case. 

Solution of the Schrödinger equation Ĥψ = Eψ for a molecule gives a set of 

wavefunctions ψ
n
 and their corresponding energies En. These quantum states characterise the 

constituent particles of a given molecule. The Hamiltonian operator Ĥ and wavefunction ψ 

depend on many interacting degrees of freedom, with every coordinate and distance r between 

two charged particles being a variable. Hence, only the two-particle hydrogen atom has been 

solved analytically and only approximate solutions are possible for all other larger chemical 

species. The Born-Oppenheimer approximation supposes that the nuclei, being much heavier 

and slower than electrons, are stationary relative to fast electron motion. This means that the 

electrons approximately create a mean force field (chemical bond) that can be incorporated into 

a potential energy function V(r) for the nuclear motion (vibrations and rotations). Also, external 

centre-of-mass motion (translation) of molecules is separate from the internal motion, which 

includes rotation, vibration and electronic excitation. Molecular rotation is assumed to not 

influence vibrations greatly according to the rigid rotor approximation. These approximations 

enable the energy levels a molecule can occupy to be estimated with high accuracy. 

In a quantum chemical description, the transition matrix element ∫ ψ
i
* μ⃑  ψ

f
 dr  

determines whether a transition from an initial quantum state ψ
i
 to a final state ψ

f
 is allowed, 

where μ⃑  is the operator of the transition and r  is the displacement of the internuclear distance r 

from the equilibrium configuration i.e. (r − re). The transition probability is proportional to the 

square of this matrix element. In the electric dipole approximation, a molecule must possess, 

or at least transiently, an electric dipole moment oscillating at the frequency of a transition for 

it to interact with the electromagnetic light field and absorb or emit a photon. The strongest 

transitions are induced by electric dipole moment oscillations where the transition operator is 

given as μ⃑  = ∑ q
i
ri⃑⃑ , which is essentially the electric dipole moment of a molecule with partial 

charges q separated by a distance r . By evaluating the transition matrix element with the 

appropriate wavefunctions, the selection rules for allowed transitions can be evaluated [1].  

An IR photon can induce a vibrational transition provided that the photon energy hν 

matches the energy gap ∆E and the molecular electric dipole moment changes during the 
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vibration. For an allowed electric dipole moment transition, this selection rule is expressed 

mathematically as dμ dr ⁄  ≠ 0 if the vibration is IR active. The electric dipole moment of an 

uncharged molecule derives from partial charges q on the atoms, which can be determined from 

molecular orbital calculations or estimated by a comparison of the electronegativities of the 

atoms. Homonuclear diatomic molecules (e.g. H2, N2 and O2) do not have an electric dipole 

moment in their equilibrium configuration, due to both their atoms having the same 

electronegativity, nor does their lone vibrational mode (3N – 5 = 1) induce a transient dipole 

moment. Hence, dμ dr ⁄  = 0 and these molecules cannot absorb an IR photon to excite 

vibrational motion, so they are referred to as IR inactive. In contrast, heteronuclear diatomic 

molecules (e.g. CO, HCl and NO) are IR active as the two atoms have different 

electronegativities creating a permanent dipole moment with a magnitude that changes as the 

bond is stretched and compressed, hence, dμ dr ⁄  ≠ 0.   

In an IR spectrum, absorbance A is proportional to the sample concentration C 

(molecules m− 3) according to the Beer-Lambert law for one-photon absorptions 

 

 = A = ln (
I0

I
) = σCl  

 

where I is the light intensity measured in a sample transmission spectrum, I0 is the intensity 

measured in a background transmission spectrum without the sample, σ is the absorption cross 

section (m2) and l is the pathlength of light through the sample (m). Note that this is the natural 

logarithmic form of A, which will be used throughout this thesis, and not the decadic 

logarithmic form log
10

(I0 I⁄ ) = εcl where ε is the decadic molar absorptivity (m2 mol− 1) and 

c is molar concentration (mol m− 3). The Beer-Lambert law allows quantitation in IR 

spectroscopy if the σ of the analyte and l of the measurement cell are known. However, the law 

is an approximation and linearity can be limited by chemical and instrumental factors. 

Non-linearity can occur at high analyte concentrations as there may be changes in the refractive 

index or deviations in absorption cross sections due to electrostatic interactions between the 

molecules in close proximity. Furthermore, scattering of light by particulates in the sample, 

fluorescence or phosphorescence of the sample and too intense incident light can lead to 

non-linearity effects. The Beer-Lambert law is most valid for dilute media when all the matter 

remains approximately in the ground state so that no spontaneous or stimulated emission can 

occur. 

(1.1) 
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 Theoretically predicted in 1923 by A. Smekal [2] and experimentally discovered in 

1928 by C.V. Raman and K. S. Krishnan [3], the Raman effect refers to the inelastic scattering 

of photons by matter. By irradiating matter with intense monochromatic light (often in the 

visible or UV region), photons will be both elastically and inelastically scattered. The majority 

of light will be elastically scattered at the same frequency as the incident light (Rayleigh 

scattering). However, around 1 in 10
7
 of the incident photons that collide with the matter will 

be inelastically scattered, losing some of their energy, and emerging with a lower frequency 

(Stokes scattering). If an excited vibrational level of the molecule is thermally populated, 

incident photons may gain energy and emerge with a higher frequency (anti-Stokes scattering).  

 

 

Figure 1.2 – Energy level diagram comparing IR absorption (one-photon process) with 

Rayleigh, Stokes and anti-Stokes scattering (two-photon process). 

 

Light scattering is a two-photon process. First, a molecule must absorb a photon to 

excite from the ground state to a broad ‘virtual’ electronic state (a mixture of many 

electronically excited states), as shown in Figure 1.2. The ‘virtual’ state can either decay back 

to the ground state by emitting a Rayleigh scattered photon or to a vibrationally excited state 

by producing a Stokes scattered photon. Raman shift Δṽ (cm− 1) is calculated from the 

difference in wavenumbers between the incident light and the measured Stokes scattered light. 

It is an indirect measurement of the wavenumber difference between two vibrational states 

which can be measured directly by IR spectroscopy if the vibration is also IR active. Raman 

spectroscopy is fundamentally less sensitive than IR spectroscopy as only around 1 in 10
7
 

photons that interact with a Raman active molecule will be inelastically scattered and contribute 
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towards a Raman signal. Despite this, IR and Raman are complementary techniques as certain 

molecules or transitions can only be studied by one technique and not the other, due to the 

differences in the selection rules that govern them. 

The intensity of Raman scattered radiation IR is given by  

 

IR ∝ ν4I0 N (
dα

dr 
)

2

 

 

where ν is the frequency of the exciting laser, I0 is the incident laser intensity, N is the number 

of scattering molecules in a given state and α is the polarizability. This expression indicates the 

key parameters that determine Raman signal intensity. First, the signal is concentration 

dependent which allows sample quantitation. Secondly, using shorter wavelength excitation 

and/or increasing the laser power will increase the Raman intensity. Finally, only molecular 

vibrations which cause a change in polarizability are Raman active, unlike IR spectroscopy 

where a change in electric dipole moment is required for vibrational excitement. Polarizability 

α is a measure of the capability of inducing an electric dipole moment μ by an electric field Е 

as defined by μ = αЕ [4]. 

When monochromatic radiation falls on a molecule, the oscillating electric field 

generates an induced electric dipole as the positively-charged nuclei are attracted towards the 

negative pole of the field while the negatively-charged electron cloud is attracted towards the 

positive pole of the field. Essentially, polarizability determines the extent to which the electron 

cloud of a molecule can be displaced from the nucleus by an external electric field. The 

vibration of heteronuclear and homonuclear diatomic molecules is Raman active as the 

stretching and compression of the bond distorts the electron cloud, causing a change in 

polarizability i.e. dα dr ⁄  ≠ 0. Thus, heteronuclear diatomic molecules can be detected by either 

IR or Raman techniques, but the vibration of homonuclear diatomic molecules can only be 

probed by a Raman based technique.  

 

 

 

 

(1.2) 
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Figure 1.3 – Normal modes of vibration for CO2. Black arrows indicate atomic motion. Red 

arrows indicate individual bond electric dipole moments which cancel out for the equilibrium 

configuration and symmetric stretching vibration. The bending and asymmetric stretching 

vibrations induce a net transient electric dipole moment as indicated by the blue arrows. 

 

Like homonuclear diatomic molecules, other highly symmetric polyatomic molecules 

that possess an inversion centre i will have Raman active bands that are IR inactive for 

symmetric vibrations to i, while asymmetric vibrations to i are IR active but Raman inactive. 

This is known as the mutual exclusion rule which states that for a molecule with an inversion 

centre, no transition is allowed in both its IR and Raman spectrum, but only in one or the other 

or neither. For instance, the linear triatomic molecule CO2 has an inversion centre. It has four 

normal modes of vibration (3N – 5 = 4), as shown in Figure 1.3. The equilibrium configuration 

of CO2 has no net electric dipole moment, however, the asymmetric stretching and doubly 

degenerate bending vibrations induce net transient electric dipole moments which enables IR 

activity. The symmetric stretching vibration of CO2 lengthens the two bonds making both 

become more polarizable, hence, this vibration is Raman active. For molecules with little to no 

symmetry, such as heteronuclear diatomic molecules, their vibrations are likely to be both IR 

and Raman active.  
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1.1.2 Rotational Term Values 

 

 The rotation of a diatomic molecule can be approximated as a rigid rotor in which the 

chemical bond is considered a fixed, weightless rod with the distance between the two nuclei 

remaining constant. Using a Hamiltonian operator for rotational energy and solving the 

Schrödinger equation for a rigid rotor gives the angular momentum as 

 

PJ = 
h

2π
[J(J + 1)]

1
2 

 

where the rotational quantum number J = 0, 1, 2, … for a normal molecule with all electrons 

paired. In general, J is associated with total angular momentum excluding nuclear spin 

i.e. rotational + orbital + electron spin. Hence, when there is no orbital or electron spin angular 

momentum, it refers simply to rotation. The approximate molecular rotational energy levels 

are equal to 

 

F(J) = BJ(J + 1) 

 

where F(J) is the rotational term value (cm− 1) and B is the rotational constant (cm− 1). For 

J = 0, 1, 2, 3, … , F(J) = 0, 2B, 6B, 12B, … [1].  

 The moment of inertia is I = μr2 for a diatomic molecule where the reduced mass is 

μ = m1m2/(m1 + m2) for nuclei of masses m1 and m2 separated by distance r. The rotational 

constant B is inversely proportional to the moment of inertia I as 

 

B  = 
h

8π2cI
 

 

Hence, if B is known from spectroscopy, it allows the determination of intramolecular distances 

and molecular structure. However, it is observed in pure rotational spectra of diatomic 

molecules that there is a small decrease in transition spacings with increasing J, not the constant 

spacing expected from the rigid rotor approximation. The non-rigid rotor approximation 

accounts for this deviation by more accurately representing the bond as a weightless spring 

between nuclei. The two main consequences of this approximation are as follows.  

Firstly, with increasing vibrational excitation, the spring (chemical bond) gets extended 

(until it breaks) resulting in B effectively becoming smaller. Typically, many hundreds of 

vibrations occur in the time the molecule rotates once. Therefore, the rotation sees only the 

(1.3) 

(1.4) 

(1.5) 
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averaged effect of the vibrations. Each vibrational state υ has, therefore, its own effective 

(averaged) rotational constant  

 

B𝜐 = Be –  α (𝜐 + 
1

2
) 

 

where Be is the rotational constant without vibration with the molecule at the equilibrium bond 

length re, υ is the vibrational quantum number and α is a vibration-rotation interaction constant. 

In order to obtain Be and re, B𝜐 must be obtained for at least two vibrational states.  

 The second consequence of the non-rigid rotor approximation is that with increasing 

rotational excitation, the spring (chemical bond) extends due to centrifugal forces. Therefore, 

a centrifugal distortion constant D𝜐 is introduced into the calculation of the rotational term 

value F𝜐(J)  

 

F𝜐(J) = B𝜐 J (J + 1) – D𝜐 J
 2(J + 1)

2
 

 

The centrifugal distortion constant D𝜐 depends on the stiffness of the bond, is always positive 

for diatomic molecules and has a slight vibrational dependence, but not to the extent of B𝜐 [1]. 

 Alongside rotational energy levels F𝜐(J), corresponding wavefunctions ψ
J
 are obtained 

from the solution of the Schrödinger equation for molecular rotations. Calculating the transition 

matrix element using these wavefunctions determines if a rotational transition is allowed (≠ 0) 

or not (= 0). Firstly, for electric dipole allowed pure rotational transitions, the transition matrix 

element is only ≠ 0 if the molecule has a permanent electric dipole moment, hence, there are 

pure rotational transitions for heteronuclear diatomic molecules but not for homonuclear ones. 

Furthermore, the wavefunctions ψ
i
 and ψ

f
 must have different parities (Laporte rule) and the 

rotational quantum number must change by ∆J = ± 1, which mathematically satisfies the parity 

rule.  

The ∆J = ± 1 selection rule applies to pure rotational transitions. For transitions where 

the vibrational state υ (rovibrational transitions) is also changing, ∆J = 0 may also be possible. 

P-lines refer to transitions when ∆J = − 1, Q-lines when ∆J = 0 and R-lines when ∆J = + 1. 

For pure rotational transitions, R-lines are only found in absorption spectra while P-lines are 

only found in emission spectra. Based upon the rigid rotor approximation, the transition 

spacings between successive lines in pure rotational spectra are expected to be the same (2B), 

as shown in Figure 1.4.  

 

(1.6) 

(1.7) 
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Figure 1.4 – The pure rotational absorption spectrum of a heteronuclear diatomic molecule 

with equally spaced R-lines (2B) and the rotational energy levels F(J) for the first four 

transitions, based on the rigid rotor approximation. 

  

The individual rotational line intensities are proportional to the population of the 

rotational levels. The population depends on the number of molecules in a rotationally excited 

state NJ relative to the number in the ground state N0 as described by the Boltzmann distribution 

 
NJ 

N0

 = (2J + 1) e− 
EJ
kT 

 

where EJ is the energy of the excited rotational level, k is the Boltzmann constant and T is the 

temperature. The orientation of the angular momentum vector J leads to degeneracy of the Jth 

upper level MJ = (2J + 1). As J increases, the degeneracy factor increases but the exponential 

Boltzmann factor decreases. At high J, the exponential factor wins out and NJ N0⁄  approaches 

zero [1]. 

The selection rules for Raman rotational spectra are different to one-photon absorption 

transitions in the microwave/IR region. Raman scattering can be considered as effectively two 

one-photon transitions each with ∆J = ± 1. Hence, for pure rotational transitions to be Raman 

active, ∆J = 0, ± 2. O-lines refer to transitions when ∆J = − 2 and S-lines when ∆J = + 2. 

Furthermore, in contrast to one-photon absorption, the parity of the wavefunctions ψ
i
 and ψ

f
 

must stay the same but the polarizability must change for the rotation to be Raman active [4]. 

Therefore, unlike pure rotational spectroscopy, which requires a permanent electric dipole 

moment, rotational Raman transitions can be observed for homonuclear diatomic molecules. 

The typical appearance of a rotational Raman spectrum for a diatomic molecule is shown in 

Figure 1.5. 

(1.8) 
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Figure 1.5 – The rotational Raman spectrum of a diatomic molecule (neglecting centrifugal 

distortion). 

  

 In highly symmetric molecules, exchange of undistinguishable nuclei (permutation) is 

a symmetry operation subject to the Pauli principle leading to nuclear spin statistic effects and 

alternating line intensities depending on J. In the rotational and rovibrational spectra of 

homonuclear diatomic molecules and molecules with a centre of inversion i, characteristic 

intensity differences are typically observed between lines originating from an even J as 

compared to odd J due to the influence of nuclear spin statistics. One such example is the 

rotational and rovibrational spectrum of H2 which has an alternating intensity ratio of 3:1 

between lines depending on whether the transition starts from an odd or even J, as shown in 

Figure 1.6. Molecular H2 is composed of two equivalent, identical protons which are nuclear 

Fermions with spin I = 1/2. According to the Pauli principle, the total wavefunction of particles 

with half-integral spins (Fermions) must be antisymmetric with respect to exchange of identical 

particles. In the case of particles with integral spins (Bosons, e.g. 16O with I = 0), the total 

wavefunction must be symmetric under exchange of identical particles. The spins of the two 

protons in H2 may be parallel ↑↑ (ortho H2) or antiparallel ↑↓ (para H2). Ortho H2 is a triplet 

state as it has a total nuclear spin I = 1 which can be orientated to give three possible values for 

the magnetic spin quantum number MI = − 1, 0 or 1. Para H2 is a singlet state as I = 0 can only 

be orientated to give MI = 0. There is, therefore, a statistical weight of 3 for ortho H2 and 1 for 

para H2. At room temperature and thermal equilibrium, thermal excitation gives such a ratio of 

approximately 3:1 ortho and para H2.     
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Figure 1.6 – The rotational Raman spectrum of H2 which is a superposition of the spectra of 

ortho and para H2, with the intensity ratio 3:1.   

 

 Due to the Pauli principle, the total wavefunction of either H2 spin isomer must be 

antisymmetric with respect to the exchange of the two protons. The total wavefunction is the 

product of the electronic, vibrational, rotational and nuclear wavefunctions. The 1Σg
+ electronic 

ground state of H2 and vibrational wavefunction are both symmetric. In the case of diatomic 

molecules, rotational wavefunctions for odd J values are antisymmetric, but symmetric for 

even J values. The nuclear wavefunction for ortho H2 is symmetric so only rotational states 

with odd J are allowed so that the total wavefunction is antisymmetric. For para H2, the nuclear 

wavefunction is antisymmetric so only transitions from rotational states with even J are 

allowed. Consequently, the rotational Raman spectrum of H2 has lines with alternating 3:1 

intensities, as shown in Figure 1.6. For the isotopomer HD, the deuterium nucleus 2H is 

distinguishable from the hydrogen nucleus 1H, thus, the molecule does not obey the Pauli 

principle and there is no intensity variation in the rotational spectrum due to nuclear spin 

statistics. Hence, the spectrum of HD resembles Figure 1.5, and not Figure 1.6.  

 For other molecules, nuclear spin statistics may also result in lines from certain J levels 

being missing in rotational and rovibrational spectra. For instance, 16O2 is composed of two 

Bosons which ultimately results in rotational states and lines from odd J values being present, 

but rotational states and lines originating from even J not being observed. Another example is 

C
16

O2 where only even J exists in the symmetric vibrational modes. 
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1.1.3 Vibrational Term Values 

 

 The harmonic oscillator model can be used to approximate the normal mode of 

vibration for a diatomic molecule treated as two point masses connected by a massless spring 

of length r. The stretching and compression of the bond can be described by Hooke’s law 

 

Fs = 
dV(r)

dr
 = − k (r – re) 

 

where Fs is the force acting on the spring, V is the potential energy, and k is the force constant 

that reflects the bond strength in magnitude. Integrating this equation gives V(r) =  
1

2
k (r – re)

2
 

which has a parabolic relationship when plotting a potential energy curve of V(r) against r, as 

shown in Figure 1.7 [1].  

 

 

Figure 1.7 – The harmonic oscillator model for the vibration of a diatomic molecule. The 

potential energy curve contains equally spaced vibrational energy levels υ with their 

corresponding wavefunctions also shown in green.  

 

 

 

 

(1.9) 
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Solution of the Schrödinger equation for the harmonic approximation gives vibrational 

energy levels which can be expressed as vibrational term values (cm− 1)  

 

G 
 

(υ) = ω (υ + 
1

2
) 

 

where υ is the vibrational quantum number and ω is the wavenumber of the harmonic 

oscillator (cm− 1) which is related to the bond force constant k and the reduced mass μ by  

 

 ω = 
1

2πc
 √

k

μ
 

 

For υ = 0, 1, 2, 3, … , G 
 

(υ) = 
1

2
 ω, 

3

2
 ω, 

5

2
 ω, 

7

2
 ω … . These energy levels are 

non-degenerate, equally spaced by ω and all have the same equilibrium bond length re. The 

zero-point energy is the energy of the lowest state (υ = 0) equal to 
1

2
 ω.  

The harmonic approximation reasonably describes vibrational behaviour when a 

molecule is close to its equilibrium configuration, however, it fails to adequately describe 

higher vibrational modes, when r is far from re. The true potential energy curve should be far 

steeper when moving to smaller r compared to increasing to greater lengths as there are extra 

repulsion effects between the electron clouds when two nuclei are in close proximity. 

Furthermore, the harmonic oscillator model predicts that the nuclei can never separate, even at 

infinite internuclear separation, which is unphysical.  

 

 

Figure 1.8 – The Morse potential energy curve for the vibration of a diatomic molecule. The 

harmonic potential energy curve is given for comparison as a red dashed line. 

 

(1.10) 

(1.11) 
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 The anharmonic oscillator model considers these factors and more accurately models 

the potential energy curve of a vibrating diatomic molecule using the Morse potential  

 

V(r) = De (1 −  e− α (r – re))
2
 

 

where De is the potential energy well depth and α 
  = √k 2De⁄ . The potential energy V(r) rapidly 

increases as r approaches zero and becomes flat as r approaches infinity implying finite bond 

dissociation energy De, as shown in Figure 1.8. The ‘true’ bond dissociation energy D0 is 

typically measured from the lowest vibrational term with De  −  D0 equal to the zero-point 

energy [1]. 

By inserting the Morse potential into the Hamiltonian operator, the vibrational term 

values become 

G 
 

(υ) = ω (υ + 
1

2
) − 

ω2

4De

(υ + 
1

2
)

2

 

 

Unlike the harmonic approximation, the additional quadratic term causes the separation 

between vibrational states to decrease with increasing υ. In IR absorption spectra, the band 

origin ṽ0 is the wavenumber difference between the vibrationally excited state G(υ’) and the 

vibrational ground state G(υ’’) for a hypothetical vibrational transition without any rotational 

excitation i.e. J’’ = 0  J’ = 0 (which is never allowed, but ∆J = 0 is under certain conditions). 

 

 

Figure 1.9 – Vibrational energy level diagram to illustrate the differences between fundamental 

transitions (∆υ = ± 1), overtone transitions (∆υ = ± 2, 3, 4, …) and hot bands. 

 

Solution of the Schrödinger equation for molecular vibrations gives vibrational term 

values G 
 

(υ) and corresponding wavefunctions ψ
υ
. By evaluating the transition matrix element 

with vibrational wavefunctions it is found that strong fundamental transitions with ∆υ = ± 1 are 

(1.12) 

(1.13) 
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IR active if the vibration gives rise to an oscillating electric dipole moment. For a vibration to 

be Raman active there must be a change in polarizability of the molecule. Compared to the 

rotational selection rules for ∆J, the ∆υ = ± 1 vibrational selection rule is somewhat less 

rigorous. Mainly due to anharmonicity, this rule is relaxed so that higher overtone transitions 

where ∆υ = ± 2, 3, 4, … are also possible, however, overtone bands are typically orders of 

magnitude weaker than fundamental bands. Hot bands are observed when an already 

vibrationally excited level is further excited e.g. υ’’ = 1  υ’ = 2. Hot bands are called such as 

these transitions are temperature dependent. Due to the Boltzmann distribution, at room 

temperature only the vibrational ground state is highly populated, but with increasing 

temperature excited vibrational states become more thermally populated and, thus, the intensity 

of a hot band increases. To illustrate the differences between these different types of transitions, 

a vibrational energy level diagram is shown in Figure 1.9.  

 Polyatomic molecules have many vibrational modes. To an approximation they can be 

considered as independent harmonic or anharmonic vibrations (normal modes). Polyatomic 

molecules may also have weak combination bands which correspond to the simultaneous 

one-photon excitation of multiple normal modes of vibration together. As an example, in the 

IR absorption spectrum of CO2, the combined excitation of the first overtone of the bending 

vibration 2ν2 (ṽ0 = 1334 cm− 1) and the asymmetric stretching fundamental vibration ν3 

(ṽ0 = 2349 cm− 1) results in a combination band 2ν2 + ν3 (ṽ0 ≈ 1334 + 2349 cm− 1).  

 IR absorption may cause rovibrational transitions where vibrational υ and rotational J 

states change at the same time. To an approximation, rovibrational term values T(υ, J) are the 

sum of vibrational G(υ) and rotational F𝜐(J) term values. The wavenumber difference between 

two rovibrational states is equal to 

 

T(υ’, J’) − T(υ’’, J’’) = ṽ0 + B𝜐 ’J’(J’ + 1) − B𝜐 ’’J’’(J’’ + 1) 

 

When the change in vibrational angular momentum is ∆l = 0, ∆J = 0 is not allowed for 

a rovibrational transition. However, degenerate vibrations have an angular momentum, such as 

the doubly degenerate bending vibration ν2 
of CO2 which has l = 1, hence, for this transition 

from the non-degenerate l = 0 vibrational ground state, ∆J = 0 is allowed. This results in a 

Q-branch at ṽ0 = 667 cm− 1 being observed for this vibration of CO2, as shown in Figure 1.10.  

 

 (1.14) 
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Figure 1.10 – The IR absorption spectrum of the CO2 bending ν2 fundamental with allowed 

J values of the rotational energy levels displayed for the bending and ground states. Due to 

nuclear spin statistics, only even J exists in the ground state of C
16

O2. 

 

Only even J values are allowed for the vibrational ground state in 12C
16

O2 as the 

two 16O nuclear Bosons are identical and equivalent, so the Pauli principle applies here. The 

total wavefunction must be totally symmetric and as the electronic, vibrational and nuclear 

wavefunctions are symmetrical, odd J values (antisymmetric rotational wavefunction) are not 

allowed in the ground state. Due to the degeneracy of the bending vibrational state, the 

vibrational wavefunction can be both symmetric and antisymmetric which allows both even 

and odd J values, as shown in Figure 1.10. In comparison, the non-degenerate asymmetric 

stretching vibration ν3 
of CO2 (ṽ0 = 2349 cm− 1) has no Q-branch as the state has an 

antisymmetric vibrational wavefunction, hence, only odd J values are allowed and no ∆J = 0 

transitions from the ground state are possible. 

 

 

Figure 1.11 – The total Raman spectrum of a diatomic molecule. 

 



30                                                                   1.1     Fundamentals of Vibrational Spectroscopy 

 

In contrast to IR absorption spectroscopy where rovibrational lines are typically 

grouped into P, Q (if ∆l ≠ 0) and S-branches, the rotational selection rule for Raman 

spectroscopy is ∆J = 0, ± 2 which leads to O, Q and S-branches. A typical Raman spectrum of 

a diatomic molecule is shown in Figure 1.11. Note that Figure 1.5 previously introduced only 

the rotational lines while Figure 1.11 includes both rotational and rovibrational lines. 

In the IR absorption or Raman spectrum of a molecule, if two (or more) vibrational 

states have the same symmetries and similar energies then the wavefunctions for the states can 

interact and mix compared to the independent harmonic oscillator approximation resulting in 

the transition of a weaker mode gaining intensity from the stronger mode and both vibrations 

moving away from their unperturbed position. This effect is called anharmonic resonance. In 

the special case of one quantum of one mode interacting with two quanta of another one it is 

called a Fermi resonance, named after the Italian physicist Enrico Fermi, who used CO2 to 

explain the phenomenon [5].  

  

 

Figure 1.12 – The ν1/2ν2
0 Fermi resonance pair of CO2. An energy level diagram shows how 

the ν1 and 2ν2 states have similar energy and undergo a Fermi resonance with the resulting 

splitting and sharing of intensity of the individual ν1 fundamental and 2ν2 overtone states (in 

green) to give the observed Fermi resonance pair (in red). 

 

The symmetric stretching ν1 vibration of CO2 (ṽ0 = 1337 cm− 1) is Raman active and 

strong. The symmetric component of the bending vibration first overtone 2ν2 (ṽ0 = 1334 cm− 1) 

is also Raman active, but weak. The 2ν2 overtone is degenerate with vibrational angular 

momentum l = 0, 2 leading to the state having two components 2ν2
0 and 2ν2

2 with different 

symmetries, where the superscript denotes the vibrational angular momentum. The 2ν2
0 

component and the ν1 fundamental have the same symmetry and similar energy which allows 

the modes to interact (ν1/2ν2
0 Fermi resonance pair). The weak 2ν2

0 component gains intensity 

from the strong ν1 fundamental, as shown in Figure 1.12.  
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1.1.4 Spectral Linewidths 

  

An energy transition between two states ∆E = hcṽ0 does not simply have a sharp 

spectral line at the wavenumber of the transition ṽ0. In reality, spectral lines are broadened due 

to a number of factors. Firstly, each measuring instrument has a limited spectral resolution. 

Monochromators are typically limited by, among other factors, the camera resolution, the 

resolving power of the prism or grating and the entrance aperture width. Secondly, there may 

be inhomogeneous broadening of numerous sharp lines that blend together and give the 

appearance of one broad feature.  

In gaseous samples, an important broadening process is the Doppler effect which states 

that the frequency of a wave changes in relation to an observer who is moving relative to the 

wave source. Molecules move rapidly in all directions meaning a stationary observer 

(spectrometer) detects the corresponding Doppler-shifted range of frequencies ν in the form of 

a Gaussian line shape (bell curve) around 𝜈0 [6]. The temperature T (K) can be determined by 

measuring the Doppler line shape according to 

 

∆ν 

ν0

 = 
∆ṽ

ṽ0

 = 7.16 × 10
− 7

 √
T

m
 

 

where ∆ν and ∆ṽ are the full width at half maximum (FWHM) of the peak measured in 

frequency and wavenumber, respectively, and m is the molecular mass (u). Doppler broadening 

increases with temperature as the molecules acquire a wider range of speeds, hence, sharper 

spectral lines can be achieved with cooler samples.  

 Spectral lines are not infinitely sharp, even when working with samples at low 

temperatures to minimise Doppler broadening [6]. This residual broadening is due to quantum 

mechanical effects and is termed lifetime broadening, as described by the Heisenberg 

uncertainty principle. When solving the Schrödinger equation, time-independent stationary 

states are found which have a well-defined exact energy. However, if an excited state has a 

limited lifetime ∆t then its energy ∆E is not perfectly defined according to the Heisenberg 

uncertainty principle of 

 

∆E ∆t ≥ 
h

4π
 

 

 (1.15) 

 (1.16) 
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This means that it is impossible to specify simultaneously, with precision, both the energy and 

lifetime of an excited state and that there is a fundamental limit to the accuracy with which 

these values can be obtained (h 4π⁄ ). Thus, there will be a distribution of excited state 

energies ∆E resulting in a distribution of wavenumbers around ṽ0 in a spectrum [6]. If the 

excited state follows an exponential decay time law, as in first order kinetics, then the spectral 

line shape will be Lorentzian where the mean half-life of the excited state τ is related to the 

FWHM (δν or δṽ) by 

 

τ = 
1

2π δν 
 = 

1

2πc δṽ 
 

 

The shorter the lifetimes of the states involved in a transition, the broader the 

corresponding spectral lines. Measuring Lorentzian spectral line shapes thus allows the 

determination of lifetimes when studying dynamics. No excited state has an infinite lifetime, 

so all spectral lines are subject to some amount of lifetime broadening. As an ultimate limit, 

every excited state will decay eventually to a lower sate by emitting a photon by spontaneous 

emission, this gives rise to the ‘natural linewidth’. Furthermore, the energy deposited in an 

excited molecule may cause the breaking of a chemical bond by dissociation or predissociation 

causing predissociation broadening. 

The lifetime of excited states can also be limited by collisions with other molecules. 

This is a particular issue in the condensed phases where collisions are very frequent. This 

typically gives rise to very broad absorptions in liquids and solids, where rotational fine 

structure is not resolvable anymore. 

Molecular collisions also occur in the gas phase. Here, the collision frequency is 

proportional to the pressure, hence, this phenomenon is called pressure broadening [7]. To an 

approximation, pressure broadening line shapes are Lorentzian, which is a bell shape but with 

feet extending further than a Gaussian, with FWHM δṽ = γ p, where γ is the pressure broadening 

coefficient depending on the collisional species (cm− 1 atm− 1), which can be found in spectral 

databases such as the High Resolution Transmission (HITRAN) database [8], and p is the 

pressure.   

If different broadening mechanisms apply, each line shape contribution adds up and 

convolutes to the total, effective line shape. The convolution of a Gaussian shape (as in Doppler 

broadening) and a Lorentzian shape (as in pressure broadening) results in a so-called Voigt line 

shape. 

 (1.17) 
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1.2 Escherichia coli 

 

1.2.1 A Model Organism 

 

In 1884, while studying infant gut microbes and their role in digestion and disease, 

Theodore Escherich discovered Bacterium coli commune [9], or as it is now known as 

Escherichia coli (E. coli). In the early twentieth century, interest in E. coli as model organism 

began with work such as Charles Clifton’s studies on its oxidation-reduction reactions [10] and 

Felix d’Herelle’s investigations into its interactions with bacteriophages [11]. E. coli became 

the most studied model organism in terms of gene regulation and expression as well as being 

the cornerstone of many important findings in molecular biology and cell physiology. The 

bacterium has been included in many Noble prize winning discoveries, including how bacteria 

can mate and exchange genes (bacterial conjugation) [12], the mechanisms of replication for 

DNA and RNA [13], the molecular structure of nucleic acids and their significance for 

encoding genetic information [14], gene organisation and regulation for controlling enzyme 

synthesis (operons) [15] and the creation of the first genetically engineered (recombinant) 

DNA [16, 17]. Furthermore, of significant importance to the work presented in this thesis, 

hydrogenases (enzymes which catalyse proton reduction and/or the oxidation of dihydrogen) 

were first discovered in the 1930s by Marjory Stephenson, once again with E. coli used as a 

model organism [18]. 

E. coli, which is a Gram-negative 𝝲-proteobacterium, can grow in a variety of 

environmental conditions; it is commonly found in the lower intestines of many animals (an 

anaerobic environment) [19], but it is also found in estuaries (where micro-aerobic 

environments can be found) [20] and, in addition, is associated with plant tissues and other 

aerobic environments [21]. As a result, E. coli has evolved a genome equipped for almost every 

eventuality and can adapt, primarily through regulating gene expression, to changing 

environmental and nutritional conditions [22]. E. coli is easy to work with because of this 

metabolic versatility, alongside its rapid replication and the extensive tools available for its 

genetic manipulation [23].  

A typical E. coli cell is rod-shaped, measuring only about 1 μm long by 0.35 μm wide, 

and will elongate during the cell cycle before dividing. Some strains are capable of growing 

even larger, up to 750 μm in length, while still remaining viable [24]. Many strains are motile, 

possessing multiple flagella for cell movement towards nutrient sources (chemotaxis). E. coli 
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is a Gram-negative bacterium with an outer membrane that encompasses the entire cell volume 

and an inner membrane that divides the cell into the periplasm and the inner cytoplasmic 

compartment. Depending on the strain, E. coli cells contain a single circular chromosome of 

between 4.5 to 5.5 Mbp (mega base pairs) in length. Notably, E. coli K-12 MG1655 was one 

of the first organisms to have its complete genome sequenced in 1997 [25]. This strain is 

considered an approximation of wild-type E. coli with minimal genetic manipulation. E. coli 

K-12 is not a health risk to work with as it is unable to colonize the human gut [26].  

 

 

 

 

1.2.2 Ethanol and Hydrogen as Biofuels 

 

With increasing energy consumption and greenhouse gas emissions alongside depleting 

petroleum reserves, there is a demand for alternate renewable energies, such as biofuels. 

Currently, bioethanol dominates the biofuel industry despite its limitations such as high vapour 

pressure, corrosiveness due to high hygroscopicity and low energy density [27]. 

Lignocellulosic feedstock material is hydrolysed to hexose and pentose sugars and then 

converted to bioethanol by fermentation using organisms such as the yeast Saccharomyces 

cerevisiae or the bacterium Zymomonas mobilis [28]. However, these organisms cannot 

consume pentoses naturally and require metabolic engineering for improved bioethanol yields, 

such as the xylose-utilising S. cerevisiae strains that have been produced [29]. E. coli is also 

studied for its bioethanol production as it can use both hexose and pentose sugars with some 

strains capable of producing similar ethanol yields to S. cerevisiae [30]. However, more work 

is required for E. coli to be industrially viable as the feedstock contains toxic compounds which 

inhibit the growth of E. coli more than S. cerevisiae [30].  

Dihydrogen (H2) also holds promise as a renewable, carbon-neutral source of energy 

but the development of efficient storage, distribution and production methods remains a 

challenge. Powered by renewable energy sources, H2 can be produced from water (by 

electrolysis, thermolysis, splitting, etc), but further improvement is needed for its wide-scale 

implementation [31]. Derived from biomass by fermentative, biophotolytic or electrolytic 

processes, biohydrogen has the potential to have an even smaller environmental impact than 

other production methods [32]. E. coli produces H2 predominantly under fermentative 

conditions using the formate hydrogenlyase (FHL) complex (see Section 1.2.4), but at a 

relatively low yield. One possible approach for increasing H2 yield is the heterologous 
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expression of non-native enzymes, such as hydrogenases dependent on nicotinamide adenine 

dinucleotide (NADH) [33], which would not compete directly with the native pathways for H2 

production and link the new hydrogenase activity directly into the anaerobic fermentation of 

the host organism by recycling NADH. Despite challenges, the large toolbox available for its 

genetic engineering ensures that E. coli continues to be studied as a model organism for its 

biofuel production [34], as is the case for many other research topics in molecular biology and 

cell physiology. 

 

 

 

 

1.2.3 Aerobic Respiration 

 

As a facultative anaerobe, E. coli can utilise either aerobic respiration, anaerobic 

respiration or anaerobic fermentation metabolic modes, depending on the availabilities of 

certain electron donors and acceptors. The inner membrane contains many redox active, 

multi-subunit enzymes which form electron transport chains (ETCs) in order to generate a 

proton motive force for driving the phosphorylation of adenosine diphosphate (ADP) to 

adenosine triphosphate (ATP). These ETCs are composed of many different dehydrogenases 

and terminal reductases and oxidases linked by membrane-soluble quinones (Q) and 

quinols (QH
2
) [35]. Electron carriers, such as NADH, nicotinamide adenine dinucleotide 

phosphate (NADPH) and flavin adenine dinucleotide (FADH2), also store and transfer 

electrons between enzymes in the cytoplasm.  

Aerobic respiration is generally preferred to anaerobic respiration and fermentation. 

When O2 is present, growth substrates can be completely oxidised to CO2 for producing energy 

as ATP. The equation for aerobic respiration with glucose as the carbon source is  

 

C6H12O6 + 6 O2 → 6 CO2 + 6 H2O + Energy ( < 38 ATP) 

 

For growth on glucose, both aerobic and anaerobic metabolic modes begin with glucose 

uptake followed by glycolysis. E. coli can transport glucose into the cytoplasm by several 

systems, but the main system involves the coupling of sugar transport with sugar 

phosphorylation (translocation) [36]. The phosphotransferase system (PTS) depends on 

phosphoenolpyruvate (PEP, the final glycolytic intermediate) as the phosphoryl (PO3
2−

) donor 

which creates a direct link between the uptake and glycolysis of sugars [37].  

 (1.18) 
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Figure 1.13 – Glycolysis by the Embden-Meyerhof-Parnas (EMP) pathway. Pi indicates 

phosphoryl (PO3
2−

) groups. Enzymes (in red) in order of the glycolytic steps: 

PTS, glucose-specific phosphotransferase system; Pgi, phosphoglucose isomerase; 

Pfk, phosphofructokinase; Fba, fructose-biphosphate aldolase; Tpi, triosephosphate 

isomerase; Gap, glyceraldehyde-3P dehydrogenase; Pgk, phosphoglycerate kinase; 

Gpm, phosphoglycerate mutase; Eno, enolase; Pyk, pyruvate kinase. 

 

E. coli has three native glycolytic pathways: the Embden-Meyerhof-Parnas (EMP), 

Entner Doudoroff (ED) and oxidative pentose phosphate (OPP) pathways [38]. E. coli mainly 

uses the EMP and OPP pathways as the ED pathway remains inactive, except during growth 

with gluconate [39]. The EMP pathway includes ten enzymatic steps to yield two pyruvates, 

two ATP and two NADH per glucose molecule, as shown in Figure 1.13. The first phase of the 

pathway is energy-requiring, needing two ATP per glucose molecule in order to restructure the 

six-carbon backbone so that it can be efficiently cleaved to give two three-carbon isomers 

(glyceraldehyde-3P and glycerone-P) which can interconvert via an isomerase. The two 
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glyceraldehyde-3P molecules then continue into the second phase of the EMP pathway in order 

to generate two pyruvate. This phase is energy-releasing, yielding four ATP (a net total of two) 

by substrate-level phosphorylation as well as two NADH. 

The OPP pathway operates parallel to the EMP pathway, but its primary role is anabolic 

rather than catabolic by providing the cell with intermediates for the biosynthesis of amino 

acids, vitamins, nucleotides and cell wall constituents [38]. This pathway is also an important 

source of NADPH which is an essential reducing equivalent needed for biosynthesis. Briefly, 

the OPP pathway has an oxidative portion which converts glucose-6P to ribulose-5P by 

releasing a CO2 molecule, followed by a non-oxidative portion which, through a series of 

transaldolase and transketolase reactions, produces fructose-6P and glyceraldehyde-3P.  

Aerobically, pyruvate is decarboxylated to acetyl co-enzyme A (CoA) and CO2, 

alongside the reduction of NAD
+
, in a series of reactions catalysed by the pyruvate 

dehydrogenase (PDH) complex [40], as summarised by  

 

CH3COCO2
− + CoA-SH + NAD

+ → CH3CO-S-CoA + CO2 + NADH 

 

Acetyl-CoA can then enter the tricarboxylic acid (TCA) cycle, which is the final 

pathway for the oxidation of growth substrates, as shown in Figure 1.14 [38]. The two-carbon 

acetyl group is transferred to the four-carbon intermediate oxaloacetate to give six-carbon 

citrate. In a series of enzymatically-catalysed reactions, two carbons in one citrate molecule are 

oxidised to two CO2 molecules while also generating three NADH, one FADH2 and one ATP 

per each revolution of the cycle. As well as the catabolism of organic molecules, the TCA cycle 

also produces intermediates for anabolic reactions, such as 2-oxoglutarate.             

Aerobically, O2 serves as the final electron acceptor of the ETC. Dehydrogenases 

catalyse the oxidation of cytoplasmic electron donors (NADH, FADH2 and succinate) by 

coupling to the reduction of ubiquinone (UQ) to ubiquinol (UQH
2
) [41]. Terminal oxidases 

then re-oxidise ubiquinol by coupling to the terminal reduction of O2 to water. The ETC is 

needed for creating a concentration and charge gradient by translocating protons (H+) from the 

cytoplasm to the periplasm via the inner membrane, which is impermeable towards ions except 

through dedicated channels. The H+ gradient (proton motive force) can be used for ATP 

synthesis by oxidative phosphorylation or for other energy consuming processes linked to the 

membrane, such as nutrient transport or flagella motion. The H+ gradient is mediated by certain 

dehydrogenases and reductases with H+ pumps, the reduction of O2 which removes four H+ 

 (1.19) 
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from the cytoplasm and the quinone/quinol redox reactions which take H+ from the cytoplasm 

for quinone reduction and release H+ into the periplasm during quinol oxidation. 

 

 

Figure 1.14 – The tricarboxylic acid (TCA) cycle. Enzymes (in red) moving clockwise from 

oxaloacetate: GltA, citrate synthase; Acn, aconitase; IcdA, isocitrate dehydrogenase; 

SucA, 2-oxoglutarate decarboxylase; SucD, succinyl-CoA synthase; SDH, succinate 

dehydrogenase; Fum, fumarase; MDH, malate dehydrogenase.  

 

The most important enzymes in the aerobic ETC are NADH-dehydrogenases I and II, 

succinate dehydrogenase (SDH), cytochrome bd-I, bd-II and bo oxidases and FOF1-ATP 

synthase [41, 42]. The membrane-bound dehydrogenases extend into the cytoplasm via a 

number of metal cofactors, typically Fe-S clusters or heme groups, for shuttling electrons from 

the oxidation of an electron donor. NADH-dehydrogenase I has a H+ pump with a 

stoichiometry of four H+ translocated per NADH oxidised. This oxidation transfers two 

electrons to the flavin mononucleotide (FMN) binding site before passing them onto the Fe-S 
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clusters. NADH-dehydrogenase II also oxidises NADH but lacks a H+ pump and has a flavin 

adenine dinucleotide (FAD) binding site [42]. Succinate dehydrogenase (SDH) is the only 

enzyme to participate directly in the ETC and the TCA cycle. The enzyme lacks a H+ pump 

and couples succinate oxidation to FAD reduction [43]. To regenerate FAD, FADH2 oxidation 

couples to ubiquinone reduction via Fe-S clusters.     

Cytochrome bo oxidase couples the two-electron oxidation of ubiquinol with the 

four-electron reduction of O2 by a high-spin heme O3 magnetically coupled to a copper atom 

(heme-copper binuclear center) [44]. Cytochrome bo oxidase has a relatively low affinity for 

O2 and is most abundant when cells are grown in O2 rich environments; it also has a H+ pump 

with a net movement of four H+ translocated per O2 reduced. An example of the ETC between 

NADH-dehydrogenase I and cytochrome bo is shown in Figure 1.15. Cytochrome bd-I oxidase 

is like bo in redox chemistry; however it lacks a H+ pump and copper atoms. This oxidase is 

expressed at low O2 conditions as well as during other stressful growth conditions, such as iron 

deficiency [45]. Cytochrome bd-II oxidase has the highest affinity for O2 out of the three 

oxidases making it the most effective oxidase at very low micro-aerobic conditions [46]. As 

the three oxidases all have different affinities for O2, it allows E. coli to grow efficiently under 

a full range of O2 tensions.   

 

 

Figure 1.15 – The electron transport chain (ETC) between NADH dehydrogenase I and 

cytochrome bo during aerobic respiration. The resulting H+ gradient drives oxidative 

phosphorylation of ADP to ATP by FOF1-ATP synthase.  
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ATP synthase is a rotary molecular nanomotor that couples the mechanical force of 

subunit rotation to the synthesis (or hydrolysis) of ATP [35]. It is organised into two distinct 

components, FO and F1, as shown in Figure 1.15. The FO complex is a membrane-bound H+ 

channel which allows the energetically favorable flow of H+ down the gradient, from the 

periplasm to the cytoplasm. The flow of H+ causes the FO component to rotate and drives 

conformational changes of the hydrophilic F1 complex where ATP synthesis occurs. The flow 

of roughly four H+ is required for the synthesis of one ATP molecule.   

 Before the ETC, glycolysis of one glucose molecule produces two ATP and two 

NADH, followed by decarboxylation of two pyruvate molecules which produces two NADH 

and leads into two revolutions of the TCA cycle which produces two ATP, six NADH and two 

FADH2. The reduction of ten NADH and two FADH2 in the ETC produces twenty-four 

electrons that are transferred to the four-electron reduction of O2, hence, six molecules of O2 

are consumed per molecule of glucose. The theoretical maximum yield of ATP is thirty-eight, 

with four produced by substrate-level phosphorylation and thirty-four by oxidative 

phosphorylation, assuming one NADH produces three ATP and one FADH2 produces two. In 

reality, this theoretical ATP yield is not achieved due to losses including H+ leaks across the 

membrane, competing metabolic pathways and ATP consumption by other cellular processes. 

 Under anaerobic conditions, E. coli can still express ETCs and undergo anaerobic 

oxidative phosphorylation if an alternate terminal electron acceptor is present, such as nitrate 

(NO3
−

), nitrite (NO2
−

), trimethylamine N-oxide (TMAO), dimethyl sulfoxide (DMSO) or 

fumarate [35]. The large difference in reduction potentials between NADH and O2 (~1.14 V) 

ensures the highest yield of cellular energy production. These alternate electron acceptors have 

more positive reduction potentials than O2 resulting in a lower ATP yield. 

Expression of these alternative ETCs is tightly controlled by a number of regulatory 

proteins, such as ArcAB (aerobic respiration control) and FNR (fumarate and nitrate 

reduction), which prevent the expression of anaerobic enzymes in the presence of O2 and 

stimulate their expression in its absence [47]. Aerobically, E. coli constitutively expresses a 

number of isoenzymes of the anaerobic reductases to take advantage of changes in 

environmental and nutritional changes, particularly for the transition to anaerobic conditions 

when O2 is limited. However, these isoenzymes operate at much lower levels than their 

anaerobic counterparts. The quinone and quinol used also varies depending on the ETC, under 

micro-aerobic and anaerobic conditions menaquinone and demethylmenaquinone are used as 

electron carriers [47].
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1.2.4 Anaerobic Fermentation 

 

 In the absence of terminal electron acceptors, E. coli adopts a mixed-acid fermentation 

due to insufficient oxidising power, as shown in Figure 1.16. Anaerobically, glucose is 

transported into the cell and catabolized to pyruvate the same way as in respiration. The 

metabolic modes then differ in how pyruvate is metabolised. In fermentation, NADH produced 

in glycolysis cannot be reoxidised by ETCs as in respiration and, furthermore, ATP cannot be 

synthesised by oxidative phosphorylation, but only by substrate-level phosphorylation. The 

major metabolic challenge for fermentative growth is the regeneration of NAD+ to maintain 

redox balance by converting pyruvate to fermentation products, such as acetate, ethanol, 

formate, lactate and succinate, as well as CO2 and H2 gases, while also synthesising ATP [48]. 

Aerobically, the PDH complex produces acetyl-CoA, CO2 and NAD+, but 

anaerobically the complex is largely repressed in order to decrease NADH production and 

avoid the necessity of reoxidising it. Anaerobically, pyruvate is lysed to give acetyl-CoA and 

formate by pyruvate formate lyase (PFL). Alternatively, pyruvate metabolism can be bypassed 

by converting three-carbon PEP to four-carbon oxaloacetate by the incorporation of CO2. 

Aerobically, the TCA cycle is the greatest source of NADH, but during fermentative growth 

the cycle becomes branched and incomplete. From oxaloacetate, a reducing branch runs to 

succinate while an oxidising branch runs to 2-oxoglutarate, which releases CO2, in order to 

generate necessary precursor molecules for biosynthesis [48]. Around 10 % of the carbon 

source is assimilated during fermentative growth, hence, CO2 release by isocitrate 

dehydrogenase is a relatively minor source of CO2 when compared with FHL activity.  

The metabolic reprogramming of the TCA cycle is achieved by repressing the 

2-oxoglutarate dehydrogenase complex (containing sub-units SucA and SucD) and replacing 

succinate dehydrogenase (SDH) with fumarate reductase (Frd). Fumarate reduction couples to 

NADH-dehydrogenase I which can generate a H+ gradient, as in fumarate respiration. 

However, despite offering some energy conservation, only minor amounts of succinate are 

produced by wild-type E. coli during fermentative growth on glucose [48, 49]. This is partly 

because of how the PEP to oxaloacetate step wastes a high-energy phosphate group which 

could be used to synthesise ATP if PEP is converted to pyruvate instead. Isocitrate can be 

converted to succinate and glyoxylate (which reacts with acetyl-CoA to form malate) via the 

glyoxylate shunt [48]. However, this pathway is repressed by sugars and only functions during 

aerobic growth on acetate or fatty acids that can only enter the TCA cycle by acetyl-CoA.  
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Figure 1.16 – Mixed-acid fermentation pathways with key products shown in blue. Enzymes: 

AckA, acetate kinase; Acn, aconitase; ADH, alcohol dehydrogenase; FHL, formate 

hydrogenlyase; Frd, fumarate reductase; Fum, fumarase; GltA, citrate synthase; 

IcdA, isocitrate dehydrogenase; LDH, lactate dehydrogenase; MDH, malate dehydrogenase; 

Pck, PEP carboxykinase; PFL, pyruvate formate lyase; Pta, phosphate acetyltransferase; 

Pyk, pyruvate kinase.  

 

As well as entering the TCA cycle, acetyl-CoA can be either converted to acetate or 

ethanol in order to generate one ATP or two NAD+, respectively, with the ratio of acetate to 

ethanol produced generally determined by the redox balance. During conditions of excess 

pyruvate accumulation or low pH, pyruvate may be converted to optically pure D-lactate while 

reoxidising NADH by lactate dehydrogenase (LDH). As the fermentation products are excreted 

to prevent cytoplasmic toxification, the pH drops over time which can lead to increased lactate 

production in the later stages of a closed batch fermentation. The net yield of ATP per glucose 
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molecule for fermentative growth is two ATP from glycolysis and, on average, one additional 

ATP from the acetate producing pathway.  

 Formate is most-likely constantly excreted from the cell in the early stages of 

fermentation as the PFL enzyme is physically associated with the formate channel FocA at the 

cytoplasmic side of plasma membrane [50]. In a closed batch fermentation, the formate 

(pKa = 3.7) will accumulate outside the cell and contribute to the pH becoming more acidic. At 

around pH 6.8, the FocA channel is thought to switch from a facilitator of excretion to a 

facilitator for import, and the previously externalised formate is then reimported to the cell. 

This triggers the transcription of a number of genes involved in formate and pH homeostasis, 

including those encoding the FHL complex [51, 52]. 

 

 

Figure 1.17 – Predicted structure of the E. coli formate hydrogenlyase (FHL) complex.  

 

FHL is a membrane-bound enzyme made up of seven individual protein subunits [53]. 

It consists of a membrane arm, comprising two integral membrane proteins, and a peripheral 

(or catalytic) arm located at the cytoplasmic side of the membrane, comprising formate 

dehydrogenase-H (FDH-H) and hydrogenase-3 (Hyd-3), as shown in Figure 1.17. FDH-H is 

encoded by the fdhF gene and is a molybdenum- and selenium-dependent formate 

dehydrogenase [54]. Hyd-3 is a [NiFe] hydrogenase enzyme and is predicted to be the principal 

point of contact of the catalytic arm with the membrane arm [53, 55]. During fermentative 

growth, FHL works as a closed redox complex where FDH-H first oxidises formate to CO2 

and then passes two electrons directly, via [4Fe-4S] clusters, to the Hyd-3 active site where 

two H+ are reduced to H2 which can then diffuse away from the cell. Overall, therefore, FHL 

carries out the disproportionation of formate to H2 and CO2.      

 Under certain conditions, it is possible for both aerobic and anaerobic pathways to be 

active. Limited O2 availability leads to micro-aerobic conditions, an intermediate range where 
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both fermentative and respiratory enzymes are expressed in cell cultures. As O2 is relatively 

insoluble, in a micro-aerobic environment it is consumed by the cells as fast as it is supplied 

by gas transfer and, thus, the dissolved O2 concentration is close to zero [56]. If O2 demand 

exceeds availability, the cells are subjected to stress by O2 limitation leading to the activation 

of fermentative pathways. The accumulation of fermentation products results in less carbon 

available for biomass formation and inhibited cell growth by the acidification of the growth 

medium. Designing bioreactors for industrial-scale aerobic bioprocesses is a challenging 

engineering task with O2 transfer typically being the rate-limiting step. Typically, air is sparged 

under high pressure from the bottom of a stirred tank bioreactor to maximise the yield of desired 

products and minimise acidic waste. Huge air compressors need to be deployed to meet O2 

requirements which have a high operating cost forming the major economic limitation of many 

industrial aerobic bioprocess, such as biological wastewater treatment [57]. 

 Anaerobic pathways can be active even in aerobic environments. Overflow metabolism 

is a growth rate dependent phenomenon which occurs for aerobic and fast growing E. coli in 

concentrated glucose environments. The rapidly growing cells switch from exclusively using 

ATP-efficient aerobic respiration pathways to obtaining some energy by also using 

ATP-inefficient fermentative pathways to produce acetate. The Pta-AckA pathway is 

responsible for the majority of aerobic acetate production, as strains with this pathway deleted 

show up to an 80 % decrease in acetate excretion. Due to the diversity of experimental 

conditions and strains used in published studies, several mechanisms have been proposed to 

explain why E. coli shifts its metabolism to yield less ATP and produce this acidic waste 

product that is detrimental towards cell growth. As the Pta and AckA enzymes have a lower 

biosynthesis cost than to synthesise the ETC enzymes, some think that E. coli prefers this 

fermentation pathway during rapid growth to maintain the balance between the fluxes of 

glucose uptake, energy production and biosynthesis [58]. Other explanations hypothesise that 

the acetate pathway is needed during rapid growth due to the need to replenish CoA [59] or 

because of saturation of the enzymes in the ETC [60] and TCA cycle [61].  
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1.3 Overview of Bioreactor Sensors 

 

1.3.1 Mass Spectrometry, Chromatography and Invasive Probes 

 

 The monitoring of bioreactors is essential for determining how bioprocesses develop 

and how to run the reactor most efficiently. Sensors can be used to directly measure metabolites 

(e.g. mixed-acid fermentation intermediates and end-products), detect changes in substrate 

(e.g. glucose) or measure metabolism indirectly through cellular respiration by monitoring 

changes in gas composition (e.g. O2 and CO2). Bioreactor automation is made possible when 

sensor measurements can trigger a response to when nutrients or other variables becoming 

growth-limiting.  Broadly speaking, sensors are required to continuously measure three main 

types of variables in order to determine optimum feeding strategies, process conditions and 

scale-up procedures [62]: 

 

 physical variables such as temperature, foam level, viscosity, pressure and stir speed. 

 

 biological variables such as cell count, product concentration and cell morphology. 

 

 chemical variables such as dissolved O2 and CO2, nutrient concentration and pH. 

 

Sensors vary in application depending on how they are connected to the bioprocess. If a 

sensor is connected near to the bioreactor but requires manual or automated sampling, then it 

is an at-line sensor. If a sample is required to be removed from the system for laboratory 

analysis, after appropriate pre-treatments (e.g. dilution, filtration or digestion), then it is an 

off-line sensor. Finally, if a sensor provides continuous data analysis of a sensed variable in 

real-time or more frequently than it can change in the bioprocess, then it is an on-line 

sensor [62]. For on-line measurements, in situ configurations are the most common which 

require no sampling and, instead, a sensor is either directly inserted into the bioreactor 

(invasive) or separated from it by a glass wall (non-invasive) [63].  

The gas composition is frequently monitored on-line in bioreactors, with O2 and CO2 being 

two key gases to consider [64]. O2 availability is a key parameter for aerobic bioprocesses as 

well as anaerobic systems that are sensitive to distribution by O2, such as biohydrogen 

production. CO2 is a key byproduct of many metabolic modes and can be monitored to closely 

follow many bioprocesses. Mass spectrometry (MS) is readily applied for gas-phase sample 

analysis from bioreactor exhaust gas, including O2 and CO2 [65]. MS requires that the sample 



46                                                                                     1.3     Overview of Bioreactor Sensors 

 

 

is introduced into a high vacuum (below 10
− 5

 mbar) through a thermospray, electrospray or 

direct liquid inlet. The samples are consequently ionised through electron impact, chemical 

ionisation or desorption ionisation in order to measure the mass-to-charge ratio (m z⁄ ) of the 

ions produced. However, MS cannot always be used to examine a number of substances 

simultaneously without additional separation techniques such as gas chromatography (GC) or 

liquid chromatography (LC). This is because mass spectra can be complicated and examination 

of several compounds simultaneously can lead to significant overlap preventing quantitation 

of the individual species [66]. For instance, CO2 is measured at m z⁄  = 44 and can face 

interference from N2O (formed by many denitrifiers) or from volatile fatty acids which may 

break down to CO2 within the mass spectrometer [66]. Analysing dissolved gasses or volatile 

products, such as ethanol [67], can be achieved by membrane inlet mass spectrometry (MIMS) 

to analyse liquid-phase samples. MIMS allows analytes to be transferred from a complex 

aqueous sample to the ion source of a mass spectrometer via a semi-permeable membrane. 

Although MS is a powerful analytical tool given its high specificity, selectivity, sensitivity, 

dynamic range, resolution, mass accuracy and capable of on-line data analysis in specialised 

configurations [68], the technique is prohibitively expensive for routine use on single 

fermenters at the laboratory scale. Mass spectrometers are also highly power consuming, large, 

require users to have extensive training and are difficult to calibrate for quantitative analysis in 

practice.   

The separation-based chromatographic techniques of GC and LC are well-established for 

analysing complex mixtures of substrates, intermediates and products. However, they normally 

require extended times for sample analysis as the analytes migrate out of the column and, 

therefore, do not enable real-time knowledge of the conditions affecting bioprocess 

performance [66]. The major challenge for on-line GC methods is the one or more sample 

preparation steps required. During anaerobic digestion, fermentative bacteria convert soluble 

organic compounds to intermediate short-chain volatile fatty acids (as well as ethanol) which 

are then further metabolised to biogas (CO2 and CH4) by syntrophic acetogens and 

methanogenic bacteria. However, toxic disturbances can lead to an imbalance in the acid 

production and consumption, preventing the bioprocess from running efficiently. Hence, 

concentrations of ethanol and the intermediate acids must be monitored, but GC analysis 

requires a time-consuming sample pre-treatment step with distillation, preventing on-line 

analysis [69]. A more rapid, on-line GC analysis can be achieved by using a direct injection 
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method. However, the lack of pre-treatment can result in peak tailing and ghosting due to 

contamination of the GC column [70]. 

LC has been used to monitor countless bioprocesses, some examples include sugar 

consumption and organic acid production during bacterial fermentation [71], anaerobic 

degradation of wastewater from baker’s yeast production [72] and the degradation of azo dyes 

from the wastewater of the textile industry [73]. Further analytical capabilities are unlocked by 

using a mass spectrometer as a detector for liquid chromatography (LC-MS). MS can 

distinguish between different isotopes (e.g. 12C and 13C) as they have different m z⁄ . 

Isotopomers are versions of the same compound that differ in the distribution of isotopes of 

each element (e.g. 12CO2 and 13CO2). LC-MS can be used to quantify numerous bacterial 

metabolites and map metabolic pathways when a 13C-labelled growth substrate is used 

(e.g. 13C6H12O6) [74]. However, MS cannot distinguish between positional isotopomers 

(e.g. 14N15NO and 15N14NO, as discussed in Section 4.3.1) as they have the same m z⁄ . For this 

reason, nuclear magnetic resonance (NMR) spectroscopy has been used a complimentary 

biophysical technique with MS for studying metabolic pathways, as NMR is capable of 

distinguishing positional isotopomers [75].   

Maintaining sterile working conditions is essential when continually sampling for 

techniques such as MS, GC and LC. Likewise, sterility must be considered when working with 

invasive probes that come into direct contact with the bioprocess inside the bioreactor, in order 

to give real-time data analysis. Invasive probes must be able to withstand steam sterilisation 

which can be an issue for probes with utilise biological components, such as enzymes or 

antibodies, as the proteins may not withstand the heat and pressure. Despite this, some 

autoclavable probes have been developed for glucose measurements using an immobilised 

glucose oxidase enzyme [76], as well as similar specific probes for fructose, glycerol and 

ethanol sensing [77]. Even though most enzyme probes do not withstand autoclavation, they 

benefit from their specificity enabling measurements from cell-containing samples.  

Invasive probes are mainly based on electrical or optical measurement principles as these 

probes are autoclavable or can be sterilised by γ-radiation, as is common in the commercial 

construction of single-use bioreactors [78]. The standard electrochemical sensors routinely 

used in bioprocessing are pH and dissolved O2 and CO2 probes [62]. pH probes are typically 

classical potentiometric glass electrodes which are reliable and robust. For dissolved O2, Clark 

electrodes are the standard which are amperometric in nature. However, Clark electrodes 

consume O2 during the measurement which limits the utility of such probes in aerobic 
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bioprocesses where O2 must not be depleted, especially in smaller bioreactors. Optical probes 

for O2 can also be employed based upon the principle of fluorescence quenching by O2. 

Dissolved CO2 can be measured electrochemically by using Severinghaus electrodes or 

optically based on the absorption of 4.26 μm light, a wavelength not prone to cross-correlations 

by other common gases or by water vapour. Invasive sensors often have a limited lifespan 

under bioreactor operating conditions as a result of poisoning. Furthermore, sensors have 

problems with long-term stability and can suffer inferences from other species.  

Cheap optical probes are commonly used to measure the optical density (OD) of microbial 

cultures by analysing one wavelength (typically 600 – 650 nm), usually at 1 cm pathlength. 

OD measurements are logarithmic functions that rely on the principle that transmitted light is 

lost by scattering from cell culture i.e. log(I0 I⁄ ), hence, they are an indirect measure of cell 

density. Time-dependent OD measurements can also track changes in bacterial growth phases, 

such as lag, exponential, stationary or death phases. The major disadvantage of OD 

measurements is that they suffer from interferences as they cannot distinguish between living 

cells, dead cells, debris, precipitates, small air bubbles and culture colouration. However, as a 

low-cost estimate of cell density, OD measurements remain a useful parameter that can 

complement other analytical techniques, as will be demonstrated in this thesis.    
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1.3.2 Spectroscopic Sensors 

 

 Invasive and non-invasive spectroscopic sensors (e.g. UV-Vis, IR and Raman) are 

commonly used for bioreactor analysis. Non-invasive spectroscopic sensors are possible as 

electromagnetic radiation can interact with a bioprocess through a glass wall.  

 UV-Vis spectroscopy employs light in the range of 200 – 780 nm [62]. The absorbance 

of UV/Vis light, as described by the Beer-Lambert law, is restricted to molecular functional 

groups, known as chromophores, whose electrons are excited. Within this range, peptide bonds 

and a few amino acid residues are capable of photon absorption. However, high-energy 

molecules, such as saturated hydrocarbons and sugars, cannot be detected through UV-Vis 

spectroscopy. In the mid-UV (200 – 300 nm), differentiation and quantification of proteins is 

possible, but difficult and requires purification procedures [79]. However, this range offers an 

advantage in that there is low interference from water peaks. UV-Vis spectroscopy suffers from 

the fact that electronic transitions tend to be very broad and often featureless, this gives limited 

selectivity and makes multi-component analysis very difficult.  

Also within the UV-Vis range, fluorescence spectroscopy can be used to monitor 

biological components with fluorescent properties such as amino acids, enzymes, cofactors and 

vitamins [80]. However, several secondary effects disturb fluorescence analyses such as inner 

filter effects that occur when non-fluorescent compounds absorb the exciting radiation, cascade 

effects that occur when the emission of a fluorophore excites another and quenching effects 

that cause a decrease in fluorescent intensity [80]. 

 Typically, for bioreactor analysis, IR-based spectroscopic sensors will utilise either the 

mid-IR (MIR, 400 – 4000 cm− 1) or near-IR (NIR, 4000 – 12500 cm− 1) spectral regions. MIR 

is generally more sensitive when compared to NIR, however, NIR sensors are known to be 

more stable against interference and cheaper to implement [62]. Most excitations of 

fundamental molecular vibrations exist within the MIR range while vibration combinations and 

overtones exist within the NIR region. Fundamental transitions in the MIR are often 

characteristic and resolved, serving as a molecular fingerprint which is highly selective and 

very useful for multi-component analysis. Due to the higher energy of the NIR region when 

compared to the MIR, the spectra are less defined and spectrometers with high signal-to-noise 

ratios are required. In comparison, MIR spectroscopy has a higher absorption capacity and 

better-defined peaks. The greater resolution of MIR spectroscopy allows it to be employed for 

detecting components in aqueous solutions at low concentrations, such as glucose, acetate, 

lactate, ethanol and ammonium [81, 82]. As NIR spectra are much less defined, this region is 
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used for more qualitative monitoring of variables such as glucose, lactate, ammonium and 

biomass [83]. Although MIR has a higher accuracy when quantifying single analytes, NIR has 

advantages when monitoring multiple analytes due to spectral bands typically having lower 

intensities and being more widely spaced, leading to less overlapping features and 

interferences. Furthermore, due to the low penetration depth in MIR spectroscopy, total cell 

concentration cannot be measured directly while NIR can employ light-scattering effects to 

measure cell density and cellular viability [62]. Due to the complexity of spectral data gathered 

through MIR and NIR spectroscopies, multivariate analyses are often employed [62]. For 

qualitative variance analysis, principle component analysis is sometimes employed. 

Alternatively, quantitative analysis requires a reference dataset to calibrate a model spectrum 

that can be used for determining analyte concentrations in recorded spectra. IR reference 

spectra can be found in databases such as HITRAN [8] or the Pacific Northwest National 

Laboratory (PNNL) [84]. 

 Fourier-transform infrared (FTIR) spectroscopy is a non-dispersive technique widely 

used for its ability to record high-resolution spectral data over a wide spectral range, typically 

covering the MIR and extending into the NIR. FTIR techniques combined with attenuated total 

reflection (ATR) cells have been used for on-line monitoring of numerous components in 

aqueous solutions [81, 82]. FTIR spectrometers do not use a dispersive element (a grating or 

prism) which can only measure a narrow range of wavelengths at a time with a lower light 

throughput due to the inclusion of a slit. Instead, FTIR spectroscopy relies upon the 

constructive and destructive interference of IR radiation (provided by a globar blackbody 

source) inside a Michelson interferometer. The interferometer uses an IR-transparent salt beam 

splitter (e.g. KBr) and a pair of retroreflecting mirror cubes which are operated to split and then 

recombine the IR beam. The outgoing beam can then be used for IR measurements by passing 

it through a sample. During a measurement, one of the retroreflecting mirror cubes is moved 

backwards and forwards so that the pathlength difference travelled by the two split beams is 

varied over time. Depending on the mirror displacement, at the beam splitter certain 

wavelengths will constructively interfere while others will destructively interfere. Hence, only 

wavelengths which are in phase when recombined at the beam splitter will pass on through to 

the sample. The raw FTIR data is recorded as an interferogram which is a plot of intensity 

against mirror displacement. A Fourier transformation of the interferogram is used to recover 

a spectrum of intensity as a function of wavenumber. High wavenumber accuracy is achieved 

using a reference laser source that also passes through the interferometer with a well-defined 

emission wavelength, such as a 632.8 nm HeNe laser. The FTIR spectral resolution improves 
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with increasing maximum mirror displacement. Effectively, the reciprocal of mirror 

displacement (cm) gives spectral resolution (cm− 1). An outline of a typical FTIR spectrometer 

is shown in Figure 1.18.    

 

 

Figure 1.18 – A typical FTIR spectrometer.  

 

  On-line analysis of headspace gases by FTIR spectroscopy is an attractive alternative 

to the slower and more expensive techniques of GC and MS. A comparison of FTIR 

spectroscopy and GC-MS for analysing biogas found that FTIR was better suited for rapid 

determination of the composition of CO2 and CH4 [85]. However, GC-MS was better suited 

for trace analysis of the mixture of alcohols, carboxylic acids and esters also produced, as they 

were generated at concentrations below the 10 – 100 ppm detection limit of the FTIR 

spectrometer used. Also, as a rule, IR spectroscopy works best for small molecules with well 

defined, characteristic vibrations, whereas large molecules often have extended, overlapping 

vibrational bands that are difficult to analyse and quantify. The study concluded that the 

combination of the two techniques provided more information than any single of them would 
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be able to. As FTIR spectroscopy follows the Beer-Lambert law as a direct absorption 

technique, one method for increasing the sensitivity of absorption measurements is to increase 

the sample pathlength. Maintaining as low a sample volume as possible is desired in order to 

avoid dilution effects, hence, multiple pass cells which use two or more mirrors to reflect the 

IR beam back and forth through the sample are the preferred means of improving sensitivity. 

The White cell is the most used multi-pass design in FTIR spectroscopy and is discussed in 

more detail in Chapter 3.  

 Due to being governed by different vibrational selection rules, Raman spectroscopy 

complements FTIR analysis. Unlike IR spectroscopy, Raman spectra are less sensitive to water 

which is a significant advantage for cell culture monitoring of variables such as glucose, 

glutamine, glutamate, lactate, ammonia and viable cell density [86]. Raman spectroscopy is 

highly flexible and can be applied to a wide variety of samples from solids, liquids and gases 

to any combination thereof (slurries, gels, etc) without sample preparation. However, one major 

disadvantage of Raman spectroscopy is the potential fluorescence of biological molecules that 

makes selection of an appropriate laser wavelength a critical parameter to consider [63]. 

Near-IR Raman spectroscopy has been widely used for qualitative analysis of lipids and 

carbohydrates because it has the advantage of overcoming significant interference from 

fluorescence [87]. Furthermore, Raman signals tend to be weak due to the relative infrequency 

of inelastic scattering, so enhancement techniques are often required. As Raman signals scale 

with laser power (see Equation 1.2), the use of high-power lasers to generate enough Raman 

scattered photons for detection is one option. However, high-power lasers have limitations such 

as increasing the complexity and cost of Raman instruments, greater laser safety considerations 

must be made, not all wavelengths are available and high laser power can destroy delicate or 

dark samples [63].  

One alternative method of enhancement is resonance Raman spectroscopy which uses 

excitation light that is close or coincident with the electronic transition energy of a molecule 

resulting in intense Raman scattering. Resonance Raman spectroscopy is highly selective and 

has been used to study biological components that absorb deep-UV radiation (200 – 280 nm) 

such as nucleic and amino acids [88]. As well as resonance enhancement, deep-UV Raman 

spectroscopy, with excitation wavelengths below 250 nm, eliminates fluorescence interference. 

This provides better spectral separation between Raman and fluorescence emission bands, 

resulting in high signal-to-noise ratios and low detection limits. However, the deep-UV lasers 

available for UV Raman spectroscopy are expensive, have poor portability and require special 
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optics as well as sample degradation, which makes them currently inadequate for bioreactor 

monitoring [63].  

Another technique used to enhance Raman signals is surface enhanced Raman 

spectroscopy (SERS). SERS uses metallic nanoparticles (typically Au or Ag) which generate 

a localized surface plasmon upon laser excitation. If a Raman-active molecule is in close 

contact with that surface plasmon, then the Raman signal is enhanced from an electromagnetic 

interaction. SERS is capable of nanoscale analysis with numerous applications such as in 

cell-ligand binding, single-cell dynamics, hyper-localised structure or intracellular studies [63]. 

However, SERS is not suitable for on-line measurements as it requires sample adsorption onto 

the surface of the metal nanoparticles. A further limitation of SERS is translating the powerful 

enhancement into a reliable and quantifiable measurement due to very pronounced 

non-linearity and saturation effects, with efforts being made to use internal standards to 

improve intra-laboratory comparison of SERS results [89]. 

Fiber-enhanced Raman spectroscopy (FERS) is a recently introduced approach for 

enhancing the Raman signal of gases. FERS involves the enhancement of the laser intensity 

and interaction length using hollow-core photonic crystal fibers (HC-PCFs). HC-PCFs do not 

rely on total internal reflection but on the photonic bandgap, meaning it is possible to use the 

hollow core as the analyte gas chamber [90]. Light and the analyte gas are coupled into the 

fiber, and due to multiple reflections inside the fiber (which can be several metres of interaction 

length), the interaction length is enhanced compared to the free space trajectory. Furthermore, 

as HC-PCFs are only micrometres in diameter, the laser power is focussed inside the hollow 

core, therefore resulting in an electrical field magnification which results in an enhanced 

Raman signal. Hanf et al. have demonstrated with their FERS set-up detection limits in the 

ppm range, with CH4 having a limit of 0.2 ppm [91]. FERS has great potential for gas-sensing 

applications such as breath analysis, where the ability to detect H2 and CH4 could allow 

painless point-of-care diagnosis of malabsorption disorders [92]. However, one limitation of 

FERS is that it requires the sample gas to be pushed by high pressure into the fiber. Previous 

gas samples are also difficult to remove completely afterwards due to adsorption to the internal 

fiber walls.   

From an experimental perspective, Raman spectrometers can be categorised as 

dispersive or Fourier Transform (FT-Raman). Dispersive instruments use a grating 

spectrograph to disperse the Raman signal so that separate Raman bands can be detected across 

the width of a multi-channel detected, such as a charge coupled device (CCD). CCD detectors 

are very sensitive, have low noise and enable simultaneous measurement at several 
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wavelengths of a particular spectral region. Furthermore, they can be extremely light sensitive, 

especially if the detector is cooled to limit electrical noise and dark currents. However, CCD 

detectors are designed to detect visible light so the excitation wavelength typically must be in 

visible region which can lead to obscured Raman signals by fluorescence [63]. FT-Raman 

spectroscopy, like FTIR, utilises an interferometer that enables detection of all wavelengths 

simultaneously, substantially reducing the time needed to record a Raman spectrum. The 

excitation laser provides NIR radiation typically at (780 or 1064 nm) which greatly reduces 

signal intensity (see Equation 1.2) but avoids a significant fluorescent background [93].  

 

 

 

 

1.3.3 Cavity-Enhanced Raman Spectroscopy 

  

 The detection of homonuclear diatomic gases (e.g. H2, N2 and O2) is a challenge for 

bioreactor monitoring, as well as in other fields such as energy (e.g. hydrogen energy storage) 

and medicine (e.g. breath analysis and disease detection). Conventional methods such as MS 

and invasive probes have limitations that prevent real-time, non-invasive monitoring. Raman 

spectroscopy can detect homonuclear diatomic gases but is limited by extremely low scattering 

cross sections and concentrations in the gas-phase. Instead of using high-power lasers or FERS, 

cavity-enhanced Raman spectroscopy (CERS) is a method of increasing optical power while 

using cost-effective low-power lasers. See ref. [94] for a recent review of gas-sensing by CERS. 

One of the first published uses of CERS was done in 1967 by Weber et al. [95]. The 

Raman signal was enhanced by placing a multiple-pass Raman tube and analyte gas inside a 

He-Ne laser cavity. The term ‘cavity-enhanced Raman spectroscopy’ was first mentioned in an 

article from 1995 [96]. However, this form of CERS would become known as cavity-enhanced 

droplet spectroscopy as it involves the use of water droplets as microcavities to enhance the 

Raman signal for analysis of aqueous species in the droplets themselves. Based on a Google 

Scholar search, 368 results can be found for ‘cavity-enhanced Raman spectroscopy’ between 

1995 – 2022. Of the 368 results, 128 contain the phrase ‘gas analysis’ but were published 

between 2012 – 2022, while the other results for CERS are related to droplet and other 

spectroscopies. Gas-phase analysis by CERS became a growing topic of research in part due 

to the introduction of CERS using a Fabry-Pérot cavity and optical feedback cw diode lasers 

by the Hippler group in 2012 [97]. In 2015, Hippler applied his CERS set-up to the detection 

of natural gas mixtures, including species such as H2, H2S, N2, CO2 and alkanes [98]. Then, in 
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2017, CERS was applied by the Hippler group to monitoring the anaerobic fermentation of 

glucose and glycerol by batch cultures of E. coli [99]. Other groups have also used CERS over 

the last decade in a wide variety of gas-sensing applications such as the evolution of greenhouse 

gases from peat bog [100] the kinetics of photosynthetic 13CO2 uptake and O2 production by 

cuttings of Populus trichocarpa (black cottonwood tree) [101], the gas composition of soil 

samples [102] and biogas production [103]. 

Many different cavity-enhanced technologies have been developed for gas analysis 

including multiple-pass cavities, Fabry-Pérot cavities, laser cavities and microcavities. 

Non-resonant, multiple-pass cavities reflect the laser beam many times between cavity mirrors 

to give laser power enhancement by constructive interference. However, around 100 passes is 

the most reported for such arrangements [104]. The number of reflections can be significantly 

increased by using a Fabry-Pérot cavity which consists of two high-reflectivity but slightly 

transmissible mirrors (at least one is concave) placed in parallel [6]. This arrangement acts as 

a power build-up cavity due to both a longer interaction length from thousands of reflections 

as well as the optical resonator effect.  

When low-power laser radiation is coupled inside an optical cavity, the light reflecting 

between the cavity mirrors will constructively and destructively interfere with itself, leading to 

the formation of standing waves (longitudinal modes) with a discrete set of wavelengths λ 

which must satisfy 

 

n 
λ

2
 =  L 

 

where n is an integer and L is the cavity length. Only an integer number of half-wavelengths 

fit into the cavity and are reinforced by constructive interference [6]. All other wavelengths are 

supressed by destructive interference with themselves. The frequency of longitudinal modes 

ν = nc 2L⁄ , as found by substituting the wave equation λν = c into Equation 1.20 and 

rearranging. Hence, longitudinal modes are equally spaced by c 2L⁄ .  

Resonator modes may also be transverse which differ in both wavelength and the 

intensity pattern of the light from each other. In the simplest case of a two-mirror cavity 

containing only parabolic mirrors and optically homogeneous media, transverse resonator 

modes are Hermite-Gaussian modes [6]. At the minimum beam radius (the beam waist), the 

electric field distribution can be written as a product of two Gaussian functions and two 

Hermite polynomials with non-negative integers n and m corresponding to the x and y 

 (1.20) 
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directions. These modes are notated as TEMnm and have n nodes in the horizontal direction and 

m nodes in the vertical direction. TEM00 represents fundamental modes which have a Gaussian 

beam profile, and all other modes are higher-order modes, as shown in Figure 1.19. 

 

 

Figure 1.19 – Left, intensity distributions of TEMnm modes. Right, the Gaussian intensity 

distribution of the fundamental TEM00 mode.  

 

Only certain ranges of values for the cavity length L and the radii of curvature for the 

mirrors rc, 1 and rc, 2 will produce stable two-mirror resonators. A stability parameter g is 

defined for each mirror 

 

g
1
 = 1 −  

L

rc, 1
             g

2
 = 1 −  

L

rc, 2
 

 

with the stability condition being 0 ≤ g
1
g

2
 ≤ 1, as displayed graphically by plotting g

2
 against 

g
1
 in Figure 1.20 with some common cavity arrangements shown [6]. The blue shaded area 

represents stable cavity configurations with cavities on the boundary g
1
g

2
 = 1 being marginally 

stable, but small variations in L can cause the resonator to become unstable. Thus, resonators 

on the stability threshold e.g. concentric and plane-parallel, are operated just inside the stability 

line. The confocal cavity (rc, 1 = rc, 2 = L) is a favourable set-up as any small changes in L do 

force the cavity outside the stable region. 

One variable to describe on optical cavity is the finesse F = Δλ  δλ⁄  where Δλ is the 

distance between two spectral maxima (longitudinal modes) and δλ is the FWHM of a single 

maximum spectral line [6]. For high-reflectivities of the cavity mirrors and a small damping, 

the finesse can also be described through the reflectivity R by F = π√R 1 −  R⁄ . The finesse 

itself is a quality indicator for an optical resonator: the higher the finesse, the higher the power 

build-up inside the resonator [6]. The enhancement factor β is calculated with the reflectivity 

 (1.21) 



1.3.3     Cavity-Enhanced Raman Spectroscopy                                                                      57 

 

 

by β = 1  1 −  R⁄ . For instance, in 2010, the Hippler group measured the reflectivity of their 

optical cavity mirrors (Newport, Irvine, CA, R ≥ 99.99 %, 1 m radius of curvature, 1 inch 

diameter) to be 99.988 %, close to the manufacturer’s specification [105]. This gives an 

enhancement factor β = 8333 meaning that 1 mW of laser input power can give an 8.3 W optical 

power build-up inside the cavity. However, this value may not be reached in a real environment 

for reasons such as diffraction losses, mirror absorption losses and imperfect mode-matching.       

 

  

Figure 1.20 – Stability diagram for two-mirror optical resonators where the blue shaded area 

corresponds to stable configurations. Some commonly used cavity arrangements are shown.  

 

 The resonance condition for an optical cavity is challenging to maintain due to slight 

variations in the cavity length over time (e.g. by mechanical vibrations or temperature shifts). 

Accordingly, an appropriate frequency-locking method that maintains the resonance is 

necessary, such as Pound-Drever-Hall frequency-locking (PDHFL) or optical feedback 

frequency-locking (OFFL). Briefly, PDHFL involves the difference in frequency between the 

Raman excitation laser and the optical cavity being measured in real-time so that the laser 

frequency can be adjusted accordingly to any fluctuations in the resonance frequency [106]. 

However, the PDHFL method is expensive, requiring costly electronics. OFFL is a cheaper 
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alternative as by making a slight compromise on performance, cheap, low-power diode lasers 

can be used as the light source. In brief, the principle of optical injection locking involves a 

single-mode master laser source (the Rayleigh scattered light leaving the optical cavity) that 

provides laser radiation and injects into another slave laser source (the Raman excitation laser) 

so that the frequency and phase characteristics of the master laser will be copied to the slave 

laser. In OFFL, the excitation laser, which can have a broader output spectrum, is coupled into 

an optical cavity. This cavity works as both a frequency standard, as well as a master laser, 

giving rise to a specific frequency. The output of the cavity is then coupled back to the 

excitation laser, which is forced to lase at the same wavelength, essentially locking the 

excitation laser to the optical cavity. There must not be a direct reflection from the first cavity 

mirror to the laser source, as this would disable OFFL by cavity light. This can be prevented 

using optical isolators, such as a Faraday isolator assembly, which are commonly used to 

prevent back-scattering into lasers. A summary of the OFFL method, as first demonstrated by 

the Hippler group [97], is shown in Figure 1.21.   

 

 

Figure 1.21 – Optical feedback frequency-locking. The emitted light out of the cavity is 

injected back into the excitation laser to enforce a resonant frequency. 

  

Other techniques for gas-sensing that use resonant cavities include cavity ring-down 

spectroscopy (CRDS) and cavity-enhanced absorption spectroscopy (CEAS). CRDS was 

discovered serendipitously in 1980 by Herbelin et al. when testing how long a pulse of light 

could be stored within an optical cavity [107]. They found that the lifetime of the stored light 

varied depending on the concentrations of absorbing pollutants within the cavity. In 1988, the 

first spectroscopic measurements by CRDS were published involving the detection of an 

extremely weak magnetic dipole transition of O2 [108]. CEAS is a more conventional approach 

of spectroscopic gas analysis as the intensity of light transmitted through the cavity during 

resonance is measured as a function of wavelength, as opposed to the decay time measured in 

CRDS [109].
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1.4 Aims and Thesis Structure 

 

Innovative new methods for analysing bioreactors are needed to provide further insight 

into how bioprocesses develop by monitoring variables not easily determined by more 

conventional techniques. The aim of the work described in this thesis is to develop and employ 

new and existing analytical gas- and liquid-phase spectroscopic techniques for use in analysing 

different metabolic processes using the model organism E. coli. The spectroscopic techniques 

used include cavity-enhanced Raman (CERS), photoacoustic detection in a differential 

Helmholtz resonator (DHR), White cell FTIR and liquid-phase Raman.   

 Chapter 2 compares the CERS and DHR techniques for monitoring glucose-lactose 

diauxie. As both gas-phase analytical techniques can distinguish 12CO2 and 13CO2, 

supplementing the bacterial growth medium with 13C-glucose and unlabelled lactose allows a 

contactless, in situ approach for visualising the diauxic shift from glucose to lactose 

metabolism by the sequential production of the CO2 isotopomers.  

 Chapter 3 introduces liquid-phase Raman and White cell FTIR spectroscopies for 

analysing anaerobic fermentation. Liquid-phase Raman monitors acetate, formate, glucose, 

HPO4
2 −

 and H2PO4
−

 while gas-phase FTIR detects acetaldehyde, ethanol and CO2. Spectral 

analysis and quantitative fitting procedures are discussed for all species, as well as the in situ 

pH determination of the bacterial culture via a modified Henderson-Hasselbalch equation using 

the phosphate buffer anion concentrations.    

 Chapter 4 combines the techniques of CERS, liquid-phase Raman and White cell FTIR 

for a 15N-isotopic labelling study of nitrate and nitrite reduction by E. coli to the major and 

minor end-products of ammonium and nitrous oxide, respectively. Mechanistic insights are 

obtained through interpretation of the different 14N/15N-isotopomers of nitrous oxide 

produced. 

 Chapter 5 revisits the fermentative pathways of E. coli in the absence and presence of 

O2. Using the same experimental set-up as described in Chapter 4, new insights into the formate 

and H2 physiology of E. coli are obtained. Evidence is found that formate hydrogenlyase (FHL) 

is part of a formic acid detoxification system involved in pH homeostasis as well as there being 

at least two separate routes, or mechanisms, for formic acid influx and efflux. Finally, there is 

evidence that FHL can be assembled and functional under micro-aerobic conditions, which 

could remove some barriers to biotechnological applications such as biohydrogen generation.  
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Chapter 2 

A New Approach for a Classical E. coli Experiment: 

 13CO2 Distinction of Glucose-Lactose Diauxie by 

Raman and Photoacoustic Spectroscopies  

 

 

Abstract 

Two powerful new techniques for headspace gas analysis above E. coli batch cultures 

by spectroscopy are introduced and compared: cavity-enhanced Raman Spectroscopy (CERS) 

and photoacoustic detection in a differential Helmholtz resonator (DHR). Both techniques are 

able to monitor O2 and the 12C/
13

C isotopomers of CO2 with excellent sensitivity and 

time-resolution in order to characterise distinct bacterial growth phases and metabolic activity. 

In Situ optical density (OD) measurements are recorded alongside CERS in order to 

complement and validate the growth phase distinction from the gas-phase data analysis. 

The aerobic respiration of E. coli grown on glucose is measured in both LB and M9 

media in order to compare respiratory quotients (RQs) between complex and minimal media, 

as well as to serve as a baseline for mixed sugar experiments. With the addition of fully 

substituted 13C-labelled glucose (
13

C6H12O6) and unlabelled lactose to the growth medium, 

gas-phase analysis of CO2 isotopomers by both spectroscopic techniques enables the 

distinction of glucose-lactose diauxie in real-time. Interestingly, under the growth conditions 

described in this chapter, the traditional Monod-style diauxic shift is not observed. Instead of 

a diauxic lag phase between 13CO2 production from 13C-glucose and 12CO2 production from 

unlabelled lactose, there is a slight overlap between the two sugar metabolisms, albeit starting 

when 13CO2 production is nearly finished.  

CERS and DHR are shown to be cost-effective and highly selective analytical tools in 

the biosciences and in biotechnology, complementing and superseding existing conventional 

techniques. They also provide new capabilities for mechanistic investigations and show a great 

deal of promise for use in stable isotope bioassays.  
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2.1 Introduction 

 

 Analysing metabolites is an essential task in microbiology; for example it allows the 

study of metabolic pathways, microbial activity, enzyme reaction mechanisms, interactions 

between organisms and is essential to the optimization of industrial processes in biotechnology. 

Cell growth and survival is determined by the availability of growth substrates and energy 

sources which can fluctuate greatly in nature, for instance in the soil and aquatic environments 

where E. coli can be found as well as in mammalian intestines [111]. Microorganisms adapt to 

environmental changes by tight regulation of their metabolic phenotypes by sensing the 

availability of certain nutrients, synthesising the necessary enzymes for their catabolism and 

repressing them after those metabolites are depleted [112]. 

 

 

Figure 2.1 – Left, a typical bacterial growth curve for glucose-lactose diauxie. Right, the 

disaccharide lactose: glucose (blue) and galactose (red) joined by a glycosidic linkage. 

 

A spectrum of different metabolic adaption strategies can be observed when growing 

bacterial cells in a mixture of growth substates including diauxic growth, simultaneous 

consumption and bistable growth [113]. Over eighty years ago, the classic example of diauxic 

growth was first described by Jacques Monod after presenting E. coli with a mixture of glucose 

and lactose [114]. Monod observed the biphasic exponential growth of E. coli, intermittent 

with a lag phase of minimal growth (which will be referred to as the ‘diauxic lag phase’), due 

to the sequential consumption of glucose followed by lactose, as shown in Figure 2.1. Glucose 

is the preferred carbon source for E. coli and many other organisms [115]. These microbes will 

typically feed on other sugars only when glucose is absent. 

The regulatory mechanism by which the expression of genes required for the utilization 

of secondary carbon sources is prevented in the presence of a preferred substrate is known as 

carbon catabolite repression (CCR). CCR enables microbes to increase their fitness by 
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optimizing growth rates in natural environments that provide complex mixtures of nutrients. 

On the other hand, in industrial processes such as biofuel production, CCR is one of the barriers 

to the increased yield of fermentation products [116]. During E. coli glucose-lactose diauxie, 

the presence of glucose represses the lac operon, a set of genes coding for lac permease and 

β-galactosidase which are required for lactose uptake and lactose hydrolysis to catabolizable 

glucose and galactose subunits, respectively.  

 Optical density (OD) measurements over time are convenient for monitoring diauxic 

growth and diauxic lag phases [114, 117]. However, the metabolism of mixed growth 

substrates does not always mirror the classical example of glucose-lactose diauxie in E. coli. 

The diauxic lag phase may be very brief, for instance some strains of budding yeast have little 

change in growth rates between sequential sugar consumption of glucose and galactose [118]. 

Furthermore, although glucose sits at the top of the sugar hierarchy for E. coli and is frequently 

consumed first, mixed non-glucose sugars may exhibit simultaneous metabolism instead of 

sequential [115]. OD measurements alone cannot provide sufficient information for mixed 

sugar metabolism; hence, the time-dependent concentrations of growth substrates and 

metabolites must be monitored. High-performance liquid chromatography is a commonly used 

method to determine changes in mixed sugar concentrations during microbial metabolism [119-

121]. However, such analytical methods that require sampling are not ideal as they consume 

the analyte and require extra considerations to prevent contamination of the system.       

 The gas composition is another process parameter frequently monitored on-line in 

bioreactors. O2 and CO2 are two key gases to consider. O2 availability is a key parameter for 

aerobic bioprocesses as well as anaerobic systems that are sensitive to distribution by O2, such 

as the production of biohydrogen. CO2 is a key byproduct of both aerobic respiration and 

fermentation and can be monitored to closely follow these processes. Dissolved gases can be 

monitored by gas-sensitive electrode-based sensors, some of which have the advantage of not 

consuming the analyte. However, most sensors are invasive because they must be submerged 

in the microbial culture and often have a limited lifespan under the operating conditions of the 

bioreactor as a result of poisoning. On-line, solution-based sensors create challenges such as 

the requirement for including an additional port on the bioreactor, an increased risk of 

contamination, and the challenges associated with sterilization and needing to frequently 

calibrate the sensor, which is often impossible without process contamination. Disadvantages 

also include interference with other components, aging, temperature dependence, long time 

stability, poisoning and long response and settlement times. The measurement of partial 
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pressures in the effluent headspace gases can give a good approximation of dissolved gases via 

Henry’s law and eliminates the need to use invasive devices. Gas chromatography (GC) and 

mass spectrometry (MS) are two common methods of gas-phase analysis. However, both 

techniques require sampling, are expensive, require frequent calibration, and have limitations, 

including difficulties detecting certain components. Also, chromatographic techniques rely 

upon the spatial separation of the compounds that are being quantified and so are only of use 

on a non-continual basis. 

As an alternative to invasive sensors and sampling for GC-MS analysis, spectroscopic 

methods for gas-phase analysis offer numerous benefits including high precision and accuracy, 

no sampling necessary, and the ability to perform non-invasive real-time measurements. 

Detection in the near-IR has the advantage of low-cost light sources and detectors; the 

sensitivity, however, suffers from low absorption cross sections. In addition, relevant 

homonuclear molecules including O2 cannot be observed by IR absorption because of 

unfavourable selection rules. Molecular O2 has two main absorption bands in its UV-Vis 

spectrum: one deep in the UV at 145 nm and the other at 760 nm. O2 detection at 145 nm faces 

interference by water vapor and CO2, and the weak absorption lines at 760 nm typically provide 

detection limits that are of little practical use. Raman spectroscopy, in contrast, can detect 

homonuclear molecules, but it has very low sensitivity. Both near-IR absorption and Raman 

spectroscopy need special enhancement techniques to be useful in gas-phase analysis. 

Recently, two new techniques were introduced for sensitive and selective trace gas 

detection: near-IR absorption enhanced by photoacoustic detection in a differential Helmholtz 

resonator (DHR) [122-125] and cavity-enhanced Raman spectroscopy (CERS) [97-99, 101, 

126]. In this chapter, these techniques are used to study bacterial metabolism in order to 

compare their performance and suitability for applications in the biosciences and 

biotechnology. It will be demonstrated that both spectroscopic techniques can clearly and 

unambiguously distinguish all of the main phases of bacterial growth, can monitor the 

consumption of a mixed organic feedstock using 13C-isotopic labelling of sugars, and can be 

employed to establish whether the various components are sequentially or simultaneously 

metabolized.  
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2.2 Experimental 

 

2.2.1 Bacterial Growth Conditions 

 

E. coli K-12 MG1655 was transferred from – 80 °C glycerol stocks, struck on LB-agar 

plates and incubated overnight at 37 °C. Starter cultures were prepared by inoculating 50 mL 

of LB medium (lysogeny broth; 10 g L− 1 tryptone, 5 g L− 1 yeast extract and 5 g L− 1 NaCl) 

with a single colony from the plate and incubating for 5 h (37 °C, 200 rpm) in a sponge-capped 

tube. After 5 h, starter cultures would reach a typical OD600 of 1.0 (optical density at 600 nm 

in a 1 cm cuvette). If allowed to grow overnight, starter cultures would peak at an OD600 of 

2.0; however, 5 h growth was selected as the lower bacterial density was desired to give a more 

pronounced lag phase after transferring to fresh medium. Ultimately, 1 mL of the starter culture 

was centrifuged, and the bacterial pellet resuspended into 20 mL of fresh LB or M9 media to 

be added to a further 230 mL when starting experiments. Depending on the experiment, the 

culture was supplemented with D-glucose and/or D-lactose. For isotope-labelling experiments, 

fully 13C-substituted D-glucose was used (
13

C6H12O6, 99 %, Ck isotopes). M9 is a minimal 

growth medium with our formulation containing:  

 

48 mM Na2HPO4 22 mM KH2PO4 18 mM NH4Cl 8.5 mM NaCl 

1 mM MgSO4 1 mM thiamine 300 µM CaCl2 135 µM Na4EDTA 

57 µM H3BO3 31 µM FeCl3 6.2 µM ZnCl2 4 µM biotin 

2.7 µM CoCl2 1.3 µM MnCl2 0.2 µM CuSO4  
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2.2.2 The Two Experimental Set-ups 

 

Before starting each experiment, 230 mL of LB or M9 media was prepared in a 500 mL 

custom round-bottom flask with a side-arm. The flask was submerged and heated in a 37 °C 

water bath under rapid stirring for efficient gas transfer. The 20 mL of media containing E. coli 

from the starter culture was added before sealing the flask and analysing the gases in the closed 

system by either Raman (CERS) or laser diode photoacoustic (DHR) spectroscopy. Schemes 

of the two experimental set-ups are shown in Figure 2.2. In both set-ups, the neck of the flask 

was sealed by a stopper with two glass feedthroughs for cycling the headspace between the 

flask and the spectroscopic measurement cell using a peristaltic pump (PP-G, 4.5 L h
− 1

). The 

total headspace gas volume was 720 mL in the CERS set-up and 510 mL in the DHR set-up. 

In the DHR experiments, lower concentrations of glucose and lactose were used (10 mM 

instead of 20 mM as in the CERS experiments) due to the lower headspace volume of the DHR 

set-up. 

 

 

Figure 2.2 – The two experimental set-ups. CERS with in situ OD600 (left) and DHR (right). 

GHL, gas handling line; LP, laser pointer; PD, photodiode; PG, pressure gauge; 

PP-G, gas-phase peristaltic pump; PP-L, liquid-phase peristaltic pump. 

 

The spectroscopic measurement cells and the gas transfer tubes were warmed to 

ca. 50 °C by heating wire to prevent water condensation on the internal optics. The appearance 

time of gases from the flask to either spectroscopic measurement cell was less than 5 min. Both 
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set-ups included a 1000 mbar diaphragm pressure gauge (PG, Edwards model D35735000) for 

recording the total pressure inside each closed system. In the CERS set-up, the pressure gauge 

was attached to the custom glass enclosure of the CERS optical cavity. The enclosure also 

included two ports with Young valves, one was connected to a vacuum line while the other 

was used as an air inlet. Both ports were closed during experiments. The compact DHR had no 

extra ports so the headspace in this set-up was also cycled through a gas handling line (GHL) 

which served as an air inlet as well as for attaching the pressure gauge and vacuum line. 

 

 

Figure 2.3 – Photographs of OD600 light scattering by the bacterial culture (left) and the custom 

round-bottom flask containing the bacterial culture (right). 

 

The major difference between the two experimental set-ups, apart from the 

spectroscopic measurement cell employed, was that in situ OD600 measurements of the 

bacterial culture were recorded in the CERS set-up. The side-arm of the round-bottom flask 

was sealed by a custom glass stopper with two glass feedthroughs that reached into the bacterial 

culture. Using a second peristaltic pump (PP-L, 4.5 L h
− 1

) the bacterial culture was cycled 

between the flask and a sealed 1 cm glass cuvette. In Situ OD600 measurements were recorded 

from the scattering of red laser pointer light (LP, 1 mW, 650 nm) through the cuvette using a 

photodiode (PD). Photographs of the scattering of red light in the cuvette and the round-bottom 

flask in the CERS set-up are shown in Figure 2.3. The transmitted intensity was converted to 

OD600 by calibration using a UV-Vis spectrometer. As the bacterial culture was not cycled in 

the DHR set-up, the side-arm of the flask was sealed by a rubber septum. 

At the start of experiments, the closed systems contained roughly 210 mbar O2 (21 %) 

and 800 mbar N2 (79 %) from lab air. Experiments lasted until either O2 or the sugars were 
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depleted resulting in no further O2 consumption or CO2 production being observed. Endpoint 

measurements of the pH and dry biomass were recorded for each experiment. The bacterial 

suspension was centrifuged at the end of each experiment and the pH of the supernatant was 

recorded using a Mettler Toledo SevenMulti pH meter (glass electrode with internal Ag/AgCl 

reference). Fresh LB and M9 media both had a pH around 6.8 – 7.0, while the endpoint value 

was between 4.5 – 5.0 due to organic acid excretion during bacterial growth. The dry biomass 

was typically around 60 mg and was measured by weighing the centrifuged cellular material 

after decanting off the supernatant and allowing the pellet to dry in a 37 °C oven. 

 

 

 

 

2.2.3 Cavity-Enhanced Raman Spectroscopy 

 

 

Figure 2.4 – CERS optical components. DM, dichroic mirror; F, filter; FIA, Faraday isolator 

assembly; FOA, fibre optical assembly; G, grating; LD, laser diode; O, oscilloscope; 

PM, mirror on a piezomount; PSM, supermirror on a piezomount; rPol, rotating polarizer; 

SM, supermirror. 

 

The optical components used for headspace gas analysis by CERS are depicted in 

Figure 2.4. A single-mode continuous wave (cw) laser diode (LD, Opnext HL63133DG) was 

mounted on a temperature-stabilised thermoelectric cooler (Thorlabs TCLDM9) regulated by 

an OEM diode current and temperature controller (Thorlabs ITC102). The diode lased at 

636.7 nm and at full driving current could provide up to 170 mW power; however, it was 
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operated at a reduced power of 40 mW to facilitate single-mode operation. The laser output 

was coupled via a short-pass filter (F, angled slightly to avoid direct back reflections off its 

surface) and a Faraday isolator assembly (FIA) into an optical cavity composed of two highly 

reflective, concave supermirrors (SM, Newport, Irvine, CA, R ≥ 99.99 %, 1 m radius of 

curvature, 1 inch diameter) in a custom glass enclosure. To ensure efficient coupling into the 

cavity, previous iterations of CERS used an anamorphic prism pair to circularise the laser 

emission and a mode-matching lens to focus it [97-99]. These optics were removed as the 

focusing into the cavity was achieved by optimising the distance of the collimating lens of the 

laser diode. The cavity supermirrors were held on an optical cage system (Thorlabs) and 

separated by 35 cm inside the glass enclosure. One supermirror was mounted on a piezoelectric 

actuator (PSM, Physik Instrumente, S-314.10, Karlsruhe, Germany) which allowed fine 

adjusting of the cavity length to the laser wavelength. An optical power build-up occurred 

inside the cavity when multiples of the laser wavelength matched this cavity length. In 2010, 

the power enhancement from these supermirrors has been measured to be around 8000 times 

in magnitude [105]. Figure 2.5 is a photograph of the enhancement. 

 

 

Figure 2.5 – Photograph taken inside the optical cavity while open for cleaning. 

 

The linear design of the cavity required the ingoing beam to strike normal to the rear 

face of the first supermirror which resulted in a direct back reflection along the incoming beam 

path. The Faraday isolator assembly prevented the back reflection from reaching the laser diode 

and potentially damaging it. The assembly consisted of two Faraday isolators arranged in series 

(OFR, IO-3D-633-PBS, 30 – 36 dB isolation each at 633 nm). Figure 2.6 shows how the 
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assembly was made up of two Faraday rotators (FR) and three polarizing beam splitters (PBS). 

The laser diode was physically rotated to an angle of + 45° so that the linearly polarized laser 

emission matched polarizer 1 and this component could pass through. Faraday rotator 1 then 

rotated the polarization plane by – 45° so that the light was horizontally polarized with respect 

to the bench (0°) and could pass through polarizer 2. Faraday rotator 2 rotated the polarization 

plane a second time by – 45° resulting in the beam exiting the assembly through polarizer 3 

being polarized at an angle of – 45°. The beam was then directed to the cavity where the back 

reflection from the rear face of the first supermirror returned back to the assembly. The back 

reflection passed through polarizer 3 as it was still linearly polarized at an angle of – 45°. 

Faraday rotator 2 then rotated the polarization plane by – 45° so that the back reflection was 

vertically polarized with respect to the bench (90°). Polarizer 2 allowed horizontally polarized 

light to pass through, but vertically polarized light would be diverted. Thus, the back reflection 

was diverted by polarizer 2, preventing it from returning to the laser diode. 

 

 

Figure 2.6 – Faraday isolator assembly consisting of two Faraday rotators (FR) and three 

polarizing beam splitters (PBM). The angles of the linearly polarized incoming beam from the 

laser diode, back reflection from the optical cavity and optical feedback are given upon entry 

and exiting of the assembly. 

 

Both elastically scattered Rayleigh light (636.7 nm) and inelastically scattered Raman 

light exited the cavity from the rear faces of the supermirrors. Raman scattered light was 

collected in the 0° linear scattering geometry from the piezoelectric transducer mounted 

supermirror. A sharp cut-off dichroic mirror (DM, Semrock RazorEdge LPD01-633RS-25) 

was used to separate the red-shifted Raman (Stokes) light from Rayleigh and leftover excitation 

light. The excitation light was rerouted to and dispersed by a diffraction grating (G). The 

zero-order mode was diverted to a photodiode connected to an oscilloscope (O) for monitoring 

the intensity of the excitation light; this was useful for finding the optimum cavity alignment. 
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The first-order mode was diverted back to the laser diode for stabilising optical feedback via a 

mirror mounted on a piezoelectric transducer (PM), a linear glass polarizer on a rotating mount 

(rPol) and the Faraday isolator assembly. The piezo-mirror was used to match the phase of the 

feedback light to the diode laser by adjusting the feedback loop length to the laser wavelength. 

The feedback loop had to be a multiple of the laser wavelength in order that constructive 

interference within the diode led to efficient feedback. The rotating polarizer could adjust the 

intensity of the feedback light to prevent damage or overdriving the laser.  

The feedback light was mainly linearly polarized at an angle of + 45° and entered the 

Faraday isolator assembly by polarizing beam splitter 2, as shown in Figure 2.6. Light polarized 

at an angle of + 45° can be considered as a superposition of 50 % horizontally (0°) and 50 % 

vertically (90°) polarized light. The horizontally polarized component of the feedback passed 

through polarizer 2 while the vertically polarized component was diverted and passed through 

Faraday rotator 1. The polarization plane was then rotated to an angle of + 45° so that the 

feedback could pass through polarizer 1 and reach the laser diode. The diode injection current 

was modulated around one cavity mode; in each cycle, the wavelength changed until it was 

self-locked by optical feedback to a longitudinal cavity mode. In a simplification to the set-up, 

no attempts were made to actively stabilise the laser by electronic mode tracking because the 

optical self-locking was strong enough to keep accidental resonances at duty cycles between 

50 and 80 %.  

 

 

Figure 2.7 – Czerny-Turner spectrograph. AD, achromatic doublet; C, CCD camera; 

CM, collimating mirror; FM, focusing mirror; GT, grating turret; LF, long-pass filter.  

 

Raman light passing through the dichroic mirror was coupled by a fibre optic assembly 

(FOA, convex 1 inch diameter, f = 25.4 mm lens) into a round-to-linear glass fibre bundle 
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(7 x Ø105 µm). The fibre output was transmitted to the monochromator via two achromatic 

doublets (AD) and a long-pass filter (LF), as shown in Figure 2.7. The achromatic doublets 

were needed to match the fibre output to the 120 μm slit of the spectrograph. The long-pass 

filter was used to block any remaining excitation and Rayleigh scattered light transmitted by 

the fibre from overwhelming the sensitive camera. The monochromator was a Czerny-Turner 

spectrograph (Shamrock SR-750-A, f = 750 mm) equipped with a CCD camera (C, Andor iVac 

DR32400, cooled at −60 °C) and a rotating grating turret (GT). The turret contained three 

gratings of different resolutions: low (150 lines mm− 1, blazed at 750 nm), medium 

(600 lines mm− 1, blazed at 500 nm) and high (1200 lines mm− 1, blazed at 750 nm). Andor 

Solis imaging and spectrograph software controlled the monochromator and camera. The 

kinetics acquisition mode was used to record spectra every 200 s with 30 s integration time. To 

prolong the lifespan of the laser diode, an in-house programmed Arduino board controlled the 

turning on and off of the diode during the 170 s intermissions between the acquisitions of 

spectra. The Arduino board was also connected to the pressure gauge and OD600 photodiode to 

record the total pressure inside the closed system and the intensity of scattered light every 200 s. 

 

 

Figure 2.8 – CERS spectrum of 31 mbar 13CO2 (green), 73 mbar 12CO2 (red), 65 mbar O2 and 

800 mbar N2 recorded using the medium 600 lines mm− 1 (medium resolution) grating at 13 h 

during E. coli growth in M9 medium supplemented with 3 mM 13C-glucose and 

20 mM 12C-lactose (see Section 2.3.2 for more detail).  
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The majority of measurements described in this chapter used the medium resolution 

grating which provided a 1127 cm− 1 spectral range at 5 cm− 1 resolution covering Raman shifts 

between 1240 – 2367 cm− 1. The medium resolution grating was used for obtaining spectra 

containing O2, N2, 13CO2 and 12CO2 peaks, as shown in Figure 2.8. The O2 and N2 peaks are 

both Q-branches belonging to the single vibrational mode of each diatomic molecule with 

ν0 = 1556 and 2329 cm− 1, respectively. Five CO2 peaks are observed, labelled from A – E. 

Peaks A and C are the Q-branches of ν1/2ν2
0 Fermi resonance pair for 13CO2, B and D are the 

pair for 12CO2 and E is a CO2 vibrational hot band. For 13CO2, A and C have ν0 = 1265 and 

1370 cm− 1, respectively. For 12CO2, B and D have ν0 = 1285 and 1388 cm− 1, respectively. 

Cavity resonances varied over time resulting in fluctuating Raman signals which affected all 

bands equally so that signals required normalisation through the use of a suitable internal 

standard. The signals were normalised using the N2 Q-branch by assuming that N2 was inert to 

E. coli K-12 and stayed constant inside the closed system at 800 mbar. Partial pressures p were 

calculated by 

 

p
𝑥
 = 

A𝑥

AN2

 × 
AN2

1 bar

A𝑥
1 bar

 × p
N2

 

 

where A is integrated peak area and A
1 bar

 is the standard integrated peak area for 1 bar of gas. 

The subscript 𝑥 denotes the analyte gas, in this case either O2 or CO2. Integrated peak areas 

were obtained by a Gaussian fitting procedure. Standard peak areas for CERS, determined 

experimentally in 2015, are displayed in Table 2.1 [98]. The standard peak area for 13CO2 was 

assumed to be the same as for 12CO2.  

 Noise-equivalent (1 σ) detection limits of 1.0 mbar N2 and 1.4 mbar O2 for 30 s 

integration time were reported in 2015 [98]. These limits were determined from the CERS 

baseline noise level (standard deviation) of 0.08 counts s− 1 at 30 s and the peak heights of N2 

and O2 in air. Note that detection limits may also be quoted as the limit of detection (3 σ) or 

limit of quantification (5 σ). Signal-to-noise and consequently detection limits improve linearly 

with the square route of integration time. Detection limits also improve by integrating peak 

areas instead of using peak heights. Time-dependent CERS data displayed in the Results and 

Discussion average every nine data-points equivalent to 270 s integration time. Using a 

Gaussian fitting procedure and the high-resolution grating, noise-equivalent (1 σ) detection 

limits of 195 ppmv N2, 265 ppmv O2 and 240 ppmv CO2 were obtained for 270 s integration 

time. Note that 1 ppmv is equal to 1 μbar at 1 bar total pressure. 

(2.1) 



74                                                                                                                  2.2     Experimental                           

 

 

 

Table 2.1 – CERS Raman characteristics of key compounds taken from [98]. Peak heights and 

areas correspond to 1 bar partial pressure. 

 

 

 

 

2.2.4 Photoacoustic Spectroscopy in a Differential Helmholtz Resonator  

 

The DHR in the present experiment is described in greater detail in a previous 

publication from 2019 [125]. Former PhD student Saeed Alahmari and previous MChem 

student Xiu-Wen Kang constructed the DHR set-up. The DHR followed a design first 

published in 2003 [123]. As shown in Figure 2.9, it had two identical cylindrical compartments 

A and B made of glass, 10 cm long with 1 cm inner diameter. The compartments were 

connected by two capillary glass tubes, 10 cm long with 0.2 cm inner diameter. In the middle 

of each compartment, an electret microphone (Knowles, EK-23024) was mounted on the side. 

The compartments had glass windows at their ends to allow laser light to pass through. The 

windows were slightly tilted to avoid back reflections into the laser. The thin connecting tubes 

each had a three-way valve in the middle that could be used to isolate the DHR for static 

measurements or to have a symmetrical gas flow through both compartments (as was required 

in this study).  

 Unlike an organ pipe acoustic resonator, which requires the laser beam to be focussed 

into the middle of the resonator to enhance the longitudinal acoustic mode, focussing is not 

required for this DHR design as the acoustic mode extends over the entire compartment. This 

had the advantage that a simple mirror was enough to double the interaction pathlength by 

passing diode laser light through each compartment and then reflecting it back at a slight angle. 

Two irises acted as the backstops for the reflected beams. 

 

 

 

Gas Spectral Feature Peak Position 

/ cm− 1 

Peak Height 

/ counts s− 1 

Integrated Area 

/ counts s− 1 cm− 1 

 14N2  Q-branch 2329.0 85 263 

 16O2 Q-branch 1555.5 57 210 

 12CO2  ν1/2ν2
0 Q-branch component 1285.1 78 134 

 12CO2 ν1/2ν2
0 Q-branch component 1387.7 129 212 
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Figure 2.9 – The differential Helmholtz resonator with two compartments A and B.  

 

When laser light was absorbed by molecules inside one compartment, collisional 

deactivation led to a temperature jump and pressure expansion (the photoacoustic effect). The 

pressure build-up would then travel from one compartment to the other via the connecting 

capillaries, leaving a pressure depression in the initial compartment. For instance, if laser light 

was absorbed in compartment A, the pressure build-up would travel from A to B and leave a 

pressure depression behind in A. If the laser was turned off, the pressure build-up would return 

to A and leave a pressure depression behind in B. By pulsing the laser light, the pressure 

build-up and pressure depression alternated between the two compartments. Periodic pressure 

waves (sound) were created in A and B by modulating the laser periodically. The sound waves 

would have the same frequency but opposing phases between compartments. By matching the 

laser modulation to a resonance frequency of the cell, a standing wave developed with 

maximum amplitude (resonant photoacoustics).  

 Key features that make DHR an attractive choice for trace gas detection applications 

are its signal enhancement and noise cancellation by differential amplification of microphone 

signals A – B. Absorption signals inside the cell were out-of-phase between microphones A 

and B; differential amplification of A – B thus doubled the signal, as shown in Figure 2.10. 

External and flow noises affected the two symmetrical compartments in nearly the same way, 

which created noise signals in both A and B that were in-phase. As well as signal enhancement, 

differential amplification of A – B led to effective cancellation of noise, as also shown in 



76                                                                                                                  2.2     Experimental                           

 

 

Figure 2.10. The differential signals were processed in lock-in amplifiers which further greatly 

reduced noise. 

 

 

Figure 2.10 – Oscilloscope traces of the signal from microphone A (green), microphone B 

(red) and the differential signal A – B (black). Signal enhancement of the CO2 absorption near 

1.57 μm (left) and noise cancellation (right). 

 

 The DHR set-up used two distributed feedback laser (DFB) lasers. A near-IR laser for 

detecting CO2 near 1.57 μm passed through compartment A and a red laser near 764 nm for 

detecting O2 passed through compartment B. The near-IR laser has also been used in a previous 

study for detecting H2S alongside CO2 [125]. Both lasers were modulated by their injection 

current at the acoustic resonance frequency with a square wave giving a 50 % duty cycle. The 

near-IR single-mode DFB diode (Mitsubishi, FU-650SDF, 4 mW) was amplified in a booster 

optical amplifier (Thorlabs, S9FC1004P) to a peak power of 30 mW. This laser was 

temperature tuneable between 20 and 60 °C providing a mode-hop-free tuning range from 6357 

to 6378 cm− 1 (1.568 to 1.573 μm). The red laser (Eagleyard, EYP-DFB-0764, 35 mW) was 

temperature tuneable between 18 to 40 °C giving a 13067 – 13089 cm− 1 (764.0 – 765.3 nm) 

mode-hop-free tuning range.  

For 13CO2 and 12CO2 analysis, the temperature of the near-IR laser was increased from 

29.5 to 34 °C at a rate of 0.02 °C s− 1 to give good spectral resolution. This temperature tuning 

range corresponded to a spectral range of 6371.0 – 6373.4 cm− 1, with each CO2 spectrum 

taking 225 s to acquire. For O2 analysis, the temperature of the red laser was increased from 

33.6 to 36 °C, also at a rate of 0.02 °C s− 1, corresponding to a spectral range of 13082.6 – 

13085.0 cm− 1, with each O2 spectrum taking 120 s to acquire. 
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The time sequence for the continuous monitoring of bacterial cultures was first to 

switch on the near-IR laser in compartment A, wait 10 s and then record the CO2 photoacoustic 

spectrum for 225 s. Next, the near-IR laser would be switched off and the red laser switched 

on in compartment B, wait 10 s and then record the O2 photoacoustic spectrum for 120 s. CO2 

and O2 spectra were recorded every 15 min during experiments so there was a 535 s 

intermission between the switching off of the red laser and the switching on again of the near-IR 

laser. The gas-phase peristaltic pump was switched off during CO2 and O2 scans as its noise 

interfered with the microphone. The pump was switched on during the 535 s intermissions 

between scans. An Arduino microprocessor board controlled the switching on and off of the 

peristaltic pump and the DFB lasers in time with the measurements as well as recording the 

total pressure inside the closed system. 

Within the tuning range of the near-IR DFB laser are 13CO2 and 12CO2 features. From 

6000 – 6600 cm− 1,  12CO2 has four moderately strong bands from the [3ν1+ ν3, 2ν1+ 2ν2
0 + ν3, 

ν1+ 4ν2
0 + ν3, 6ν2

0+ ν3] Fermi resonance tetrad (four interacting bands), as shown in the 

HITRAN absorption cross sections displayed in Figure 2.11. In the vibrational notation 

introduced by McClatchey et al. [127] and used in the HITRAN database [8], the four bands 

are denoted as 30014 ← 00001 (ν0 = 6075.9 cm− 1), 30013 ← 00001 (ν0 = 6227.9 cm− 1), 

30012 ← 00001 (ν0 = 6347.8 cm− 1) and 30011 ← 00001 (ν0 = 6503.0 cm− 1). For 13CO2, 

these values shift to lower wavenumbers of 5951.6, 6119.6, 6119.6 and 6363.6 cm− 1, 

respectively. The vibrational notation uses five digits for each state, in order, ν1 ν2 ℓ2 ν3 r. 

Quantum numbers ν1, ν2 and ν3 are for the symmetric, bending and asymmetric vibrations of 

CO2, respectively. ℓ2 is the angular momentum quantum number assigned to the bending mode 

ν2. The fifth digit, r, is a ranking index with the highest energy vibrational level of a Fermi 

resonance group being assigned as unity. The value of r increases with the decreasing energy 

of the Fermi resonance bands. The strongest feature was the R(18) line of the 30012 ← 00001 

band at 6361.25 cm− 1, which can be used to distinguish CO2 at natural abundance in lab air 

(410 ppmv) [125].  
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Figure 2.11 – HITRAN absorption cross sections (1 bar pressure broadening) of the (3ν1 + ν3) 

Fermi resonance tetrad of 12CO2.  

 

Calibrated CO2 gas mixtures in 1 bar N2 were prepared and the amplitude of the R(18) 

line was measured for calibration, as shown in Figure 2.12. The CO2 calibration plot showed 

good linearity, but a slightly better fit was obtained by a non-linear fit to y = a 𝑥𝑏 with b = 1.04. 

The deviation from linearity was likely due to the change in gas composition from trace to 

higher levels. The resonance frequency of the cell is given by the cell dimensions and also 

depends linearly on the speed of sound c, which for an ideal gas is given by 

   

 c = √
γRT

M
 

 

where R is the gas constant, T is the temperature and γ and M are the heat capacity ratio and 

the molar mass of the medium inside the resonator, respectively. As the resonance frequency 

changes with temperature and medium, a calibration is strictly only valid for a given 

temperature and gas composition. At 1 s integration time, the standard deviation of the baseline 

was 0.98 mV with the laser still on and this level is marked by the horizontal dashed line in 

Figure 2.12. The 12CO2 noise-equivalent (1 σ) detection limit was 0.16 mbar (160 ppmv) at 1 s 

integration time given by the point the non-linear red fit line meets the noise floor. 

 

 

 

 

 

 

(2.2) 
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Figure 2.12 – Calibration plot using the amplitude of the R(18) line of the 30012 ← 00001 

band of 12CO2 in 1 bar N2 mixtures. The black line is a linear fit through the origin (y = m 𝑥) 

and the red line is a non-linear fit (y = a 𝑥𝑏). The horizontal dashed line indicates the noise 

floor at 1 s integration time. 

 

 

 

Figure 2.13 – Photoacoustic absorption spectrum of 5.0 mbar 13CO2 and 56.5 mbar 12CO2 in 

black. In green and blue are HITRAN data for 13CO2 and 12CO2, respectively.  

 

For 13CO2 and 12CO2 analysis, the R(10) line of the 13CO2 30011 ← 00001 band at 

6371.78 cm− 1 and the R(36) line of the 12CO2 30012 ← 00001 band at 6371.48 cm− 1 were 

used, as shown in Figure 2.13. Compared to the R(18) line of the 30012 ← 00001 band, 

these 13CO2 and 12CO2 lines are about 22 and 35 % as intense, respectively, based on HITRAN 

cross section peak heights. Despite this, within the 6357 to 6378 cm− 1 tuning range of the 

near-IR laser, these lines were the only two 13CO2 and 12CO2 features next to each other with 
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similar intensities, so as to not compromise the sensitivity of one CO2 isotopomer for the other. 

The 13CO2 and 12CO2 lines were both analysed by a Gaussian fitting routine and the returned 

peak areas were converted to partial pressures according to the calibration plot for the R(18) 

line of the 12CO2 30012 ← 00001 band, albeit corrected for the lower absorption cross sections.  

O2 does not have an IR-active vibration, but it does have four absorption bands in the 

visible region which are electronic transitions between the triplet ground state X 3Σg
− and the 

second excited singlet state in its lowest vibration state b 1Σg
+. These four bands, denoted A, 

B, γ and δ, correspond to the vibrational transitions (ν’ ← ν’’) = (0 ← 0), (1 ← 0), (2 ← 0) and 

(3 ← 0), respectively. These O2 bands are weak, spin-forbidden magnetic-dipole transitions. 

Despite this, the A and B bands are prominent in atmospheric spectra due to the large amount 

of O2 in the atmosphere and the long absorption pathlengths. The A band is located near 

760 nm, which is a relatively empty portion of the atmospheric spectrum, making it useful for 

atmospheric remote sensing. The A band consists of lots of individual transitions involving 

different rotational quantum states, as shown in the HITRAN absorption cross sections 

displayed in Figure 2.14 (top panel). The absorption cross sections for the Fermi resonance 

tetrad of CO2 and the A band of O2 are of the same order of magnitude. The rotational energy 

levels of the O2 electronic states are denoted by the quantum numbers N and J for the rotational 

and total angular momentum, respectively. The individual lines of the A band are indicated 

by ∆N∆J(N’’, J’’) forming two r-form branches, rR(N’’, J’’ = N’’) and rQ(N’’, J’’ = N’’ + 1), 

and two p-form branches, pP(N’’, J’’ = N’’) and pQ(N’’, J’’ = N’’ – 1), composed of pairs of 

lines separated by approximately 2 cm− 1 up until N’’ ≈ 30 [128]. The strongest line in the A 

band was used for DHR detection of O2, which was the pP(11, 11) line at 13084 cm− 1 or 

764.28 nm (vacuum), as shown in Figure 2.14 (bottom panel). At an abundance of 210 mbar 

O2 in 1 bar air, the peak photoacoustic signal of the pP(11, 11) line was 310 mV and this was 

used for calibration by assuming linearity. The standard deviation of the baseline (σ), 0.88 mV 

at 1 s integration time, served as an estimate of the noise level to obtain a noise-equivalent (1 σ) 

detection limit of 0.60 mbar (600 ppmv) for O2 at 1 s integration time [125]. 
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Figure 2.14 – Top panel: HITRAN 16O2 A band absorption cross sections (1 bar pressure 

broadening). Bottom panel: photoacoustic absorption spectrum of 210 mbar O2 (air) in the 

DHR, obtained by temperature tuning the red DFB laser from 24 to 38 °C. The six peaks belong 

to the A band of O2. The red pP(11, 11) line was used for O2 detection. 
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2.3 Results and Discussion 

 

2.3.1 Characterising Aerobic Growth in LB and M9 Media 

 

Initial experiments studied the O2 limited growth of E. coli in LB and M9 media 

supplemented with a single sugar, either glucose or lactose, to characterise the analytical 

techniques and bacterial growth behaviour before conducting diauxic growth experiments. For 

a fair comparison of growth media, due to the different headspace volumes between CERS and 

DHR, only CERS measurements are displayed in this Section 2.3.1.  

 Figure 2.15 is a typical example of the time-dependent number of moles (n / mmol) 

and equivalent partial pressures (p / mbar) for O2 and CO2 during aerobic growth of E. coli in 

LB medium supplemented with 20 mM glucose. Partial pressures were converted to moles 

using the ideal gas law (V(CERS) = 7.2 × 10
−4

 m3, T = 310 K) with n and p of CO2 corrected 

for the approximately 18 % of dissolved CO2 according to Henry’s law. A small proportion of 

the dissolved CO2 will react with water to form carbonic acid which will be at equilibrium with 

bicarbonate and carbonate ions, depending on the pH. Under our conditions, less than 1% of 

dissolved CO2 is expected to be lost to carbonic acid and carbonates. Also included in the figure 

(middle panel b) is the respiratory quotient (RQ), the ratio of Henry’s law corrected CO2 

produced to O2 consumed, and the total pressure p
total

 = p(O2) + p(CO2) + p(N2). Finally, the 

figure also includes (bottom panel c) the bacterial growth curve (OD600) which distinguishes 

the lag phase A (0 – 1 h), exponential phase B (1 – 5 h) and stationary phase C ( > 5 h). All 

biological experiments were repeated in triplicate, and all repeats showed essentially the same 

behaviour. All time-dependent data displayed is for a single representative experiment selected 

from the repeats. For clarity, all data was averaged so that each datapoint displayed in the 

figures are spaced at 30 min intervals.    

Although OD600 measurements are convenient for indicating the bacterial growth phase 

and estimating cell density, a more complete characterization of bacterial growth requires a 

complementary method such as CERS. As shown in the gas-phase data, a brief lag phase A of 

around 1 h occurs for E. coli growth in LB medium. After the lag phase, significant O2 

consumption and CO2 production begins indicating the onset of exponential phase B, with an 

increase in OD600 up to a peak value of about 1.5 at 5 h. The OD600 plateaus between 5 and 

24 h, indicating equal rates for cell division and cell death. The stationary culture is still 

metabolically active as aerobic respiration continues until O2 is exhausted at 24 h. Ignoring the 
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lag phase A, the O2 uptake rate is constant over the 24 h, as can be shown by an exponential 

decay fit n = n0 + A exp(−kt) with a rate constant of k = 0.153 h
−1

 or a half-life of t1 2⁄  = 4.5 h. 

These results are confirmed in the repeated experiments which show the lag phase A varies in 

length between 1 and 2 h, the onset of the stationary phase between 5 and 6 h, and an O2 uptake 

rate within 0.15 – 0.19 h
−1

.  

 

 

Figure 2.15 – CERS measurement of aerobic E. coli growth in LB medium supplemented with 

20 mM glucose. A to C denotes three distinct bacterial growth phases: lag (A), exponential (B) 

and stationary (C) phases. a) Time-dependent number of moles (n) of O2 and CO2 (corrected 

for dissolved CO2) with equivalent partial pressures (p). b) Respiratory quotient (RQ) and total 

pressure (p
total

). c) Optical density (OD600).   
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 As described by Equation 1.18, during aerobic respiration one glucose molecule is 

completely oxidised to six CO2 molecules with six O2 molecules also consumed. Hence, for 

carbohydrates, the RQ is typically about 1.0 for aerobic growth. Like the OD600 measurements, 

the RQ can be used to distinguish between exponential phase B and stationary phase C where 

a constant RQ of about 1.0 is reached during stationary growth. The 1:1 ratio between O2 

consumed and CO2 produced can also be observed in the near constant p
total

 during stationary 

phase C. A typical E. coli cell contains approximately 48 % carbon by dry mass [129]. In LB 

medium, sugars are available to be fully oxidised to CO2 as tryptone and yeast extract are 

primarily used as carbon sources for biosynthesis [130]. E. coli has several oligopeptide 

permeases and peptidases enabling it to recover free catabolizable amino acids from tryptone 

and yeast extract [131]. The 210 mbar of O2 in the 720 mL headspace of the CERS experiment 

corresponds to 6 mmol, and the 20 mM glucose in the 250 mL suspension corresponds to 

5 mmol. Hence, based on the stoichiometry of the equation for aerobic respiration, there is an 

excess of glucose and the bacteria are limited by the O2 available.  

When O2 is depleted by 24 h, despite oxidisable carbon sources still remaining in the 

form of glucose and the LB components, no further CO2 is produced by fermentative pathways. 

During aerobic growth, acidic byproducts are excreted, most likely acetate from overflow 

metabolism, causing the pH to decrease from 6.8 at the start to between 4.5 – 5.0 by 24 h. The 

acidic pH will cause stress for the E. coli culture which may prevent the transition to the 

fermentation pathways that produce acetate, ethanol, formate and CO2 (see Figure 1.16) that 

would further decrease the pH. The CO2 levels were monitored for up to three days (not 

displayed in Figure 2.15) to confirm that CO2 did not increase after O2 depletion, but rather it 

gradually decreased from 6.0 mmol to around 4.1 mmol (145 mbar). This decrease in CO2 was 

not due to a leak because no increase in O2 was observed. One possible explanation might be 

provided by the slow conversion of dissolved CO2 to carbonic acid. Alternatively, CO2 uptake 

is required to convert phosphoenolpyruvate (PEP) to oxaloacetate for the anaerobic TCA cycle. 

This pathway or other CO2 fixation routes [132] may become significant as a starvation 

response to O2 depletion. 

 To make sure that in the isotopically labelled glucose-lactose diauxie experiments 

(Section 2.3.2) that all CO2 observed was coming from the sugars and not from other media 

components (such as tryptone or yeast extract in LB), aerobic respiration experiments were 

also conducted in M9 minimal medium. Figure 2.16 is a typical example of the aerobic growth 

of E. coli in M9 medium supplemented with 20 mM glucose (the only carbon source). 



2.3.1     Characterising Aerobic Growth in LB and M9 Media                                                85 

 

 

 

Figure 2.16 – CERS measurement of aerobic E. coli growth in M9 medium supplemented with 

20 mM glucose. A to C denotes three distinct bacterial growth phases: lag (A), exponential (B) 

and stationary (C) phases. a) n and p of O2 and CO2. b) RQ and p
total

. c) OD600.   

 

 As before, the lag phase A (0 – 5 h), exponential phase B (5 – 11 h) and stationary 

phase C ( > 11 h) can be distingished by the gas-phase analysis as well as by the OD600. In M9 

medium, the lag phase A and exponential phase B last around 5 and 6 h, respectively, which 

are both longer when compared to growth in LB medium. After the lag phase A, the O2 uptake 

rate is constant as can be shown by an exponential decay fit with k = 0.137 h
−1

 or t1 2⁄  = 5.1 h. 

Similar results were found in the repeat experiments which showed a lag phase A of between 
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4 and 7 h, the onset of stationary phase B between 10 and 13 h, and O2 uptake rates of between 

0.13 and 0.15 h
−1

. The O2 uptake rates are roughly the same between the two growth media 

which suggests that the rate-limiting step for O2 uptake is the same in both cases. This is likely 

due to the rate of O2 diffusion into the liquid culture being slower than the rate of O2 

consumption by E. coli. Due to the low solubility of O2, its diffusion into liquid culture is often 

rate-limiting for O2 consumption. This can also lead to micro-aerobic conditions in the bulk 

liquid which can cause fermentative pathways operating alongside aerobic respiration. It is 

unknown which acids were excreted to cause the pH of both growth media to decrease during 

aerobic respiration, however, later chapters include the use of liquid-phase Raman 

spectroscopy alongside CERS to also detect organic acids which is a major addition to the 

experimental CERS set-up discussed in this chapter. 

 A very distinct behaviour is exhibited in terms of the total yield of CO2. In M9 medium, 

there is no 1:1 relationship between O2 consumed and CO2 produced, but rather a peak RQ of 

around 0.7 is observed indicating that 30 % of carbon from glucose that could have been fully 

oxidised to CO2 was not. This is even clearer in the plot of p
total

 which decreases overtime 

during growth in M9 medium by around 70 mbar to give a slight under-pressure inside the 

closed system. The RQ of 0.7 is not caused by leaching of some dissolved CO2 via carbonic 

acid into bicarbonate and carbonate ions, as determined in a test experiment in which acidifying 

by injecting HCl into the bacterial culture at the end did not release any extra CO2 over an 

extended period of time. 

 The imbalance between O2 consumption and CO2 production in M9 medium is due to 

some glucose not being fully oxidised to CO2 because it is the only catabolizable carbon source 

available for biomass synthesis. Tryptone and yeast extract provide amino acids for growth in 

LB medium, but in the minimal medium, E. coli must synthesise amino acids, nucleobases and 

other biomolecules from glucose. In minimal media, E. coli has been found to accumulate a 

large amount of enzymes, which are virtually absent when grown in LB medium, that catalyse 

the formation of amino acids from the glucose, ammonium and sulphate components of M9 

medium [133]. Some formulations of minimal media incorporate casamino acids for biomass 

synthesis so that sugars are not utilized as building blocks. We did not incorporate casamino 

acids into the M9 medium to be certain that the only available carbon sources for CO2 

production were the supplemented sugars. The need to synthesize essential precursor molecules 

in M9 medium also contributes to the longer lag phase and slower growth rate. It can be seen 

from the plot of the total pressure that the rate of decrease is much higher during exponential 
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phase B than during stationary phase C. This is consistent with a more significant imbalance 

between CO2 and O2 and a higher requirement for carbon for growth during the exponential 

phase. About 80 mbar of CO2 is missing at the end of the experiment, which corresponds to 

approximately 2.5 mmol of carbon atoms. The dry weight of bacteria at the end is about 60 mg. 

Assuming that about 48 % of this is carbon, the bacteria contain about 2.5 mmol of carbon 

atoms in total, in agreement with the missing CO2. 

 Experiments were repeated in M9 supplemented with lactose, instead of glucose. Figure 

2.17 is a typical example of the aerobic growth of E. coli in M9 medium supplemented with 

20 mM lactose. The results are very similar to M9 supplemented with glucose with a similar 

lag phase. The exponential decay of O2 has an uptake rate of k = 0.152 h
−1

 with a range of 

0.15 – 0.17 h
−1

 in the repeats. At complete oxidation of lactose to CO2 via sugar hydrolysis to 

give glucose and galactose, there is again a 1:1 relationship between O2 consumed and CO2 

produced. However, again as this is a minimal growth medium, the RQ is less than unity and 

peaks around 0.8 in the stationary phase C. The slightly higher RQ for lactose supplemented 

M9 media over glucose supplementation is likely due to the 20 mM lactose providing 40 mM 

of monosaccharide growth substrates (glucose and galactose) which is double the 20 mM 

glucose, hence, more carbon sources are available for biosynthesis. 

 A noticeable difference between glucose and lactose supplemented M9 media concerns 

the behaviour of the bacterial growth curve. As before, the lag phase A (0 – 6 h) and exponential 

phase B (6 – 12 h) can be easily seen in the OD600 curve. In the stationary phase C ( > 12 h), 

however, the OD600 does not remain constant but first declines a little before increasing again 

around the point where O2 is depleted, continuing to rise outside the range displayed in 

Figure 2.17. The reason for this behaviour is unclear at present; it might be related to dead cells 

breaking up, possibly releasing slightly coloured compounds which absorb red light, in addition 

to scattering losses. In any case, it shows that OD600 measurements are a rather indirect 

determination of cell density and therefore can suffer from interferences not directly related to 

the density of living cells. 
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Figure 2.17 – CERS measurement of aerobic E. coli growth in M9 medium supplemented with 

20 mM lactose. A to C denotes three distinct bacterial growth phases: lag (A), exponential (B) 

and stationary (C) phases. a) n and p of O2 and CO2. b) RQ and p
total

. c) OD600.   
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2.3.2 Glucose-Lactose Diauxie 

 

Diauxic growth is typically studied with the concentration of one sugar being up to one 

order of magnitude greater than the other. In glucose-lactose diauxie, larger concentrations of 

lactose are typically used in order to show the clear preference for glucose metabolism, despite 

the lower glucose concentration. Experiments were also conducted using the DHR set-up 

(which lacked in situ OD600 measurements) to characterise the aerobic growth of E. coli. The 

glucose-limited growth of E. coli was also studied before conducting mixed sugar experiments. 

Figure 2.18 is a typical example of the aerobic growth of E. coli in M9 medium supplemented 

with 2.5 mM glucose as measured by the DHR set-up. After the lag phase A (0 – 6 h), 

exponential phase B (6 – 11 h) beings with around 1.0 mmol (50 mbar) O2 consumed and 

0.7 mmol (35 mbar) CO2 produced for a RQ of around 0.7. At 11 h, glucose is depleted and no 

further aerobic respiration is possible. Hence, phase C in this figure is referred to as glucose 

depletion.  

 

 

Figure 2.18 – DHR measurement of aerobic E. coli growth in M9 medium supplemented with 

2.5 mM glucose. A to C denotes three distinct phases: lag (A), exponential (B) and glucose 

depletion (C) phases. a) n and p of O2 and CO2. b) RQ and p
total

. 
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Figure 2.19 – DHR measurement of aerobic E. coli growth in M9 medium supplemented with 

2.5 mM glucose and 10 mM lactose. A to C denotes three distinct phases: lag (A), exponential 

(B) and stationary (C) phases. a) n and p of O2 and CO2. b) RQ and p
total

. 

 

Figure 2.19 is a typical example of the aerobic growth of E. coli in M9 medium 

supplemented with 2.5 mM glucose and 10 mM lactose as measured by the DHR set-up. Even 

without OD600 measurements by the DHR set-up, the gas-phase measurements allow the 

distinction of the lag phase A (0 – 4.5 h), exponential phase B (4.5 – 10 h) and stationary phase 

C ( > 10 h). However, the point of glucose depletion and transition to lactose metabolism is 

not apparent as O2 consumption and CO2 production both occur continuously until O2 

depletion. A Monod-style diauxic lag phase is not apparent and based on this data it would be 

inconclusive whether glucose or lactose are metabolised first or both simultaneously. The 

power of spectroscopic detection, however, is the possibility to distinguish isotopes such 

as 13CO2 and 12CO2 in the headspace. Fully substituted 13C labelled glucose (
13

C6H12O6) can 

be used to produce 13CO2 exclusively, distinct from 12CO2 produced from unlabelled lactose.   



2.3.2     Glucose-Lactose Diauxie                                                                                            91 

 

 

 

Figure 2.20 – CERS measurement of aerobic E. coli growth in M9 medium supplemented with 

3 mM 13C-glucose and 20 mM 12C-lactose. A to C denotes three distinct phases: lag (A), 

exponential (B) and stationary (C) phases. a) n and p of O2, 13CO2 and 12CO2. b) RQ and p
total

. 

c) OD600.   

 

 Figure 2.20 is a typical example of the aerobic growth of E. coli in M9 medium 

supplemented with 3 mM 13C-glucose and 20 mM 12C-lactose as measured by the CERS 

set-up. The DHR set-up is also capable of distinguishing 13CO2 and 12CO2 but for simplicity a 

typical CERS experiment is presented for the inclusion of the in situ OD600 measurements; the 

DHR results and all repeats have essentially the same qualitative and quantitative behaviour. 
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As before, there is a lag phase A (0 – 6 h), exponential phase B (6 – 12 h) and stationary 

phase C ( > 12 h). At 12 h, the OD600 peaks around 1.8 before declining and then rising again 

in stationary phase C; this behaviour seems to be typical for lactose metabolism under these 

experimental conditions, as discussed prior. As before, the RQ is less than unity, which is 

attributed to incomplete oxidation of the sugars to CO2 as M9 medium does not contain any 

alternative catabolizable carbon sources for biosynthesis.   

 

 

Figure 2.21 – n and p of 13CO2 and 12CO2 produced during E. coli glucose-lactose diauxie. 

CERS measurement of 3 mM 13C-glucose and 20 mM 12C-lactose (top) and DHR 

measurement of 2.5 mM 13C-glucose and 20 mM 12C-lactose (bottom). The dashed line 

indicates the time at which 12CO2 is first observed.  

 

 In Figure 2.20, there was no apparent diauxic lag phase in the OD600 measurements. 

Instead, the glucose-lactose diauxie under our experimental conditions can only be 

distinguished by the use of the 13CO2 and 12CO2 isotopomers. Figure 2.21 are two typical 

examples of glucose-lactose diauxie, one recorded by CERS and the other by DHR. The CERS 

example (top panel) is a zoom-in of the data displayed in Figure 2.20. In both examples, during 
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the exponential growth phase B, there is a clear shift from glucose metabolism to lactose 

metabolism, as indicated by the dashed lines in Figure 2.21. When glucose is nearly exhausted, 

lactose metabolism begins, without any apparent diauxic lag phase. In addition there is possibly 

some overlap between glucose and lactose metabolism. Similar observations were made by 

Wang et al. in which Saccharomyces cerevisiae natural isolates growing in mixtures of glucose 

and galactose would switch to metabolizing both sugars before all of the supplemented glucose 

was exhausted [134]. They stated that classic diauxic growth with a distinct diauxic lag phase 

is one extreme on a continuum of growth strategies determined by a cost–benefit trade-off. 

In the literature, under conditions similar to those in our experiment, diauxic lag phases 

typically of up to 1 h have been reported for the diauxic shift from glucose to lactose in E. coli, 

often including OD measurements which showed an increase during glucose metabolism and 

then a lag phase (stationary OD), followed by a further increase attributed to lactose 

metabolism [114, 135]. In the experiments presented in this chapter, no prolonged diauxic lag 

phase is apparent in the O2 consumption, CO2 isotopomer production or in the OD600 

measurements. Instead, a smooth transition with some overlap from glucose to lactose 

metabolism is observed. Diauxic growth is not always made apparent by a prolonged diauxic 

lag phase. Chu and Barnes proposed a hypothesis that the length of the diauxic lag phase 

depends on the characteristics of the environment [136]. Bacteria growing in rapidly changing 

environments need to be able to rapidly adapt between two sugars. Our environment is distinct 

from the majority of previous work studying diauxic shifts because it is O2-limited, and the 

effects of rapidly depleted O2 levels on the glucose–lactose diauxic growth of E. coli are as of 

yet unknown. Hence, without the spectroscopic detection of the 13CO2 and 12CO2 isotopomers, 

the glucose-lactose diauxie under our experimental conditions would not be apparent.  
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2.4 Conclusion 

 

 Measuring the headspace above bacterial suspensions by spectroscopy to characterise 

bacterial growth and metabolism has many advantages compared to more conventional 

techniques. It is non-invasive, it does not require sampling and, thus, can be applied to closed 

systems easily and it is very sensitive and highly selective because of the spectroscopic 

fingerprint of headspace gases. The high selectivity allows isotopic distinction, which enables 

isotopic labelling studies. This chapter has introduced two powerful new techniques for 

headspace monitoring: cavity-enhanced Raman spectroscopy (CERS) and photoacoustic 

detection in a differential Helmholtz resonator (DHR). Both techniques have been shown to be 

able to monitor O2 and CO2 and its isotopomers with excellent sensitivity and time resolution. 

Compared to DHR, CERS has the advantage of easier calibration due to the availability of 

internal standards (N2). Without further modifications, the CERS method can also detect other 

important gases in the metabolism of bacteria, such as H2, H2S, or N2. DHR has the advantage 

of a much simpler setup and being even more cost-effective. The technique can measure O2, 

CO2, and H2S with high sensitivity and selectivity; extension to the detection of other 

molecules would require different diode laser sources, however. 

 OD measurements are a standard, widely used technique to characterise bacterial 

growth, albeit indirectly. They suffer from interferences, and they cannot distinguish living 

cells from dead cells and debris. OD measurements can therefore not provide sufficient 

information once the OD becomes constant during the stationary phase of bacterial growth. 

They also cannot distinguish diauxic growth without a diauxic lag phase present. The 

spectroscopic measurements, however, can clearly and unambiguously distinguish the different 

stages of bacterial growth characterising the growth phases in the different media studied, LB 

and M9, without OD measurements. This chapter demonstrates how 13C-isotopic labelling of 

sugars in the spectroscopic detection allows the study of glucose-lactose diauxie which, for 

E. coli under O2 limited conditions, has been characterised without a classic Monod-style 

diauxic lag phase 

 CERS and DHR have been proven to be cost-effective, highly specific analytical tools 

in the biosciences and in biotechnology, complementing and, in some cases, superseding 

existing conventional techniques. They also provide new capabilities for mechanistic 

investigations, in particular due to the possibility to use isotopic labelling easily.  
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Chapter 3  

On-line Analysis and in situ pH Monitoring of E. coli 

Mixed-Acid Fermentation by FTIR and Raman 

Spectroscopies 

 

 

Abstract 

Mixed-acid fermentation of glucose by E. coli is monitored by FTIR headspace gas 

detection of CO2, acetaldehyde and ethanol and liquid-phase Raman spectroscopy of acetate, 

formate, glucose and phosphate buffer anions. The best spectral features for detection are 

discussed with how to obtain the partial pressures and concentrations of compounds by 

integrations and least-squares fitting procedures of the features. 

Liquid-phase Raman detection affords noise-equivalent (1 σ) detection limits of 

0.8 mM acetate, 0.4 mM formate, 0.5 mM glucose, 0.5 mM HPO4
2 −

 and 0.6 mM H2PO4
−

 at 

1 h integration time. The measurement of the phosphate buffer anions allows the spectroscopic, 

in situ pH determination of the bacterial culture via a modified Henderson-Hasselbalch 

equation which uses activities instead of concentrations to extend the useful range of the 

equation to moderately strong electrolytes (I < 0.5). Without this correction, the calculated pH 

of a typical phosphate buffer is too high by up to 0.4. The 4 m White cell FTIR measurements 

provides noise-equivalent (1 σ) detection limits of 0.21 µbar acetaldehyde and 0.26 µbar 

ethanol in the gas-phase, corresponding to 3.2 µM acetaldehyde and 22 µM ethanol in solution, 

using Henry’s law. The analytical dynamic range exceeds 0.5 mbar ethanol, corresponding to 

41 mM in solution. The bacterial culture is also sampled for conventional gas chromatographic 

analysis of acetate and ethanol showing good agreement with the spectroscopic methods. 

The mixed-acid fermentation of glucose by E. coli is studied with the changes in pH 

and the production of CO2, acetate, formate, acetaldehyde and ethanol discussed in the context 

of the fermentative pathways. Acetate and formate are excreted from the cell causing the 

extracellular pH to decrease. When the pH becomes too acidic, acetate excretion stops and 

formate is reimported to be disproportionated to H2 and CO2 by formate hydrogenlyase.   
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3.1 Introduction 

 

Microbial fermentation is a fascinating and important process with broad relevance to 

the fields of biotechnology, environmental science, and medicine. In the absence of terminal 

electron acceptors, such as O2, various forms of fermentation are carried out by many 

facultative and obligate anaerobes in order to obtain energy to sustain growth and cellular 

functions [48]. The production of organic compounds characterises all microbial 

fermentations; in some cases, these products can be valuable chemical intermediates or 

commodities such as with acetone-butanol-ethanol (ABE) fermentations [139] or the brewing 

process carried out by Saccharomyces cerevisiae [140]. 

 E. coli utilises a mixed-acid fermentation when grown anaerobically with glucose (see 

Figure 1.16) with up to one-third of carbon derived from glucose converted to formate [48]. 

Above an extracellular pH of 7, the major fermentation products are acetate, ethanol, and 

formate [141]. Acidic products are excreted to prevent cytoplasmic acidification. When the 

extracellular pH decreases below 6.8, formate is reimported back into the cell to be 

disproportionated to H2 and CO2 by the formate hydrogenlyase (FHL) complex [53]. Two 

additional hydrogenases are also expressed, which can then reoxidise H2 [51, 99]. As an 

additional strategy during later fermentation stages, E. coli switches to lactate production 

instead of acetate and formate to minimise further acidification [141, 142]. Given its wide range 

of fermentation products, E. coli has been investigated as a potential platform for biologically 

produced biohydrogen, bioethanol, succinic acid and biopolymers such as polylactic acid 

(PLA) [143, 144]. As FHL activity to produce H2 is dependent on the pH, it is a critical control 

parameter in the conversion of organic feedstock to biohydrogen. 

 Spectroscopic techniques are powerful analytical tools which allow for rapid, selective, 

and on-line measurements. The non-invasive nature of using light to probe a bacterial culture 

in a closed system also enables greater confidence in preventing contamination. FTIR and other 

techniques using mid-IR wavelengths are sensitive as they rely on strong fundamental 

vibrational transitions. While they do find some application, their usefulness is limited in 

solution to some extent by the broad absorption profile of water over almost the entire region. 

In a couple of previous studies, liquid-phase FTIR has been applied to monitor bioprocesses, 

usually employing an attenuated total reflection (ATR) probe immersed in the suspension. 

Examples include monitoring glucose and lactic acid in Lactobacillus casei fermentation [145], 

glucose and acetate in E. coli fermentation [146] or the fermentation of phenoxyacetic acid to 
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penicillin V by Penicillium chrysogenum [147]. Compounds can be detected at millimolar 

levels, but the probes require sterilisation before use which introduces issues with 

disassembling the equipment and maintaining optical performance. In contrast, in the vapour 

phase, the lack of complex hydrogen-bonded networks of water molecules leads to narrower 

and better defined absorption bands, with windows which are relatively free of water vapour, 

enabling sensitive detection of volatile organics and oxygen-containing compounds without 

interference from water. 

 For direct analysis of the liquid-phase, near-IR (NIR) spectroscopy is much more 

widely applied in bioprocess and fermentation monitoring [148-151] due to the much weaker 

absorption profile of water in this region. However, the spectral features observed in NIR 

spectroscopy are overtone or combination transitions that are also weaker, typically by at least 

an order of magnitude compared with the corresponding fundamental transitions, reducing the 

inherent sensitivity. Also, such overtone bands are broad and typically less characteristic with 

significant overlap of spectral features from different compounds, leading to the use of complex 

mathematical models which are not easily transferable between different systems or media 

types. In a recent comparison of NIR with ATR-FTIR monitoring of fermentation processes, 

NIR has been found to have high prediction errors due to light scattering and the lack of 

distinctive and sharp spectral features [145]. 

 Raman spectroscopy is a complementary technique to absorption-based techniques; 

like NIR spectroscopy, Raman spectroscopy is comparatively insensitive towards water 

although bands are typically far more characteristic of the compounds being measured. Raman 

spectroscopy has seen extensive applications in biotechnology [152-154] including in 

lignocellulosic fermentation for bioethanol production [155]. In most applications, a Raman 

probe is inserted into the suspension which introduces problems maintaining sterile conditions, 

optical performance and disassembling the reactor for sterilisation before use. As an example, 

in a previous Raman application to monitor glucose, acetate, formate, lactate, and 

phenylalanine in the aerobic metabolism of E. coli, changes in optical characteristics of the 

probe and its sapphire window after steam sterilisation have been reported [152]. Although 

theoretical detection limits of the order of 0.1 mM at 300 s integration have been predicted to 

be possible, sensitivity is ultimately limited and compromised due to systematic errors caused 

by spectral shifts between reference and sample spectra [152]. Severe interferences are possible 

in Raman spectroscopy due to fluorescence, in particular, if growth media like lysogeny broth 

(LB) are used that are coloured and have visible absorption bands [156]. This limitation 

requires careful design and selection of excitation wavelength. Raman spectroscopy itself is 
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not a very sensitive technique due to low scattering cross sections. One technique to overcome 

sensitivity issues is to apply resonance Raman spectroscopy; this requires analytes having 

absorption bands close to the excitation wavelength, but not overpowering Raman signals by 

fluorescence. This condition, however, is only achieved in special cases, like carotenoid 

detection at micromolar levels in yeast fermentation at 785 nm Raman excitation [157]. In 

addition to applications in process monitoring, vibrational spectroscopies are powerful 

emerging tools for in situ bacterial species identification [158]. 

 This chapter describes and characterises the performance of a combined non-invasive 

FTIR and Raman approach in the gas-phase and in solution, respectively, for monitoring and 

controlling microbial fermentation, with the mixed-acid fermentation of E. coli serving as a 

particularly relevant example. By using Raman monitoring of the two major phosphate species 

of the phosphate buffer present in M9 minimal medium, it is possible to spectroscopically 

determine the pH of the growth medium. The pH is an important parameter in fermentation 

processes, and the theoretical basis of this analysis is derived. Critical issues associated with 

electrochemical probes, including contamination and long-term drift, are avoided by being able 

to measure the pH in situ, accurately and on-line. Combined with continuous optical density 

(OD) measurements, a conventional measure of bacterial growth and cell density, interesting 

insights into the metabolism of the cell and the production of acids, ethanol, and formate 

disproportionation are obtained.  

 

 

  



                                                     101 

 

3.2 Experimental

3.2.1 Bacterial Growth Conditions 

 

E. coli K-12 MG1655 was transferred from – 80 °C glycerol stocks, struck on LB-agar 

plates and incubated overnight at 37 °C. Starter cultures were prepared by inoculating 50 mL 

of LB medium with a single colony from the plate and incubating overnight (37 °C, 200 rpm) 

in a sealed 50 mL centrifuge tube for anaerobic growth conditions. Overnight, the anaerobic 

starter cultures grew to a typical OD600 of 1.2. Ultimately, 1 mL of the starter culture was 

centrifuged and the bacterial pellet resuspended into 1 mL of fresh M9 medium to be added to 

a further 60 mL when starting experiments. The M9 medium was supplemented with 

30 mM glucose, as in Section 2.2.1, but with added anaerobic trace elements of 9 µM NiCl2, 

4 µM Na2SeO3 and 3.2 µM Na2MoO4. The entire M9 minimal medium formulation contained:  

 

48 mM Na2HPO4 30 mM glucose 22 mM KH2PO4 18 mM NH4Cl 

8.5 mM NaCl 1 mM MgSO4 1 mM thiamine 300 µM CaCl2 

135 µM Na4EDTA 57 µM H3BO3 31 µM FeCl3 9 µM NiCl2 

6.2 µM ZnCl2 4 µM biotin 4 µM Na2SeO3 3.2 µM Na2MoO4 

2.7 µM CoCl2 1.3 µM MnCl2 0.2 µM CuSO4  

 

 

 

 

3.2.2 The Experimental Set-up 

 

Before starting each experiment, 60 mL of M9 medium was prepared in a 100 mL 

custom five-neck flask and submerged in a 37 °C water bath under rapid stirring for efficient 

gas transfer. The flask was sealed after adding the 1 mL of media containing E. coli from the 

starter culture. A scheme of the experimental set-up is shown in Figure 3.1 and a photograph 

of the set-up is shown in Figure 3.2. From the left-neck, the bacterial culture was cycled by a 

peristaltic pump (PP-L, 4.5 L h
− 1

) for in situ OD600 and liquid-phase Raman measurements. 

The OD600 measurements were obtained as outlined in Section 2.2.2, using a laser pointer (LP), 

1 cm sealed glass cuvette and photodiode (PD). From the right-neck, the headspace gases were 

cycled by a peristaltic pump (PP-G, 4.5 L h
− 1

) for gas-phase FTIR measurements in a 
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long-path White cell (WC). The White cell and the gas transfer tubes were warmed to ca. 50 °C 

by heating wire to prevent water condensation on the internal optics. The total headspace gas 

volume was 525 mL. The middle-neck was equipped with a Suba-Seal rubber septum to allow 

sampling of the culture for gas chromatography analysis. Not shown in Figure 3.1 are the two 

other necks, one leading to a vacuum pump and the other connecting to a N2 cylinder. Before 

starting experiments, alternating between these vacuum and N2 lines several times enabled 

purging of O2 from the closed system to give anaerobic growth conditions.  

Bacterial cultures were monitored until no further CO2 production was observed due to 

the depletion of oxidisable carbon sources. Endpoint measurements of the pH and dry biomass 

were recorded for each experiment. The bacterial suspension was centrifuged at the end of each 

experiment and the pH of the supernatant was recorded using a Mettler Toledo SevenMulti pH 

meter (glass electrode with internal Ag/AgCl reference). The dry biomass was typically around 

30 mg in total and was measured by weighing the centrifuged cellular material after decanting 

off the supernatant and allowing the pellet to dry in a 37 °C oven. 

 

 

Figure 3.1 – The experimental set-up. Headspace analysis by White cell FTIR spectroscopy 

and liquid-phase analysis by Raman spectroscopy and OD600. LP, laser pointer; M-Al, mirror 

(glass slide with 2 mm × 3 mm Al spot); MO, microscope objective; PD, photodiode; 

PP-G, gas-phase peristaltic pump; PP-L, liquid-phase peristaltic pump; WC, White cell. 
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Figure 3.2 – Photograph of the experimental set-up.  

 

 

 

 

3.2.3 Liquid-Phase Raman Spectroscopy 

 

The home-built liquid-phase Raman spectrometer in the present experiment was first 

described in a publication from 2010 [159]; however, several modifications have been 

implemented since then. A schematic of the Raman spectrometer is shown in Figure 3.3. The 

optical components are mounted on a 250 mm × 250 mm × 10 mm aluminium plate. A 

frequency doubled Nd:YAG laser (LP, Lasos, GL3dT) emitted 20 mW of linearly polarized 

532.2 nm radiation. The green light was turned 90° by a mirror (M-Al) and coupled into a 

microscope objective (MO). The mirror needed to be as small as possible so that it did not take 

away too much of the backscattered Raman light so a 2 mm × 3 mm oval aluminium film 

deposited on a glass slide was used. The microscope objective was a 20 ×, 0.50 NA achromatic 

objective (OptoSigma, 028-0220) with a large clear aperture (8.2 mm). The objective focussed 

the laser light very tightly at 2 mm distance from the objective front into the sample tube (ST) 

through which the bacterial culture was circulated. The sample tube was simply a borosilicate 

glass NMR tube with the bottom removed to give two openings. The sample volume was 

essentially the focus volume with an estimated spatial resolution below 100 μm.     

Raman backscattered light (180° detection geometry) was collimated by the same 

microscope objective. The oval aluminium film blocked some of the Raman light but the 

majority passed through the glass slide. To stop unwanted Rayleigh light from reaching the 

detector, the Raman light passed through a filter (F, SCHOTT, OG-550, orange colour) and 

was then focused with an f = 25.4 mm lens (L) into a glass fiber (GF, 100 μm core SMA fiber 
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patch cable) and transmitted to the monochromator, which was the Czerny-Turner spectrograph 

(Shamrock SR-750-A, f = 750 mm) equipped with a CCD camera (Andor iVac DR32400, 

cooled at −60 °C) previously described in Section 2.2.3. The high resolution grating 

(1200 lines mm− 1, blazed at 750 nm) provided an 880 cm− 1 spectral range from 830 to 

1710 cm− 1 at about 0.8 cm− 1 resolution. After wavenumber calibration, Raman peak position 

accuracy was estimated to be ± 3 cm− 1. Spectra were recorded every 5 min in ten 

accumulations of 30 s. The spectral range covered characteristic acetate, formate, glucose, 

phosphate (HPO4
2 −

 and H2PO4
−

) and water peaks, as discussed further in Section 3.3.1. 

A photograph of the liquid-phase Raman spectrometer is shown in Figure 3.4. 

 

 

Figure 3.3 – The liquid-phase Raman spectrometer. F, filter; GF, glass fiber; L, lens; LP, laser 

pointer; M-Al, mirror (glass slide with 2 mm × 3 mm Al spot); MO, microscope objective; 

ST, sample tube. 

 

 

 

Figure 3.4 – Photograph of the home-built Raman spectrometer, showing a closeup of the oval 

aluminum film deposited on a glass slide, microscope objective and sample tube. 
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3.2.4 White Cell FTIR Spectroscopy 

 

 The home-built multiple-pass absorption White cell was constructed by a previous PhD 

student, Thomas W. Smith [160]. The classical White cell design is based around three concave 

mirrors arranged in a V-shaped configuration, as shown in Figure 3.5. Note that for simplicity 

the White cell design in Figure 3.5 shows eight passes while the home-built White cell is 

capable of up to forty passes. Steering mirrors are used to divert the IR beam into and out of 

the sealed measurement cell. The IR beam is reflected back and forth between two upper 

mirrors (A and C) and the lower field mirror (B). All three mirrors have the same focal length 

and are separated at twice the focal length (the radius of curvature). The total number of passes 

is dictated by how the upper mirrors A and C are angled relative to the incoming and outgoing 

beam. The number of passes supported by a White cell must be a multiple of four and is equal 

to 2(N + 1) where N is the number of spots on the field mirror. Each cycle of four consists of 

the IR beam passing from the field mirror (or the IR window for the first cycle) to one of the 

upper mirrors, then being reflected back to the field mirror, next to the second upper mirror 

and finally returning to the field mirror (or the IR window for the final cycle).  

The home-built White cell was constructed after the silver mirrors in a commercial 

White cell corroded over time due to hydrogen sulfide measurements. The home-built White 

cell used two gold coated mirrors (Thorlabs, f = 100 mm, 2 inch diameter) as gold has good 

chemical resistance towards hydrogen sulfide and thiols. Although gold has poor reflectivity 

for visible light, due to the surface plasmon resonance bands, its reflectivity in the MIR range 

is excellent which covers 98 % of the fundamental region of FTIR spectra. One of the gold 

coated mirrors was cut along the diameter to give the two upper, refocusing mirrors (A and C). 

Two wedges were cut from the field mirror (B) to make it T-shaped. Apart from reflection 

loses, the maximum number of passes is usually limited by the total number of reflections that 

can fit along the field mirror diameter. A T-shaped mirror allows the incoming beam to enter 

the White cell slightly away from the field mirror to generate two rows of reflections, as shown 

in Figure 3.6. This design made more efficient use of the mirror surface by allowing a larger 

number of passes to be accommodated without increasing the mirror diameter. The White cell 

mirrors were aligned using a 636 nm HeNe laser collinear with the IR beam during 

construction, this allowed up to nineteen reflections to be visualised on the field mirror. 

Nineteen spots was the maximum number possible corresponding to forty passes and a folded 

pathlength of 8 m, based on the 20 cm base length. The White cell was aligned for twenty 
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passes or a 4 m folded pathlength for the data presented in this chapter. In later chapters, the 

White cell was realigned for thirty passes or a 6 m folded pathlength. 

 

 

Figure 3.5 – The basic design of an eight-pass White cell. Mirrors A and C are the refocusing 

mirrors while mirror B is the field mirror. The three concave mirrors have the same focal length.  

 

The gold coated mirrors were placed inside a custom glass cylindrical enclosure, 

250 mm long with 55 mm diameter, containing two ports that could be isolated by Young 

valves for static measurements or left open for continuous gas flow. Calcium fluoride was 

selected for the IR window (Crystran Ltd., 55 mm diameter, 3 mm thickness) as it offered a 

good compromise between moisture resistance and good transmission over most of the IR and 

visible region. Despite calcium fluoride cutting off wavenumbers below 1000 cm− 1, meaning 

that low energy vibrational modes could not be observed, most small molecules have their 

fundamental absorption bands at relatively high wavenumbers, with stretching modes typically 

above 1500 cm− 1. Salt optics such as sodium chloride or potassium bromide cut off at much 

lower wavenumbers, but they are very hydroscopic making them unsuitable for the analysis of 

bacterial cultures. Calcium fluoride is insoluble in water making it ideal for analysing liquid 

samples which produce excess water vapour inside the closed system. The sealed glass cell was 
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mounted inside a 60 mm optical cage system (Thorlabs) to provide maximum rigidity and 

equipped with two plane diverting mirrors (Thorlabs, protected gold, 24.5 mm) for steering the 

IR beam. A photograph of the White cell and the FTIR instrument is shown in Figure 3.7. The 

spectral range of the FTIR instrument (Matteson Research Series FTIR, no apodisation, 

128 scans, 0.4 cm− 1 resolution, MCT detector) was from 1000 to 7000 cm− 1, limited at higher 

wavenumbers by the globar light source. The MCT detector was cooled by liquid N2 and 

required refilling every 12 h. Spectra were recorded every 5 min and analysed for CO2, 

acetaldehyde and ethanol partial pressures, as discussed in Section 3.3.3.  

 

 

Figure 3.6 – The arrangement of reflections on the field mirror of a single row (top) and 

two row (bottom) White cell. The field mirror of a two row White cell is cut to be T-shaped. 

 

 

 

Figure 3.7 – Photograph of the White cell and FTIR spectrometer. 
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3.2.5 Gas Chromatography 

 

 The bacterial culture was sampled several times during experiments for gas 

chromatographic analysis of acetate and ethanol to compare with and to validate the 

liquid-phase Raman and gas-phase FTIR methods, respectively. The samples were centrifuged 

and 0.2 mL of the supernatant was dissolved in 0.8 mL acetone, then 0.3 μL of this solution 

was injected into the gas chromatograph (temperature programmed Agilent DB-WAX UI, with 

1.4 mL min
− 1

 H2 carrier gas and flame ionisation detector). Retention times for ethanol and 

acetate were 4.5 and 11 min, respectively. From the gas chromatogram peak integrals, the 

concentrations of acetate and ethanol in the sample were determined by a calibration. The 

calibration plots are shown in Figure 3.8. 

 

 

Figure 3.8 – Gas chromatography calibration plots for acetic acid and ethanol. 
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3.3 Results and Discussion 

 

3.3.1 Analysing Liquid-Phase Raman Spectra 

 

 Raman spectra of mixtures in aqueous solution are generally complex with numerous 

overlapping features that may be very broad or relatively narrow and intense. Lower frequency 

peaks between 500 to 1100 cm− 1 generally belong to the main vibrational modes of anions 

present in the solution [161]. At higher frequencies, Raman spectra exhibit wide bands 

corresponding to the vibrations of water: the OH bending (ν2) and OH stretching bands, as 

shown in Figure 3.9. This experimental water Raman spectrum was acquired using the low 

resolution grating (150 lines mm− 1) for the greater spectral range. There is no generally 

accepted view on the nature of the OH stretching Raman peak and it has been proposed to be 

made up of several sub-bands (symmetric stretching, antisymmetric stretching, Fermi 

resonance with water bending overtone), as well as being sensitive to variations in hydrogen 

bonding between water molecules [162].  

 

 

Figure 3.9 – Experimental liquid-phase Raman spectrum of water acquired using the 

low-resolution grating (150 lines mm− 1). 

 

With the high-resolution grating (1200 lines mm− 1), liquid-phase Raman spectra were 

obtained within 830 – 1710 cm− 1 which covered characteristic acetate, formate, glucose, 

monohydrogen phosphate (HPO4
2 −

), dihydrogen phosphate (H2PO4
−

) and water peaks. Note 

that the high resolution grating was necessary to distinguish these relatively sharp overlapping 
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peaks. Intracellular acids and other metabolites may also have contributed to the experimental 

spectra. However, as the sum volume of the bacterial cells is significantly less than the volume 

of the growth medium, it can be assumed that the experimental spectra correspond mainly to 

the extracellular species in solution. For comparison and calibration, Raman reference spectra 

were obtained in borosilicate sample tubes. Raman spectra of the empty sample tube, water 

and fresh M9 medium are shown in Figure 3.10. The borosilicate sample tube spectrum had a 

broad silicate peak with ν0 = 1040 cm− 1 and FWHM = 110 cm− 1. This silicate peak was 

present in all recorded spectra, for instance it can be seen in the water spectrum, but this artifact 

could be easily removed by subtracting the sample tube spectrum. The water bending vibration 

had ν0 = 1630 cm− 1 and a FWHM of 96 cm− 1. This water peak was used to normalise spectra 

which was particularly relevant for the bacterial cultures which became more turbid with time 

resulting in weaker Raman signals. In the normalisation, the water peak was fitted with a 

Gaussian contour and it was assumed that the Gaussian area should be the same for all Raman 

spectra due to the large concentration of water (55.5 M for pure water) compared to the 

millimolar concentrations of species in solution. In addition to the silicate and water peaks, the 

fresh M9 medium spectrum contained overlapping features from the 30 mM glucose, 

47 mM HPO4
2 −

 and 22 mM H2PO4
−

.  

 

 

Figure 3.10 – Experimental Raman spectra of the empty borosilicate sample tube (black), 

water (blue) and fresh M9 medium supplemented with 30 mM glucose (red). Note that the 

offset in the baselines of the water and M9 spectra are artificially added for clarity. 

 

Reference spectra of 100 mM each of glucose, HPO4
2 −

 and H2PO4
−

 were recorded, 

normalised with the water peak and divided by one hundred to create model spectra 
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corresponding to 1 mM of each species. An in-house written computer programme 

implemented a least-squares fit of each experimental Raman spectrum to the sum of the model 

spectra and a linear baseline. The result of one such fit for fresh M9 medium is shown in 

Figure 3.11. The HPO4
2 −

 peak at 989 cm− 1 was due to the symmetric stretching of the PO3 

group while the two H2PO4
−

 peaks at 867 and 1076 cm− 1 originate from the symmetric 

stretching of the P(OH)
2
 and the PO2 groups, respectively [163].  

 

 

Figure 3.11 – In black, an experimental Raman spectrum of fresh M9 medium. In red, the sum 

of the 30 mM glucose, 47 mM monohydrogen phosphate and 22 mM dihydrogen phosphate 

models shown in brown, green and orange, respectively.   

 

Glucose has numerous features in its Raman spectrum, for instance the out-of-plane 

ring deformations between 350 to 600 cm− 1 and the C–H and O–H stretching bands above 

2800 cm− 1 [164]. Glucose has two distinct spectral regions in the range displayed in 

Figure 3.11. From 1000 to 1250 cm− 1 are bands corresponding primarily to coupled heavy 

atom stretching motions involving both the ring and the hydroxyl groups. From 1200 to 

1500 cm− 1 are bands corresponding primarily to the coupled deformations of various 

H-containing functional groups, such as hydroxyl ( –OH ), methylene ( –CH2– ) and methine 

( >CH– ). Acetic and formic acids excreted during mixed-acid fermentation by E. coli will 

dissociate at neutral pH to the acetate and formate anions, releasing acidic protons. The 

phosphate buffer prevented severe acidification of the external medium by converting HPO4
2 −

 

to H2PO4
−

. The result of a least-squares fit of model spectra for an experimental Raman 

spectrum taken around 12 h into a fermentation experiment is shown in Figure 3.12. Glucose 

was depleted while almost the entirety of HPO4
2 −

 had been converted to H2PO4
−

 due to the 
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excretion of 30 mM acetate and 10 mM formate. The model spectra of acetate and formate 

were also produced from 100 mM reference spectra. Within our spectral range, acetate had 

three distinct peaks at 928, 1346 and 1414 cm− 1 belonging to the C–C stretching, CH3 

deformation and C–O stretching vibrations, respectively [165]. The lone formate peak observed 

at 1349 cm− 1 belonged to the C–O stretching vibration. Although the formate peak overlapped 

with the 1346 cm− 1 acetate peak, the fitting routine could successfully distinguish the two 

species, as shown in Figure 3.13. 

 

 

Figure 3.12 – In black, an experimental Raman spectrum of M9 medium during mixed-acid 

fermentation by E. coli. In red, the sum of the 30 mM acetate, 10 mM formate and 

67 mM dihydrogen phosphate models shown in blue, pink and orange, respectively.   

 

 

 

Figure 3.13 – A zoom into the overlapping acetate and formate peaks from the spectrum 

displayed in Figure 3.12.  
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The least-squares fit of an experimental Raman spectrum to the sum of the model 

spectra and a linear baseline returned multipliers for each model spectrum. A Gaussian contour 

was also fitted to the water bending peak in the experimental Raman spectrum for 

normalisation. The model spectra multipliers x were normalised by dividing by the water 

bending peak area to give x’. The normalised x’ was converted to concentration via calibration 

plots, as shown in Figure 3.14. Excellent linearity (as shown by the R2 value) and a good 

dynamic range were observed for all compounds. Note that error bars, as represented by the 

standard deviation of repeat measurements, were approximately the size of the data point 

symbols and were therefore not displayed in the calibration plots. 

 

 

Figure 3.14 – Calibration plots of normalized Raman model spectrum multipliers x’ against 

analyte concentrations in solution, including linear fit lines with gradients m and R2 values. 

 

By recording a series of Raman spectra and analysing the noise level (standard 

deviation) of the baseline (essentially a blank M9 sample), estimates of the noise-equivalent 

(1 σ) detection limits of each species were determined. With a standard signal integration time 

of 5 min (ten accumulations of 30 s), the detection limits were 2.6 mM acetate, 

1.5 mM formate, 1.9 mM glucose, 1.9 mM HPO4
2 −

 and 2.0 mM H2PO4
−

. With additional 
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averaging of twelve spectra to an integration time of 1 h (as was done with the data displayed 

in Sections 3.3.2 and 3.3.4), the limits improved to 0.8 mM acetate, 0.4 mM formate, 

0.5 mM glucose, 0.5 mM HPO4
2 −

 and 0.6 mM H2PO4
−

. Note that these improved limits were 

calculated by assuming that the signal-to-noise ratio was proportional to the square root of the 

integration time. 

 Two main factors limit the analytical performance of liquid-phase Raman spectroscopy 

in bacterial culture analysis. First, with increasing cell density, the solution becomes 

progressively turbid and reduces Raman signal intensity. Increased turbidity seriously affects 

sensitivity and, more importantly, calibration. The calibration can be maintained using OD 

measurements or, as discussed prior, the water bending peak area. The second factor that 

frequently plagues Raman spectroscopy is interference by fluorescence which can mask Raman 

signals. Fluorescence was not a significant issue in M9 medium which is colourless and 

non-fluorescent. It has been shown before, however, that fluorescence can become limiting if 

coloured growth media such as LB are used [156]. Fluorescence can often be alleviated by 

moving to a longer wavelength Raman excitation, towards the red or near-IR. 

 

 

 

 

3.3.2 In Situ pH Measurements 

 

 This section covers the publication ‘Using Activities to Correct the Henderson-

Hasselbalch Equation’ [137]. To prevent significant changes in pH, buffer solutions utilise the 

equilibrium between a weak Brønsted-Lowry acid (HA) and its conjugate base (A
−

),  

 

HA(aq) = H+
(aq) + A

−
(aq) 

 

and the pH of a buffer solution can be estimated by the Henderson-Hasselbalch equation,  

 

pH = pKa+ log
10

{
c(A

−
)

 c(HA) 
} 

 

where c denotes the concentrations of the acid-base pair and Ka is the thermodynamic 

equilibrium constant of the acid ionisation, 

 

Ka=
a(H+) a(A

−
)

a(HA)
 (3.3) 

(3.2) 

 (3.1) 
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where a(H+), for example, is the (dimensionless) activity of a hydrated proton H+. The activity 

a of an ion is the concentration c divided by the standard concentration co (1 mol L− 1) 

multiplied by the activity coefficient γ which depends on the charge z of the ion and the 

composition of the solution, in particular on the ionic strength I, 

 

  =
1

2
 ∑  ci

n

i=1

 zi
2 

 

Equation 3.5 is obtained by taking the log
10

 of both sides of Equation 3.3, identifying 

that pKa= – log Ka and pH = – log a(H+) and finally rearranging, 

 

pH = pKa+ log
10

{
a(A

−
)

 a(HA) 
} 

 

                                         =  pKa+ log
10

{
c(A

−
)

 c(HA) 
} + log

10
{

γ(A
−

)

 γ(HA) 
}   

 

 The Henderson-Hasselbalch equation is essentially Equation 3.5 but approximating 

activities with concentrations by assuming that γ(A
−

) = γ(HA). More complicated expressions 

are derived for polyprotic acids, but if the different ionisation constants are sufficiently 

separated, the reactions can be approximated by step-wise single ionisation reactions. This 

applies to phosphoric acid (H3PO4) with pKa,1 = 2.14, pKa,2 = 7.20 and pKa,3 = 12.34 at 25 °C. 

For a phosphate buffer around pH = 7, the relevant ionisation reaction is  

  

H2PO4
−

(aq)
 =  H+

(aq) + HPO4
2 −

(aq)
 

 

 By measuring the concentrations of HPO4
2 −

 and H2PO4
−

 using liquid-phase Raman 

spectroscopy, the pH of phosphate-buffered M9 medium could be estimated by the Henderson-

Hasselbalch equation. However, this estimated pH was around the order of 0.4 greater than the 

pH recorded using calibrated pH electrodes. A more accurate estimation by the Henderson-

Hasselbalch equation required the conversion of concentrations to activities.  

 Activities are defined thermodynamically by the change of the chemical potential with 

concentration. Debye-Hückel derived approximate expressions for highly diluted electrolytes 

(I << 0.1 M), based on ions interacting by electrostatic forces with surrounding ions (‘ion 

I (3.4) 

(3.5) 

(3.6) 
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atmosphere’), depending on the concentration of ions via I and their distance of closest 

approach α (also called ion size parameter, in Å units),  

 

log
10

 γ
i
 = 

– 0.51 zi
2 √I

(1 + 0.33 αi √I ) 
 

 

where 0.51 and 0.33 are constants for water as solvent at 25 °C [166, 167]. Davies modified 

and extended this expression semi-empirically to higher I (up to ≈ 0.5 M) [167, 168],  

 

log
10

 γ
i
 = – 0.51 zi

2 {
√I

 (1 + √I )
 –  0.3 I } 

 

Both Equations 3.7 and 3.8 and related expressions are of the form 

 

log
10

 γ
i
 = – A(I) zi

2 

 

where the factor A depends on the ionic strength and on the ion and water properties. 

Combining Equations 3.5 and 3.9 gives a modified Henderson-Hasselbalch equation that 

corrects concentrations to activities, 

 

pH = pKa+ log
10

{
c(A

−
)

 c(HA) 
}  – A(I) {z2(A

−
) – z2(HA)} 

 

For a monoprotic acid where A
−

 is singly charged and HA is neutral, the last correction 

term is just – A(I). But, when applying Equation 3.10 to a phosphate buffer around pH 7 the 

last correction term becomes – 3 A(I) as z2(HPO4
2 −

) = 4 and z2(H2PO4
−

) = 1, hence,    

 

pH = 7.20 + log
10

{
 c(HPO4

2 −
) 

 c(H2PO4
−

) 
}  – 3 A(I)  

 

                                   = 7.20 + log
10

{
 c(HPO4

2 −
) 

 c(H2PO4
−

) 
}  – 1.53 {

√I

 (1 + √I )
 –  0.3 I } 

 

(3.8) 

(3.9) 

(3.10) 

(3.11) 

(3.7)  
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 The – 3 A(I) term can become quite considerable as it mainly depends on the ionic 

strength of the solution. At 25 °C, the – 3 A(I) correction factor for a phosphate buffer around 

pH 7 rises dramatically as I increases from 0 to 0.1 M and asymptotically approaches – 0.41 

for I > 0.15 M, as shown in Figure 3.15.    

 

 

Figure 3.15 – Davies’ – 3 A(I) correction to the pH of a phosphate buffer around pH 7 for 

different ionic strengths I. 

 

Buffer solutions of 50 mM monobasic and 50 mM dibasic anhydrous potassium 

phosphate salts were prepared to show how the Henderson-Hasselbalch equation could be 

easily corrected, as in Equation 3.11. Known amounts of HCl or NaOH were added as 

necessary with the independent variable [H+]
index

 defining the concentrations of acid or base 

added. The concentrations of HPO4
2 −

 and H2PO4
−

 equilibrated depending on the [H+]
index

. If 

x mM HCl was added, the [H+]
index

 was positive and x mM HPO4
2 −

 was converted to H2PO4
−

. 

The opposite was true if y mM NaOH was added, the [H+]
index

 was negative and y mM H2PO4
−

 

was converted to HPO4
2 −

. Due to the logarithm in the Henderson-Hasselbalch equation, the 

pH of the solution did not change drastically when interconverting between HPO4
2 −

 and 

H2PO4
−

, hence the buffering effect. As shown in Figure 3.16, pH measurements of the 

phosphate solutions were made using a Mettler Toledo SevenMulti pH meter and compared 

with the pH calculated by the Henderson-Hasselbalch equation and the – 3 A(I) corrected 

equation. Without the correction, the pH is consistently around 0.4 too high. Note that the ionic 

strength of the solution must consider the concentrations and charges of all ions in solution, as 

according to Equation 3.4. For instance, for [H+]
index

 = 40 mM, the ions in solution were 
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90 mM HPO4
2 −

, 10 mM H2PO4
−

, 150 mM K+ (from the phosphate salts) and 40 mM Cl
−

 

(from the added HCl) giving I = 0.28 M.  

 

 

Figure 3.16 – pH of phosphate buffer solutions containing 50 mM HPO4
2 −

 and 50 mM 

H2PO4
−

 with HCl (+ [H+]
index

) or NaOH (– [H+]
index

) added. pH Measured: recorded with a 

pH meter. pH HH: calculated by the Henderson-Hasselbalch equation using concentrations 

(Equation 3.2). pH HH Corrected: pH HH – 3 A(I) (Equation 3.11). 

 

During mixed-acid fermentation by E. coli, HPO4
2 −

 would convert to H2PO4
−

 in 

response to acid excretion, as shown as an example of an actual biological measurement in 

Figure 3.17. Note that each data-point originates from averaging twelve liquid-phase Raman 

spectra at 300 s integration time. Initially, the buffer contained 47 mM HPO4
2 −

 and 22 mM 

H2PO4
−

. At around 12 h, almost the entirety of HPO4
2 −

 was converted to H2PO4
−

. If acids 

continued to be excreted from this time the phosphate buffer would have been overwhelmed 

and the pH would have decreased drastically. Fortunately, from 12 – 36 h, around 10 mM 

H2PO4
−

 was converted back to HPO4
2 −

. This was due to the reimport of excreted formate, as 

discussed in more detail in Section 3.3.4. The pH calculated with the – 3 A(I) corrected 

Henderson-Hasselbalch equation showed excellent agreement with the pH measured externally 

by a pH meter at t = 0 and 60 h. The ionic strength was calculated including all millimolar 

concentration ions in solution but the trace elements at micromolar levels were ignored. 

Included in the I calculation were the time-dependent values of HPO4
2 −

, H2PO4
−

, acetate and 

formate, as well as the 103 mM Na+, 27 mM Cl
−

, 22 mM K+, 18 mM NH4
+ and 1 mM MgSO4 

from the M9 medium components that were assumed to stay constant. At t = 0 h, I = 0.19 M 
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and – 3 A(I) = – 0.38. Mainly due to the decrease in HPO4
2 − by t = 60 h, I decreased to 0.14 M 

but – 3 A(I) hardly changed at a value of – 0.36. In conclusion, spectroscopic measurement of 

phosphate anion concentrations affords the contactless calculation of the pH of a bacterial 

culture, if the corrected version of the Henderson-Hasselbalch equation is applied.  

 

 

Figure 3.17 – Anaerobic fermentation by E. coli during growth in M9 medium supplemented 

with 30 mM glucose. a) Concentrations c of HPO4
2 −

 and H2PO4
−

. b) pH calculated by the 

Henderson-Hasselbalch equation (open circles) and recorded with a pH meter (solid squares). 
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3.3.3 Analysing Gas-Phase FTIR Spectra

FTIR spectra were recorded using the 4.0 m White cell from 1000 to 7000 cm− 1 at 

0.4 cm− 1 spectral resolution, as shown in Figure 3.18 for an ambient air sample, to detect 

gas-phase species in the headspace produced from the mixed-acid fermentation of E. coli. Note 

that throughout this entire thesis all absorbances A in FTIR spectra are defined as ln(𝐼0 𝐼⁄ ). The 

spectra contain numerous rovibrationally resolved water lines between 1000 – 2000 cm− 1 from 

the OH bending fundamental, between 3000 – 4000 cm− 1 from the OH stretching fundamental 

and between 5100 – 5500 cm− 1 from the combination bands of the OH stretching and bending 

modes.  

 

 

Figure 3.18 – Experimental FTIR spectrum of 1 bar air dominated by CO2 and water lines.  

 

CO2 is perhaps the most indicative gas of bacterial metabolism and activity. For its 

quantification by FTIR spectroscopy, the main CO2 absorption bands, such as the asymmetric 

stretching (ν3) fundamental between 2200 – 2400 cm− 1, cannot be used due to saturation even 

under ambient levels. From 4800 – 5150 cm− 1,  12CO2 has three characteristic bands that 

do not suffer any noticeable interferences. They are the [2ν1+ ν3, ν1 + 2ν2
0 + ν3, 4ν2

0+ ν3] 

Fermi resonance triad, as shown in Figure 3.19. An in-house written computer programme 

performed a linear baseline correction of experimental FTIR spectra and integrated the 

20012 ← 00001 (ν0 = 4977.8 cm− 1) band from 4920 – 5015 cm− 1, as it was the most intense 

component of the triad. Comparison with the integral from a reference gas-phase spectrum for 

1 ppmv CO2 from the PNNL database [84] provided the conversion to partial pressure of 
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headspace CO2. Note that PNNL reference spectra corresponded to 1 ppmv-meter with 

A = log
10

( 𝐼0 𝐼⁄ ) and so were scaled to a pathlength of 4 m and multiplied by ln(10) to be 

comparable with our spectra.     

 

 

Figure 3.19 – Experimental FTIR spectrum of the (2ν1 + ν3) Fermi resonance triad of 12CO2. 

The CO2 partial pressure was 100 mbar, as calculated from the integral of the red shaded band. 

  

 

 

Figure 3.20 – Calibration plot showing calculated CO2 partial pressure as a function of CO2 

partial pressure, assuming a folded pathlength of 4 m. 
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Excellent linearity was observed between the calculated partial pressures of CO2 and 

known partial pressures of CO2 in 1 bar air (defined mixtures prepared on a gas handling line), 

as shown in Figure 3.20. This also confirmed the 4 m folded pathlength of the White cell. 

Non-linearity was observed at CO2 partial pressures greater than 100 mbar due to the 

20012 ← 00001 band exceeding a peak absorbance of 1.0. Note that this was a limitation of 

our FTIR spectrometer as its useful absorbance range extended up to ca. 1.0. Non-linearity was 

not an issue for the data displayed in Section 3.3.4 as the CO2 partial pressure produced did not 

exceed 100 mbar, under our conditions. To quantify above 100 mbar CO2, one of the weaker 

(2ν1 + ν3) Fermi resonance triad bands could be used.   

 

 

Figure 3.21 – In black, experimental FTIR spectrum of overlapping bands of acetaldehyde and 

ethanol corresponding to 18 and 105 ppm, respectively. In red, the sum of the acetaldehyde 

and ethanol models shown in green and blue, respectively.  

 

Acetaldehyde and ethanol could also be detected by FTIR spectroscopy in the 

headspace above the bacterial culture. Ethanol is a very relevant end-product of fermentation 

in bioprocesses and acetaldehyde is its precursor. Their spectral signatures are apparent in the 

C-H stretching region of 2575 – 3100 cm− 1, as shown in Figure 3.21. Unlike CO2, a simple 

integration of acetaldehyde and ethanol spectral features would not work since both species are 

overlapping and ethanol is affected by water interferences at the higher wavenumber end of its 

band. Similar to the liquid-phase Raman spectral analysis described in Section 3.2.1, the 2575 

– 3100 cm− 1 region was fitted to the sum of 1 ppmv each of acetaldehyde and ethanol PNNL 

model spectra and a linear baseline using an in-house written computer programme to 
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implement a least-squares fit. The returned multipliers of the model spectra were equal to the 

partial pressures of the respective species (at 1 bar total pressure, 1 μbar = 1 ppmv).  

 Using Henry’s law, the molarity of a dissolved gas can be calculated from its partial 

pressure. This allowed the estimation of molar concentrations of dissolved CO2, acetaldehyde 

and ethanol from the FTIR measurements in the headspace. Henry’s law constants for aqueous 

solutions at 37 °C are calculated as 0.026 mM mbar
− 1

 for CO2, 6.3 mM mbar
− 1

 for 

acetaldehyde and 82 mM mbar
− 1

 for ethanol using constants from ref. [169]. By using the 

ideal gas law, it is estimated that 7.0 % CO2, 94.9 % acetaldehyde and 99.6 % ethanol were 

held in solution. Under the experimental conditions, less than 1 % CO2 was estimated to be 

lost to carbonic acid and carbonates.  

 Each FTIR measurement used 128 accumulations taking 2 min to acquire. An analysis 

of the baseline for an empty sample by the model fitting routine provided a standard deviation 

(noise floor) of 0.21 μbar for acetaldehyde and 0.26 μbar for ethanol, which may serve as 

estimates for the noise-equivalent (1 σ) detection limits. Using Henry’s law, these detection 

limits correspond to 3.2 μM acetaldehyde and 22 μM ethanol. The analytical range exceeds 

0.5 mbar ethanol in the gas phase corresponding to 41 mM in solution; for quantifying higher 

concentrations, shorter pathlengths and/or other spectroscopic bands are available.  

 

 

 

 

3.3.4 Spectroscopic Analysis of Fermentation by E. coli 

 

 In an applied example of spectroscopic analysis by gas-phase FTIR and liquid-phase 

Raman spectroscopy, the mixed-acid fermentation of E. coli was studied. This application is 

particularly relevant because fermentative processes have a pronounced pH dependence and 

are essential in biotechnology to produce biohydrogen and other high value chemicals. On-line 

spectroscopic analysis of metabolites and pH enables process control and optimisation. 

 Figure 3.22 is a typical example of the time-dependent number of moles (n / mmol) of 

several metabolites, pH and OD600 measurements recorded during anaerobic fermentation by 

E. coli in M9 medium supplemented with 20 mM glucose. Partial pressures (p) of CO2, 

acetaldehyde and ethanol were converted to n using the ideal gas law (V = 5.25 × 10
−4

 m3, 

T = 310 K) and corrected by Henry’s law for the dissolved percentage of each species 

(7.0 % CO2, 94.9 % acetaldehyde and 99.6 % ethanol). CO2 is slightly soluble in water; once 
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it has dissolved, a small proportion of the CO2 reacts with water to form carbonic acid which 

will be at equilibrium with bicarbonate and carbonate ions, depending on the pH. Under our 

conditions, less than 1% of dissolved CO2 will be lost to carbonic acid and carbonates as 

estimated using equilibrium constants. Figure 3.22 contains the n and p of CO2 in the upper 

panel a, the n of acetaldehyde (scaled up by × 50), formate and glucose in panel b, the n of 

acetate and ethanol (as measured both spectroscopically and by GC) in panel c and the pH and 

OD600 in lower panel d. Experiments were repeated in triplicate, and all repeats showed 

essentially the same qualitative and quantitative behaviour. 

 As discussed in Chapter 2, OD600 measurements are convenient for distinguishing 

bacterial growth phases and estimating bacterial density but are best suited for supplementing 

more sophisticated analytical techniques. In Figure 3.22, the OD600 began quite low (around 

0.03) and did not increase noticeably for about 3 h which characterises the lag phase of bacterial 

growth, where the microbes prime themselves for cell division. From about 3 to 12 h, the OD600 

rises to its peak value of 1.4, indicative of the exponential growth phase. For simplicity, 

phase A (0 – 12 h) is referred to as the exponential growth phase.   

At 12 h, glucose is depleted at almost the same time as the stationary phase is reached. 

Despite glucose depletion, CO2 production continues until around 40 h when formate is 

depleted. Hence, stationary phase growth is divided into phases B (12 – 40 h) and C ( > 40 h) 

which are referred to as the glucose depletion and formate depletion phases, respectively. The 

OD600 measurements alone are neither very specific nor conclusive in phases B and C, as the 

OD600 was observed to first fall to 0.9 from 12 to 30 h, followed by a steady, slow rise. Based 

on the OD600 alone, it is unclear what is happening; these changes could be caused by changes 

in cellular morphology, the build-up of metabolites or cell death and the accumulation of cell 

debris. As in Chapter 2, this demonstrates the limitations of monitoring bioprocesses by the 

OD600 without additional supporting measurements.     
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Figure 3.22 – Anaerobic fermentation of 30 mM glucose by E. coli in M9 medium. A to C 

denotes three distinct phases: exponential growth (A), glucose depletion (B) and formate 

depletion (C). a) n and p of CO2. b) n of acetaldehyde (× 50), formate and glucose. c) n of 

acetate and formate. Open circles are from Raman measurements and solid squares from GC. 

d) Spectroscopic pH (open circles), externally measured pH (solid squares) and OD600.  
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CO2 production is a more direct measure of metabolism. During the mixed-acid 

fermentation of E. coli, CO2 and H2 evolve from the disproportionation of formate by FHL 

activity. While the OD600, pH and n of other metabolites remain virtually constant during the 

lag phase (0 – 3 h), glucose decreases and CO2 rises immediately due to metabolic activities 

occurring as the cells prime themselves for exponential growth. Although there is no apparent 

cell division occurring during the lag phase, the inoculated cells will adapt from the shock of 

the transfer to a new medium as they synthesise the necessary enzymes required for metabolism 

in the new environment. M9 medium lacks essential amino acids and peptides found in more 

complex media (such as LB) and requires new enzymes to synthesise these biomass precursor 

molecules from oxaloacetate, malate, and glycolytic intermediates [133]. At 3 h, when 

exponential bacterial growth begins, the CO2 evolution rate increases and then continues into 

phase B in an S-shape curve. CO2 peaks and then plateaus at 1.9 mmol (78 mbar) at 40 h, 

indicating the end of fermentative activity.  

 The FTIR measurements for acetaldehyde (panel b) and ethanol (panel c) show their 

production begins at around 5 h, as the lag phase ends. As it is an intermediate to ethanol, 

acetaldehyde accumulates at low values with a peak of 7 μmol (18 ppmv in the gas-phase) at 

12 h. During phase B, as glucose is depleted, appreciable acetaldehyde cannot be formed and 

the remaining amounts are converted to ethanol, hence, acetaldehyde levels decrease and are 

depleted by 36 h. Ethanol rises rapidly to 0.55 mmol (105 ppmv in the gas-phase) in phase A 

and is then relatively constant after glucose depletion. The increase in both volatiles during the 

exponential phase A appears to follow first-order kinetics with a rise time of t1 2⁄  = 2.5 h. The 

disappearance of acetaldehyde in phase B at first has a slower decay with t1 2⁄  = 30 h between 

15 and 29 h, followed by a faster decay with t1 2⁄  = 5.3 h. In control measurements, the bacterial 

culture was sampled at different stages and measured for the ethanol content by GC (solid 

squares). Excellent agreement was found between FTIR and GC measurements corroborating 

the spectroscopic measurement procedure but note that the recorded GC data is much more 

scattered. 

Alongside CO2, acetaldehyde and ethanol monitoring by gas-phase FTIR analysis, 

acetate and formate production were monitored on-line by liquid-phase Raman spectroscopy. 

The validity of the Raman measurements was confirmed with acetate GC measurements of 

samples of the bacterial culture. The agreement between the different methods is satisfactory 

with both methods having a similar degree of scatter, however, Raman spectroscopy has the 

superior time resolution due to convenience of on-line in situ measurements over sampling 
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methods. Production of both acids began at 4 h with 1.2 mmol acetate and 1.1 mmol formate 

produced by 12 h. As CO2 production is observed alongside formate excretion in phase A, this 

suggests that both excretion by FocA and disproportionation by FHL of formate must be 

occurring. This is corroborated by the 1.8 mmol total of 1.2 mmol acetate and 0.55 mmol 

ethanol produced by 12 h showing good agreement with the 1.7 mmol total of 0.6 mmol CO2 

produced and 1.1 mmol formate excreted. Formate is cleaved from pyruvate by pyruvate 

formate lyase (PFL) to form acetyl-CoA which will be ultimately converted to acetate or 

ethanol or enter the anaerobic TCA cycle. Hence, ignoring other pathways, the total of acetate 

and ethanol should be roughly equal to the total of CO2 and formate.  

In phase B, formate is then consumed almost linearly, indicating zeroth-order kinetics 

with a rate constant of 0.04 mmol h
−1

. As glucose is depleted in phase B and new formate 

cannot be produced and excreted, the CO2 produced is due to the reimport and 

disproportionation of the excreted formate from phase A. Hence, the reimport of 1.1 mmol 

formate causes the CO2 to increase by a similar value of 1.2 mmol from 0.6 to 1.8 mmol. The 

pH began at 7.15 and rapidly decreased to 5.5 at 12 h, due to the excretion of the 1.2 mmol 

acetate and 1.1 mmol formate. Notably, a pH of 5.5 has been reported as significant for 

increasing H2 production compared with neutral pH, due to increased expression of the hyc 

operon (encoding hydrogenase-3 in the FHL complex) [170]. During phase B, the pH recovers 

to a less acidic pH of 5.9 at 40 h and then remains constant during phase C. The end-point pH 

has been confirmed by a sample measured externally to have pH 5.9. The reimport of excreted 

formate appears to be responsible for the recovery in pH, as will be discussed in greater detail 

in Chapter 5.   
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3.4 Conclusion 

 

 This chapter has introduced an experimental set-up for continuous monitoring of 

bacterial fermentation processes by simultaneous OD measurements, long-path FTIR gas 

monitoring and liquid-phase Raman analysis with spectroscopic pH determination. Analysis of 

FTIR spectra provides partial pressures of CO2, ethanol, and acetaldehyde which can be 

converted to concentration in the bacterial suspension via Henry’s law. Liquid-phase Raman 

spectroscopy provides concentrations of aqueous species, including glucose, acetate and 

formate anions and the anions of the phosphate buffer. Using a modified Henderson-

Hasselbalch equation, this allows the spectroscopic, in situ determination of the pH of the 

suspension. These spectroscopic techniques are non-invasive, provide concentrations in real-

time, and do not require sampling, in contrast to standard analytical methods such as GC or 

MS. This allows measurements in closed systems or, for example, the measurement of the 

outgoing stream of a bioreactor for process control.  

The liquid-phase Raman set-up is truly contactless, just shining and collecting light 

through the glass capillary where the suspension is flowing. This is in contrast to commercial 

Raman probes which have to be immersed in the solution, which have issues with maintaining 

optical performance and sterile conditions. Further advantages of liquid-phase Raman 

spectroscopy are that it can be easily adapted to monitor additional components, its high 

selectivity due to unique spectroscopic signatures, the distinction of isotopomers, which is 

essential for isotope labelling, and the ability to measure pH contactless. Spectroscopy is also 

a very cost efficient alternative to more expensive instruments such as GC and MS. 

 These techniques have been applied to studying the mixed-acid fermentation of E. coli. 

Different phases of bacterial growth have been observed and characterised and the 

consumption of glucose and resulting production of CO2, acetate, formate, acetaldehyde and 

ethanol have been discussed in context of fermentative pathways and pH changes. A 

shortcoming of the spectroscopic techniques introduced in this chapter is that they cannot detect 

H2 (a major product of anaerobic fermentation) due to unfavourable selection rules. In the 

following chapters, these spectroscopic techniques will be used in combination with CERS 

which can detect H2 in addition to O2 and N2 (see Chapter 2) to enable a more complete 

characterisation of microbial metabolism, as well as to perform isotope labelling studies to 

elucidate reaction mechanisms.   
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Chapter 4  

 15N-Isotopic Labelling Study of Nitrate and Nitrite 

Reduction to Ammonia and Nitrous Oxide by E. coli 

 

 

Abstract 

Nitrate and nitrite reduction to ammonia and nitrous oxide by anaerobic E. coli batch 

cultures is investigated by analytical spectroscopic techniques with 15N-isotopic labelling. 

Non-invasive, in situ analysis of the headspace gases is achieved using White cell FTIR and 

cavity-enhanced Raman (CERS) spectroscopies alongside liquid-phase Raman spectroscopy. 

For gas-phase analysis, White cell FTIR measures CO2, ethanol and N2O while CERS 

allows H2, N2 and O2 monitoring. The 6 m pathlength White cell affords trace gas detection of 

N2O with a noise equivalent detection limit (1 σ) of 60 nbar or 60 ppbv in 1 atm. Quantitative 

analysis is discussed for all four 14N/15N-isotopomers of N2O. Liquid-phase Raman 

spectroscopy obtains NO3
−

 concentrations with a noise-equivalent (1 σ) detection limit of 

0.6 mM at 300 s integration time. NO2
−

 concentrations are determined by sampling of the 

bacterial culture for colorimetric analysis and NH4
+ by basifying samples to release 

 14N/15N-isotopomers of NH3 for measurement in a second FTIR White cell. 

The reductions of 15NO3
−

,  15NO2
−

 and mixed 15NO3
−

 and 14NO2
−

 by anaerobic 

E. coli batch cultures is discussed. In a major pathway, NO3
−

 is reduced to NH4
+ via NO2

−
, 

with the bulk of NO2
−

 reduction occurring after NO3
−

 depletion. Using isotopically 

labelled 15NO3
−

, 15NH4
+ is distinguished from background 14NH4

+ in the M9 growth medium. 

In a minor pathway, NO2
−

 is reduced to N2O via the toxic radical NO. With its excellent 

detection sensitivities, N2O serves as a monitor for trace NO2
−

 reduction, even when the cells 

are predominantly reducing NO3
−

. The analysis of N2O isotopomers reveals that for cultures 

supplemented with mixed 15NO3
−

 and 14NO2
−

 some enzymatic activity to reduce 14NO2
−

 

occurs immediately, even before 15NO3
−

 reduction begins. Optical density and spectroscopic 

pH measurements are discussed in the context of acetate, formate and CO2 production. The 

production of H2 is repressed by NO3
−

; but, in experiments supplemented with NO2
−

 only, 

CERS detects H2 produced by formate disproportionation after NO2
−

 depletion.                

  



                                                     131 

 

The work presented in this chapter covers a scientific publication (ref. [171]); 

 

Advanced Spectroscopic Analysis and 15N-Isotopic Labelling Study of Nitrate and Nitrite 

Reduction to Ammonia and Nitrous Oxide by E. coli 

George D. Metcalfe, Thomas W. Smith and Michael Hippler (2021). 

Analyst. 146, 7021-7033.  

https://doi.org/10.1039/D1AN01261D  

 

 

Author Statements 

G. D. Metcalfe designed experiments, conducted the research, analysed data, prepared 

figures for publication and wrote the paper. T. W. Smith conceived the project, analysed data 

and wrote the paper. M. Hippler assembled the research team, designed the research, supervised 

the research, analysed data and wrote the paper.  

 

  

https://doi.org/10.1039/D1AN01261D


132                                                                                                                   

 

4.1 Introduction 

 

 In the absence of O2, E. coli can utilise alternative terminal electron acceptors for 

anaerobic growth, such as NO3
−

 and NO2
−

. The sequence of reductions from NO3
−

 to NO2
−

 

to NH3 (NH4
+ at physiological pH) is generally referred to as dissimilatory nitrate reduction to 

ammonia (DNRA) [172]. The coupling of these reductions to the oxidation of organic 

substrates, such as formate, enables the generation of a proton gradient across the cytoplasmic 

membrane. DNRA is considerably more efficient for obtaining energy than the mixed-acid 

fermentation pathways utilised when electron acceptors are unavailable. The expression of the 

respiratory NO3
−

 and NO2
−

 reductases is tightly controlled by FNR, an O2 sensitive 

transcription factor, [173] and NarXL/NarQP, both of which are two-component NO3
−

/ NO2
−

 

sensitive regulatory systems [174].   

 

 

Figure 4.1 – DNRA with NO generation and detoxification by E. coli. Enzymes are displayed 

in red: Hcp, hybrid cluster protein; Hmp, flavohemoglobin; Nap, periplasmic nitrate 

reductase, NirB, NADH-dependent nitrite reductase; NorV, flavorubredoxin; NRA, nitrate 

reductase A; NrfA, periplasmic nitrite reductase; NRZ, nitrate reductase Z. 

 

 Although DNRA is the major NO3
−

 reduction pathway in E. coli, the bacterium also 

generates minor amounts of the toxic radical nitric oxide (NO) from NO2
−

 reduction. The low 

level of NO production by E. coli may be due to disproportionation of NO2
−

 under acidic 

conditions or non-specific reduction by metalloproteins. The NADH-dependent cytoplasmic 

NO2
−

 reductase (NirB) [175], the membrane-bounds periplasmic NO2
−

 reductase (NrfA) [176] 

and the major anaerobic NO3
−

 reductase (NRA) [177, 178] have all been proposed to be 

significant sources of NO formation as a byproduct of their roles in the DNRA pathway. 

Aerobically, flavohemoglobin (Hmp) detoxifies NO by oxidation back to NO3
−

; while 
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anaerobically, NO is reduced further to nitrous oxide (N2O) reportedly by Hmp [179], 

flavorubredoxin (NorV) [180] and hybrid cluster protein (Hcp) [181]. N2O is comparatively 

less toxic than NO and can rapidly diffuse out of the cell. E. coli is not a true denitrifier but 

N2O production by NO3
−

 respiring E. coli cultures does share similarities with the 

denitrification pathway of NO3
−

 to N2 via NO2
−

, NO and N2O. As E. coli K-12 does not 

possess any known N2O reductases, reduction to N2 is not expected to occur. However, there 

is some evidence that N2 might be produced under certain conditions by a yet unknown 

mechanism [182]. A summary of DNRA with NO generation and detoxification is shown in 

Figure 4.1.  

 

 

Figure 4.2 – The cellular locations of key enzymes during NO3
−

 and NO2
−

 reduction by 

E. coli, with the proposed generation or detoxification of NO by NO3
−

 and NO2
−

 reductases 

shown in red. The enzymes displayed include Hcp, hybrid cluster protein; Hcr, NADH-

dependent Hcp reductase; Hmp, flavohemoglobin; NirB, NADH-dependent NO2
−

 reductase; 

NorV, flavorubredoxin; Nap, periplasmic NO3
−

 reductase; NRA, NO3
−

 reductase A; 

NrfA, periplasmic NO2
−

 reductase. 
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 The cellular locations of key enzymes involved during NO3
−

 and NO2
−

 reduction by 

E. coli are shown in Figure 4.2. E. coli expresses three NO3
−

 reductases [183-185]: the 

respiratory NO3
−

 reductases A and Z (NRA and NRZ) and the periplasmic NO3
−

 reductase 

(Nap). NRA is the major anaerobic NO3
−

 reductase active at high NO3
−

 levels ( > 2 mM) while 

Nap is induced by low NO3
−

 levels [186]. NRZ is expressed at low levels constitutively and 

may function under stress-associated conditions or in an adaptive role in the transition from 

aerobiosis to anaerobic NO3
−

 respiration [187, 188]. Formate is a physiological source of 

electrons for NO3
−

 reduction. Formate is oxidised to CO2 by the NO3
−

 inducible formate 

dehydrogenase (FDH-N) which transfers electrons to the quinone pool of the membrane [184]. 

Other physiological electron donors include NADH, lactate and glycerol [183]. The 

NADH-dependent cytoplasmic NO2
−

 reductase (NirB) and the membrane-bound periplasmic 

NO2
−

 reductase (NrfA) both formally catalyse the six-electron reduction of NO2
−

 to NH3, as 

well as the one-electron reduction of NO2
−

 to NO [189]. Both NO2
−

and NO are cytotoxic 

species and careful control of their intracellular concentration is required, either through 

detoxification to less reactive species such as N2O or by export from the cell.  

 DNRA has been studied extensively in E. coli, however, comparatively less is known 

about the minor pathway leading to N2O and how its generation differs between NO3
−

 and 

NO2
−

 respiring cultures. To gain a better mechanistic understanding, monitoring the key 

compounds and parameters of these processes is essential. Accurate and reliable analytical 

techniques are crucial for understanding cell biochemistry and pathway elucidation. This 

represents a challenge for analytical chemistry, requiring a combination of advanced analytical 

techniques. Spectroscopic techniques can be readily applied for monitoring bioprocesses in situ 

and on-line, with no sampling. Good sensitivities are observed in the condensed phase, but 

measuring headspace gases often suffers from low sensitivity thus special enhancement 

techniques are required, such as CERS (see Chapter 2) or long-path absorption White cells in 

FTIR spectroscopy (see Chapter 3). Quantum Cascade Laser (QCL) absorption spectroscopy 

has been applied to detect N2O and other trace gases [190-192]; while sensitive, the limited 

tuning range of QCLs over a single IR absorption band limits the dynamic range due to band 

saturation effects. Vibrational spectroscopic tools have been previously applied to monitoring 

NO3
−

 metabolism in bacteria; CERS has been used to follow N2O and N2 production in 

denitrifying organisms, with the use of  15NO3
−

 to produce 15N2 distinguishable from 

background 14N2 [193, 194]. A robust CERS instrument has also been designed for field 

application to study the gas composition of soil samples [102]. 
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 This chapter introduces a combined approach for characterising DNRA and N2O 

production in anaerobic E. coli batch cultures using mostly non-invasive spectroscopic 

techniques. Sampling of the bacterial culture was only done for NO2
−

 colorimetry and FTIR 

detection of 14NH3 and 15NH3 isotopomers. Headspace gas analysis was provided by the 

complementary techniques of FTIR and CERS. FTIR allowed detection of CO2, ethanol and 

N2O while CERS enabled monitoring of the homonuclear diatomic molecules N2, O2 and H2. 

As introduced in Chapter 3, the capability of liquid-phase culture analysis by Raman 

spectroscopy to monitor acidic products (acetate and formate), glucose consumption and the 

resulting in situ pH from phosphate signatures using a modified Henderson–Hasselbalch 

equation is here applied to NO3
−

 and NO2
−

 respiration. Liquid-phase Raman spectroscopy also 

allows quantification of NO3
−

. With the use of 15N-isotopic labelling, mechanistic insights into 

NO3
−

 and NO2
−

 reduction to NH4
+ and N2O are obtained through interpretation of the 

different 14N/15N-isotopomers produced. The aims of this chapter are to introduce and 

characterise a unique combination of advanced spectroscopic techniques with great potential 

for bioanalytical applications with an interesting biochemical application: a 15N-isotope 

labelling study of N2O production during DNRA by E. coli, with a focus on the differences 

observed between NO3
−

 and NO2
−

 respiration. 
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4.2 Experimental 

 

4.2.1 Bacterial Growth Conditions 

 

E. coli K-12 MG1655 was transferred from – 80 °C glycerol stocks, struck on LB-agar 

plates and incubated overnight at 37 °C. Starter cultures were prepared by inoculating 50 mL 

of LB medium with a single colony from the plate and incubating overnight (37 °C, 200 rpm) 

in a sealed 50 mL centrifuge tube for anaerobic growth conditions. Overnight, the anaerobic 

starter cultures grew to a typical OD600 of 1.2. Ultimately, 20 mL of the starter culture was 

centrifuged, and the bacterial pellet resuspended into 20 mL of fresh M9 medium to be added 

to a further 230 mL when starting experiments. The M9 medium was supplemented with 

10 mM K15NO3 (10 mM, 98 % 15N, Sigma Aldrich) and/or 5 mM KNO2 (
14

N or 15N). The 

entire M9 minimal medium formulation contained:  

 

48 mM Na2HPO4 30 mM glucose 22 mM KH2PO4 18 mM NH4Cl 

8.5 mM NaCl 1 mM MgSO4 1 mM thiamine 300 µM CaCl2 

135 µM Na4EDTA 57 µM H3BO3 31 µM FeCl3 9 µM NiCl2 

6.2 µM ZnCl2 4 µM biotin 4 µM Na2SeO3 3.2 µM Na2MoO4 

2.7 µM CoCl2 1.3 µM MnCl2 0.2 µM CuSO4  

 

4.2.2 The Experimental Set-up

 

Before starting each experiment, 230 mL of M9 medium was prepared in a 500 mL 

custom round-bottom flask with two side-arms and submerged in a 37 °C water bath under 

rapid stirring for efficient gas transfer. The flask was sealed after adding the 20 mL of media 

containing E. coli from the starter culture. A scheme of the experimental set-up is shown in 

Figure 4.3 and a photograph of the set-up is shown in Figure 4.4. From one side-arm, the 

bacterial culture was cycled by a peristaltic pump (PP-L, 4.5 L h
− 1

) for in situ OD600 and 

liquid-phase Raman measurements. The OD600 measurements were obtained as outlined in 

Section 2.2.2, using a laser pointer (LP), 1 cm sealed glass cuvette and photodiode (PD). From 

the main-neck of the flask, the headspace gases were cycled by a peristaltic pump (PP-G, 
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4.5 L h
− 1

) for gas-phase CERS and White cell (WC) FTIR measurements. The CERS cavity, 

White cell and the gas transfer tubes were warmed to ca. 50 °C by heating wire to prevent 

water condensation on the internal optics. The total headspace gas volume was 1425 mL. The 

second side-arm was equipped with a Suba-Seal rubber septum to allow sampling of the culture 

for NO2
−

 and NH3 analysis. The CERS enclosure also included two ports with Young valves, 

one was connected to a vacuum line while the other was connected to a N2 cylinder. Before 

starting experiments, alternating between these vacuum and N2 lines several times enabled 

purging of O2 from the closed system to give anaerobic growth conditions, as confirmed by 

CERS measurements that showed 1 atm N2 and no detectable O2 at the start.  

 

 

Figure 4.3 – The experimental set-up. Headspace analysis by CERS and White cell FTIR 

spectroscopy and liquid-phase analysis by Raman spectroscopy and OD600. LP, laser pointer; 

M-Al, mirror (glass slide with 2 mm × 3 mm Al spot); MO, microscope objective; 

PD, photodiode; PG, pressure gauge; PP-G, gas-phase peristaltic pump; PP-L, liquid-phase 

peristaltic pump; WC, White cell. 

 

During experiments, 1 mL of the bacterial culture was sampled every 40 min and 

centrifuged. The supernatant was then analysed for NO2
−

 and NH4
+ content. Bacterial cultures 

were monitored until no further CO2 production was observed due to the depletion of 

oxidisable carbon sources. Endpoint measurements of the pH and dry biomass were recorded 

for each experiment. The bacterial suspension was centrifuged at the end of each experiment 
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and the pH of the supernatant was recorded using a Mettler Toledo SevenMulti pH meter (glass 

electrode with internal Ag/AgCl reference). The M9 medium began with a typical pH of 6.9 

and ended between 5.0–5.5 due to organic acid excretion. The dry biomass was typically 

around 200 mg and was measured by weighing the centrifuged cellular material after decanting 

off the supernatant and allowing the pellet to dry in a 37 °C oven. 

 

 

Figure 4.4 – Photograph of the experimental set-up. 

 

Liquid-phase Raman spectroscopy was conducted as described in Section 3.2.3. Within 

the Raman spectral range was a characteristic peak for the symmetric stretching vibration of 

NO3
−

 (∆ṽ0 = 1049 cm− 1). Using a least-squares fitting routine, Raman spectra of the bacterial 

suspension between 830 – 1200 cm− 1 were fitted to NO3
−

, glucose, H2PO4
−

 and HPO4
2 −

 

reference spectra, as well as a linear baseline, as shown in Figure 4.5. The returned multipliers 

of the reference spectra were then converted into concentrations via calibration plots. Noise 

analysis of background sample measurements (pure water) provided noise-equivalent (1 σ) 

detection limits of 0.6 mM NO3
−

 at 300 s integration time. With additional averaging to an 

integration time of 0.5 h (as was done with all time-dependent data displayed in this study), 

this limit improves to 0.25 mM NO3
−

. Although NO2
−

 has a N-O stretching peak at 

1326 cm− 1, this feature was too weak to be used in this study with a noise-equivalent (1 σ) 

detection limit of 5.0 mM NO2
−

 at 300 s integration time. Hence, sampling the bacterial culture 

for NO2
−

 colorimetry was necessary (see Section 4.2.4).  
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Figure 4.5 – In black, an experimental Raman spectrum of fresh M9 medium for NO3
−

 

respiration. In red, the sum of the 10 mM NO3
−

, 30 mM glucose, 47 mM HPO4
2 −

 and 

22 mM H2PO4
−

 models shown in blue, brown, green and orange, respectively.   

 

Liquid-phase Raman analysis of NH3 (or NH4
+) was not possible as there were no 

usable features within our Raman spectral range, hence, the sampling for NH4
+ analysis was 

necessary. To release NH3 gas from solution (held as NH4
+ due to the pH), samples of the 

bacterial culture were centrifuged and the supernatant was basified. 14N/15N-isotopomers of 

NH3 were then measured in a second FTIR White cell, as explained further in Section 4.2.5.  

White cell FTIR spectroscopy was conducted as described in Section 3.2.4; however, 

the White cell was realigned for thirty passes or a 6 m folded pathlength. Furthermore, in 

addition to CO2 and ethanol analysis, the 14N/15N-isotopomers of N2O were also quantified, 

as outlined in Section 4.3.1 of the Results and Discussion.  
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4.2.3 Cavity-Enhanced Raman Spectroscopy 

 

 

Figure 4.6 – CERS optical components. DM, dichroic mirror; F, filter; FIA, Faraday isolator 

assembly; FOA, fibre optical assembly; G, grating; LD, laser diode; ML, mode-matching lens; 

O, oscilloscope; PM, mirror on a piezomount; PolP, polarization plane turning prism pair; 

PSM, supermirror on a piezomount; SM, supermirror. 

 

 The CERS set-up was previously described in Section 2.2.3, however, some 

modifications were made for the iteration of CERS employed for these experiments. The 

optical components used for headspace gas analysis by CERS are depicted in Figure 4.6. A 

40 mW 636 nm single-mode cw-diode laser (LD, HL63133DG) was coupled via a short-pass 

filter (F), a single Faraday isolator (FIA) and a mode-matching lens (ML) into a linear optical 

cavity composed of two highly reflective supermirrors. If the laser wavelength matched the 

cavity length, then an optical resonance built up optical power inside the cavity by up to 8000 

times in magnitude which enhanced the Raman signals [105]. In the present simplified set-up, 

no active mode-matching was attempted; the diode laser current was rather modulated 

periodically to allow periodic mode-matching which is then re-enforced by optical feedback. 

After the cavity, a dichroic mirror separated leftover excitation light from Raman signals which 

were coupled into a round-to-linear glass fibre bundle (7 × Ø105 μm) and transferred to the 

monochromator. Remaining excitation light was fed back to the diode for frequency 

stabilisation to match the laser wavelength to the cavity. In the feedback loop there was a 

grating (G), a piezo-mounted mirror (PM) and a set of two prisms (PolP) to change the 

polarisation from horizontally to vertically polarised. The grating was in 1st order reflection to 

select just one wavelength of the possible cavity modes, to encourage single mode operation 
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by feedback. The piezo-mirror was used to adjust the feedback loop length to the laser 

wavelength (‘phase matching’). In a simplification, no active phase matching was used but an 

applied periodic change which locked the laser periodically to a resonance. In the simplified 

set-up, only one Faraday isolator was used, unlike the two used as described in Section 2.2.3. 

The original 45° polarised diode laser light was horizontally polarised (0°) after the isolator. 

To allow feeding light back to the diode via the rejection port of the Faraday isolator, it had to 

be vertically polarised (90°) which was achieved by the prism pair rotating the polarisation by 

90°.    

The Czerny-Turner spectrograph equipped with a CCD camera (as described in 

Section 2.2.3) was needed for high-resolution liquid-phase Raman measurements, hence, a 

different monochromator was used for this CERS set-up (Andor Shamrock SR163, 

1200 lines mm− 1 grating, DV420A-OE CCD). The 400 – 2500 cm− 1 spectral range at 6 cm− 1 

resolution encompassed the rotational S-branch lines of H2, the ν1/2ν2
0 Fermi resonance pair 

of CO2 and the vibrational fundamentals of O2 and N2. To normalize Raman signals, the N2 

peak was used as an internal standard since N2 was not expected to change during the metabolic 

activities of E. coli. CO2 analysis by CERS was used to corroborate the FTIR analysis; 

however, CERS CO2 data was not displayed in this study due to FTIR CO2 detection being 

more sensitive.  

 

 

Figure 4.7 – CERS spectrum of 1 atm air (210 mbar O2 and 790 mbar N2). 
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Figure 4.7 shows a CERS spectrum of 1 atm lab air, with the Q-branches of the O2 and 

N2 vibrational fundamentals visible. Figure 4.8 shows a CERS spectrum of 140 mbar each of 

H2 and CO2, taken during an anaerobic fermentation experiment (see Chapter 5). The area of 

the S(1) rotational peak of H2 was divided by the area of the Q-branch of N2 (equal to  1 atm 

in anaerobic conditions) in order to obtain H2 partial pressures after a calibration. Using known 

partial gas pressures, a calibration was made for H2 showing excellent linearity. A similar 

procedure was applied to CO2, with both calibration plots shown in Figure 4.9.      

 

 

Figure 4.8 – CERS spectrum of 140 mbar each of H2 (rotational lines) and CO2. 

 

 

 

Figure 4.9 – CERS H2 and CO2 calibration plots showing excellent linearity.  
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Figure 4.10 shows the CERS spectrum of 1 atm H2 recorded using the high-resolution 

monochromator (which was used for liquid-phase Raman measurements). The region near 

4155 cm− 1 has strong Raman transitions due to rotationally resolved Q-branch transitions to 

its fundamental vibration, with characteristic 1:3 intensity variation between even and odd 

J-values due to nuclear spin statistics (see Section 1.1.2). At room temperature, the strongest 

transition is the Q(1) line at 4155.3 cm− 1 which gives a noise-equivalent (1 σ) detection limit 

of 30 ppmv at 300 s integration time. Note that for all time-dependent H2 measurements 

displayed in this thesis, the S0(1) line at 587 cm− 1 was analysed. 

 

 

Figure 4.10 – CERS spectrum of 1 atm H2 with rotationally resolved Q-branch transitions to 

its fundamental vibrational. 
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4.2.4 Nitrite Colorimetry 

 

  
 

Scheme 4.1 – The two subsequent reactions of the Griess test.  

  

Bacterial culture samples were centrifuged and the NO2
−

 content of the supernatant 

was determined by the Griess test [195]. The Griess reagent was made up of 50 mL L− 1 

phosphoric acid, 5 g L− 1 sulphanilamide and 0.25 g L− 1 N-(1-naphthyl)ethylenediamine 

dihydrochloride. As shown in Scheme 4.1, the Griess test involves two subsequent reactions. 

First, NO2
−

 reacts with sulphanilamide to form a diazonium salt in the Griess diazotization 

reaction. Then, in an azo coupling reaction, N-(1-naphthyl)ethylenediamine reacts with the 

diazonium salt to form a pink-red azo dye. The dye colour is shown in Figure 4.11. NO2
−

 could 

be quantitatively determined by measuring the absorbance at 520 nm with a UV/Vis 

spectrometer, as shown by the calibration plot in Figure 4.11. Note that 14.007 mg L− 1 (N) is 

equal to 1 mM NO2
−

. The calibration was linear up to 3 mg L− 1 (N) or 210 μM NO2
−

 so 

samples were diluted accordingly to be within the analytical range (typically a fifty fold 

dilution). The noise-equivalent (1 σ) detection limit of NO2
−

 was 17 μg L− 1 (N) or 1.2 μM.  

 

 

Figure 4.11 – Photograph of the pink-red azo dye formed by the Griess test (left) and nitrite 

colorimetry calibration plot (right). 
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4.2.5  14N/
15

N-Ammonium Analysis 

 

Fresh M9 medium began with a typical pH of 6.9 and became more acidic during 

bacterial growth, ending between 5.0 – 5.5 due to organic acid excretion. With a pKa of 9.25, 

NH3 exists almost entirely as NH4
+ at acidic pHs which excludes direct FTIR detection of NH3 

gas in the headspace. For 14NH4
+ and 15NH4

+ analysis, 0.6 mL of sample was withdrawn from 

the batch culture using a syringe through the side-arm fitted with a rubber septum. Then, 2 mL 

1 M NaOH was added to 0.6 mL of sample to release NH3 gas in a flask connected to a second 

FTIR set-up (Bruker Alpha FTIR, 0.8 cm− 1 spectral resolution, 350 – 7000 cm− 1 range) also 

with a home-built multiple-pass absorption White cell (2.8 m folded pathlength). A photograph 

of the FTIR set-up is shown in Figure 4.12. Spectra were recorded every 5 minutes with around 

30 minutes needed before NH3 concentration peaked in the headspace. The basified solution 

was rapidly stirred and the 2 L headspace in the closed system was cycled between the sample 

flask and White cell using a peristaltic pump (4.5 L h
− 1

). 

 

 

Figure 4.12 – Photograph of the 2.8 m White cell FTIR and flask set-up for analysing 14NH3 

and 15NH3 gas released from basified bacterial culture samples.    

 

Figure 4.13 shows typical experimental FTIR spectra of  14NH3 (cyan) and 15NH3 (dark 

blue) gases released, both corresponding to 20 mM NH4
+ in solution. The two Q-branches of 

the ν2 N-H wagging (umbrella) fundamental are visible; it is centred around 950 cm− 1 

for 14NH3. Two Q-branches are observed due to the inversion doubling phenomenon exhibited 
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by trigonal pyramidal molecules. The ν2 P- and R-branches extend over 700 – 1200 cm− 1, 

outside the range displayed in Figure 4.13. The ν2 band is the strongest in the IR spectrum of 

NH3 and is free from interferences from CO2 and water lines making it commonly used for 

FTIR analysis of 14NH4
+ and 15NH4

+ [196]. A self-written computer programme implemented 

a least-squares fit of the 955 – 970 cm− 1 region of experimental FTIR spectra to the sum of 

scaled 14NH4
+ and 15NH4

+ model spectra and a linear baseline, as shown in Figure 4.14.          

 

 

Figure 4.13 – Experimental White cell FTIR spectra of 14NH3 (cyan) and 15NH3 (dark blue) 

gases, each corresponding to 20 mM NH4
+ in solution. The red dashed box indicates the ν2 

Q-branch fitted for NH3 analysis.    

 

 

 

Figure 4.14 – In black, an experimental White cell FTIR spectrum of released 14NH3 

and 15NH3 gases corresponding to 12.5 mM 14NH4
+ and 8.25 mM 15NH4

+ in solution. In red, 

the sum of the fitted 14NH3 and 15NH3 models shown in cyan and dark blue, respectively.     
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Figure 4.15 shows calibration plots for 14NH4
+ and 15NH4

+ that were constructed to 

convert the multipliers x of the model spectra returned from the least-squares fitting procedure 

into concentrations in solution. Under these conditions, a dynamic range up to 22.5 mM and 

noise-equivalent (1 σ) detection limits of 0.13 mM are obtained for both  14NH4
+ and 15NH4

+. 

This was suitable for analysing samples of the bacterial culture which contained 

18 mM 14NH4
+ and up to 10 mM 15NO3

−
 at the start. Isotopic labelling was necessary to 

distinguish supplemented 14NH4
+ from 15NH4

+ produced from DNRA. 14NH4
+ concentrations 

could only decrease due to cellular biosynthesis while 15NH4
+ concentrations produced could 

not exceed that of the 15NO3
−

 (or 15NO2
−

) supplied.  

 

 

Figure 4.15 – Calibration plots for 14NH3 and 15NH3.   
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4.3 Results and Discussion 

 

4.3.1 FTIR Spectroscopy of N2O and its 14N/
15

N-Isotopomers 

 

The linear, triatomic molecule N2O has four vibrational modes; these vibrations are 

symmetric stretching (ν1) at 1285 cm− 1, doubly degenerate bending (ν2) at 598 cm− 1 and 

asymmetric stretching (ν3) at 2224 cm− 1. It has four 14N/15N-isotopomers, i.e. 14N2O, 15N2O 

and the structural isomers  14N15NO and 15N14NO. N2O is amenable to 15N-isotope labelling 

studies due to the low natural abundance of the 15N-isotope (0.37 %). In the 2000 – 3000 cm− 1 

spectral range, characteristic partially rotationally resolved bands of the N2O isotopomers are 

available for FTIR analysis. Apart from 2250 – 2400 cm− 1, which is saturated by the CO2 

asymmetric stretching fundamental, this region is free from significant spectral interferences, 

such as water vapour. The HITRAN molecular database contains line lists for the three most 

abundant 14N/15N-isotopomers, excluding 15N2O [8]. A reference spectrum of 15N2O was 

obtained in the present study.  A survey of HITRAN and the experimental spectra showed that 

the following four vibrational bands were available for quantitative analysis, including band 

positions of 14N2O, integrated absorption cross-sections G and peak absorbances Apeak under 

our experimental conditions for 1 μbar at 6 m folded pathlength: 

 

 the ν3 fundamental band near 2224 cm− 1 with G = 5.55 × 10
− 17

 cm and Apeak ≈ 0.023 for 

rotational lines in the P- and R-branches. 

 

 the ν1 + 2ν2 combination band near 2461 cm− 1 with G = 3.02 × 10
− 19

 cm and 

Apeak ≈ 1.5 × 10
− 4

 for rotational features in the P- and R-branches. 

 

 the 2ν1 overtone band near 2563 cm− 1 with G = 1.33 × 10
− 18

 cm and Apeak ≈ 6.0 × 10
− 4

 

for rotational features in the P- and R-branches. 

 

 the ν2 + ν3 combination band near 2798 cm− 1 with G = 9.00 × 10
− 20

 cm and 

Apeak ≈ 2.6 × 10
− 4

 for its Q-branch. 
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Characteristic spectral shifts allowed distinction of the isotopomers, while their G and 

Apeak values remained essentially the same. For accurate quantitative results, Apeak should not 

exceed unity. The dynamic range of the ν3 fundamental thus extended from trace levels up to 

ca. 45 μbar N2O, the ν1 + 2ν2 combination up to 6.8 mbar, the 2ν1 overtone up to 1.7 mbar and 

the ν2 + ν3 combination up to 3.8 mbar. This range could be extended by reducing the 

absorption pathlength of the White cell from 6 to 4 m; however, this was not necessary for the 

present study. Using Henry’s law, N2O partial pressures could be converted into concentrations 

in solution with 7 % of the total estimated to be dissolved.  

 

 

Figure 4.16 – ν3 fundamental bands of N2O isotopomers with partially resolved rotational P- 

and R-branches. Absorbances are scaled to correspond to 1 μbar (1 ppmv) at 6 m pathlength. 

a) Experimental FTIR spectra of 15N2O (blue) and  14N2O (brown). b) Isotopomers (structural 

isomers)  14N15NO (red) and 15N14NO (green) calculated from the HITRAN database. A to D 

denotes spectral ranges used in the fit. 

 

Figure 4.16 shows the ν3 fundamental bands of the four N2O isotopomers, with distinct 

P- and R-branch features. 14N2O has its origin near 2224 cm− 1 and in a spectrum containing 

only this isotopomer, a least-squares fit to the reference spectrum in the region denoted ‘D’ 

returns a multiplier which corresponds to N2O partial pressure. A simple integration over the 

ν3 band was not suitable because, at higher wavenumbers, part of the R-branch was buried 
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in 13CO2 absorptions at natural abundance. The region ‘D’ was selected because it had some 

of the strongest absorption features, it has very characteristic partially resolved lines and it was 

the least affected by 13CO2. With this fitting routine, noise analysis of blank samples provided 

a noise-equivalent (1 σ) detection limit of 60 nbar (60 ppbv at 1 bar total pressure) at 6 m 

pathlength and 128 accumulations which required 2 min to acquire. Detection limits could be 

improved by more averaging or increasing the pathlength to 8 m. Note that this limit should be 

sufficient to detect the 330 ppbv ambient levels of N2O for environmental analytical 

applications. The ν3 fundamental band shifted to lower wavenumbers for the heavier 

isotopomers at 2201 cm− 1 for 15N14NO, 2178 cm− 1 for 14N15NO and 2155 cm− 1 for 15N2O. 

As the ν3 bands were overlapping, only a simultaneous fit to all four model spectra could yield 

individual partial pressures. However, a fit over the entire 2100 – 2200 cm− 1 region had serious 

problems with cross-correlations. After careful analysis, a simultaneous fit only including the 

regions ‘A’ to ‘D’ was devised, as shown in Figure 4.16. Each region was chosen so than an 

individual isotopomer had a maximum weight while the other isotopomers had as little weight 

as possible. The fit returned multipliers which were not noticeably affected by 

cross-correlations and yielded reliable isotopic partial pressures up to a dynamic range of about 

45 μbar per isotopomer.   

Figure 4.17 shows the weaker absorption bands that were more suitable for N2O 

analysis at partial pressures above 45 μbar. In isotopically pure samples, the 2ν1 overtone band 

near 2563 cm− 1 could be integrated from 2505 – 2613 cm− 1 to obtain 14N2O partial pressures 

after comparison with a PNNL reference spectrum. For 15N2O, the 2ν1 band shifted near 

2523 cm− 1 and could be integrated from 2460 – 2580 cm− 1. Fitting the 2ν1 band provided a 

dynamic range up to 1.7 mbar. To obtain 14N2O partial pressures up to 6.8 mbar, the ν1 + 2ν2 

combination band near 2461 cm− 1 could be integrated from 2420 – 2500 cm− 1. A similar fit 

for 15N2O would require a different fitting routine, such as integrating only the R-branch 

instead of the entire ν1 + 2ν2 band. This is due to the combination band shifting near 2407 cm− 1 

and requiring integration from 2370 – 2450 cm− 1; however, from 2200 – 2400 cm− 1 the 

spectrum was saturated by the asymmetric stretching fundamental of CO2 so that the P-branch 

could not be integrated. Note that Figure 4.17 cuts off below 2400 cm− 1 due to the saturation 

by CO2. 
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Figure 4.17 – Experimental FTIR spectra of N2O overtone and combination bands for 

a) 14N2O, b)  15N2O and c) a mixture of the four 14N/15N-isotopomers, see Figure 4.18 for 

more detail.   

 

 Also shown in Figure 4.17 is a mixture of the four 14N/15N-isotopomers. The 2ν1 and 

ν1 + 2ν2 bands overlapped and would require a more sophisticated simultaneous fit, like the 

routine for the ν3 fundamental shown in Figure 4.16. Fortunately, this was not required as the 

ν2 + ν3 combination band near 2798 cm− 1 for 14N2O had a sharp, characteristic Q-branch 
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which remained well resolved and separated in isotopic mixtures. After comparison with 

reference spectra, simple integrations over the separate Q-branch peaks yielded isotopic partial 

pressures in a mixture up to a dynamic range of about 3.8 mbar. The ν2 + ν3 combination bands 

of the isotopomer mixture are shown in more detail in Figure 4.18. The mixture contained 

2.8 mbar 15N2O (49 %), 1.1 mbar 14N15NO (20 %), 1.2 mbar 15N14NO (22 %) and 

0.5 mbar 14N2O (9 %). The spectrum was recorded at 30 h during the anaerobic respiration of 

E. coli supplemented with 10 mM 15NO3
−

 and 5 mM 14NO3
−, as discussed further in 

Section 4.3.4.   

 

 

Figure 4.18 – Experimental FTIR spectrum of the ν2 + ν3 bands of 2.8 mbar 15N2O (49 %), 

1.1 mbar 14N15NO (20 %), 1.2 mbar 15N14NO (22 %) and 0.5 mbar 14N2O (9 %). The 

isotopomer mixture was recorded at 30 h during the anaerobic respiration of E. coli 

supplemented with 10 mM 15NO3
−

 and 5 mM 14NO3
−

 (see Section 4.3.4). Note that this figure 

is a zoom-in of the spectrum displayed in Figure 4.17 Panel c. 
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4.3.2 Nitrate Reduction by E. coli 

 

 Figure 4.19 is a typical example of pH, OD600 and number of moles (n) of electron 

acceptors and other metabolites measured during the reduction of 10 mM 15NO3
−

 by anaerobic 

E. coli batch cultures. Concentrations (mM) in solution were converted to n (mmol) by 

multiplying by the culture volume (0.25 L), as were partial pressures using the ideal gas law 

(V = 1.425 × 10
−3

 m3, T = 310 K) and correcting for the dissolved percentage calculated via 

Henry’s law (10 % CO2, 7 % N2O and 99.7 % ethanol). All biological experiments were 

repeated in triplicate, and all repeats showed essentially the same behaviour. The 

time-dependent data displayed is for a single representative experiment selected from the 

repeats. Phase A (0 – 6.5 h) lasted until all NO3
−

 was reduced to NO2
−

. Phase B (6.5 – 10 h) 

lasted until all NO2
−

 was reduced to NH4
+ and N2O. Phase C ( > 10 h) had no electron 

acceptors remaining so the bacteria utilised fermentative pathways solely. The 15N-label 

transferred to 15NH4
+ and 15N2O with no other trace of N2O isotopomers formed. This was 

consistent with other studies that have found that the N-atoms in N2O both originate from 

NO3
−

/ NO2
−

 and not from any other N-containing species, such as N2 or NH4
+ [193, 194, 

197]. The externally measured start and end-point pH values showed good agreement with the 

time-dependent spectroscopically determined pH.       

After a brief lag phase, exponential growth began at 3 h with a rapid increase in the 

OD600 observed. NO3
−

 reduction to NO2
−

 mirrored the growth curve with most of the NO2
−

 

excreted in order to prevent cytoplasmic toxification [198]. NO2
−

 peaked at 2.2 mmol at 6.5 h, 

which is less than the initial 2.5 mmol NO3
−

 supplied due to some NO2
−

 being reduced 

alongside NO3
−

 in phase A. The production of 0.3 mmol 15NH4
+ and 1.6 μmol 15N2O from 

NO2
−

 reduction during phase A accounts for the total N-balance. Only 1 % of the NO2
−

 

reduced during phase A was converted to N2O instead of NH4
+. The NADH-dependent 

cytoplasmic NO2
−

 reductase (NirB) likely produced NH4
+ during phase A as it is active when 

NO3
−

 is readily available, unlike the membrane-bound periplasmic NO2
−

 reductase (NrfA) 

which is not [189].         
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Figure 4.19 – Anaerobic E. coli growth in M9 medium supplemented with 10 mM 15NO3
−

. 

A to C denotes three distinct phases: NO3
−

 reduction (A), NO2
−

 reduction (B) and NO2
−

 

depletion (C). a) n of 15NO3
−

, 15NO2
−, 15NH4

+ and 15N2O (× 10). b) n of acetate, formate and 

glucose. c) n of CO2, ethanol (× 5) and 14NH4
+. d) Spectroscopic pH (open circles), externally 

measured pH (solid squares) and OD600.       
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As E. coli does not possess any known native N2O reductases, further reduction to N2 

was not expected to occur. However, there is some evidence in literature that N2 can be 

generated from high amounts of N2O by a yet unknown mechanism [182]. To investigate 

whether under our experimental conditions N2 was produced, the 10 mM 15NO3
−

 reduction 

experiment was repeated, but under an argon atmosphere instead of N2. No trace of N2 

production was observed in the CERS spectra within the noise-equivalent (1 σ) detection limit 

of ca. 0.2 mbar or 12 μmol N2. 

Formate oxidation to CO2 by the NO3
−

 inducible formate dehydrogenase (FDH-N) is 

a key physiological electron source for NO3
−

 reduction [184]. 1.7 of the 2.5 mmol NO3
−

 

reduced was coupled to FDH-N activity as CO2 increased by such in phase A. The remaining 

0.8 mmol NO3
−

 was likely coupled to NADH oxidation [199]. As no significant formate was 

excreted during phase A, the majority of all formate produced by pyruvate formate lyase (PFL) 

activity must have been oxidised to CO2. For each formate produced by PFL, one acetyl-CoA 

is formed which can be either directed into the anaerobic TCA cycle or converted to acetate (to 

produce ATP) or ethanol (to remove reducing equivalents). During phase A, 1.7 mmol acetate 

and 0.05 mmol ethanol were excreted corresponding to 1.75 mmol formate, in good agreement 

with the 1.7 mmol CO2 produced. Acetate was excreted to prevent cytoplasmic acidification 

which caused the extracellular pH to decrease from 7.1 to 6.7 during phase A. The minor 

amount of ethanol detected was likely due to reducing equivalents being coupled directly into 

the reduction of NO3
−

 instead of ethanol production. Previous studies have found a similar 

repression of substrate-level NADH consuming pathways when electron acceptors are 

available [200]. Finally, pertaining to the discussion of phase A, glucose decreased by 

1.1 mmol owing to the production of CO2, acetate, ethanol and biomass synthesis.   

During phase B, the 2.2 mmol 15NO2
−

 excreting in phase A was reimported into the 

cell and reduced to 2.0 mmol 15NH4
+ and 0.1 mmol 15N2O. 91 % NO2

−
 was reduced to NH4

+ 

and 9 % to N2O, which is a higher partitioning to N2O than observed in phase A (1 %). A 

higher partitioning to N2O after NO3
−

 was depleted is consistent with several studies of E. coli 

and Salmonella enterica that have implicated nitrate reductase A (NRA) as the enzyme that 

produces the majority of NO when NO2
−

 is abundant and NO3
−

 absent [177, 178, 201, 202]. 

NrfA, which is induced by NO2
−

 but repressed by NO3
−

, may have also contributed towards 

the higher partitioning to N2O in phase B as it has been proposed as a source of NO [176, 203]. 

The radical NO has a distinct line-resolved absorption band centred at 1904 cm− 1 (for 14NO) 

and a favourable partitioning into the headspace [204]. However, no intermediate 15NO gas 
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was observed by FTIR spectroscopy to accumulate, owing to its rapid detoxification to  15N2O. 

The concentration of NO that accumulates in the cytoplasm of anaerobic bacteria is unknown, 

but indirect evidence indicates that it is in the low picomolar to low nanomolar range [205]. 

During phase B, a further 1.9 mmol CO2 was produced and the pH decreased from 6.7 

to 5.7 due to the excretion of 5.7 mmol formate and a further 7.5 mmol acetate. Due to the 3:1 

stoichiometry of two-electron formate oxidation to CO2 to six-electron NO2
−

 reduction to 

NH4
+, 0.6 mmol NO2

−
 reduced by NrfA was likely coupled to 1.9 mmol formate oxidised to 

CO2 [206]. The 5.7 mmol formate excreted during phase B would be plentiful for coupling its 

oxidation to the remainder 1.4 mmol NO2
−

 left to reduce. However, NrfA is most active at low 

NO2
−

 levels, while NirB is most active at high levels for detoxification of excess NO2
−

 [189, 

198]. Hence, the other 1.4 mmol NO2
−

 was likely reduced by NirB.  

Phase C started with exponential growth ending as the OD600 peaked at 1.7, due to the 

depletion of glucose and NO2
−

. With no significant electron acceptors available, the cells 

funnelled reducing equivalents into ethanol as a further 0.7 mmol was produced over the first 

5 h of phase C. The remaining 5.7 mmol formate was slowly oxidised to CO2 at a rate of 

0.03 mmol h
− 1

. Under anaerobic conditions, the presence of formate induces formate 

hydrogenlyase (FHL) activity that disproportionates formate to H2 and CO2 [207]. O2 and 

NO3
−

 repress FHL expression and instead induce the aerobic and formate-NO3
−

 respiratory 

chains. High formate concentrations can partially reverse the repression by NO3
−

, but not by 

O2 [208, 209]. However, CERS measurements detected no H2 production during 

10 mM 15NO3
−

 reduction experiments. During phase C, there was a slight decline in N2O 

observed, but this was an artefact due to the gas adsorbing to the tubing and glass surfaces 

inside the closed system.   

 These experiments were terminated after 2 days with around 5 mmol formate still 

remaining. The dry biomass was typically around 200 mg. As E. coli can be approximated to 

be 48 % carbon and 14 % nitrogen by mass [129], ca. 8 mmol C and 2 mmol N in the biomass 

originated from the 7.5 mmol glucose (45 mmol C) and NH4
+, respectively. 44 out of the 45 

mmol C from glucose can be accounted for in the biomass, 5 mmol CO2, 5 mmol formate, 

12 mmol acetate (24 mmol C) and 1 mmol ethanol (2 mmol C). During exponential growth 

over phases A and B,  14NH4
+ decreased from 4.5 to 3.0 mmol accounting for 1.5 out of the 

2 mmol N in the biomass. The remaining 0.5 mmol N likely was taken from reimporting the 

excreted 15NH4
+. The 2.5 mmol 15N-label can be accounted for in the 2.0 15NH4

+, 

0.1 mmol 15N2O (0.2 mmol 15N) and ∼ 0.5 mmol 15NH4
+ used for biosynthesis.
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4.3.3 Nitrite Reduction by E. coli 

 

 To study the response to NO2
−

 reduction alone, anaerobic E. coli cultures were 

supplemented with 5 mM 15NO2
−

, as shown in Figure 4.20. Phase A’ (0 – 9 h) corresponded 

to the reduction of NO2
−

 to NH4
+ with concurrent N2O production via NO. Phase B’ (9 – 15 h) 

was when the bacteria utilised fermentative pathways only, due to the depletion of NO2
−

. 

During phase A’, 1.25 mmol 15NO2
−

 was reduced almost exponentially to 1.15 mmol  15NH4
+ 

(90 %) and 0.06 mmol 15N2O (10 %), mirroring the bacterial growth curve which increased to 

an OD600 of 0.7. The 10 % partitioning to N2O here was consistent with the 9 % observed 

during the NO2
−

 reduction phase B in Figure 4.19. During phase A’, 1.9 mmol CO2, 

3.7 mmol acetate, 2.0 mmol formate and 0.3 mmol ethanol were produced as glucose decreased 

from 7.5 to 5.2 mmol. Excretion of acetate and formate caused the pH to decrease from 

6.9 to 6.3. The sum of acetate and ethanol (4.0 mmol) showed good agreement with the sum of 

CO2 and ethanol (3.9 mmol). Due to the 3:1 stoichiometry of formate oxidation to NO2
−

 

reduction and 1.9 mmol CO2 being produced, 0.63 out of the initial 1.15 mmol NO2
−

 reduced 

to NH4
+ was coupled to formate oxidation to CO2. The remaining 0.52 mmol NO2

−
 was likely 

reduced via coupling to NADH oxidation by NirB. 

Phase B’ began at 9 h when 15NO2
−

 was depleted. E. coli can only utilise fermentative 

pathways in the absence of electron acceptors such as NO3
−

 and NO2
−

. The most notable 

difference between 10 mM 15NO3
−

 reduction (discussed in Section 4.3.2) and 5 mM 15NO2
−

 

reduction was that H2 production occurred after NO2
−

 depletion in Figure 4.20. No H2 

production was observed during phase A’ as formate-dependent NO2
−

 reduction likely made 

the intracellular formate unavailable for FHL induction. The presence of formate is required 

for FHL expression but it can be made unavailable by coupling to the reduction of electron 

acceptors. This inhibiting effect has been observed for NO3
−

 and trimethyl amine N-oxide 

(TMAO) respiring E. coli cultures and in both cases the effect could be partially relieved by 

adding exogenous formate [209, 210]. When NO2
−

 was depleted, 5.2 mmol glucose was still 

present meaning further formate could be produced in phase B’ which may have triggered the 

induction of FHL. From 9 – 15 h, 6.0 mmol H2 and a further 6.0 mmol CO2 were produced 

from the disproportionation of formate. At 10 h, there was a peak value of 2.1 mmol excreted. 
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Figure 4.20 – Anaerobic E. coli growth in M9 medium supplemented with 5 mM 15NO2
−

. 

A’ and B’ denote two distinct phases: NO2
−

 reduction (A’) and NO2
−

 depletion (B’). 

a) n of 15NO2
−, 15NH4

+ and 15N2O (× 10). b) n of acetate, formate and glucose. c) n of CO2, 

H2 ethanol and 14NH4
+. d) Spectroscopic pH (open circles), externally measured pH (solid 

squares) and OD600.       
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 During phase B’, a further 5.3 mmol acetate and 3.5 mmol ethanol were produced. By 

12 h, the pH dropped to 5.4 and then remained stable as 1.6 mmol acetate was excreted and 

balanced by the reimport and disproportionation of 1.5 mmol formate. By 14 h, the OD600 

peaked at 1.5, just before the end of observable metabolic activity due to the depletion of 

glucose and formate. 42.8 out of the 45 mmol C from glucose could be accounted for in the 

biomass (∼ 8 mmol C), 8.9 mmol CO2, 9 mmol acetate (18 mmol C) and 3.8 mmol ethanol 

(7.6 mmol C). During exponential growth,  14NH4
+ decreased from 4.5 to 2.9 mmol as 

did 15NH4
+ from a peak value of 1.15 to 0.9 mmol accounting for 1.85 mmol out of the 

∼ 2 mmol N in the biomass.              

 

 

 

 

4.3.4 Simultaneous Nitrate and Nitrite Reduction 

 

 In Section 4.3.2, when E. coli was supplemented with 10 mM 15NO2
−

, there was a 

distinct hierarchy of metabolic pathways between phases A, B and C. NO3
−

 reduction 

dominated in phase A, followed by NO2
−

 reimport and reduction in phase B and finally 

fermentative pathways solely occurred in phase C. However, in phase A it was observed that 

some NO2
−

 was simultaneously reduced to NH4
+ and N2O alongside NO3

−
 reduction. To 

further investigate the overlap between the reductions of NO3
−

 and NO2
−

 in phase A, anaerobic 

E. coli cultures were supplemented with 10 mM 15NO3
−

 and 5 mM 14NO2
−

, as shown in 

Figures 4.21 and 4.22.      

Phase A (0 – 9 h) lasted until all 15NO3
−

 was reduced to 15NO2
−

. Phase B (9 – 30 h) 

corresponded to the reduction of NO2
−

 to NH4
+ with concurrent N2O production via NO. At 

15.5 h, the OD600 peaked and exponential growth of E. coli ended; thus, phase B1 (9 – 15.5 h) 

was NO2
−

 reduction with glucose still present and phase B2 (15.5 – 30 h) was NO2
−

 reduction 

during glucose depletion. Figure 4.21 displays n of  15NO3
−

, NO2
−

, 14NH4
+,  15NH4

+ (× 10) 

and N2O isotopomers during phase A. The complete characterisation of bacterial growth is 

given in Figure 4.22.          

 In phase A, 2.5 mmol 15NO3
−

 was reduced and ca. 2.25 mmol 15NO2
−

 was excreted. 

NO2
−

 colorimetry cannot distinguish between 14NO2
−

 and 15NO2
−

, so the total NO2
−

 was 

observed to increase from 1.25 to 3.5 mmol. During phase A, as in Section 4.3.2, some NO2
−

 

was reduced alongside 15NO3
−

 to 0.2 mmol 15NH4
+ and N2O isotopomers. 14NO2

−
 reduction 
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to 14N2O occurred immediately with 2.2 μmol 14N2O produced almost-linearly by 9 h. This 

indicated that even before significant 15NO3
−

 reduction began, some enzymatic activity to 

reduce small quantities of NO2
−

 to N2O was immediately active. For the first 3 h, 15NO3
−

 and 

NO2
−

 measurements were virtually constant suggesting a lag in the expression of NRA. This 

lag was best indicated by the highly-sensitive positional isomers 14N15NO and 15N14NO which 

were not detected until 15NO2
−

 was made available by 15NO3
−

 reduction starting from 3 h. 

 15N2O production also began at 3 h, but much slower than the production of 14N2O and the 

positional isomers, due to 14NO2
−

 initially being more available than 15NO2
−

.  

 

 

Figure 4.21 – N2O isotopomers produced in the NO3
−

 reduction phase A of anaerobic E. coli 

growth in M9 medium supplemented with 10 mM 15NO3
−

 and 5 mM 14NO2
−

. a) n of  15NO3
−

, 

NO2
−

 (both 14N and 15N),  14NH4
+ and 15NH4

+ (× 10). b) n of N2O isotopomers produced. 

 14N15NO is omitted due to essentially having the same behaviour as 15N14NO.    
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Figure 4.22 – Anaerobic E. coli growth in M9 medium supplemented with 10 mM 15NO3
−

 and 

5 mM 14NO2
−

. A, B1 and B2 denotes three distinct phases: NO3
−

 reduction (A), NO2
−

 

reduction with glucose present (B1) and NO2
−

 reduction with glucose depleted (B2). 

a) n of  15NO3
−

, NO2
−, 15NH4

+ and sum of all N2O isotopomers (× 10). b) n of acetate, 

formate and glucose. c) n of CO2, H2, ethanol and 14NH4
+. d) Spectroscopic pH (open circles), 

externally measured pH (solid squares) and OD600.       
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 By the end of phase A, 1.5 μmol each of 14N15NO, 15N14NO and 15N2O were produced 

alongside the 2.2 μmol 14N2O, totalling 6.7 μmol N2O. It is unknown if 14NO2
−

 was also 

immediately reduced to 14NH4
+ due to the large background of 4.5 mmol 14NH4

+ in the M9 

growth medium. It can be assumed that ca. 0.25 mmol NO2
−

was reduced during phase A based 

on the NO2
−

 colorimetry measurements giving a partitioning of 5 % NO2
−

 reduced to N2O, 

instead of to NH4
+. This was a higher value than the 1 % partitioning observed during phase A 

in Section 4.3.2, indicating that the added 5 mM 14NO2
−

 led to more NO generation and 

detoxification to N2O. During phase A, glucose decreased from 7.5 to 5.6 mmol due to the 

production of 2.1 mmol CO2, 2.0 mmol acetate and biosynthetic pathways. The OD600 began 

increasing indicating exponential bacterial growth while acetate excretion caused the pH to 

decrease from 7.0 to 6.5. No formate was excreted during phase A, as the n of CO2 and acetate 

suggested all formate was oxidised to CO2. No ethanol was detected during the entire 30 h 

experiment, likely due to the abundance of electron acceptors to couple the reducing 

equivalents to. 

Phase B1 began with 15NO3
−

 depletion and ended at 15.5 h when glucose was depleted, 

coinciding with the OD600 peaking at 1.2. The pH dropped further to 5.6 due to the excretion 

of 5.0 mmol formate and a further 6.0 mmol acetate. The sum of formate excreted and the 

further 1.3 mmol CO2 produced was in good agreement with the amount of acetate excreted.  

Phase B2 lasted until NO2
−

 depletion at 30 h. From NO2
−

 reduction, 1.6 mmol  15NH4
+ 

and 0.35 mmol N2O (sum of all isotopomers) were produced overall. The final composition of 

N2O isotopomers was previously introduced in Figure 4.18. As the majority of N2O production 

occurred in phase B when the NO2
−

 composition was ca. 33 %  14NO2
−

 and 66 % 15NO2
−

, 

a near statistical mixture of N2O isotopomers was formed of 0.17 mmol  15N2O (49 %), 

0.08 mmol 15N14NO (22 %), 0.07 mmol 14N15NO (20 %) and 0.3 mmol  14N2O (9 %). For 

comparison, a perfect statistical mixture would have produced 44.4 %  15N2O, 

22.2 % 15N14NO, 22.2 % 14N15NO and 11.1 % 14N2O. It is unknown whether the slight 

preference for 15N14NO over 14N15NO is significant or due to experimental uncertainty. The 

partitioning of the 3.5 mmol NO2
−

 to N2O in phase B was 20 %, a much higher value than the 

10 % observed in Section 4.3.2. This is consistent with previous studies that found that between 

5 – 36 % of NO3
−

 is converted to N2O by E. coli, depending on growth conditions [198]. 

During phase B2, CO2 increased by a further 0.5 mmol while the pH remained constant 

at 5.6 due to no significant change in extracellular acetate and formate concentrations. 33 out 
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of the 45 mmol C from glucose can be accounted for in the biomass (∼ 8 mmol C), 4 mmol 

CO2, 8 mmol acetate (16 mmol C) and 5 mmol formate. The higher NO2
−

 content may have 

had cytotoxic effects in E. coli resulting in other products that have not been accounted for in 

the C balance. During phase B2, the OD600 decreased from 1.2 to 0.8 suggesting cell death or 

changes in cellular size and morphology, possibly due to the cytotoxicity of NO2
−

 and NO. 

The 2.5 mmol 15N label was accounted for in the 1.6 mmol  15NH4
+, 0.17 mmol 15N2O 

(0.34 mmol 15N), 0.08 mmol 15N14NO, 0.07 mmol 14N15NO and ca. 0.5 mmol 15NH4
+ 

assumed to have been used for biosynthesis. As ca. 2.0 mmol NH4
+ was needed for 

biosynthesis, it was assumed that ca. 1.5 mmol was taken from 14NH4
+, which decreased 

overall from 4.5 to 4.0 mmol suggesting that ca. 1.0 mmol 14NH4
+ was produced from the 

reduction of the 1.25 mmol 14NO2
−

. This was in good agreement with the 0.26 mmol 14NO2
−

 

reduced to N2O isotopomers with 0.03 mmol 14N2O (0.06 mmol 14N), 0.08 mmol 15N14NO 

and 0.07 mmol 14N15NO. 

  



164                                                                                                                   

 

4.4 Conclusion 

 

This chapter has covered a study on NO3
−

 and NO2
−

 reduction during DNRA by 

anaerobic E. coli batch cultures using a combination of advanced spectroscopic analytical 

techniques in conjunction with 15N-isotopic labelling. The spectroscopy of N2O and its 

 14N/15N-isotopomers have been discussed in detail, including which spectral features are most 

useful for quantitative analysis and the fitting routines employed. Notably, even the positional 

isomers 14N15NO and 15N14NO can be distinguished, a unique capability not available to other 

analytical techniques. In Situ analysis of the headspace was achieved using CERS and FTIR 

spectroscopies alongside liquid-phase Raman spectroscopy for NO3
−

, acetate, formate, glucose 

and pH analysis. Gas-phase CERS allowed CO2, H2, N2 and O2 monitoring while White cell 

FTIR measured CO2, ethanol and N2O. The 6 m folded pathlength White cell afforded trace 

gas detection of N2O with a noise-equivalent (1 σ) detection limit of 60 nbar or 60 ppbv in 

1 atm at 120 s acquisition time. This extremely high sensitivity could be used for situations 

where N2O concentrations cannot be allowed to build-up, such as in certain continuous culture 

studies. NO2
−

 and NH4
+ analysis was achieved by sampling the bacterial culture for 

colorimetric and FTIR analysis, respectively. These spectroscopic techniques can detect key 

species in the nitrogen cycle and with the ability to distinguish N2O isotopomers they may be 

of great interest for better understanding global N2O budgets.                      

 15N-isotopic-labelling of NO3
−

 and NO2
−

 identified the sources of N-atoms in the 

products and provided insights into the mechanism of N2O production. The reductions 

of  15NO3
−

, 15NO2
−

 and mixed 15NO3
−

 and 14NO2
−

 to NH4
+ and N2O have been discussed. In 

a major pathway, NO3
−

 is reduced to NH4
+ via NO2

−
, with the bulk of NO2

−
 reduction 

occurring after NO3
−

 depletion. By isotopically labelling 15NO3
−

, 15NH4
+ production is 

distinguished from 14NH4
+ in the growth medium. In a minor pathway, NO2

−
 is reduced to 

N2O via the toxic radical NO. With excellent detection sensitivities, N2O monitors trace NO2
−

 

reduction, even when cells are predominantly reducing NO3
−

. The N2O isotopomers revealed 

that some enzymatic NO2
−

 reduction activity occurred immediately for cultures supplemented 

with mixed 15NO3
−

 and 14NO2
−

. OD600 and pH measurements were discussed in the context 

of acetate, formate and CO2 production. H2 production was repressed by NO3
−

, but NO2
−

 

respiring cultures produced H2 after NO2
−

 depletion. 
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Chapter 5 

Hydrogen Production in the Presence of Oxygen 

by E. coli K-12 

 

 

Abstract 

E. coli is a facultative anaerobe that can grow in a variety of environmental conditions. 

In the complete absence of O2, E. coli can perform a mixed-acid fermentation that contains 

within it an elaborate metabolism of formic acid. In this chapter, cavity-enhanced Raman 

spectroscopy (CERS), FTIR, liquid-phase Raman spectroscopy, isotopic labelling and 

molecular genetics are used to make advances in the understanding of bacterial formate and H2 

metabolism. It is shown that, under anaerobic conditions, formic acid is generated 

endogenously, excreted briefly from the cell and then taken up again to be disproportionated 

to H2 and CO2 by formate hydrogenlyase (FHL-1). However, exogenously added D-labelled 

formate behaves quite differently from the endogenous formate and is taken up immediately, 

independently and possibly by a different mechanism, by the cell and converted to H2 and CO2. 

The data supports an anion-proton symport model for formic acid transport. In addition, when 

E. coli was grown in a micro-aerobic environment, it was possible to analyse aspects of formate 

and O2 respiration occurring alongside anaerobic metabolism. While cells growing under 

micro-aerobic conditions generated endogenous formic acid, no H2 was produced. However, 

addition of exogenous formate at the outset of cell growth did induce FHL-1 biosynthesis and 

resulted in formate-dependent H2 production in the presence of O2. 
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5.1 Introduction 

 

 E. coli is a 𝝲-proteobacterium and facultative anaerobe [25]. The bacterium is 

commonly found as a gut commensal in many animals (an anaerobic environment) [19], but is 

also found in estuaries (where micro-aerobic environments can be identified) [20] and, in 

addition, is associated with plant tissues and other aerobic environments [21]. As a result, 

E. coli can adapt, primarily through regulating gene expression, to changing environmental 

conditions [22].  

 The preferred mode of energy metabolism for E. coli is aerobic respiration. Aerobically, 

E. coli assembles short, quinone-dependent, respiratory electron transport chains [212]. The 

bacterium has no cytochrome bc1 oxidase or cytochrome c oxidase, but instead calls upon three 

quinol oxidases to carry out aerobic respiration: cytochrome bo3 oxidase, cytochrome bd 

oxidase I and cytochrome bd oxidase II. Each of these enzymes has a different affinity for O2, 

with cytochrome bo3 oxidase having the lowest affinity for O2 and cytochrome bd oxidase II 

having the highest, thus allowing the bacterium to compete under a full range of different O2 

tensions [213].   

A prominent electron donor in aerobic respiration is NADH, however, other possible 

respiratory electron donors in play under this condition are formate, glycerol-3-phosphate, 

pyruvate and succinate [212]. In order to use formate (HCOO
−

) as a respiratory electron donor, 

E. coli produces two respiratory formate dehydrogenases: FDH-N and FDH-O [51]. These 

enzymes oxidise formate at the periplasmic side of the cytoplasmic membrane and pass 

electrons to the quinone pool thus generating a transmembrane proton gradient by a redox loop 

mechanism [214]. The FDH-N isoenzyme is encoded by the fdnGHI operon and is maximally 

expressed anaerobically in the presence of exogenous nitrate, while the FDH-O enzyme shares 

sequence identity with FDH-N, but the genes encoding this isoenzyme are constitutively 

expressed [51]. Under aerobic conditions, FDH-O is thought to couple formate oxidation to the 

reduction of O2 to water by cytochrome bd oxidase I [215]. 

Under anaerobic conditions, and in the absence of any other exogenous respiratory 

electron acceptors, E. coli will carry out a mixed-acid fermentation of glucose [52]. Here, 

E. coli will generate ATP by substrate-level phosphorylation and excrete ethanol, together with 

a number of different organic acids, as waste products. These include acetic acid, lactic acid 

and formic acid. Under fermentative conditions, the E. coli TCA cycle is no longer a cycle. 

Instead, the reactions are split into a reductive arm, terminating with a low level of endogenous 
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fumarate reductase activity, and an oxidative arm, terminating with isocitrate dehydrogenase. 

Acetyl-CoA is fed into the oxidative arm of the TCA cycle via the action of the anaerobic 

pyruvate formate lyase (PFL) enzyme, which is fully activated in the absence of O2. PFL 

combines pyruvate with coenzyme A to generate acetyl-CoA and a formate anion [216]. 

Interestingly, the PFL enzyme is physically associated with the formate channel FocA at the 

cytoplasmic face of the plasma membrane [50]. This means that the formate so-generated is 

most-likely constantly excreted from the cell via FocA in the early stages of fermentation. In a 

closed batch fermentation environment, the formate (pKa = 3.7) will accumulate outside the 

cell together with acetic acid and other products of mixed-acid fermentation, where the pH is 

thought to tend towards acidic as a result. At around pH 6.8, the FocA channel switches from 

a facilitator of excretion to a facilitator for import, and the previously externalised formate is 

then readmitted to the cell. This triggers the transcription of a number of genes involved in 

formate and pH homeostasis, including those encoding the enzyme formate hydrogenlyase 

(FHL-1) [51, 52]. 

FHL-1 is a membrane-bound enzyme made up of seven individual protein 

subunits [53]. It consists of a membrane arm, comprising two integral membrane proteins, and 

a peripheral (or catalytic) arm located at the cytoplasmic side of the membrane, comprising 

formate dehydrogenase-H (FDH-H) and hydrogenase-3 (Hyd-3). FDH-H is encoded by the 

fdhF gene and is a molybdenum and selenium-dependent formate dehydrogenase [54]. Hyd-3 

is a [NiFe] hydrogenase enzyme [55, 217] and is predicted to be the principal point of contact 

of the catalytic arm with the membrane arm [53, 55]. Under mixed-acid fermentation 

conditions, the two enzyme activities work together as a closed redox complex directly to the 

Hyd-3 active site where two protons are reduced to H2, which can then diffuse away from the 

cell. Overall, therefore, FHL-1 carries out the disproportionation of formate to H2 and CO2.  

In this chapter, the physiology of H2 and formate metabolism in living intact cells has 

been revisited using powerful analytical spectroscopic technique and isotopic labelling, which 

can monitor formation and consumption of compounds over time without invasive sampling 

of the batch culture. Surprisingly, under anaerobic fermentative conditions, isotopic labelling 

experiments revealed that exogenously-added formate behaved quite differently from 

endogenously-produced formate, being taken up and immediately disproportionated to H2 and 

CO2 while excretion of endogenous formate continued as normal. In addition, when E. coli 

was grown in our system in the presence of O2, it was possible to identify aspects of anaerobic 

metabolism (for instance formate and ethanol production) occurring at the same time as O2 



170                                                                                                                  5.1     Introduction 

 

uptake, indicative of the establishment of a micro-aerobic environment. Interestingly, under 

this micro-aerobic growth regimen, despite formate production and consumption being 

observed, no H2 gas production was detected unless exogenous formate was added to the 

culture, in which case H2 gas production proceeded in an FHL-1-dependent manner. This work 

demonstrates that FHL-1 can be assembled and remains active under micro-aerobic conditions 

and gives confidence this cellular system could be further harnessed for biotechnological 

applications where O2 levels may fluctuate or be difficult to control. 
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5.2 Experimental 

 

The E. coli K-12 strains utilised in this study were MG1655 (F−, λ
−

, ilvG
−

, rfb-50, 

rph-1 [25]) and MG16dZ (MG1655 ∆fdhF [218]). Strains were transferred from – 80 °C 

glycerol stocks, struck on LB-agar plates and incubated overnight at 37 °C. Before each aerobic 

experiment, a 50 mL starter culture of LB medium was prepared in a sponge-capped tube, 

inoculated with a single colony and incubated for 16 h (37 °C, 200 rpm) to a typical OD600 of 

1.2. For anaerobic experiments, a static, sealed tube filled almost to the top with medium to 

limit headspace, was prepared. Ultimately, 20 mL aliquots of the starter cultures were harvested 

by centrifugation and the cell pellets suspended in 20 mL of fresh M9 minimal medium ready 

for the experimental phase. The M9 medium was also supplemented with 30 mM glucose and 

the anaerobic trace elements of 9 µM NiCl2, 4 µM Na2SeO3 and 3.2 µM Na2MoO4. The rest 

of our M9 formulation is given in Section 2.2.1. 

A combination of advanced non-invasive analytical spectroscopic techniques was used 

to monitor bacterial batch cultures in situ in a closed system, as described in Chapter 4 [138, 

171]. First, 230 mL of M9 medium was prepared in the round-bottom flask with two side-arms. 

The flask was maintained at 37 °C using a temperature-controlled water bath under rapid 

stirring to enable efficient gas transfer. Next, the 20 mL anaerobic starter culture of E. coli 

prepared in M9 medium was added to the 230 mL of fresh M9 medium in the two-neck round-

bottom flask giving a typical starting OD600 of 0.1 and pH of 6.9. The culture was supplemented 

with 30 mM D-glucose (final concentration) and, where appropriate, 20 mM deuterium (
2
H or 

D)-labelled formate (Sigma 373842, 99 % D) or 20 mM 13C-labelled formate (CK isotopes 

CLM-583, 99 % 13C) as potassium salts (final concentrations). The flask was then sealed and 

purged of O2 by alternating between evacuating the headspace and refilling with N2 at least 

five times. 

For continuous spectroscopic monitoring of aerobic experiments, a 20 mL aerobic LB 

starter culture, transferred to 20 mL M9 medium, was added to 230 mL fresh M9 medium in a 

two-neck round-bottom flask giving a typical starting OD600 of 0.1. Carbon sources were added 

as required and the flask was rapidly stirred at 37 °C. In this case, the headspace of the flask 

initially contained just air and was not purged with N2 and O2 levels in the closed system were 

monitored by CERS in addition to all other spectroscopic measurements.    

While recording metabolic activity, from one neck of the flask, the 1425 mL headspace 

gas was cycled for gas-phase FTIR and Raman measurements by a peristaltic pump with a flow 
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rate of 4.5 L h
− 1

. Production of 12CO2, 13CO2, acetaldehyde and ethanol were quantified by 

gas-phase FTIR spectroscopy (Mattson Research Series, 0.4 cm− 1 spectral resolution) with a 

home-built, 6 m pathlength multiple-pass White cell, as described in Sections 3.2.4 and 3.3.3. 

Partial pressures were obtained by fitting experimental spectra to the sum of reference spectra 

from the HITRAN [8] and PNNL [84] databases. Gas-phase cavity-enhanced Raman 

spectroscopy (CERS) monitored O2, N2,  12CO2, 13CO2 and H2, HD and D2 isotopomers, as 

described in Sections 2.2.3 and 4.2.3. In the CERS experiment, the 40 mW 636 nm cw-diode 

laser was enhanced by around 8000 times in magnitude using an optical cavity [97, 98]. 

Scattered Raman light was analysed in a monochromator (Andor Shamrock SR163, DV420A-

OE camera). Partial pressures were obtained from the Raman spectra after a calibration [98]. 

Using Henry’s law, pressures were converted into concentrations in solution. Using the ideal 

gas law, its estimated that 10 % CO2, 95 % acetaldehyde and 99.7 % ethanol were 

dissolved [171]. Under these conditions, less than 1 % of dissolved CO2 was expected to be 

converted to carbonic acid and carbonates. 

The liquid suspension was cycled from the second neck of the flask for in situ OD600 

and liquid-phase Raman measurements by a second peristaltic pump (4.5 L h
− 1

). The 

suspension was circulated through a sealed borosilicate tube for recording liquid-phase Raman 

spectra using a home-built spectrometer with a 532.2 nm, 20 mW laser (Lasos, GL3dT) and a 

monochromator (Shamrock SR-750-A, DU420A-OE camera), as described in Sections 3.2.3 

and 3.3.1 [138, 171]. No interfering fluorescence was noticeable in M9 minimal growth 

medium. The water bending vibration at 1630 cm− 1 was used to normalise decreasing Raman 

intensities as the turbidity of the bacterial suspension increased. A fit of the 820 – 1200 cm− 1 

region to reference spectra yielded the concentrations of glucose and the monobasic and dibasic 

phosphate anions of the phosphate buffer and a fit of the 1300 – 1500 cm− 1 region provided 

acetate and unlabelled and labelled formate concentrations [138, 171]. Although lactate has 

also some weak Raman peaks within the Raman spectral range, no lactate metabolism products 

were identified in this study above the detection limits, estimated to be in the low millimolar 

region (approximately 2 mM). Note that Raman scattering within the bacterial cells likely also 

contributes to the experimental spectra. However, as the sum volume of bacterial cells is much 

less than the volume of the liquid medium, it is assumed that the experimental spectra 

correspond mainly to species in solution. The liquid suspension cycling loop also contained a 

1 cm optical pathlength glass cuvette where the scattering of a red laser pointer was 

continuously monitored to obtain OD600 data after a calibration. 
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At the end of the bacterial growth period, the cell suspension was harvested by 

centrifugation, washed and dried at 37 °C for 2 days to record the dry biomass (typically around 

200 mg). The endpoint pH of the spent culture medium was recorded using a Mettler Toledo 

SevenMulti pH meter to corroborate the spectroscopically calculated values. The M9 medium 

phosphate buffer, composed of 47 mM HPO4
2 −

 and 22 mM H2PO4
−

, absorbs H+ from 

excreted acids during bacterial growth by shifting HPO4
2 −

 to H2PO4
−

. Liquid-phase Raman 

measurements were used to calculate the concentrations of phosphate anions, which in turn 

were used to calculate the pH in situ using a modified Henderson-Hasselbalch equation, as 

described in Section 3.3.2 [137, 138]. 

All experiments conducted in this study were repeated at least in triplicate, with all 

repeats showing essentially the same behaviour. Figures in the Results and Discussion are 

presented as single representative experiments. Partial pressures p (mbar) were converted to 

number of moles n (mmol) by using the ideal gas law (V = 1.425 × 10
−3

 m3, T = 310 K) and 

correcting for the dissolved percentage calculated by Henry’s law. Note that n and p of CO2 

displayed in the figures is scaled up to correct for the 10 % dissolved in solution.        
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5.3 Results 

 

5.3.1 Fermentation of Glucose Produces Equimolar H2 and CO2 

 

 First, mixed-acid fermentation was studied using the well-characterised E. coli K-12 

strain MG1655 [25] as a model system. An anaerobic starter culture of MG1655 was used to 

inoculate fresh M9 medium supplemented with 30 mM glucose (i.e. 7.5 mmol glucose in the 

250 mL flask). Growth characteristics and fermentation products were quantified by CERS, 

FTIR and liquid-phase Raman spectroscopy over 18 h at 37 °C, as shown in Figure 5.1. Overall, 

these fermentation data can be divided into at least three phases as defined by the behaviour of 

the endogenously-produced formate (Figure 5.1b). Following inoculation there is a typical lag 

phase lasting around 3 h (Figure 5.1d). Then, as growth commences, net export of formate 

dominates until the 9 h mark (Figure 5.1b, phase A), which coincides with the slowing of 

logarithmic growth (Figure 5.1d). During this first phase, net formate accumulation peaks at 

4 mmol in the extracellular medium (Figure 5.1b, phase B) and this continues until the 15 h 

mark, by which time the cells have settled into stationary phase growth (Figure 5.1d). Finally, 

formate is exhausted (Figure 5.1b, phase C). 

 Using this experimental approach, the activity of FHL-1 is evident throughout the 

growth phases until formate is finally exhausted at 15 h (Figure 5.1a). Molecular H2 and CO2 

are readily quantified in the gas-phase and their production kinetics map precisely together, 

culminating in 10 mmol each of H2 and CO2 being produced (Figure 5.1a). 

 Liquid-phase Raman spectroscopy allows the consumption of glucose to be followed, 

together with the accumulation of other fermentation products (Figure 5.1c). Acetate was 

produced to a final level of 11 mmol and 4 mmol ethanol was generated (Figure 5.1c). 

Interestingly, trace amounts of acetaldehyde, the enzymatic intermediate between acetyl-CoA 

reduction to ethanol using NADH, was observed in the FTIR data and accumulated at a peak 

value of 18 μmol in phase B. From 14 to 18 h, the remaining acetaldehyde was exhausted 

(Figure 5.1c).   
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Figure 5.1 – Anaerobic fermentation by E. coli MG1655 during growth in M9 medium 

supplemented with 30 mM glucose. A to C denotes three distinct phases: net formate excretion 

(A), net formate consumption (B) and formate depletion (C). a) n and p of H2 and CO2. 

b) n of formate. c) n of acetaldehyde (× 50), acetate, ethanol and glucose. d) Spectroscopic pH 

(open circles), externally measured pH (solid squares) and OD600.     

 



176                                                                                                                          5.3     Results 

 

5.3.2 The Fate of Exogenous Formate During Fermentation 

 

 One powerful aspect of Raman spectroscopy is the ability to differentiate between 

isotopically labelled compounds. Formate is amenable to D- or 13C-isotope labelling studies 

due to the low natural abundances of deuterium (0.015 %) and carbon-13 (1.1 %). Figure 5.2 

shows isotope shifts of the C-O stretching vibration for formate (∆ṽ0 = 1349 cm− 1), 

formate-13C (∆ṽ0 = 1324 cm− 1) and formate-D (∆ṽ0 = 1322 cm− 1) in liquid-phase Raman 

spectra. The isotope shift opens the door to fermentation experiments where exogenously-

added D- or 13C-labelled formate could be readily distinguished from any endogenously-

produced formate, which would remain unlabelled.   

 

 

Figure 5.2 – Experimental liquid-phase Raman spectra of 100 mM unlabeled, D-labelled 

and 13C-labelled formate.  

 

 Arguably one of the most compelling aspects of formate metabolism is the membrane 

transport processes at play in this biological system. In order to examine the metabolism of 

formate added exogenously at the beginning of the growth phase, 20 mM (5 mmol in the flask) 

formate-D (as a potassium salt), together with 30 mM unlabelled glucose was introduced into 

anaerobic batch cultures of E. coli MG1655 (Figure 5.3). Under these conditions, bacterial 

growth rates, and the amounts of acetate, ethanol and acetaldehyde produced, were comparable 

with the cells grown in the absence of exogenous formate (Figures 5.1 and 5.3). However, 

notable differences were observed in the formate, H2, CO2 and pH data (Figure 5.3).  
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Figure 5.3 – Anaerobic fermentation by E. coli MG1655 during growth in M9 medium 

supplemented with 20 mM formate-D and 30 mM glucose. A to C denotes three distinct phases: 

net formate excretion (A), net formate consumption (B) and formate depletion (C). 

a) n and p of H2 and CO2. b) n of formate-D and formate. c) n of acetaldehyde (× 50), acetate, 

ethanol and glucose. d) Spectroscopic pH (open circles), externally measured pH (solid 

squares) and OD600.     
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Metabolism of the external 5 mmol formate-D was observed to begin almost 

immediately (Figure 5.3b). Given the final amounts of H2 and CO2 produced in this experiment 

(15 mmol, Figure 5.3a) compared to the amount derived from the experiment without 

exogenous formate (10 mmol, Figure 5.1a), it is most likely that all the external formate-D was 

disproportionated to H2 and CO2 by FHL-1. Note that although the oxidation of formate-D 

would produce D+ and CO2, no detectable levels of HD or D2 gas, which are also readily 

distinguished from H2 by CERS, were observed. 

 Remarkably, despite the presence of exogenous formate-D, production, excretion and 

metabolism of endogenously produced unlabelled formate followed a familiar pattern 

(Figure 5.3b). In the initial phase, net export of formate was observed until around 10 h and 

peaked at around 3.5 mmol (Figure 5.3b, phase A). There then followed a net decrease in 

formate concentration as import and disproportionation continued until the 14 h mark 

(Figure 5.3b, phase B), by which time the FHL-1 reaction had ceased (Figure 5.3a) and the 

cells were in stationary phase (Figure 5.3d). Interestingly, at the 7 h timepoint, the extracellular 

concentrations of formate-D and unlabelled formate were identical (2.5 mmol), however the 

rates of excretion of endogenous formate and oxidation of formate-D continued largely 

unchanged (Figure 5.3b). 

 To explore further the relationship between exogenous and endogenous formate and the 

observed FHL-1 activity, a similar experiment using labelled formate-13C was performed 

(Figure 5.4). Note that 13CO2 can be distinguished from 12CO2 by CERS or FTIR. Here, 

20 mM (5 mmol) formate-13C (as a potassium salt), together with 30 mM unlabelled glucose, 

was introduced into anaerobic batch cultures of E. coli MG1655 (Figure 5.4). The initial 

consumption of exogenous 5 mmol formate-13C mirrored the production of 5 mmol 13CO2, 

with the 13CO2 data perfectly overlapping with the formate-13C data if inverted (Figure 5.4). 

Production and excretion of endogenous unlabelled formate continued for 9 – 10 h in this case 

(Figure 5.4b) and peaked at 4 mmol before net uptake and oxidation was observed. This 

coincided with detectable levels of unlabelled 12CO2 being generated (Figure 5.4a). Indeed, the 

sum of 13CO2 and 12CO2 overlapped almost exactly with the total H2 production levels, 

indicating that FHL-1 activity was responsible for the generation of these compounds.    

 There were also notable differences in the final pH of the growth medium depending 

on the presence or absence of exogenous formate (Figures 5.1 and 5.3). Addition of potassium 

formate salt did not acidify the growth medium (Figure 5.3d), hence the pH in both experiments 

started at 6.9 (Figures 5.1d and 5.3d). However, in the presence of exogenous formate-D, the 
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pH reduced from 6.9 to 6.1 over the course of the growth experiment (Figure 5.3d), compared 

to a drop in pH from 6.9 to 5.1 when the cells are grown with exogenous glucose only (Figure 

5.1d). 

 

 

Figure 5.4 – Anaerobic fermentation by E. coli MG1655 during growth in M9 medium 

supplemented with 20 mM formate-13C and 30 mM glucose. A and B denote two distinct 

phases: net formate excretion (A) and net formate consumption (B). a) n and p of H2 and 

 12CO2 and 13CO2. b) n of formate-13C and formate.  
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5.3.3 Metabolic Behaviour Under Micro-Aerobic Growth Conditions 

 

 To explore formate metabolism in aerobic cell cultures, first, an aerobic starter culture 

of E. coli MG1655 was prepared and used to inoculate 250 mL of M9 medium supplemented 

with 30 mM glucose. Note that this is a closed system that contains air in the vessel headspace 

but no way to replenish or regulate O2 content. Over the course of 24 h, the cells were observed 

to grow, following an initial lag phase, to reach a peak OD600 value of 1.6 at around 9 h 

(Figure 5.5d). Cell density was then observed to decline slightly over time, suggestive of cell 

death phase following the stationary phase (Figure 5.5d). 8 mmol O2 in the headspace was 

consumed, with an equal amount of CO2 produced (Figure 5.5a).  

Under these aerobic conditions, no detectable H2 production was observed at any point 

of the experiment (Figure 5.5a). However, there was evidence of anaerobic pathways occurring 

alongside aerobic respiration (Figures 5.5b and 5.5c) strongly suggesting a micro-aerobic 

environment was present. Indeed, endogenous formate metabolism was clear in this data and 

Figure 5.5b could once again be readily divided into phases A (0 – 8 h), B (8 – 19 h) and 

C ( > 19 h) based on this. Initial net formate production continued over 9 h and peaked at 

around 3 mmol (Figure 5.5b, phase A). Next, the accumulated formate was consumed over the 

following 10 h (Figure 5.5b, phase B), but no H2 was produced.  

        The excretion of acetic acid and formate caused the culture medium pH to decrease from 

6.9 to 4.9 (Figure 5.5d, phase A) with the ultimate production of 11 mmol acetate and 

2 mmol ethanol (Figure 5.5c). Taken altogether, it can be concluded that this experimental 

system is ideally suited to the study of micro-aerobic growth conditions, where aspects of 

anaerobic metabolism (especially formate and ethanol production) are functional alongside 

aerobic respiration. 
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Figure 5.5 – Aerobic respiration by E. coli MG1655 during growth in M9 medium 

supplemented with 30 mM glucose. A to C denotes three distinct phases: net formate excretion 

(A), net formate consumption (B) and formate depletion (C). a) n and p of O2 and CO2. 

b) n of formate. c) n of acetaldehyde (× 50), acetate, ethanol and glucose. d) Spectroscopic pH 

(open circles), externally measured pH (solid squares) and OD600.     
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5.3.4 Exogenous Formate Induces H2 Production Under Aerobic Conditions 

 

 Next, the micro-aerobic growth system was tested in the presence of excess exogenous 

formate. An aerobic culture of E. coli MG1655 was prepared in M9 medium containing 

20 mM formate-D and 30 mM glucose (Figure 5.6). Clear micro-aerobic physiology was 

observed, with formate, acetate and ethanol all being produced (Figure 5.6c), together with 

uptake of O2 from the gas-phase (Figure 5.6a). As before, the observed endogenous formate 

metabolism could be divided into three phases. First, endogenous formate is produced and 

excreted by the cell (0 – 9 h), this time to a maximal level of 6 mmol (Figure 5.6b, phase A). 

Then, the endogenously-produced unlabelled formate was oxidised or otherwise metabolised 

away (9 – 17 h, Figure 5.6b, phase B) before a final phase was reached where formate was 

exhausted but other metabolic activities continued (Figure 5.6, phase C).  

 In this experiment, 5 mmol labelled formate-D was also added to the cultures from the 

outset. The exogenous labelled formate-D was consumed across phase A (Figure 5.6b). It is 

notable, however, that around the 5 h timepoint the levels of formate-D and unlabelled formate 

appeared equal at 3 mmol each (Figure 5.6b). The kinetics of unlabelled formate production 

and formate-D uptake do not change at this point.  

Most surprisingly, the addition of exogenous formate induced the production of H2 

under aerobic conditions (Figure 5.6a). However, note that H2 was not observed in the data 

until around 5 h into growth (Figure 5.6a). Indeed, almost all the 5 mmol exogenous formate-D 

are consumed by the end of phase A, while only 2 mmol of H2 are produced in this time 

(Figure 5.6). An additional 4 mmol of H2 are produced in phase B, which also does not match 

with the consumption of at least 6 mmol of unlabelled formate in that time. 
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Figure 5.6 – Aerobic respiration by E. coli MG1655 during growth in M9 medium 

supplemented with 20 mM formate-D and 30 mM glucose. A to C denotes three distinct phases: 

net formate excretion (A), net formate consumption (B) and formate depletion (C). 

a) n and p of O2, CO2 and H2. b) n of formate-D and formate. c) n of acetaldehyde (× 50), 

acetate, ethanol and glucose. d) Spectroscopic pH (open circles), externally measured pH (solid 

squares) and OD600.     
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In order to test whether the aerobic H2 production observed in the presence of 

exogenous formate was as a result of FHL-1 activity, a genetic approach was taken 

(Figure 6.7). The E. coli strain MG16dZ is a direct derivative of MG1655 carrying a complete 

deletion of the gene encoding the FDH-H component of FHL-1 [218]. An aerobic starter culture 

of E. coli MG16dZ was used to inoculate aerobic M9 medium supplemented with 

20 mM formate-D and 30 mM glucose. Under these conditions, no detectable H2 production 

was observed at any point of the experiment (Figure 5.7). This strongly suggests that the H2 

production induced by the addition of exogenous formate in the presence of O2 (Figure 5.6) 

was as a result of FHL-1 activity. 

The micro-aerobic growth curve for MG16dZ (∆fdhF) was like the parent strain 

MG1655, having a short lag before peaking at an OD600 of 1.1 at the 12 h mark (Figure 5.7d). 

However, despite this, the metabolic rates of the fdhF mutant are noticeably slower overall 

(Figure 5.7). For example, formate metabolism by MG16dZ displayed only two clear phases, 

even after 42 h incubation. First, endogenous formate was produced from glucose across 

0 – 12 h, peaking at 6.5 mmol (Figure 5.7b, phase A). Then the endogenous, unlabelled formate 

was slowly consumed over the following 20 h (Figure 5.7b, phase B). In addition, the majority 

(4 mmol) of the exogenous, labelled formate-D was consumed by 12 h incubation (Figure 5.7b, 

phase A), by which time the cells had already concluded exponential growth (Figure 5.7d).   
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Figure 5.7 – Aerobic respiration by E. coli MG16dZ (∆fdhF) during growth in M9 medium 

supplemented with 20 mM formate-D and 30 mM glucose. A and B denote two distinct phases: 

net formate excretion (A) and net formate consumption (B). a) n and p of O2 and CO2. 

b) n of formate-D and formate. c) n of acetaldehyde (× 50), acetate, ethanol and glucose. 

d) Spectroscopic pH (open circles), externally measured pH (solid squares) and OD600.     
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5.4 Discussion

 

In this chapter, the metabolism of E. coli K-12 in fermentative and micro-aerobic 

growth has been studied using in-line, non-invasive spectroscopic techniques. This allowed the 

consumption of glucose to be correlated with microbial growth and the production of numerous 

compounds, including H2 in the gas-phase, to be quantified in real-time. In addition, the ability 

of Raman spectroscopy to distinguish between isotopically-labelled compounds has allowed 

new insights into formate metabolism to be made. 

 

 

 

 

5.4.1 Evidence for Formic Acid Efflux During Fermentation 

   

 The physiology of E. coli growing under fermentative conditions is largely well 

understood [52] and one critical environmental factor driving gene expression and other 

physiological changes is the external pH. Using this experimental set-up it was possible to 

follow pH changes spectroscopically by monitoring the ratio of HPO4
2 −

 to H2PO4
−

 [137, 138]. 

During exponential growth under fermentative conditions (Figure 5.1, phase A), 8 mmol 

acetate and 4 mmol formate (no lactate or succinate was able to be quantified in this 

experimental set-up within the approximately 2 mM detection limit, though they are expected 

to be present) accumulated in the external medium (Figure 5.1).  Concomitantly, the external 

pH decreased from 6.9 to 5.1 (Figure 5.1), which can be explained if acetate and formate are 

excreted as acetic acid and formic acid (i.e. co-transport of the anions with protons). Indeed, 

the efflux of 12 mmol (48 mM) acidic protons into the growth medium would be theoretically 

enough to overwhelm the 47 mM HPO4
2 –

 component of the phosphate buffer used in these 

experiments, thus preventing further spectroscopic pH measurements if additional acidic 

products were excreted. Fortunately, the pH remains almost constant at 5.1 (Figure 5.1d) 

despite a further 3 mmol acetic acid being excreted after the peak of formate production at the 

end of exponential growth (Figure 5.1, phase B). This is because the reimport and 

disproportionation of 4 mmol formic acid essentially balances the efflux of acetic acid.  

 These observations are important when considering the structure and function of the 

FocA formate channel, and the physiology of formate metabolism and pH homeostasis. It is 

worth considering that formate (not formic acid) is the product of the pyruvate formate lyase 
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(PFL) reaction at the cytoplasmic side of the membrane [219]. The PFL enzyme is anchored 

to, and possibly gating, the FocA channel in the cytoplasmic membrane such that it could be 

immediately excreted upon its synthesis [220, 221]. Efflux of formic acid (not simply formate) 

therefore requires co-transport of the anion with a new proton picked up from the cell 

cytoplasm. Such an event could not lead to charge separation across the membrane but would 

result in the net movement of a proton from the cytoplasmic (n-side) to the periplasmic (p-side) 

of the membrane. Any possible bioenergetic advantages linked to this efflux are probably 

negated as E. coli attempts to maintain the pH of its cytoplasm. Under a range of external pH 

and growth conditions, the E. coli cell cytoplasm is maintained at 7.4 – 7.8 [222] thanks to a 

combination of ion transport events and compatible solute regulation [223]. Indeed, the FHL 

reaction itself seems to balance the pH of the growth medium (Figure 5.1) by the influx of 

formic acid (as opposed to formate alone) and its subsequent disproportionation to H2 and CO2. 

The influx of formic acid is further highlighted in our experiments with exogenously-added 

formate salts (Figure 5.3 and discussed further below).  

 

 

 

 

5.4.2 Separation of Formic Acid Influx and Efflux Pathways 

 

 The behaviour of formate, and its role in E. coli energy metabolism in general, has long 

been a source of intrigue in bacterial physiology. Endogenously-produced formic acid is 

initially excreted from the cell, presumably as E. coli has no real use for an excess of this C1 

compound and it would perhaps be rapidly diluted, or metabolised away by other bacterial 

species, depending on the nature of the surrounding environment. Likewise, the presence of 

constitutively-expressed respiratory FDH-O originally posed a dilemma as endogenous 

formate is not made at all under fully aerobic conditions. 

 In this work, the experimental set-up clearly showed classic fermentative physiology 

where formic acid efflux was observed, and the compound initially accumulated until the end 

of exponential growth and was then metabolised away again (Figure 5.1b). In this case, net 

efflux of formic acid clearly continued as the external pH dropped from 6.9 to 5.5 (rather than 

stopping completely at a pH threshold) while H2 production was initially recorded at pH 6.5 

(Figure 5.1a) and continued until formate was exhausted (Figure 5.1b).  

 In total, the anaerobic fermentation produced near equimolar quantities of 10 mmol 

each of H2 and CO2 (Figure 5.1a), 10 mmol acetate (Figure 5.1c) and 4 mmol ethanol from 
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7.5 mmol glucose in the medium initially. It is likely that succinate and lactate were also 

produced but below the detection limits of the apparatus (ca. 2 mM). In theory, 7.5 mmol 

glucose could generate 15 mmol pyruvate from glycolysis. In turn, this could lead to 15 mmol 

acetyl-CoA (and 15 mmol formate) that could either be further reduced to ethanol or used for 

ATP production with an end-product of acetate. The combined totals of acetate and ethanol are 

close to the theoretical (Figure 5.1), however 15 mmol of formate would be expected to 

generate 15 mmol of H2 and CO2 via FHL-1, while only 10 mmol were recorded for each 

(Figure 5.1a). It is possible that some formate may be retained with the cells (either periplasm, 

cytoplasm or both) but at a level that cannot be efficiently oxidised by FDH-H (the Km for 

formate for this enzyme is 10 mM [51]) or that it is being used for other biochemical pathways 

in the growing culture [224]. 

 The ability of Raman spectroscopy to distinguish between isotopically-labelled 

compounds allowed some new observations of formate and H2 metabolism. First, it is worth 

documenting that the addition of formate-D to the culture did not lead to HD or D2 production. 

This is not altogether surprising as there would need to be an unusual mechanism of linking 

the FDH-H and Hyd-3 reactions within FHL-1 for this to be the case. Otherwise, the released 

D+ is too dilute at 20 mM (5 mmol) compared to the concentration of the bulk H+ in the aqueous 

phase (the concentration of pure H2O is 55.5 M). Second, under these anaerobic conditions all 

the extra formate-D was disproportionated to H2 and CO2. This is evidenced by the fact that 

15 mmol of both H2 and CO2 was recorded upon the addition of an extra 5 mmol of formate-D 

(Figure 5.3a) compared with 10 mmol each for the experiment with no exogenous formate 

(Figure 5.1a). Further corroboration was forthcoming in Figure 5.4a, where the addition of 

5 mmol formate-13C to the culture led to 5 mmol 13CO2 being produced and an extra 5 mmol 

of H2 overall. Moreover, a kinetic analysis of the 12CO2 and 13CO2 data shows that the rate of 

CO2 production is consistent with being linearly dependent on the formate concentration and 

E. coli abundance (estimated by the OD600) without any apparent preference for formate-13C 

or unlabelled formate. As formate-13C was more abundant than endogenous formate in the 

extracellular medium to begin with, 13CO2 production was observed before 12CO2 production. 

Then, as formate-13C was consumed and endogenous formate was excreted, the rate of  13CO2 

production decreased while the rate for 12CO2 increased (Figure 5.4a). This is possibly best 

viewed at the 7 h timepoint when there were equal amounts (3 mmol) formate-13C and 

unlabelled formate in the extracellular medium (Figure 5.4b) and 12CO2 and 13CO2 have 

similar rates of production (Figure 5.4a).  
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 The behaviours of the exogenously-added and endogenously-generated formate 

deserve some further discussion. Using isotopically-labelled formate, both the influx and efflux 

of formic acid can be observed at the same time (Figure 5.3 and 5.4). Indeed, the 

externally-added labelled formate and internally-produced unlabelled formate appear to behave 

as different substrates in this system, which could either be a subtle kinetic isotope effect or 

could be evidence for different molecular mechanism of uptake (influx) and export (efflux) of 

formate. For instance, export of endogenously-produced unlabelled formate displays 

essentially the same behaviour, with similar rates and maximal levels observed, regardless of 

the presence or absence of external formate-D (Figure 5.1 and 5.3). The maximum rate of 

formate efflux (normalised by the OD600) in the absence of externally-added formate was 

calculated at 34 ± 3 μmol OD600
− 1

 min
− 1

. When 5 mmol formate-D was added to the growth 

medium from the outset, the maximal rate of unlabelled formate efflux was calculated at 

36 ± 7 μmol OD600
− 1

 min
− 1

. For comparison, the maximum rate of formate-D influx was 

determined 111 ± 12 μmol OD600
− 1

 min
− 1

, and the rate of re-import of unlabelled formate in 

the stationary phase was 13 ± 5 μmol OD600
− 1

 min
− 1

. Indeed, the relatively high rates of 

external formate influx during exponential growth are remarkable. It is worth considering that 

influx of formic acid is intimately linked with FHL activity [225] and that FHL activity is 

intimately linked, by an unknown mechanism, to the ATP levels in the cell [226]. It seems 

clear, given these data, that glucose-replete fast-growing cells contain greater physiological 

FHL activity than cells in the stationary phase. 

 Taken altogether, this gives extra weight to the hypothesis that PFL (which generates 

the internal formate from pyruvate) is physically attached to the N-terminus of the FocA 

formate channel and is gating it in ‘efflux mode’ such that formate production and formic acid 

efflux are intimately linked [220]. Such a model would effectively maintain the cytoplasmic 

formate concentration at close to zero with the immediate efflux of the product linked to its 

synthesis. However, in the experimental system, there are already 5 mmol of formate-D (above 

the maximal level of 4 mmol that the ‘natural’ system can achieve under these conditions) 

outside the cell. The influx of exogenous formate-D is coupled directly to its disproportionation 

to H2 and CO2 by FHL-1 and this appears to occur in parallel to efflux. 

 It is worth considering how efflux and influx of formic acid could occur at the same 

time in such a cellular system. A large body of work points to the FocA membrane protein as 

being primarily responsible for both efflux and influx of formic acid [52]. It seems unlikely 

that a given individual protein could both export and import formic acid simultaneously. 
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Instead, it should be considered that a certain number of FocA channels in the cell could be 

gated for efflux only, for example those in physical contact with PFL, while a second pool of 

FocA channels could be gated for influx only. This perhaps also implies different routes of 

formate or proton translocation within the FocA protein under the different gated states. Indeed, 

site-directed mutagenesis of focA has identified amino acid residues that are important for 

formic acid influx, but not efflux. For example, substitution of E. coli FocA His-209 by either 

Asn or Gln locked the channel in efflux mode only [227]. This hypothesis would also stand if 

the monoculture of E. coli contained two distinct populations of cells, one carrying out formic 

acid efflux and another performing the FHL reaction linked to influx. Such bimodal phenotypic 

heterogeneity is common in bacterial populations [228]. 

 In both experiments where exogenous formate was added (Figures 5.3 and 5.4), formic 

acid consumption and the production of H2 and CO2 began almost immediately with very little 

lag time. This was most likely because the starter cultures were prepared anaerobically, and the 

cells would have a certain level of FHL-1 already present. It is notable, however, that external 

medium pH does not become as acidic when spiked with exogenous formate compared with 

normal glucose fermentation conditions – in the former the pH decreases from 6.9 to 6.1 

(Figure 5.3) and in the latter, the pH drops from 6.9 to 5.1 (Figure 5.1). This could be giving 

additional evidence as to how the FocA formate channel is working. A compelling model for 

FocA function is as an anion-proton symport system, where formic acid (HCOOH) would be 

either excreted or re-imported into the cell [229-231]. In such a model the efflux of formic acid 

would acidify the medium (as was seen in Figure 5.1) but, conversely, the subsequent influx 

of formic acid would de-acidify the medium and there may be clear evidence for that in 

Figure 5.3. Here, the addition of exogenous formate-D to the medium as a potassium salt did 

not affect the starting pH of the experiment, which remained steady at 6.9, as the formate-D 

anion is not an acid. Under the anion-proton symport model, influx of the 5 mmol extra, 

external formate-D would also bring with it 5 mmol of H+ across the membrane into the cell 

from the bulk external medium, thus increasing the pH of the growth medium and helping to 

balance the pH of the external medium against the continued efflux of acetic acid and 

unlabelled formic acid. 
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5.4.3 Micro-aerobic Respiration 

 

 Following the fermentation experiments, attention then turned to the metabolism of 

formate under aerobic conditions. First, an E. coli starter culture already performing aerobic 

respiration was prepared and the experimental system was assembled with air in the culture 

headspace (210 mbar partial pressure is roughly 21 % O2, Figure 5.5). Over the course of the 

experiment, 8 mmol of O2 was consumed and 8 mmol of CO2 was produced – an apparent 

respiratory quotient of 1.0 indicative of aerobic respiration of glucose. However, clear aspects 

of anaerobic metabolism were also evident, including acetate and ethanol production, as well 

as the efflux and influx of endogenous formic acid (Figure 5.5b). Indeed, formate efflux/influx 

behaviour was almost identical to that observed for the fermenting cells (Figure 5.1), where 

10 mmol each of H2 and CO2 were also generated. In the presence of O2, however, no H2 was 

observed whatsoever (Figure 5.5). In this case, the formate was likely ultimately oxidised by 

the respiratory enzyme FDH-O in the periplasm [215], thus generating the 8 mmol of CO2 

observed. Moreover, if all the CO2 production is attributable to formate respiration, then it 

follows that half of the O2 consumption is attributable to formate oxidation in the periplasm. 

Taken altogether, in this experimental set-up, it can be concluded that the culture was clearly 

performing micro-aerobic respiration (Figure 5.5). 

 

 

 

 

5.4.4 FHL-1 Activity is Inducible Under Micro-Aerobic Conditions 

 

 Having established a micro-aerobic growth environment, the final experiment involved 

the study of the physiology of external formate metabolism under these conditions. Somewhat 

surprisingly, the addition of exogenous formate-D to the culture at the outset led to the 

production of H2 in an FHL-1-dependent manner (Figures 5.6 and 5.7). Unlike the anaerobic 

fermentation experiments (Figure 5.3), however, there was a notable 5 h delay in the onset of 

H2 production (Figure 5.6). This is most likely because, using an aerobic starter culture the 

cells had to synthesise FHL-1 de novo in response to the external formate-D. Indeed, the 

formate-D was almost completely consumed by aerobic respiration before the H2 production 

began (Figure 5.6). However, sufficient endogenous, unlabelled formate was produced that 

enabled the ultimate production of 6 mmol of H2 and an extra 6 mmol of CO2 via FHL-1 

(Figures 5.6 and 5.7). Indeed, the ability of FHL-1 to function in the presence of 10 – 20 % O2 



192                                                                                                                    5.4     Discussion 

 

in the headspace is quite remarkable, but, together with the obvious presence of numerous other 

O2-sensitive enzymes, including PFL, the data is probably telling us that the O2 tension in the 

cell cytoplasm is very much lower. 

 It is pertinent to note here that there is continued consumption of O2 in stationary phase 

that is at roughly the same rate as consumption of the endogenous H2 (Figure 5.6a, phase C). 

Conversely, under strict anaerobic conditions, the H2 produced by FHL-1 remains largely 

steady (Figures 5.1 and 5.3). It is tempting to speculate that at least some of this activity 

represents an example of ‘hydrogen cycling’ where H2 gas produced by FHL-1 is re-oxidised 

by the respiratory hydrogenases (Hyd-1 and/or Hyd-2) linked directly to the reduction of O2 to 

water [55]. Note, however, that continued O2 consumption up to 42 h was observed in the 

absence of H2 (Figure 5.7) suggesting that other endogenous electron donors continue to be 

functional long after glucose is exhausted.  

 The H2 production induced by exogenous formate under micro-aerobic conditions is 

undoubtedly due to FHL-1 (Figure 5.7). However, the isogenic fdhF mutant has a phenotype 

that exhibits surprising weaknesses compared to the parent strain. Oxidation of both exogenous 

and endogenous formate is very slow – for example, for external formate-D the MG1655 parent 

strain consumed 4 mmol over 9 h (Figure 5.3b) while for the FHL-1 mutant this process lasted 

12 h (Figure 5.7b). Moreover, the growth medium of the mutant strain retained significant 

amounts (1 mmol) of endogenously-produced formate even after 42 h of incubation 

(Figure 5.7b).  

 The behaviour of formate and O2 respiration was also different between the mutant and 

the parent strain. While glucose was abundant from 0 – 18 h, 8 mmol CO2 was produced and 

O2 decreased by 4 mmol, suggesting that all the O2 respiration observed is linked to formate 

oxidation (Figure 5.7a). However, from 18 to 42 h the glucose was depleted and endogenous 

formate could no longer be produced, hence the 4 mmol formate remaining was slowly oxidised 

to increase CO2 from 8 to 12 mmol, with O2 decreasing from 8 to 4 mmol at the same time, 

suggesting additional endogenous electron donors were coming into play in the stationary 

phase. 
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5.4.5 Conclusion 

 

 In this chapter, the formate and H2 physiology of E. coli has been examined by 

powerful, non-invasive Raman and FTIR spectroscopies. This project has produced further 

evidence that FHL-1 is part of a formic acid detoxification system involved in pH homeostasis. 

The data support an anion-proton symport model for formate transport across the cell 

membrane, and provide evidence for at least two separate routes, or mechanisms, for formic 

acid influx and efflux. Finally, there is evidence that FHL-1 can be assembled and functional 

under micro-aerobic conditions, which could remove some barriers to biotechnological 

applications.  
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Chapter 6 

Concluding Remarks and Future Work 

 

Existing and novel spectroscopic laser techniques, including cavity-enhanced Raman 

spectroscopy (CERS), photoacoustic detection in a differential Helmholtz resonator (DHR), 

White cell FTIR spectroscopy and liquid-phase Raman spectroscopy, have been developed and 

applied to monitoring different metabolic modes of E. coli batch cultures. 

Due to low densities in the gas-phase, enhancement is needed for Raman spectroscopy. 

CERS couples excitation light from a low-power cw diode laser inside of an external 

Fabry-Pérot cavity, composed of two high-reflectivity supermirrors, with optical feedback to 

lock the laser wavelength to the optical cavity. The Raman signal of analyte gases inside the 

cavity is enhanced due to the longer interaction length from thousands of reflections as well as 

the optical resonator effect. CERS enables headspace gas-analysis with noise-equivalent (1 σ) 

detection limits of 32 ppmv H2, 195 ppmv N2, 265 ppmv O2 and 240 ppmv CO2 for 270 s 

integration time. With excellent selectivity and sensitivity, CERS can also distinguish 

isotopomers and isotopologues such as 13CO2 and 12CO2, as well as H2, HD and D2.  

The DHR set-up is also capable of detecting O2, 13CO2 and 12CO2 with excellent 

noise-equivalent (1 σ) detection limits for 16 s measurement time of 150 ppmv O2 and 40 ppmv 

CO2. The DHR has two identical chambers which produces out-of-phase photoacoustic 

absorption signals using a red laser for O2 and a near-IR laser for CO2 detection. Ultimately, 

differential detection doubles the photoacoustic signal while cancelling noise to a great extent. 

The DHR set-up is simpler and more cost-effective than CERS. However, CERS has the 

advantage of easier internal calibration using inert N2 gas signals, as well as being able to detect 

other gases (H2, N2, CH4, etc) without further modifications. Hence, the CERS set-up was used 

for fermentative studies, as the production of H2 could not be monitored by the DHR set-up.  

The CERS and DHR set-ups were compared when studying glucose-lactose diauxie, a 

classical E. coli experiment. With the addition of fully substituted 13C-labelled glucose 

(
13

C6H12O6) and unlabelled lactose to the growth medium, gas-phase analysis of CO2 

isotopomers by both spectroscopic techniques enabled the distinction of glucose-lactose 

diauxie in real-time. Interestingly, a traditional Monod-style diauxic shift was not observed as 

there was no lag phase visible in the in situ OD measurements and there was a slight overlap 

between 13CO2 production from 13C-glucose and 12CO2 production from unlabelled lactose. 
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This highlighted the importance of analysing bioreactors with multiple sensors as a single 

sensed variable (i.e. OD) on its own cannot characterise a bioprocess. 

White cell FTIR and liquid-phase Raman spectroscopies were first applied to 

monitoring the mixed-acid fermentation of glucose by E. coli. Liquid-phase Raman detection 

affords noise-equivalent (1 σ) detection limits of 0.8 mM acetate, 0.4 mM formate, 

0.5 mM glucose, 0.2 mM NO3
−

, 0.5 mM HPO4
2 −

 and 0.6 mM H2PO4
−

 at 1 h integration time. 

The measurement of the phosphate buffer anions allows the spectroscopic, in situ pH 

determination of the bacterial culture via a modified Henderson-Hasselbalch equation. The 

White cell pathlength is variable between 4 – 8 m and enhances the sensitivity of gas-phase 

FTIR measurements. Noise-equivalent (1 σ) detection limits of at least 0.21 µbar acetaldehyde 

and 0.26 µbar ethanol are obtained in the gas-phase, corresponding to 3.2 µM acetaldehyde 

and 22 µM ethanol in solution, using Henry’s law. 

An analytical set-up was constructed, using CERS, FTIR and liquid-phase Raman 

spectroscopies together for complementary bioprocess analysis. The set-up was used for two 

isotopic labelling studies of E. coli metabolism: a 15N-labelling study of NO3
−

 and NO2
−

 

reduction and a 13C- and D-labelling study of formate hydrogenlyase (FHL) activity in the 

absence and presence of O2. 

In the first study, anaerobic E. coli batch cultures were supplemented with 15NO3
−

, 

 15NO2
−

 and mixed 15NO3
−

 and 14NO2
−

. In a major pathway, NO3
−

 was reduced to NH4
+ via 

NO2
−

, with the bulk of NO2
−

 reduction occurring after NO3
−

 depletion. In a minor pathway, 

NO2
−

 was reduced to N2O via the toxic radical NO. The major pathway to NH4
+ has been 

extensively studied by others, but trace N2O production by E. coli is relatively overlooked. 

This study provided multiple insights into trace N2O generation during NO3
−

 and NO2
−

 

reduction. With its excellent FTIR detection sensitivities, N2O served as a monitor for trace 

NO2
−

 reduction, even when the cells were predominantly reducing NO3
−

. The analysis of N2O 

isotopomers revealed that for mixed 15NO3
−

 and 14NO2
−

, 14NO2
−

 reduction occurred 

immediately, even before 15NO3
−

 reduction began. There is much still uncertain about NO 

generation and detoxification by E. coli, and further work is required to determine the 

enzymatic origin of these findings.  

Finally, to further understand bacterial formate and H2 metabolism, which holds great 

potential for biohydrogen production, aerobic and anaerobic E. coli cultures were 

supplemented with 13C- or D-labelled formate. Anaerobically, formic acid was generated 

endogenously, excreted briefly from the cell and then taken up again to be disproportionated 
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to H2 and CO2 by FHL. However, exogenously added D-labelled formate behaved differently 

as it was taken up immediately, independently and possibly by a different mechanism, by the 

cell and converted to H2 and CO2. This supports an anion-proton symport model for formic 

acid transport. In addition, when E. coli was grown in a micro-aerobic environment, aspects of 

formate and O2 respiration occurred alongside anaerobic metabolism. While cells grew under 

micro-aerobic conditions and generated endogenous formic acid, no H2 was produced. 

However, addition of exogenous formate at the outset of cell growth induced FHL biosynthesis 

and resulted in formate-dependent H2 production in the presence of O2, a finding that may hold 

great significance for removing some barriers to biotechnological applications.  

Future work should include the further development and enhancement of these 

analytical spectroscopic techniques and their application to other novel bioprocesses. Although 

CERS has been proven to be a useful technique for monitoring bioprocesses, the lower 

sensitivity of Raman spectroscopy compared to direct absorption techniques is an inherent 

weakness. As Raman signals scale with optical power as well as with lower excitation 

wavelengths, the sensitivity of the current CERS set-up could be further improved by using a 

more powerful laser or one that emits in the UV.  

The FTIR set-up uses a commercial spectrometer with a home-built White cell 

attachment, and, in truth, there are no reasonable physical improvements that could be 

implemented, outside the unnecessary effort to explore more sensitive long-path multiple-pass 

cell designs or purchasing a highly expensive new spectrometer with greater spectral 

resolution. Instead, effort is better focussed to improving and expanding on the spectral fitting 

routines introduced in this thesis. FTIR spectra contain a lot of valuable information but can be 

very complicated to analyse due to the abundance of water lines, overlapping spectral features 

and other interferences. The ‘white whale’ of analysing FTIR spectra in Chapter 4 was the 

inability to analyse NO. In principle it can be detected by FTIR spectroscopy, but low levels 

of NO are likely lost in water lines. However, if spectral analysis could be further improved to 

detect NO it would be a huge asset for any further studies of NO3
−

 and NO2
−

 reduction. 

Alternatively, there are other spectroscopic laser techniques for ultra-trace detection of NO 

such as laser induced fluorescence (LIF) or resonantly enhanced multi-photon ionisation 

(REMPI). 

Liquid-phase Raman spectroscopy could be improved by replacing the green excitation 

laser with a longer wavelength (red or near-IR) to avoid fluorescence allowing the technique 

to be used to monitor different bioprocesses in coloured media, something not possible with 
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the green set-up which is limited to colourless minimal media analysis. Furthermore, the 

Raman spectral analysis could be further optimised to detect other Raman-active species of 

interest, such as lactate, succinate and fumarate. Detection of these acids would also allow a 

more complete characterisation of mixed-acid fermentation. It is thought that these acids were 

produced under our experimental conditions but at concentrations below our detection limits. 

A more powerful excitation laser may allow detection of these species as well as being a 

necessity if changing to a longer excitation wavelength as this will decrease the Raman signal.  

These spectroscopic techniques are widely applicable to a variety of bioprocesses. They 

could be used to continue the studies presented in this thesis, such as isotopically labelling 

growth substrates to identify preferential species and elucidate metabolic pathways, 

investigating the proposed N2O reduction capability of E. coli K-12 in the presence of excess 

N2O or further investigating the observed tolerance FHL activity has to micro-aerobic 

conditions. Concerns about climate change and dwindling petroleum reserves is increasing the 

search for alternate renewable fuels. The established analytical capabilities of the spectroscopic 

techniques described in this thesis are well-suited to monitoring bioethanol and biohydrogen 

production. Hence, monitoring bioprocesses such as lignocellulosic fermentation to produce 

bioethanol or biohydrogen production by green microalgae, cyanobacteria, photosynthetic 

bacteria or other fermentative bacteria is of particular interest. Further bioprocesses that could 

be monitored include hydrogenotrophic methanogenesis, where H2 and CO2 are used to 

generate CH4, a molecular with a particularly large Raman cross-section. Furthermore, if 

efforts are made to prevent fluctuating CERS intensities then N2 would no longer be needed as 

an internal calibrant, enabling the study of N2 bioprocesses such as denitrification and nitrogen 

fixation. N2 production could be monitored by using an inert argon atmosphere. If fluctuating 

CERS intensities cannot be prevented, another option would be to explore the silicon signals 

from the CERS cavity glass windows as an alternative internal calibrant. Some preliminary 

work analysing the silicon signals that are present as a slopping baseline in all CERS spectra 

(that is subtracted away using a vacuum spectrum) has already showed some promising and 

encouraging initial results.  

There is no shortage of important bioprocesses that could be elucidated by these laser 

techniques. On-line, non-invasive data analysis by these cost-effective spectroscopic sensors 

has tremendous potential for bioreactor monitoring in situ and, with further development, they 

could easily supplement, or even supersede, more conventional methods. Future work demands 

further exploration of the full potential of these powerful analytical tools.  
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