
Experimental evolution and
characterisation of glyphosate

resistance in green alga
Chlamydomonas reinhardtii

Erika M Hansson

A thesis submitted for the degree of Doctor of Philosophy

The University of Sheffield
Faculty of Science

School of Biosciences

July 2022



To R. Lethbridge,
U. Lethbridge
and S. Bug



Acknowledgements

Above all, thank you to my supervisors Andrew Beckerman and Dylan Childs. I could not have
done this without you. Thank you for teaching me your approach to science, supporting me and
helping me keep my spirits up when things didn’t work out as planned, and inspiring me to always
think one step further. Your guidance has made me the scientist I am today and will influence me
for the rest of my career.

A very special thanks to Heather Walker for helping me turn what was supposed to be a quick
side-question into a full-blown chapter and tirelessly answering all my questions. Thank you to
Mike Burrell for introducing me to the wonders of mass spectrometry, and thank you to Alex
Williams for taking the time to give advice on compound and pathway identification strategies.

Thank you to the generations of postdocs, PhDs and master students in the Beckerman and Childs
lab groups whose time here have overlapped with mine, for advice and making the work days fun.
Special thanks to Holly for running the first pilot of the clumping assay method for me.

Thank you to the departmental technical staff, especially Allison, Lynsey, Timo and Andy, for gen-
eral advice, keeping track of equipment and samples and help maintaining algal stocks throughout
the years — including a maternity leave and a pandemic.

Thank you to the rotifer experts in the Butlin lab — Aga, Joe and Nathan — for advice and
letting me steal some shelf space for my stocks. Thank you to the Brockhurst lab for letting me
use and abuse their machines, and Megan and Rosanna specifically for teaching me how to use the
machines and providing settings and trouble shooting.

Thank you to my department for funding my research, and thank you to the FoS Mass Spectrometry
Centre for providing me with a voucher allowing me to use their time and resources.

Lastly, thank you to my family — husband, daughter, cat, parents and siblings – for all the support
and putting up with being talked at about algae.

iii



iv



Author’s declaration

The research presented in this thesis is my own and it has not been submitted for any other award
at this or any other institution.

CHAPTER 2

This chapter has been published as:

Hansson, E.M., Childs, D.Z. and Beckerman, A.P. (2022). Mesostats — A multiplexed, low-cost,
do-it-yourself continuous culturing system for experimental evolution of mesocosms. PLoS ONE
17(7): e0272052. DOI:10.1371/journal.pone.0272052

The manuscript is reproduced fully in the thesis with minor formatting alterations. The data
presented in this chapter, along with relevant code, is available at DOI:10.5281/zenodo.6786427.
EMH, APB and DZC conceived the study. EMH performed the experiments and collected the
data. EMH performed the statistical analyses with contributions from APB and DZC. EMH wrote
the manuscript with contributions from APB and DZC.

CHAPTER 3

This chapter is currently in preparation for submission to Proceedings of the Royal Society B as:

Hansson, E.M., Childs, D.Z. and Beckerman, A.P. (2022). Glyphosate resistance evolution to lethal
and sublethal doses in chemostat populations of model organism Chlamydomonas reinhardtii.

The manuscript is reproduced fully in the thesis with minor formatting alterations. EMH, APB
and DZC conceived the study. EMH performed the experiments and collected the data. EMH per-
formed the statistical analyses with contributions from APB and DZC. EMH wrote the manuscript
with contributions from APB and DZC.

CHAPTER 4

This chapter is currently in preparation for submission to Functional Ecology as:

Hansson, E.M., Childs, D.Z. and Beckerman, A.P. (2022). Evidence for a trade-off between
glyphosate resistance and anti-grazer defence in green alga Chlamydomonas reinhardtii.

The manuscript is reproduced fully in the thesis with minor formatting alterations. EMH, APB
and DZC conceived the study. EMH performed the experiments and collected the data. EMH per-
formed the statistical analyses with contributions from APB and DZC. EMH wrote the manuscript
with contributions from APB and DZC.

v

https://doi.org/10.1371/journal.pone.0272052
https://doi.org/10.5281/zenodo.6786427


CHAPTER 5

This chapter is currently in preparation for submission to Current Biology as:

Hansson, E.M., Walker, H.J., Childs, D.Z. and Beckerman, A.P. (2022). Metabolomic profiling of
glyphosate resistance evolution in green alga Chlamydomonas reinhardtii.

EMH, HJW, APB and DZC conceived the study. EMH performed the experimental evolution
and sample collection, EMH and HJW performed the mass spectrometry and collected the data.
EMH performed the statistical analyses with contributions from APB and DZC. EMH wrote the
manuscript with contributions from APB, DZC and HJW.

vi



Thesis abstract

Modern agriculture is completely dependent on chemical weed control to ensure crop yields, but the
widespread and persistent use of herbicides has led to both a strong selective pressure for weeds to
evolve resistance and pollution of non-target ecosystems. Understanding the evolutionary dynamics
of herbicide resistance is pivotal to managing both aspects as they determine how weeds and
organisms within non-target ecosystems will respond through time. Microbial model organisms like
green alga Chlamydomonas reinhardtii provide the opportunity to control and monitor resistance
evolution in action in the lab, as well as representing a major group of non-target organisms exposed
to herbicide pollution. The dynamics of evolving glyphosate resistance in C. reinhardtii were thus
here characterised by continuous flow-through cultures exposed to lethal and sublethal doses of
glyphosate and continuous assaying through time to determine when resistance evolved, the extent
of the increase in resistance, test for intrinsic and extrinsic fitness consequences, as well as creating
a fingerprint of the changing cellular metabolic state. The results show rapid evolution to the lethal
dose, with tentative evidence for the sublethal dose populations exhibiting the same pattern but at
a delay. While intrinsic fitness consequences were indicated to be low or non-existent, an extrinsic
fitness consequence was found in the form of increased variance in the ability to deploy anti-grazer
defences. The metabolomics screen revealed extensive disruption of cellular machinery in response
to glyphosate that was mitigated by the evolution of resistance, as well as strong evidence of a
persisting secondary effect of glyphosate through oxidative damage after resistance evolved. This
thesis thus emphasises the necessity of considering resistance evolution as a complex process with
multiple components, the timing of which may matter to the outcome of management strategies
aiming to prevent resistant weeds or conserve natural ecosystems.
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CHAPTER 1
General introduction

1.1 THE PROBLEM WITH HERBICIDES

1.1.1 THE AGE OF HERBICIDES – A SUCCESS STORY FEEDING THE
WORLD

The invention of the first synthetic herbicide in the early 1940s marked the start of an agricultural
revolution (Shaner, 2014; Timmons, 1970). While humans have relied on many methods for pro-
tection of crop yields against weeds and other pests throughout the history of agriculture, the first
commercially available herbicide — plant hormone analogue 2,4-D (Quastel, 1950) — ushered in a
new era with a fundamentally changed agricultural strategy and management outlook. As a direct
result of the increasing use of chemical crop protection, there was a significant reduction in the need
for human, animal or mechanical power in pest management, while crop yields boomed (Timmons,
1970). The discovery of new herbicides in the following decades continued at an exponential rate,
going from 15 commercially available formulations in 1940 to 120 by 1969 (Timmons, 1970).

1.1.1.1 HOW AND WHY HERBICIDES WORK

Weeds are unwanted plants that risk outcompeting crops and depleting space and resources unless
managed. The threat to crop yields from weeds is considerable and with the highest potential of
causing loss out of all pests, in modern times often resulting in losses around 10% for major crops
(Oerke, 2006). The projected losses without management, however, is estimated at four times as
much (Oerke, 2006). Chemical weed control has also allowed new forms of agriculture like vast
monocultures or very high use of fertiliser to increase crop yield, systems that would otherwise be
at extreme risk from weeds (Shaner, 2014; Timmons, 1970).

Herbicides control weeds by causing growth arrest, defoliation or death, and may be selective (e.g.
targeting dicot weeds while having little effect on monocot crops) or non-selective, having a broad-
spectrum effect on all plants. Non-selective herbicides may be used for clearing land, or they may
be used with crops genetically engineered to be resistant. In general, herbicides are highly effective,
usually killing 90-99% of the target weed (Délye et al., 2013), while non-chemical methods require
the combination of several, generally highly labour intensive, strategies to reach the same efficacy
(Bastiaans et al., 2008). Herbicides can be further divided into groups based on their mode of
action (MoA) – i.e. the molecular effect on the target organism (Table 1.1). Out of the huge range
of possible targets within a cell, any given herbicide will have a highly specific effect that then has
a knock-on effect on the overall cellular machinery by either enabling light activation of reactive
oxygen species, disrupting cellular metabolism, or inhibiting cellular division and growth (HRAC,
2022).

Weed management is pivotal to keeping the world fed and the economy stable, making herbicides
foundational to modern agriculture as the main tool. A failed harvest has consequences reaching
far beyond the individual farmer, impacting the whole community depending on it for food and
labour. Furthermore, modern farms are often part of a complex supply chain, and main crops
like soybeans and cotton are not grown for human consumption but for sustaining livestock and
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Table 1.1: HRAC herbicide mode of action classification groups as of 2022 (HRAC, 2022).

HRAC
group

Mode of Action Target Pathway/Process

1 Inhibition of ACCase Amino acid synthesis
2 Inhibition of ALS Fatty acid synthesis
3 Inhibition of microtubule assembly Microtubule organisation
4 Auxin mimics Hormone based gene regulation
5 Inhibition of photosynthesis PS II

(Serine 264)
Photosynthesis

6 Inhibition of photosynthesis PS II
(Histidine 215)

Photosynthesis

9 Inhibition of EPSP synthase Amino acid synthesis
10 Inhibition of glutamine synthease Amino acid synthesis
12 Inhibitions of PDS Photosynthesis
13 Inhibition of DOXP synthase Photosynthesis
14 Inhibition of PPO Photosynthesis
15 Inhibition of VLCFAs Fatty acid synthesis
18 DHP inhibition Tetrahydrofolate synthesis
19 Auxin transport inhibitors Hormone transport
22 PS I electron diversion Photosynthesis
23 Inhibition of microtubule organisation Microtubule organisation
24 Uncouplers ATP synthesis
27 Inhibition of HPPD Photosynthesis
28 Inhibition of dihydroorotate

dehydrogenase
Pyrimidine synthesis

29 Inhibition of cellulose synthase Cell wall synthesis
30 Inhibition of fatty acid thioesterase Fatty acid synthesis
31 Inhibition of serine/threonine proteine

phosphatase
Cell signalling

32 Inhibition if solanesyl diphosphate
synthase

Photosynthesis

33 Inhibition of homogentisate
solanesyltransferase

Photosynthesis

34 Inhibition of lycopene cyclase Photosynthesis

textile production. The herbicide industry was as a result estimated at $33.65 billion in 2020, and
projected to grow to $47.09 billion in 2025 (Business Wire, 2021).

1.1.2 HERBICIDE RESISTANT WEEDS — LIFE FINDS A WAY

The widespread and persistent use of herbicides however also represents a strong selective pressure
for weeds to evolve resistance. Continued application of herbicides in the face of mutations and
drift invariably lead to phenotypes that might resist the herbicide, and this phenotype will then
spread in the population, rendering the given herbicide and dose combination useless against that
weed.
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1.1.2.1 THE SCALE OF THE PROBLEM

Herbicide resistant weeds was always a known, theoretical risk (Harper, 1956), but when the first
case was recorded in 1957 in wild carrot (Daucus corota L.) (Mithila et al., 2011; Whitehead &
Switzer, 1963) the focus was instead on insecticide-resistant insects and plants were still thought
to be of less concern as their comparatively longer life-cycles should slow down the adaptation
process (Shaner, 2014). It was not until 1968, when triazine-resistant common groundsel (Senecio
vulgaris L.) was first discovered (Ryan, 1970), that some weed scientists started to worry. However,
as there was a considerable fitness penalty to this resistance phenotype (Conard & Radosevich,
1979; Warwick & Black, 1981) and there were still few recorded instances in response to the over
100 formulations on the market, the threat was not considered pressing by industry or academia
(Shaner, 2014).

By 1980, 41 weeds had been recorded to have evolved resistance to at least one herbicide, and
most of those were resistant to triazine (Heap, 2022). By 2020, that number was 509 (Figure 1.1).
This dramatic increase has been attributed to general increased herbicide use along with the
introduction of new herbicide formulations, first ACCase and ALS inhibitors in the early 1980s,
and later EPSPS-inhibitor glyphosate combined with genetically engineered glyphosate resistant
crops in 1996 (Duke & Powles, 2008; Shaner, 2014; Shaner, 1995). In common for these herbicides
is their ease of use and efficacy, leading to rapid and widespread adoption by farmers. And as
the herbicide use increased, so did the selective pressure for weeds to evolve resistance. As the
use of herbicides continues to increase worldwide, the link between level of use and the number
of resistant populations becomes even more apparent, and complex forms of resistance involving
multiple mutations and resistance to multiple herbicides and modes of action have increased with
time (Gaines et al., 2020; Heap, 2022; Shaner, 2014). This has resulted in several concerted efforts
to develop methods to manage and prevent the emergence of herbicide resistance.
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Figure 1.1: Unique cases of herbicide resistant weeds worldwide by year. Adapted from (Heap,
2022).
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1.1.2.2 HERBICIDE RESISTANCE MECHANISMS AND THE LIMITS OF HUMAN
INVENTION

Herbicide resistance mechanisms can be divided into two classes: target-site resistance (TSR) and
non-target-site resistance (NTSR) (Gaines et al., 2020; Powles & Yu, 2010). TSR mechanisms
are specialist and limit the herbicide impact by changes to the herbicide target. This may be
mutations directly changing the herbicide target, changing its structure and limiting the herbicide-
molecule’s ability to bind to it (Gaines et al., 2020; Murphy & Tranel, 2019; Powles & Yu, 2010).
Alternatively, the target’s expression may be up-regulated through gene multiplication or increased
transcriptions, increasing the required dose for the herbicide to be effective (Gaines et al., 2020). It
is worth noting that the resistance mechanism is most often not in response to the specific herbicide
molecule, but to its MoA. Thus evolved resistance to one herbicide will generally be effective
against other herbicides sharing that MoA. And while new herbicide formulations regularly make
it to market, the rate of discovery for MoAs has declined and is now a relatively rare event, with
only two new MoAs discovered recently after a gap of over 30 years (Dayan, 2019; Rüegg et al.,
2007; Shino et al., 2018).

NTSR mechanisms instead limit the dose of herbicide reaching the target (Gaines et al., 2020;
Powles & Yu, 2010; Yuan et al., 2007). This may be through decreased herbicide absorption into
the plant, limited translocation of the herbicide through the plant, sequestration of the herbi-
cide molecule into the metabolically inactive vacuole, or developing the ability to metabolise the
herbicide. NTSR mechanisms have further potential for generalist resistance affecting multiple
herbicides as they may involve gene families for general stress response and transport, which
also makes their role more difficult to identify (Gaines et al., 2020). Currently cytochrome P450
monooxygenases and GSH S-transferases have been identified as the most important gene families
involved in NTSR (Cummins et al., 2011; Gaines et al., 2020; Werck-Reichhart et al., 2000).

All of these mechanisms can be combined to create a more robust resistance, as well as confer res-
istance to multiple herbicides (Gaines et al., 2020; Powles & Yu, 2010). Herbicides thus constitute
a limited resource where evolution risks outpacing human invention.

1.1.2.3 RESISTANCE MANAGEMENT — OR HOW WE LEARNED TO STOP WOR-
RYING AND LOVE EVOLUTION

When a weed becomes resistant to a given dose of a herbicide, an increased dose may still be
effective, depending on the underlying resistance mechanism. Otherwise, a different herbicide with
a different MoA has to be used for future weed management. However, either of these options
will inevitably repeat the process of resistance evolution to the new weed management method.
Rather than attempting to reactively mitigate the impact of herbicide resistant weeds, modern
weed management strategies thus focus on pro-actively delaying resistance evolution (Beckie, 2006;
Gressel, 2009; Hamill et al., 2004; Powles, 2008) but this requires detailed understanding of the
evolutionary process.

How long evolution of resistance takes for a given species depends on the selective pressure, i.e.
the herbicide MoA and the dose, as well as the genetics of the population (Gressel, 2009). If
resistance is already present as part of the standing genetic variation at a high enough frequency
in a population, it may only take a few generations for it to become the dominant phenotype. If
the incidence of resistant genotypes in the population is largely absent, resistance evolution will
instead be dependent on de novo-mutations. How common either route to resistance is in natural
populations is still poorly understood (Jasieniuk et al., 1996; Neve et al., 2009; Preston & Powles,
2002; Vila-Aiub et al., 2009a). Population size plays a considerable role in the case of de novo-
mutations, and weeds tend to have large population sizes (Jasieniuk et al., 1996), but the specific
mutations themselves also matter as different parts of the genome have different mutation rates
(Futuyma, 2009; Orr, 2000). Furthermore, the number of possible mutations conferring resistance
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and how many mutations are required for effective resistance will further influence the rate at
which resistance will evolve (Neve et al., 2009).

The exact genetics of the resistance mechanism also matters. Many herbicide resistance alleles
contain a single point mutation, but it is possible this is due to the generally strong selective
pressure herbicides exert not being conducive to accumulation of smaller fitness effect mutations
(Powles & Yu, 2010). While sublethal doses may favour accumulation of minor resistance traits
(Busi & Powles, 2009; Busi et al., 2013; Norsworthy et al., 2021) and have been suggested to select
for a higher degree of NTSR mechanisms (Powles & Yu, 2010), it has also been hypothesised that
the chronic stress of low herbicide doses might lead to increased mutation rates, and instead increase
generation of large impact mutations (Cairns et al., 2022; Gressel, 2011; Love & Wagner, 2022).
Furthermore, the population structure as well as level of gene flow and the mode of inheritance
will further affect the dynamics of resistance evolution (Jasieniuk et al., 1996; Neve et al., 2009).

As all of the above are still poorly characterised for most weed populations and are thus difficult to
exploit for management, modern weed management strategies designed to mitigate the effects of
herbicide resistance are all underpinned by the basic assumption of evolutionary theory that any
new adaptation will confer a fitness cost in the ancestral environment (Vila-Aiub et al., 2009a).
The resistance trait is expected to result in a fitness penalty that puts it under negative directional
selection in the absence of the herbicide, and thus heterogeneous selection environments are created
to slow down the pace of the evolutionary process through changing herbicides in a sequence, cycling
between different herbicides or through using herbicide mixtures (Beckie, 2006). This cost may be
intrinsic – within the organism – in the form of trade-offs with normal cell function and enzyme
activity (Chevillon et al., 1995; Cohan et al., 1993; Groeters et al., 1994), or through increased
investment in resistance trading off with resources available for growth or reproduction (Chapin
et al., 1993; Coley et al., 1985; Herms & Mattson, 1994). Alternatively, the cost may be extrinsic –
outwith the organism – conferring an ecological cost through changed interspecific interactions or
compromised performance in different environments or when challenged by competition or other
stressors (Gassmann, 2005; Menchari et al., 2007; Pedersen et al., 2007; Strauss et al., 2002;
Vila-Aiub et al., 2009a). However, the long-term efficacy of these strategies is poorly understood
(Beckie, 2006; Gressel & Segel, 1990; Gressel, 2009; Jasieniuk et al., 1996; Lagator et al., 2013a,b;
Neve, 2008; Vogwill et al., 2012), especially as costs are not universal and depend not only on
the genetics of the species and the specifics of the selective pressure, but also both the specific
mechanism (Vila-Aiub et al., 2005) and allele (Menchari et al., 2007) of resistance, the genetic
background (Giacomini et al., 2014; Menchari et al., 2007; Paris et al., 2008), the dominance of
the trait (Roux et al., 2004), the herbicide MoA target enzyme (Ashigh & Tardif, 2007; Purrington
& Bergelson, 1999; Yu et al., 2010), as well as the biotic and abiotic environment (Ashigh & Tardif,
2009, 2011; Gassmann & Futuyma, 2004; Gassmann, 2005; Menchari et al., 2007; Pedersen et al.,
2007; Purrington & Bergelson, 1999; Vila-Aiub et al., 2009b). Furthermore, if multiple resistance
mechanisms coexist, the costs conferred by each one may be difficult to untangle, and in specific
cases, herbicide resistance alleles might instead confer fitness advantages (Vogwill et al., 2012;
Wang et al., 2010).

1.1.3 CONTAMINATION OF NON-TARGET ECOSYSTEMS — A TANGLE
OF UNINTENDED CONSEQUENCES

The causes and consequences of resistance within the management of weeds is not isolated to
agricultural systems because agriculture is not an isolated system. As the agricultural industry
applies increasing amounts of herbicides to increase crop yield and grapple with herbicide resist-
ance, the amount of herbicides reaching non-target ecosystems also increases, contributing to the
anthropogenic pollution of natural communities that is implicated in a world-wide biodiversity
crisis (Annett et al., 2014; Fugère et al., 2020; Helander et al., 2012; Van Bruggen et al., 2018).
As most herbicides are not biodegradable, they first accumulate in the soil (Gill & Garg, 2014;
Hussain et al., 2009; Van Bruggen et al., 2018). And as they are seldom specific to only the weeds

5



they are meant to target, they affect the soil community, having an effect on its overall biomass
and composition, in turn affecting biochemical processes like soil nitrification, decomposition and
the recycling of nutrients (Boldt & Jacobsen, 1998; Hussain et al., 2009; Lupwayi et al., 2009; Sofo
et al., 2012).

From the soil, the herbicides may then enter the ground and surface water through runoff or
drainage (Blann et al., 2009; Hébert et al., 2019; Larson et al., 2019; Van Bruggen et al., 2018),
where the potential to affect non-target communities of microorganisms (Motta et al., 2018; Saxton
et al., 2011), plants (Helander et al., 2012), amphibians (Brühl et al., 2013; Christin et al., 2013;
Forson & Storfer, 2006; Relyea, 2003, 2005a, 2012), fish (Kelly et al., 2010; Pereira et al., 2013;
Scholz et al., 2012; Tierney et al., 2010), birds (Guerrero et al., 2012; Mitra et al., 2011; Parsons
et al., 2010), annelids (Pelosi et al., 2014), arthropods (Amalin et al., 2009; Kevan, 1999) and
humans (Dawson et al., 2010; Gill & Garg, 2014), becomes a serious risk. The specific effects
depend on the herbicide and species but include organ damage (Pelosi et al., 2014; Pereira et al.,
2013), reduced ability to withstand parasite infection or predation (Christin et al., 2013; Forson &
Storfer, 2006; Kelly et al., 2010; Lürling et al., 2011; Lürling, 2011), behavioural changes (Mitra
et al., 2011; Pelosi et al., 2014; Tierney et al., 2010), reduced reproduction (Parsons et al., 2010;
Pelosi et al., 2014) and increased overall mortality of both adult and juvenile organisms (Relyea,
2005a,b). Higher trophic levels are often affected by the herbicides impacting the growth and
availability of their food resources (Relyea et al., 2005; Relyea, 2005b), and bioaccumulation of the
herbicides in the tissues of primary producers or prey animals allows them to move up through
the trophic levels (Bessa da Silva et al., 2016; Pereira et al., 2013). The overall ecosystem effect is
generally a restructuring of the makeup of the community as the herbicide has differing effects on
different species and organism classes, which may lead to a loss in overall biomass (Motta et al.,
2018; Pelosi et al., 2014; Relyea, 2005b), but sometimes it instead leads to a biomass increase as
competition is lifted (Saxton et al., 2011). Often this is not solely attributable to the damage
caused by the herbicides to individual organisms, but also to the destabilising effects of disrupted
natural inter-species interactions (Relyea et al., 2005; Relyea, 2005b). Furthermore, this may have
a direct effect on agriculture as the affected non-target species may be pollinators (Kevan, 1999;
Motta et al., 2018) or the natural enemies of pests (Amalin et al., 2009). This makes understanding
the ecological effects of herbicide use pivotal to sustainable agriculture and food security.

1.2 MODEL SYSTEMS FOR HERBICIDE RESEARCH

While the introduction of herbicides to agriculture led to a considerable increase in crop yield,
levels of loss have remained at roughly 10% for major crops since the 1960s (Oerke, 2006). This
suggests that the new formulations, MoAs and management strategies developed since then have
only served to keep the loss levels steady, and that we find ourselves in an evolutionary arms race
against herbicide resistant weeds (Neve et al., 2009). Experimental research thus remains pivotal
for revealing herbicide impacts on agriculture and non-target ecosystems. It is necessary to reveal
the mechanisms by which resistance can evolve and provide insight into regulatory and manage-
ment strategies that benefit agricultural production and minimise costs to non-target systems.
This in particular means understanding the evolutionary dynamics of herbicide resistance, looking
at the process through time to understand how early events like the available standing genetic
variation and availability and fitness distribution of resistance-conferring mutations interacts with
the ecological context it is in and affects the later stages of the process (Gressel, 2009; Neve et al.,
2009; Preston & Powles, 2002). Furthermore, it requires detailed investigation of the assumed
fitness costs of resistance, whether they are intrinsic or extrinsic, as their presence will interact
with the selective pressures to set the pace of evolution. This has relevance to both agriculture
and ecosystem management, but as higher plants grow slowly the majority of studies on herbicide
resistance focus on characterising populations where resistance has already emerged, missing out
on the evolutionary process leading to resistance (Powles & Yu, 2010).
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Similarly, the majority of studies looking at herbicide pollution of natural ecosystems tend to
focus on the acute effects on either a specific species or a community as a whole, and do not
allow adaptation to the stressor. This is a particularly prevalent shortcoming in studies focusing
on multiple stressors that may interact (Baselga-Cervera et al., 2016), especially if one of those
stressors is biotic as inter-species interactions are dynamic (Ellner & Becks, 2011; Yoshida et al.,
2003). The species interacting assert fluctuating selective pressures on each other and thus both
will be affected by any trade-offs between traits integral to that interaction and the ability to cope
with the herbicide stress, and interacting consumer-resource populations may see the pattern of
their consumer-resource cycles perturbed, or even completely disrupted, depending on the form of
the trade-off (Kasada et al., 2014).

In both cases, characterising the adaptation process to herbicides is essential to understanding
how it will affect both agriculture and non-target ecosystems long-term. The possible impacts
of various factors such as distribution of resistance mutations, gene flow, fitness costs as well as
particular management strategies have been evaluated using mathematical models (Diggle et al.,
2003; Gressel & Segel, 1990; Jasieniuk et al., 1996; Neve et al., 2011; Neve, 2008), however this
relies on the assumptions based in evolutionary theory that are being made are indeed applicable
to the system the predictions are being made for. To truly bridge the gap between models and the
real world, these assumptions need to be evaluated.

1.2.1 MICROBIAL MODEL SYSTEMS

Experimental evolution using model organisms provides a framework to deal with these issues by
testing the evolutionary theory that underpins resistance. In the context of herbicide research,
plants like Arabidopsis thaliana and Lemna minor have been used to evaluate resistance mutation
frequency (Jander et al., 2003), and costs (Roux et al., 2004, 2005; Roux & Reboud, 2005), meta-
bolic effects of herbicide application (Kostopoulou et al., 2020; Sikorski et al., 2019) and evaluation
of herbicide modes of action (Gomes & Juneau, 2016), but still require considerable resources and
space to grow under lab conditions for enough generations. A recent exciting development has
been the use of algal model systems as single-celled microorganisms provide an unparalleled op-
portunity for the study of evolutionary dynamics due to their combination of short generation
time, simple genetics and ability to fit huge population sizes in a small space (Elena & Lenski,
2003). The path of evolutionary adaptation can thus be replicated and tightly controlled in real
time in the lab, allowing new insights into the mechanisms of adaptive evolution and testing of
predictions from theory. Tests may be performed on subsets of the evolving populations in real
time but it is also possible to create a ’fossil record’ of the adaptation process through freezing
the cells or using preservatives like Lugol’s solution (Elena & Lenski, 2003). This may then be
returned to to perform further tests, such as employing -omics methods to characterise the genetic
or metabolomic underpinnings of the observed phenotypes.

1.2.1.1 EXPERIMENTAL EVOLUTION USING CHEMOSTATS

Experimental evolution using microorganisms has in the past largely depended on batch culture
propagation (Elena & Lenski, 2003). This is a conceptually simple and easily scalable method
where small population subsets are moved to growth medium with abundant nutrients and grown
to stationary phase before a new subsample is taken and moved to fresh medium. This process
is repeated serially for as long as is necessary for the experiment. However, the cells are put
through "boom and bust"-cycles at every transfer where as the population grows the nutrients
gradually deplete, along with changes in oxygen, light and pH levels. Eventually the cells will cease
growth and division and waste products will build up. This results in a highly complex selective
environment, as any subsamples taken from these populations will be growth phase specific, with
associated effects on the cellular metabolism and physiology (Gresham & Dunham, 2014; Van den
Bergh et al., 2018). Furthermore, each subsample transfer constitutes an evolutionary bottleneck,
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where the reduction in population size affects the genetic diversity and mutational space available
in the next batch (Lenski et al., 1991; Van den Bergh et al., 2018; Vogwill et al., 2012; Wahl
& Gerrish, 2001), giving an increased role to genetic drift in the evolutionary outcome (Elena &
Lenski, 2003).

Chemostats are continuous flow-trough, chemically stable cultures kept at a fixed volume by feeding
fresh medium and nutrients in at a constant rate while also allowing efflux of excess culture (Monod,
1950; Novick & Szilard, 1950). The specific growth rate of the population is thus matched to the
dilution rate, and the populations are maintained in a state of exponential growth, where mixing
keeps the environment homogeneous. This allows precise control of selective pressures in the
long-term, making it possible to isolate which have an effect on the evolutionary outcome and
in what way (Gresham & Dunham, 2014). Furthermore, population fluctuations in response to
experimental treatments including several species or strains may be followed in the long term and
be modelled as a function of the flow rate (Yoshida et al., 2003). This, along with technological
progress making them easier to construct, has resulted in increased interest in chemostats for
experimental evolution and systems biology (Bull, 2010; Gresham & Hong, 2014).

1.2.2 THE THESIS MODEL SYSTEM: CHLAMYDOMONAS REINHARDTII
AND GLYPHOSATE

Here I introduce a model system for the study of evolution of resistance using algae and chemostats.
The system comprises model species Chlamydomonas reinhardtii exposed to growth-inhibiting
herbicide glyphosate and a robust system for monitoring populations exposed to herbicide through
time while allowing for assessment of molecular, evolutionary and ecological detail.

1.2.2.1 C. REINHARDTII

C. reinhardtii is a single-celled flagellate green alga widely occurring in soil and fresh water around
the world (Harris et al., 1989). It can grow both through photosynthesising and in the dark when
supplied with acetate and while it generally reproduces asexually through cell division, nitrogen
starvation induces a sexual phase and spore formation (Harris et al., 1989). C. reinhardtii is
easy to culture under laboratory conditions and has thus become a popular and well-studied
model organism, particularly as a eukaryotic alternative for experimental evolution and has had
its genome fully sequenced (Salomé & Merchant, 2019).

As C. reinhardtii shares much of its cellular biochemistry with higher plants it has been used for
molecular analysis of herbicide resistance mutations (Erickson et al., 1984, 1989; Fedtke, 1991; Gal-
loway & Mets, 1984; Hartnett et al., 1987; James & Lefebvre, 1989; James et al., 1993; Randolph-
Anderson et al., 1998) as well as experimental evolution of herbicide resistance (Lagator et al.,
2013a,b; Melero-Jiménez et al., 2021; Reboud et al., 2007; Reboud, 2002; Vogwill et al., 2012).
Furthermore, as a commonly occurring primary producer, C. reinhardtii’s response to herbicides is
directly relevant to the effects on non-target ecosystems as it will be one of the species affected by
herbicide pollution. C. reinhardtii also has a well-studied and easily identifiable form of inducible
defence – clumping (de Carpentier et al., 2019; Harris et al., 1989; Lürling & Beekman, 2006)
– in response to grazing zooplankton and has thus been used in several eco-evolutionary studies
modelling consumer-resource cycles, including how they are affected by fitness trade-offs (Ellner &
Becks, 2011; Kasada et al., 2014; Yoshida et al., 2003).
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1.2.2.2 GLYPHOSATE: MODE OF ACTION

With its highly effective and specific MoA and a lack of natural resistance in higher plants,
glyphosate (N -phosphonomethyl glycine) has been described as ’a once-in-a-century herbicide’
(Duke & Powles, 2008). Glyphosate blocks the shikimate pathway by competitively binding to
enzyme 5-enolpyruvylshikimate-3-phosphate synthate (EPSPS) (Figure 1.2), outcompeting inten-
ded substrate phosphoenolpyruvate (PEP) and hindering the production of aromatic amino acids
phenylalanine, tyrosine and tryptophan as well as other downstream products of chorismate meta-
bolism (Steinrücken & Amrhein, 1980). As mutations to the EPSPS gene to change its structure
and lower the affinity for the glyphosate molecule also tend to result in lowered affinity for PEP,
and thus impair normal cell function, resistant phenotypes in natural populations are rare (Duke
& Powles, 2008; Gaines et al., 2020; Sammons & Gaines, 2014). It is unclear whether it is the
depletion of the aromatic amino acids that results in growth inhibition and death in the plant, or
whether it is due to the loss of the downstream feedback control of carbon flow into the shikimate
pathway disrupting other cellular pathways (Duke & Powles, 2008; Maroli et al., 2015, 2018). Sec-
ondary effects on other cellular processes have also recently been documented, including disruption
of photosynthesis and increased production of reactive oxygen species (ROS) (Ahsan et al., 2008;
de María et al., 2005; Gomes & Juneau, 2016; Maroli et al., 2015; Sergiev et al., 2006; Servaites
et al., 1987).

       E4P         DAHP         DHQ         3-Dehydroshikimate         Shikimate         Shikimate-3-Phosphate                  EPSP         Chorismate

EPSPS

PEP Pi

TGLYPHOSATE

The Shikimate Pathway

Figure 1.2: The shikimate pathway and the glyphosate primary mode of action. The aromatic
amino acids tyrosine, phenylalanine and tryptophan are synthesised from chorismate.

As glyphosate is non-selective, its widespread adoption beyond pre-planting weed clearance was
only made possible with the invention of genetically engineered glyphosate resistant crops (Powles,
2008). As these were introduced in 1996, glyphosate rapidly became foundational to the production
of several major crops, including soybean, maize, canola and cotton, and thus hugely economically
important (Benbrook, 2016; Cerdeira & Duke, 2006; Duke & Powles, 2008; Powles, 2008). Further-
more, it was assumed to have a relatively low environmental impact compared to the herbicides
and management strategies preceding it, and not affect organisms lacking a shikimate pathway (i.e.
animals) (Duke & Powles, 2008). And as glyphosate use increased, so did the selective pressure for
resistance to evolve in weeds, which soon became a rapidly growing problem (Heap, 2022). Fur-
thermore, the over-reliance on glyphosate for weed control increased the levels of contamination to
natural ecosystems, along with the discovery that it is not environmentally neutral and may still
affect animals and humans (Annett et al., 2014; Fugère et al., 2020; Helander et al., 2012; Motta
et al., 2018; Relyea, 2005a; Van Bruggen et al., 2018).

Four general types of resistance mechanisms against glyphosate have so far been identified across
55 unique cases of resistance in wild weed populations (Heap, 2022), two TSR involving nucle-
otide substitutions and enzyme amplification and two NTSR involving reduced translocation and
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glyphosate degradation (Gaines et al., 2020; Sammons & Gaines, 2014). Most of these confer
complex fitness costs, and their effects appear species dependent. Furthermore, TSR and NTSR
mechanisms have repeatedly been found to coexist within the same plant. Generally these com-
binations are associated with a more robust resistance (Bracamonte et al., 2018; Chen et al., 2020;
Dominguez-Valenzuela et al., 2017; Gherekhloo et al., 2017; Mao et al., 2016) although have been
found to confer a notable fitness cost in at least one case (Fernández-Moreno et al., 2017).

Mutations to the EPSPS gene in most cases involve the Pro-106 residue, with single nucleotide
substitutions changing the proline codon to alanine (P106A), leucine (P106L), serine (P106S) or
threonine (P106T) (Sammons & Gaines, 2014). However, this changed enzyme structure generally
confers low resistance and impairs normal function (Healy-Fried et al., 2007). So far one instance of
a change to Thr-102 has been recorded, with a substitution to serine (T102S) reducing the affinity
for glyphosate while increasing the affinity for PEP, however it is unclear whether this results in
any other fitness trade-offs (Li et al., 2018). A number of multiple nucleotide substitutions have
also been identified in the wild in recent years – TIPS (T102I and P106S), TIPT (T102I and
P106T) and TAP-IVS (T102I, A103V and P106S). Generally these multiple substitutions result
in a considerably more robust resistance to glyphosate (the TIPS mutation is also the genetically
engineered EPSPS used in glyphosate resistant maize) (Alcántara-de la Cruz et al., 2016; Dill,
2005; Funke et al., 2009; García et al., 2019; Perotti et al., 2019; Sidhu et al., 2000; Takano et al.,
2020; Yu et al., 2015), but the fitness costs have either not been evaluated yet or appear to be
complex and depending on genetic structure and competition (Han et al., 2017). The fact that
the same residue location changes are involved across many species highlights the problem with
relying on a single, non-selective herbicide with a single primary MoA. Together with the existence
of multiple resistance mechanism phenotypes this also demonstrates how rapidly resistance to
glyphosate evolves where it is asserting a strong selective pressure.

EPSPS amplification has been detected both in the form of up-regulated expression (Baerson et
al., 2002) and gene multiplication (Gaines et al., 2019; Patterson et al., 2018). The underlying
genetic mechanisms appear to be varied (Gaines et al., 2016; Jugulam et al., 2014; Koo et al.,
2018; Patterson et al., 2019), along with the associated fitness costs ranging from none (Vila-Aiub
et al., 2014) to trading off with growth and reproduction (Yanniccari et al., 2016), while varying
with the genetic background (Martin et al., 2017) and life history stage (Osipitan & Dille, 2017).

Multiple forms of reduced translocation of glyphosate have been identified, through changing its
distribution through tissues (Feng et al., 2004; Lorraine-Colwill et al., 2002), reducing penetration
of glyphosate (Michitte et al., 2007; Nandula et al., 2013; Vila-Aiub et al., 2012) and increasing
vacuolar sequestration (Ge et al., 2010, 2011, 2012; Peng et al., 2010; Yuan et al., 2010). The
molecular bases for these are unknown, but increased vacuolar sequestration in particular seems to
trade-off with the ability to withstand cold temperatures (Ge et al., 2011; Vila-Aiub et al., 2013)
and competition (Pedersen et al., 2007) as well as being generally costly (Preston & Wakelin,
2008; Wakelin & Preston, 2006). The ’phoenix phenomenon’ is a particularly dramatic example of
reduced translocation, where rapid cell death sacrifices leaves that have been exposed so that the
glyphosate never reaches the meristem (Moretti et al., 2018; Van Horn et al., 2018).

While the main metabolic product of glyphosate, aminomethylphosphonic acid (AMPA) has been
repeatedly detected in higher plants (de Carvalho et al., 2012; Duke, 2011), it is only recently
that the pathway facilitating the degradation has been identified. In Echinochloa colona aldo-
ketoreductase, a family of enzymes with broad substrate specificity found in many prokaryotes
and eukaryotes, was found to confer the evolved ability to metabolise glyphosate (Pan et al., 2019;
Vemanna et al., 2017), in contrast to the previously known glyphosate oxidoreductase pathway
found in bacteria. However, the fitness consequences of this mechanism have yet to be investigated,
and other candidate pathways remain to investigate for other species (Leslie & Baucom, 2014).
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1.2.2.3 PREVIOUS STUDIES ON C. REINHARDTII AND GLYPHOSATE

C. reinhardtii and glyphosate have been used together as a model system for a number of studies to
date dealing with evolution of resistance. Bruggeman et al. (2014) genetically engineered resistance
in C. reinhardtii using a glyphosate acyltransferase gene (modified from Bacillus), intended for use
with glyphosate in commercial-scale algal production facilities, but found that the resistant strain
still experienced reduced growth when glyphosate was applied. Lagator et al. (2013a,b) investigated
the evolutionary dynamics of resistance evolution under mixing and cycling regimes, including ones
with glyphosate and found that a high level of resistance to glyphosate alone evolved in 3.5 weeks
on average. While this resistance trait resulted in reduced growth in the ancestral environment,
this cost disappeared when cycled for longer periods with atrazine. No evidence was found for
glyphosate resistance conferring cross-resistance to other herbicides. Similarly, Vogwill et al. (2012)
found no evidence for cross-resistance resulting from glyphosate resistance but instead a positive
correlation was found between the degree of resistance and fitness in the ancestral environment,
and the fitness cost of resistance decreased with increasing bottleneck size. They suggested this
was either due to there being a range of resistance conferring mutations with varying degrees of
antagonistic pleiotropy, and their occurrence being sufficiently random that populations relying on a
small mutation space were more likely to fix ones with large fitness costs, whereas populations with a
larger mutational space would be more likely to fix ones with smaller costs. Alternatively, the larger
mutational space could be conducive to fixing further mutations ameliorating the costs of resistance.
Lastly, Melero-Jiménez et al. (2021) used a ratchet protocol on several algal species to test their
ability to withstand, and evolve resistance, to glyphosate and found that C. reinhardtii had a
higher degree of both natural tolerance and evolved tolerance to glyphosate than the other species
tested. This suggests C. reinhardtii might be favoured in communities experiencing glyphosate
contamination as competition with other species is removed. However, they also recorded smaller
cell sizes as well as lower growth rates and photosynthetic performance in the ancestral environment
for the resistant strains, whereas there was no difference in photosynthetic pigment concentration.

1.3 AIMS OF THIS THESIS

This thesis connects fundamental evolutionary theory with the herbicide resistance challenges fa-
cing agriculture and natural ecosystems through characterising the dynamics of resistance evolution
in a specific species–herbicide model system: C. reinhardtii–glyphosate. Specifically I:

• Develop a tractable DIY multiplexed chemostat array system for longitudinal experimental
evolution studies using algae (dubbed "mesostats") that is cheap and easy to build as well as
run and maintain by one person.

• Use the mesostat system to evolve glyphosate resistance in C. reinhardtii in response to
lethal and sublethal levels of glyphosate and characterise the population level fluctuations
throughout to determine when resistance has evolved.

• Test the effects of glyphosate resistance evolution in action on growth in a range of doses of
glyphosate as well as the ancestral environment to characterise the level of resistance as well
as possible intrinsic fitness costs.

• Test the effects of evolved herbicide resistance on C. reinhardtii anti-grazer defences by
introducing a second model organism: freshwater rotifer Brachionus calyciflorus, evaluating
both the ability to deploy the defence in response to B. calyciflorus infochemicals and ability
to withstand grazing by live rotifers.

• Use targeted metabolomic fingerprinting analysis to determine the effect of evolving and
evolved glyphosate resistance on shikimate pathway compounds, possible glyphosate degrad-
ation pathway products and the amino acid pool, to gain insight into the evolutionary process
and possible resistance mechanisms.
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• Use exploratory metabolomic fingerprinting analysis to identify compounds that may be
associated with evolving or evolved glyphosate resistance, to gain insight into effects on the
cell metabolome beyond the shikimate pathway as well as possible resistance mechanisms.
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CHAPTER 2
Mesostats — A multiplexed, low-cost, do-it-yourself
continuous culturing system for experimental evolu-
tion of mesocosms

2.1 ABSTRACT

Microbial experimental evolution allows studying evolutionary dynamics in action and testing
theory predictions in the lab. Experimental evolution in chemostats (i.e. continuous flow through
cultures) has recently gained increased interest as it allows tighter control of selective pressures
compared to static batch cultures, with a growing number of efforts to develop systems that
are easier and cheaper to construct. This protocol describes the design and construction of a
multiplexed chemostat array (dubbed "mesostats") designed for cultivation of algae in 16 concurrent
populations, specifically intended for studying adaptation to herbicides. We also present control
data from several experiments run on the system to show replicability, data illustrating the effects
of common issues like leaks, contamination and clumps, and outline possible modifications and
adaptations of the system for future research.

2.2 INTRODUCTION

Microorganisms provide an unparalleled opportunity for the study of evolutionary dynamics due to
their combination of short generation time, simple genetics and ability to fit huge population sizes
in a small space. The path of evolutionary adaptation can thus be replicated and tightly controlled
in real time in the lab, allowing exciting new insights into the mechanisms of adaptive evolution
and testing of predictions from theory (Barrick & Lenski, 2013; Good et al., 2017; Kawecki et al.,
2012; Lang & Desai, 2014; Van den Bergh et al., 2018).

The most common way of growing microorganisms for experimental evolution is as batch cultures.
This involves serial repetition of small cell population subsets being moved to fresh medium and
grown to stationary phase before being transferred again to fresh medium to allow new growth
and, with time, adaptation. This is a simple, cheap and scalable method, but its drawback is
the resulting fluctuating environment as the cells go through “boom and bust”-cycles at every
transfer resulting in a complex selective environment (Gresham et al., 2008; Gresham & Dunham,
2014; Van den Bergh et al., 2018). As the nutrients in the medium gradually run out, the cells
will arrest growth and division while waste products build up. Oxygenation, light levels and pH
will also fluctuate with population density. All of this affects cellular metabolism and physiology
and subsamples taken from such populations will be growth phase specific, making it difficult to
define and isolate the selective pressures acting on the populations (Gresham & Dunham, 2014).
Furthermore, there is an evolutionary bottleneck at each transfer, where the considerable reduction
in population size associated with transfer to the next batch affects the genetic diversity and
mutational space available (Lenski et al., 1991; Van den Bergh et al., 2018; Vogwill et al., 2012;
Wahl & Gerrish, 2001), giving an increased role to genetic drift in the evolutionary outcome (Elena
& Lenski, 2003).
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Chemostats – continuous flow-through, chemically stable cultures where growth medium and treat-
ments are fed into the fixed-volume populations at a constant rate – solve these issues as the specific
growth rate of the population at steady state is matched to the dilution rate (Monod, 1950; Novick
& Szilard, 1950). The populations are maintained in exponential growth and constant mixing
ensures a homogeneous environment, allowing precise control of the relevant selective pressures
compared to the complex dynamics present in batch cultures (Gresham & Dunham, 2014). This
unique opportunity for experimental manipulation offers a high-throughput chance to pick apart
evolution in action and, as a result, chemostats have recently seen a renaissance in experimental
evolution and systems biology as new technological advancements make them easier to maintain
than ever before (reviewed in Bull, 2010; Gresham & Hong, 2014). Chemostats also allow follow-
ing population fluctuations and evolutionary dynamics in response to experimental treatments in
the long term, where equilibria and population cycles including several species and strains can be
described as a function of the flow rate (e.g. Becks et al., 2012; Declerck et al., 2015; Fussmann
et al., 2000; Hiltunen et al., 2014; Yoshida et al., 2003). Multiplexed arrays, where the dilution rate
is set by a single pump, and medium sources can be shared, further minimise variation between
population chambers (Dénervaud et al., 2013; Ekkers et al., 2020; Miller et al., 2013; Skelding
et al., 2018; Tonoyan et al., 2020; Toprak et al., 2013; Wong et al., 2018).

Here we describe a multiplexed small-scale DIY chemostat array system (dubbed “mesostats”)
adapted from the ministat array developed by Miller et al. (2013) to suit experimental evolution
of algae, in contrast to the so far described designs specifically intended for yeast (Dénervaud
et al., 2013; Miller et al., 2013; Wong et al., 2018) and bacterial cultures (Tonoyan et al., 2020;
Toprak et al., 2013). Our system uses common algal model species Chlamydomonas reinhardtii,
with the specific goal to use it as a herbicide resistance evolution model. C. reinhardtii is an
established model species for herbicide resistance evolution (Lagator et al., 2013a,b; Reboud et al.,
2007; Vogwill et al., 2012) and molecular analysis of herbicide resistance mutations (Erickson et al.,
1984, 1989; Randolph-Anderson et al., 1998), but all studies to date have used batch cultures. We
present the full protocol for assembling and maintaining a 16-chamber mesostat array by a single
person as well as control data illustrating the ability of the system to track trends and variability in
the abundance of organisms among replicates. We also present pilot data illustrating the ability to
use the mesostats to evolve resistance in C. reinhardtii to growth inhibiting herbicide glyphosate.
Furthermore, we have included data from this system illustrating the signal of common problems
like leaks, contamination and cell clumping, showing how to distinguish it from biological variation
as well as how to prevent and address these problems if they occur. We also outline the ways in
which this system could be further modified and avenues of future research.

2.3 METHODS

The protocol described in this chapter is published on protocols.io https://dx.doi.org/10.
17504/protocols.io.6qpvr6q1bvmk/v1 as part of the publication of the chapter with PLOS
ONE, but has been included in full below for the purposes of this thesis.

2.3.1 AN OVERVIEW OF THE DESIGN

The mesostat array consists of four main parts: (1) the medium line, (2) the culture chambers, (3)
the overflow chambers and the (4) aeration line. Medium is pumped from the medium containers
via a peristaltic pump into the culture chambers (mesocosms) where the experimental organisms
are grown. Air is pumped through a gas washing bottle into the culture chambers via the aeration
needle to ensure mixing and create pressure so liquid flows out through the efflux needle and
the culture stays a fixed volume. The efflux line leads to an overflow chamber, and the volume
collected in these is regularly measured to ensure equal flow rates between all culture chambers.
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Samples for analysis can be obtained from the overflow, but this only samples from the top of the
culture and the environment in the collection receptacle may differ from the culture chambers. To
allow sampling from lower levels of the culture, sampling needles have been fitted to the culture
chambers. The sampling needle can also be used for inoculation or addition of treatments to the
chambers. The entire setup can be kept in a controlled temperature room which ensures low levels
of evaporation, but the culture temperature can also be maintained by other methods such as a
light table or a water bath. When growing photosynthetic organisms such as algae, even light
levels for all chambers are best maintained by a light table as well as fitting strip lights around
the chambers. An overview of the full design is seen in Figure 2.1 and Figure 2.2A, as well as
full assembly schematics in section 2.4 Figure 2.3–2.5. The control conditions are summarised in
Table 2.1.

Figure 2.1: Simplified schematic overview of the mesostat system showing medium containers,
the pump, the culture chamber with sampling needle, the overflow bottle, the gas washing bottle
along with the medium and air influx lines and the culture efflux line.

2.3.1.1 THE MEDIUM CONTAINERS

The volume and number of medium containers depends on the experimental design and number of
treatments. When the experimental design calls for different treatments applied via the medium,
culture chambers sharing a treatment share a medium source. The volume of the medium containers
should be chosen to allow sufficient medium to supply all its chambers for at least 5 days, to
ensure the time to prepare new sterile medium before changing is needed. The depletion rate of
the medium will depend on the number of chambers sharing a container and the flow rate.

The medium container should be sealed with a lid or stopper with a hole that allows air to escape
through a filter. If the medium outflow can be through either a tap at the bottom of the container,
or tubing through the lid siphoning medium from the bottom.

For the data presented in this thesis, a single 20 L autoclaveable glass container, fitted with
a silicone stopper and a filter (0.45 µm) on top and a tap connected to large silicone tubing
(inner/wall diameter: 12.5/2.25 mm) at the bottom, is used when all 16 chambers are receiving
the same medium.

For data obtained from experiments where different treatment levels were present, 5 L or 2 L
autoclaveable glass bottles are used for the treatments, each fitted with medium silicone tubing
(inner/wall diameter: 6.5/1.5 mm) siphoning the medium out through holes in the lids alongside
tubing ending in a filter to allow air to escape the bottle (Figure 2.2B). For example, as seen in
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Figure 2.2A, 6 different herbicide concentrations are applied through the medium to two chambers
each from 2L bottles, and the control treatment is supplied to four chambers from a 5L bottle.

2.3.1.2 THE PUMP AND THE MEDIUM LINES

The medium is pumped from its container(s) by a multichannel peristaltic pump. Our design
employed a Watson-Marlow 205S/CA16 (16 channels) and pumped liquid through small silicone
tubing (inner/wall diameter: 3/1 mm), connected to the medium container tubing with a reducing
connector. The tubing is split using Y-connectors before the pump so that each culture chamber
has its own media line. The same tubing is used throughout the mesostat array (Figure 2.2A),
except for the tubing mounted in the pump itself which is autoclaveable marprene tubing (Watson-
Marlow, orange/orange, 0.88 mm bore), connected to the silicone tubing using cut off and blunted
hypodermic needles (18 G, 50 mm) inserted into the pump tubing and connected to the silicone
tubing using male luer locks (Figure 2.2C).

2.3.1.3 THE CULTURE CHAMBERS

Each culture chamber consists of a 500 ml glass jar, sealed with a rubber bung. The rubber bung
has four hypodermic needles inserted through it (Figure 2.2D): a medium influx needle (18 G,
50 mm) connected to the tubing running through the pump, an aeration needle (16G, 203 mm)
connected to the aeration system allowing constant mixing of the culture, a sampling needle (16
G, 203 or 101 mm depending on sampling needs), and an efflux needle (16 G, 101 mm) which sets
the culture volume.

Tubing is connected to the medium influx, aeration, and efflux needles using male luer locks. A
sterile syringe is used with the sampling needle to pull samples out of the chamber or for injections,
which is kept sealed with a male luer cap when not in use.

2.3.1.4 THE AERATION SYSTEM

The culture chambers have a constant influx of air for mixing to prevent the organisms – in our
case algae – from sedimenting, and to create pressure for the efflux of liquid so that the culture is
kept at a constant volume. Air can be supplied by lab/building infrastructure, e.g. air supply taps,
or by an aquarium pump with high enough pressure. The air passes through a filter (0.2 µm) into
a gas washing bottle to prevent evaporation. The gas washing bottle consists of a 1L flask with a
sidearm, with the incoming air being passed through a glass pipette into distilled water. The air is
pushed from the gas washing bottle through 4-port manifold connectors (180° rotation), splitting
the air supply to tubing for each culture chamber and passing it through a second filter (0.45 µm).
This tubing connects to the aeration needle fitted in the culture chamber bung. The air supply
can be controlled using an adjustable clamp fitted to the tubing between the gas washing bottle
and the manifold connector.

2.3.1.5 THE OVERFLOW CHAMBERS AND THE EFFLUX LINE

The efflux line from each culture chamber leads to an overflow chamber consisting of a 175 ml glass
bottle sealed with a rubber bung (Figure 2.2E). The efflux tubing is connected to a hole in the
rubber tubing using a female luer lock. A second female luer lock is also fitted on the opposite side
of the hole on the underside of the bung, to serve as a funnel for the incoming liquid. A second
hole connected with a female luer lock to tubing ending with a filter (0.45 µm) allows air to escape
the collection chamber. This chamber should be emptied regularly and can be used to control
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Figure 2.2: A) The complete setup just after inoculation with algae, running an experiment with
six levels of treatments applied through the media lines. B) Close-up of medium siphon through
medium container lid. C) Close-up of connection between pump tubing and silicone tubing used
throughout array. D) Close-up of culture chambers rubber bung with the four hypodermic needles,
capped sampling needle to the left in foreground, steel efflux needle to the right in foreground, steel
aeration needle in the middle, and pink plastic medium influx needle in the background. E)The
overflow chamber (left) and the culture chamber at steady state (right) with the efflux line running
between them.

that the flow rate remains equal between the culture chambers. Samples can be obtained from the
overflow chamber, but the environment in the overflow chamber will be different from the culture
chambers. With a low flow rate and a high temperature environment, the culture will evaporate
quickly when its volume is low. The overflow chamber is also not being diluted with fresh medium,
meaning the cells are no longer kept in exponential growth or connected to the aeration line, often
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resulting in sedimentation and stratification of the culture.

2.3.2 THE LIGHT SYSTEM

The light is provided by white light LED strip lights mounted around the chambers and between
the two rows of chambers, as well as a DIY light box consisting of white light LED strip lights and
a semi-transparent plastic top to diffuse the light. Equal light from all angles is essential to ensure
even algal growth in the chambers. A light box is not necessary, but convenient and can be used
for providing light to batch cultures or growth assays of subsamples.

2.3.3 MATERIALS AND EQUIPMENT

Here we present a complete list of materials required to construct a 16-chamber array. Note that
the media containers and associated lids are listed as optional, as exact size and number needed
depend on the experimental design. If the company and product code is not listed, the part was
not acquired new and the exact same product is no longer sold. Other than the pump and pump
tubing, all of the pieces are fairly standard pieces found in many wet labs and similar products
can be obtained easily from all major scientific suppliers.

1. Small tubing, 20 m (Fisherbrand™ Silicone Tubes; inner/wall diameter: 3.0/1.0 mm, Fisher
Scientific, 10111801)

2. Medium tubing, 20 m (Fisherbrand™ Silicone Tubes; inner/wall diameter: 6.5/1.5 mm,
Fisher Scientific, 10549201)

3. Large tubing, 10 m (Fisherbrand™ Silicone Tubes; inner/wall diameter: 12.5/2.25 mm,
Fisher Scientific, 10726931)

4. Reducing connector, 10 (Reducing Connector PVDF; 1/4" to 1/8", Cole Parmer, EW-30703-
50)

5. Male luer lock, 100 (Cole-Parmer ADCF Male Luer to 1/8" L Barb Adapter, Cole Parmer,
WZ-30800-24)

6. Female luer lock, 50 (Cole-Parmer ADCF Female Luer to 1/8" L Barb Adapter, Cole Parmer,
WZ-30800-08)

7. Y-connector, 40 (Barbed Y Connector; PVDF; 1/8", Cole Parmer, WZ-30633-44)

8. Straight connector, 10 (Barbed fittings; Straight Connector; Kynar; 1/4" ID Cole Parmer,
WZ-30703-05)

9. Gas washing bottle, 1 (1L flask with sidearm tubulation)

10. Glass pipette, 1 (10 ml glass pipette)

11. 4-port Manifold, 4 (Polycarbonate individual manifolds with luer locks; 4 ports; 180° rotation
Cole Parmer, EW-06464-85)

12. 0.45 µm filters, 100 (PTFE Nonsterile Syringe Filters; 0.45 micron; 25 mm dia, Cole Parmer,
WZ-02915-22)

13. 0.2 µm filters, 1 (AcroVent 0.2µm PTFE, Pall Corporation, 4249)

14. Air tubing clamp, 1 (Adjustable tubing clamp)

15. Multiplexed peristaltic pump, 1 (205S/CA16 16 Cartridge pump, Watson-Marlow, 020.3716.00A)
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16. Pump tubing, 18 (Autoclaveable marprene manifold pump tubing; orange/orange; 0.88 mm
bore, Watson-Marlow, 978.0088.00+)

17. Culture chamber jars, 16 (Clear glass powder jars; 500 ml)

18. Culture chamber rubber bungs, 16 (Fisherbrand™ Solid Rubber Stoppers; 45 mm bottom;
51 mm top Fisher Scientific, 41122502)

19. Aeration needle, 16 (Central Surgical Company™ Stainless Steel Needle; 16 G; 203 mm,
Fisher Scientific, 12329259)

20. Media influx needle, 48 (B Braun™ Hypodermic Needles Pink 1.2 mm 18 G 50 mm, Fisher
Scientific, 10722784)

21. Efflux needle, 16 (Central Surgical Company™ Stainless Steel Needle; 16 G; 101 mm, Fischer
Scientific, 12339259)

22. Sampling needle, 16 (Central Surgical Company™ Stainless Steel Needle; 16 G; 101 mm,
Fischer Scientific, 12339259 or Central Surgical Company™ Stainless Steel Needle; 16 G;
203 mm, Fisher Scientific, 12329259)

23. Male luer cap, 16 (Male Luer Lock Plug; Nylon, Cole Parmer, WZ-45505-56)

24. Collection chamber jars, 32 (Clear glass powder jars; 175 ml)

25. Collection chamber rubber bungs, 16 (Fisherbrand™ Solid Rubber Stoppers; 37 mm bottom;
42.5 mm top, Fisher Scientific, 41122502)

26. 20 L medium container, 2 optional

27. Silicone stopper for 20 L medium container, 2 optional

28. 5 L medium container, 2 (Pyrex™ Borosilicate Glass Reagent Bottles with Polypropylene
Cap and Pouring Ring; 5000 mL, Fisher Scientific, 12094637) optional

29. 2 L medium container, 20 (Pyrex™ Borosilicate Glass Reagent Bottles with Polypropylene
Cap and Pouring Ring; 2000 mL, Fisher Scientific, 11922629) optional

30. Lids with holes for 5 L and 2 L medium containers, 14 (GL45 Screw cap for Pyrex GL 45
media-lab bottle, Fisher Scientific, 15173927) optional

31. Syringes, 100 (BD Discardit™ Eccentric Luer-Slip Two-Piece Syringe, Fisher Scientific,
10152534)

32. Linear LEDs (LEDVANCE, 600 10 W, 3000 K warm white)

2.3.4 PROTOCOLS

2.3.4.1 ASSEMBLING THE MESOSTATS FOR THE FIRST TIME

See section 2.4 Figure 2.3–2.5 for visual representation of how the parts connect. A more detailed
description with possible variations in design is given below. Place all vessels and machinery
in their intended location before cutting the tubing to ensure sufficient lengths and to minimise
mistakes.

• Medium container(s):

1. Prepare the medium container lids.
(a) If using silicone stoppers:
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i. If the medium container has a tap, the silicone stopper only needs a hole for
air to escape. Drill a hole large enough to squeeze medium size tubing through
but ensuring a tight seal so that no air can escape around the edges. Attach a
short piece of tubing, sticking out about 1 cm on the underside of the stopper
and 5 cm on top. Attach a 0.45-micron filter to the tubing.

ii. If the medium container does not have a tap, a medium siphon is also needed.
Drill a second hole in the silicone stopper of the same size and squeeze through
medium size tubing long enough to reach the bottom of the container and
sticking up about 5 cm on top of the stopper.

(b) If using screwtop lids with holes, first insert a short piece of medium size tubing
through one hole so that it ends just inside the lid and sticks out about 5 cm on
top. Attach a 0.45-micron filter to the tubing. For the medium siphon, insert a
piece of medium size tubing, long enough to reach the bottom of the container and
stick out about 5 cm on top of the lid.

2. Attach the lid or stopper to the medium container.
(a) If there is a medium siphon, attach the long piece of tubing to a reducing connector.
(b) If there is no medium siphon and the medium container has a tap, attach a short

piece of appropriate size tubing to the tap and attach this to a reducing connector.

• Media lines:

3. Attach a short piece of small size tubing to the other side of the reducing connector and
attach it to a Y-connector. Split the medium line into as many channels as needed by
connecting short (2—3 cm) pieces of small tubing and Y-connectors. Channels receiving
the same treatment should share a medium source.

4. For each channel, attach small size tubing of sufficient length to reach the pump and
end with a male luer lock.

5. For each channel, cut off two 18G hypodermic needles to 0.5 cm and insert them into
the ends of a piece of pump tubing. Be careful to not cut up the inside of the pump
tubing, if pieces detach, they will cause blockages. The ends of the needles may need
additional blunting or filing to reduce sharpness. A damaged piece of pump tubing can
easily be cut off.

6. Connect the pump tubing to the media lines by screwing the needle luer end to the male
luer lock. Screw another male luer lock to the other end of the pump tubing.

7. Cut a piece of small size tubing long enough to reach from the pump to the culture
chamber with some slack. Plan carefully where each chamber is going to sit, if multiple
treatments are used they should be distributed randomly throughout the array to avoid
effects of e.g. differing light level. Attach this piece of tubing to the male luer lock at
the end of the pump tubing, and end with another male luer lock.

8. Label the tubing with autoclave tape so you know which chamber it should connect to.

• Culture and overflow chambers:

9. For each chamber, prepare the culture chamber rubber bung by drilling four 1 mm holes,
one for each hypodermic needle. This aids pushing the needles through, but the seal
around them should still be very tight.

10. Push through one 18 G short needle (medium influx), one 18 G 20 cm needle (air influx)
and two 18 G 10 cm needles (culture efflux and sampling needle). A longer sampling
needle can be used if desired.

11. Label the rubber bung so you know which chamber it belongs to.
12. Mark the 500 ml glass jar at the desired volume (380 ml) as well as ±19 ml (±5%) to

make the magnitude of any volume inconsistencies easier to judge by eye.
13. Attach the media line to the medium influx needle.
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14. Cover the sampling needle with a male luer cap.
15. Attach a male luer lock to the culture efflux needle and set the needle at the height

required for the desired culture volume, i.e. it should be skimming the surface of the
culture.

16. For each culture chamber, prepare an overflow chamber. For each overflow chamber,
prepare a rubber bung by drilling two holes large enough to squeeze the lock end of
female luer locks into (approximately 2.5 mm in diameter). Connect one hole with a
small size of tubing to the male luer lock on the culture efflux needle, and attach another
female luer lock on the underside of the bung as a funnel. Attach a short piece of small
size tubing to the other hole and end with a 0.2-micron filter.

17. Attach a male luer lock and push the air influx needle down to touch the bottom of the
chamber.

18. Mount lights around the chambers and/or place the chambers on a light table, using a
light meter to ensure light levels are even.

• Aeration system:

19. Mount the 4-port manifold(s) above the chambers using clamps or tape so that the
aeration tubing will be held up without kinks.

20. Attach a short piece of small size tubing and a 0.2-micron filter to each active port on
the manifold.

21. Connect a small size tube to the air influx needle long enough to reach the 4-port
manifold and attach to the other side of the filter.

22. Prepare the gas washing bottle rubber bung by drilling a hole large enough to push the
long glass pipette through, but tight enough that no air can escape around it. Push the
pipette through down to the bottom of the flask. If needed, use a sealant around edges
of the hole.

23. Connect the top of the glass pipette to the air supply (building supply or an aquarium
pump) with appropriate size tubing.

24. Put dH2O in the gas washing bottle. The water level should be so that the water
sufficiently covers the air outflow from the pipette, but not so that water enters the
sidearm when the air is on. Mark upper and lower water levels on the gas washing
bottle.

25. Connect the sidearm to a 0.2-micron filter with a short piece of medium size tubing and
the filter to the manifold with a longer piece of medium size tubing. A clamp can be
placed on this part of the tubing to control air flow if needed.

2.3.4.2 AUTOCLAVING

All parts that will come into contact with the medium need to be sterilised before use:

1. Medium container(s):

(a) Disconnect the reducing connector on media line between the medium container and
the pump tubing.

(b) Prepare the medium and place in the container as it should be autoclaved with the
medium inside.

(c) Place a filter in the open tubing on the medium container.
(d) Seal tightly with autoclave bags and autoclave tape around all filters.
(e) Autoclave at 121 (15psi) for 30 min (longer might be necessary for larger containers).
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2. Media line:

(a) Disconnect at male luer locks to media influx needle.
(b) Neatly roll up each media line and secure with autoclave tape.
(c) Place all pieces of tubing in an autoclave bag. Autoclave at 121 (15 psi) for 30 min.

3. Culture chamber and collection chamber bungs:

(a) Disconnect filters from tubing to 4-port manifold, and disconnect the male luer locks to
the efflux line.

(b) Place the rubber bungs with the needles and tubing in place into autoclaveable trays.
(c) Place the trays in autoclave bags and seal with autoclave tape, taking care to not let

the needles pierce the bag.
(d) Autoclave at 121 (15 psi) for 30 min.

4. Culture chamber and collection chamber jars:

(a) These jars are not autoclaveable. Sterilise using 70% IMS and rinse with dH2O.

2.3.4.3 PREPARING FOR AN EXPERIMENT

1. Reconnect all parts after sterilising. Wear gloves washed with 70% IMS at all times, and
wear eye protection when handling the hypodermic needles.

2. When the array is assembled, start the pump to fill up the chambers and turn on the aeration
system. At max speed (90 RPM) the flow rate is 2.92 ml/minute, meaning it will take
approximately 2 hours and 10 minutes to fill the chambers to 380 ml.

3. When the chambers are full, ensure medium levels are equal and set pump to experiment
speed. Adjust the efflux needle as necessary and monitor the overflow bottles to ensure efflux
is equal.

4. Turn on the lights and ensure control conditions for light level, internal culture and ambient
temperatures are met (see Table 2.1).

Table 2.1: Control conditions for C. reinhardtii cultures.

Light level 75 µmol m-2 s-1, 24 h, all directions
Internal culture temperature 30°C
CT room ambient temperature 25°C
Medium flow rate 0.15/day, 1.25 RPM pump speed
Sampling frequency and volume 1.5 ml day
Medium Ebert algal medium ((Ebert, 2013))

2.3.4.4 INOCULATING WITH ALGAE

Inoculating with C. reinhardtii from static stock culture:

1. Fill up a couple of 15 ml falcon tubes with stock solution and centrifuge at 2000 RPM for
approximately 20 minutes. If there is a red layer on top of the green pellet, remove it as this
is bacterial contamination. Pour out the supernatant and mix the pellet with fresh, sterile
medium. Repeat washing procedure twice.
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2. Use a sterile syringe to push an equal amount of freshly washed algal cells into each chamber
through the sampling needle. Note: The inoculation volume will vary depending on the
amount of stock algae available, the stock density and the desired starting density for the
cultures.

3. Allow cultures to reach steady state before applying experimental treatments. See below for
methods for how to sample to estimate concentration.

2.3.4.5 APPLYING TREATMENTS

Treatments can be applied gradually through the medium line by adding the compound directly
to the medium or as shock injections through the sampling needle. The two methods can also be
combined. For shock injection:

1. Prepare a mixture of medium and compound at as high a concentration as practical to
ensure the volume injected into the chamber is as small as possible and reducing the effects
of dilution of the culture.

2. Before injection, remove culture at a volume corresponding to the intended injection volume
by using a sterile syringe to pull it out through the sampling needle. This so the treatment
can be adequately mixed into the culture, and to avoid a sudden rush of culture through the
efflux line.

3. Inject the treatment in through the sampling needle using a sterile syringe. All chambers
should receive the same injection volume, including controls.

2.3.4.6 DAILY MAINTENANCE

To ensure equal conditions in all chambers, the mesostat array must be attended to daily according
to the daily maintenance protocol:

1. Check water level in gas washing bottle is between max and min markings. Top up with
distilled water if running low. Avoid going over the max marking, as this will cause water to
bubble into the airflow tubing which can lead to blocked filters.

2. Check culture chamber airflow is satisfactory and equal. If a culture chamber has low airflow,
check if the filters are blocked, first the filter on the adjoining collection chamber, then the
filter connecting to the manifold, and replace if necessary. The most common cause of filter
blockage is them becoming wet, either by an efflux blockage or low pressure resulting in the
culture entering the aeration needling and tubing, or by high ambient humidity. Make a note
of airflow problems data is being collected if it is possible the problems have been present for
more than an hour. If filters are often blocked, consider changing the ambient humidity.

3. Check for leaks around connectors and luer locks. If leaking, first try tightening. If that does
not help, replace with a new part (sometimes autoclaving can warp the luer locks), taking
care to sterilise the new part with 70% IMS.

4. Check culture levels are even and do not deviate from the 380 ml line. If the medium level is
too low, check the media influx tubing and needle for blockages. The most likely points for
blockages are inside the pump tubing and any needles due to their narrow gauges. If medium
influx is normal, adjust the efflux needle, and check if the level is back to normal in a couple
of hours (time needed to wait dependent on flow rate and total volume deviation). If the
level is too high, examine the efflux tubing and needle for blockages, along with the collection
chamber filter. When unblocked, the culture chamber level should return to normal volume
relatively quickly. Always make a note of culture level changes if data is being collected.
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5. Check collection bottle levels are even, and measure volume of a few to ensure the flow rate
is correct. Empty the collection bottles and note the time, so that flow rate can be calculated
when the bottles are next emptied.

2.3.4.7 SAMPLING AND MONITORING

1. Temporarily restrict the airflow using the adjustable clamp on the tubing. This prevents
liquid from bubbling up through the sampling needle.

2. Wearing gloves washed with 70% IMS, unscrew the cap on the sampling needle and use a
sterile syringe to extract liquid.

3. Put the sample in a labelled Eppendorf tube and put the cap back on the sampling needle,
ensuring it is screwed on tightly. Clean up any spillage.

4. Repeat for each chamber.

5. Do not forget to turn the airflow back on.

6. The samples may be stored for later processing or counting, either through flash freezing
with LN2 and subsequent storage at -80°C, or by mixing with Lugol’s solution and storing
in a fridge at 4°C depending on the intended use for the samples.
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2.4 ASSEMBLY SCHEMATIC

Figure 2.3: Assembly schematic part 1, the media lines.
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Figure 2.4: Assembly schematic part 2, the chambers.
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Figure 2.5: Assembly schematic part 3, the aeration system.
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2.4.1 EXPERIMENTAL DESIGN FOR VALIDATION DATA

2.4.1.1 REPLICABILITY

Presented below are control data from four separate experiments using the linked protocol to
show replicability. The conditions and relevant differences for these experiments are summarised
in Table 2.2, unless otherwise stated the experimental conditions correspond to those outlined in
the protocol. In all of the presented experiments, Chlamydomonas reinhardtii strain Sager’s CC-
1690 wild-type 21 gr was used, obtained from the Chlamydomonas Resource Centre (University
of Minnesota, St Paul, MN, USA) core collection. Two different dilution rates were used in the
experiments: 0.3/day and 0.15/day. The former was based on the dilution rates used in previous
experiments using chemostat populations of similar species that this system was designed for (e.g.
Becks et al., 2012; Yoshida et al., 2003), the latter was used as an alternative lower rate to decrease
the consumption of growth medium as well as wear and tear on the pump tubing.

Table 2.2: Summary of experimental conditions and properties of data used in Figure 2.6–2.10.
Data from all four experiments were used to generate Figure 2.6, whereas data from experiment C
was used for Figure 2.7, and experiment D data were used for Figure 2.8, Figure 2.9 and Figure 2.10

Experiment n Dilution rate Time window Initial density
A 16 (day 1–10)

then 4
0.3/day Days 1–20 50 000 cells/ml

B 16 (day 1–7)
then 4

0.3/day Days 1–28 30 000 cells/ml

C 7 (day 3–11)
then 2

0.15/day Days 3–35 50 000 cells/ml

D 16 (day 5–16)
then 6

0.15/day Days 5–76 30 000 cells/ml

2.4.1.2 APPLICABILITY TO EXPERIMENTAL HERBICIDE RESISTANCE EVOLU-
TION

Six mesostat chambers in experiment C were allowed a week to reach steady state before the
glyphosate treatment was introduced. Shock injections of 38 ml were performed as described
in the protocol bringing two chambers each to concentrations of 0 mg/L (controls), 100 mg/L
and 150 mg/L glyphosate (analytical standard, PESTANAL®). Both of the chosen glyphosate
concentrations are above the minimum inhibitory concentration for C. reinhardtii of 97.5 mg/L
(Lagator et al., 2013b).

2.4.1.3 COMMON PROBLEMS

We have provided data from three common problems that present with this type of system: a leak,
contamination and algal clumping, all from experiment D. These were spontaneous events and the
data presented here aims to show how to identify their signal in the population density data and
distinguish it from normal variation among populations. The leak in this example resulted in elev-
ated dilution of a single chamber for roughly four hours due to a clamp securing the pump tubing
cassette coming undone. In the case of the contamination event, all of the presented six cham-
bers had been disconnected from the array six days before bacterial contamination was observed
under the microscope in four chambers, with the remaining two unaffected by the contamination
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event. The clumping phenotype was not receiving control medium but presented in a population
undergoing treatment with a sublethal dose of glyphosate.

2.4.2 SAMPLE PROCESSING

Population density was in all cases determined through flow cytometry (Beckman Coulter CytoFLEX),
using CytExpert (Beckman Coulter) to gate and count events detected in the PerCP-A channel
(Excitation: 488nm, Emission: 690/50 BP). This channel is used to detect chlorophyll a and
represents a robust method for estimating algal density (Kadono et al., 2004) which was further
validated against manual haemocytometer counts for this system.

2.4.3 DATA HANDLING

All statistical analyses were carried out in R (version 4.0.5, (R Core Team, 2021)), using the lme4
package (Bates et al., 2015) to fit a linear mixed effects model with log-transformed population
density as the response, dilution rate and experiment as fixed effects, and day and chamber as
random effects with varying intercepts. The significance of the fixed effects was tested using the
Anova() function from the car package (Fox & Weisberg, 2019) and confirmed through parametric
bootstrapping using the pbkrtest package (Halekoh & Højsgaard, 2014).

The slope of population density decline was estimated between days 6–16 with the package emmeans
(Lenth, 2022) after fitting a linear mixed effects model with the log-transformed population density
as the response, treatment and day as fixed effects as well as day and chamber as random effects
with varying intercepts.

2.5 RESULTS

2.5.1 REPLICABILITY

Across the experiments presented here, there is no difference between the mean population densities
after steady state has been reached (χ2 = 2.1, DF = 3, p = 0.6, Figure 2.6). Furthermore, there
was no difference in steady state population density whether the dilution rate is 0.3 or 0.15/day
(χ2 = 0.4, DF = 1 p = 0.5). The length of the establishment batch phase before steady state is
reached will differ depending on the conditions and inoculate density. The dynamics during this
phase has the potential to affect the makeup of the population and thus later dynamics, and it is
thus advisable to let the cultures reach steady state before introducing treatments. However, all
experiments presented here reached steady state within the first week and it was maintainable for
several weeks thereafter.

The level of variation observed in this data set is normal for this type of system (Becks et al., 2012;
Fussmann et al., 2000; Yoshida et al., 2003) and can be divided into among population variation and
day-to-day variation. Among population variation is primarily caused by the biology of the system
as these are separate, genetically heterogeneous populations on separate evolutionary trajectories.
Day-to-day variation is however at least partly caused by limitations in sample processing. Both
are discussed in more detail in the Discussion section, as well as how to reduce or circumvent the
latter in particular.
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Figure 2.6: Population density with time in four separate runs of the mesostat system. Trans-
parent points represent technical replicates and opaque lines with standard error represent average
across populations for experiment. Experiments A and B had a dilution rate of 0.3/day (dashed
line), whereas experiments C and D had a dilution rate of 0.15/day (solid line). Note that all have
runs have a brief and rapid decline in population density between day 11 and 16. This corresponds
to an injection of additional medium as part of the experiment the data is from.

2.5.2 APPLICABILITY TO EXPERIMENTAL HERBICIDE RESISTANCE
EVOLUTION

Figure 2.7 shows the population densities of the four glyphosate treated populations and two con-
trol populations for 24 days following glyphosate treatment introduction. The glyphosate treated
chambers exhibit population decline at a rate approximate to (150 mg/L, slope = -0.14, SE =
0.006) or below (100 mg/L, slope = -0.098, SE = 0.006) the dilution rate of 0.15/day. In the same
timespan, the control populations exhibit an overall slight increase in population density (slope
= 0.022, SE = 0.006), possibly reflecting adaptation to the mesostat environment. The onset of
the population decline appears to be immediate for the 150 mg/L glyphosate treatment, whereas
it occurs roughly 5 days after the glyphosate injection for the 100 mg/L glyphosate treatment.
This is likely due to the 100 mg/L glyphosate treatment being just on the cusp of the minimum
inhibitory concentration, enabling the populations to maintain growth for a short while before the
herbicidal action is apparent. After 15 and 18 days respectively of population density decline,
the 100 mg/L populations increase in cell density again, suggesting the populations have evolved
resistance to the glyphosate, whereas the 150 mg/L populations never show evidence of resistance.
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Figure 2.7: Population density with time in populations receiving 0, 100 or 150 mg/L glyphosate.
Transparent points represent technical replicates, with opaque lines for population average with
standard error transparent ribbon. Thick black lines represent the fitted linear model and the thin
black vertical line shows start of the treatment.

2.5.3 COMMON PROBLEMS

2.5.3.1 LEAKS

Figure 2.8 shows the population density in chamber F after a major leak causing over-dilution.
Compared to the expected among population and within-population day-to-day variation observed
in the chambers that did not experience a leak, three crucial differences together make this the
characteristic signal of over-dilution: 1) While similarly large day-to-day fluctuations in the meas-
ured density occur in the presented data set, day effects present across chambers. The rapid
reduction in population density for chamber F between days 34 and 35 is only apparent in that
chamber, whereas a similar reduction between days 37 and 38 is seen in all of chambers A–E. 2)
The reduction in population density in chamber F results in a lower population density than oth-
erwise observed in the data set (by roughly 3 × 105 cells/ml). 3) The reduced population density
is observed in chamber F for several days after day 35, rather than recovering by the next day like
seen for chambers A–E after day 38.

2.5.3.2 CONTAMINATION

Figure 2.9 shows the gradual population density decline in four chambers where bacterial contam-
ination was observed under the microscope compared to two chambers that were unaffected by the
contamination event. While the average population density of the contaminated chambers starts
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Figure 2.8: Population density with time after a major leak. Transparent points represent
technical replicates with opaque lines for population average with standard error. The leak caused
overdilution of chamber F between days 34 and 35 (indicated by arrow), compared to the unaffected
chambers A—E.

to trend lower a few days after the contamination event, the full effect on the population density is
not clear until several days after the contamination had been observed under the microscope. Fur-
thermore, while there is considerable variation among all populations, the signal of contamination
in the data is clearly distinguished from the expected among population variation and day-to-day
variation by the fact that it is a consistent, long-term population-density decline without recovery
12 days after the contamination event.

2.5.3.3 CLUMPING

Figure 2.10 shows flow cytometry population density estimates from a population exhibiting a
clumping phenotype compared to non-clumping populations undergoing the same treatment. The
data signal here is an artefact of the limitations of the instrument being unable to accurately
distinguish individual cells within aggregates, resulting in huge fluctuations in estimated cell density
considerably larger than and out of step with the day-to-day variation observed in the other
populations.

2.6 DISCUSSION

Chemostats offer a number of advantages over batch cultures for long-term experimental evolution
research. Precise control of selective pressures in a chemically constant environment without evol-
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Figure 2.9: Population density with time after a contamination event. Transparent points rep-
resent technical replicates with opaque lines with standard error for average of contaminated (solid
line) vs. non-contaminated (dashed line) populations. Contamination is likely to have entered
the system at day 54 (indicated by arrow), and bacterial contamination was found in 4 out of 6
chambers on day 62 (indicated by arrow).

utionary bottlenecks along with a link between growth rate and dilution rate constitute a useful
conceptual framework for modelling evolutionary adaptation and population dynamics. This sys-
tem adds to the small, but growing, number of efforts to produce simple but scalable, multiplexed
DIY chemostats from cheaper materials that are possible to build and maintain by a single person
(Dénervaud et al., 2013; Ekkers et al., 2020; Miller et al., 2013; Skelding et al., 2018; Tonoyan
et al., 2020; Toprak et al., 2013; Wong et al., 2018), and is the first of its kind for experimental
evolution of algae, specifically the evolution of herbicide resistance in model species C. reinhardtii.
There are three substantive changes from the Miller et al. (2013) ministats, one system specific and
two generic changes to suit experimental evolution with continuous sample extraction. Firstly the
system was adapted to suit the study species C. reinhardtii, including light and a lower dilution
rate, which distinguishes the system from previous DIY chemostat arrays developed for mainten-
ance of yeast (Dénervaud et al., 2013; Miller et al., 2013; Wong et al., 2018) and bacterial cultures
(Tonoyan et al., 2020; Toprak et al., 2013). Secondly, a needle and syringe system was added to
facilitate easy, sterile access to the culture for the removal of samples. This allows sampling from
the middle of the active culture rather than relying on the overflow. The efflux only samples from
the top and the overflow chamber constitutes a wholly different environment without continuous
dilution, build-up of waste products and increased evaporation, making them unrepresentative
samples of the chamber populations. Furthermore this simplifies addition of cells or treatment
compounds directly to the chambers, eliminating the risk of contamination that comes with dis-
connecting the medium influx or efflux channels. While sampling ports have been described before
(e.g. Ekkers et al., 2020; Tonoyan et al., 2020) our simplification and combination with syringe
extraction allows manual sampling with minimal contamination. The third change is an increase
in the chamber volume to allow larger population sizes and possible future introduction of several
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Figure 2.10: Population density with time in a population exhibiting a clumping phenotype.
Clumping population shown with solid line, compared to four other populations receiving the same
treatment that did not exhibit clumping in dashed line. Transparent points represent technical
replicates, with the lines for population averages with standard error.

trophic levels. Furthermore, this increases increases the amount of sample that can be extracted
on a regular basis, extending the possibilities for the types of assays that can be performed to
characterise evolution in action, as most of the previous DIY chemostat arrays have been limited
by their small working sizes (Ekkers et al., 2020; Miller et al., 2013; Tonoyan et al., 2020). Lastly,
there were several changes to specific materials to lower the overall costs.

2.6.1 SOURCES OF VARIATION AND HOW TO MINIMISE IT

The data presented here illustrates the expected variation between cultures and how to identify
the signal of equipment failure, such as a leak, or contamination. We also demonstrate that the
system can be used to evolve resistance to growth inhibiting herbicide glyphosate, and that the
signal of herbicidal action is apparent as a population density decline, followed by an increase
after the population has evolved resistance. The herbicidal effect is clearly distinguishable from
the expected variation under control conditions, and given enough time, the resistant population
is expected to settle at a new steady state.

The variation among replicate populations observed here is normal (Becks et al., 2012; Fussmann et
al., 2000; Yoshida et al., 2003) and expected as they constitute separate, genetically heterogeneous
populations on separate evolutionary trajectories. Even when using a single founder population,
the genetic bottleneck caused by splitting it between populations as well as the dynamics during
the establishment phase of batch-like growth dynamics (Gresham et al., 2008) will result in similar
but distinct populations by the time they reach steady state. Effort should be made to ensure that
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all chambers receive the same levels of light and aeration as well as consistent dilution with the
same medium, and starting variation could be eliminated through starting with clone populations
at a high enough concentration to effectively avoid the establishment phase. However, the among
population variation is generally of scientific interest to experimental evolution studies and should
be investigated rather than eliminated.

Conversely, while day-to-day variation within a population is also normal for this type of system,
it is also partly caused by limitations to the sampling protocol. The data presented here was
obtained from measurements performed on living cells that had the opportunity to grow and divide
between sample extraction from the mesostat chambers and sampling processing. While this is
an unavoidable source of variation, it can however be reduced by minimising the time that passes
and working in a controlled temperature environment. If the experimental design allows, the cells
can be immobilised by using e.g. Lugol’s solution before counting with flow- or haemocytometry.
It is also possible to control for this variation by including sampling day as a source of error in
statistical models applied to the data.

The among population and day-to-day within population variation are however both clearly dis-
tinguishable from the data signal of common faults like leaks, contamination and clumping. While
these faults are likely to be detected before they become apparent in the population density data,
leaks causing significant over-dilution are apparent within a few hours while clumping and con-
tamination can be observed under a microscope, it is important to understand how they affect the
data so that an informed decision can be made on how to handle it. While the population density
is always expected to quickly return to steady state after over-dilution, the increased flushing out
of cells constitutes an evolutionary bottleneck and the changed growth conditions may affect other
traits of the population not visible in the population density data and data collected subsequent
to a major leak should thus be treated with caution. The leak presented here was caused by equip-
ment failure resulting in over-dilution, but smaller leaks often occur as the pump tubing wears out
with long term use, which can lead to under-dilution of the connected chambers. Both are best
prevented by regular inspection of the pump parts for irregularities.

Bacterial contamination is another common risk in long-running continuous cultures (Gresham
& Hong, 2014), and is best prevented by working in a sterile environment and minimising the
points at which contamination can enter the system. The main contamination risk presents when
disconnecting any part of the array, such as when switching medium containers, or when extract-
ing samples, and particular care should be taken to keep the connecting parts sterilised during.
The example presented here is the only instance of contamination observed across eight separate
experiments each lasting more than a month and happened when the chambers were disconnected
from the array for a longer period of time and removed from the sterile environment. Even so, only
four out of six chambers showed evidence of contamination under the microscope 12 days after
the contamination event, despite all of the chambers in question sharing a medium source. This
suggests that the system is robust in terms of contamination not spreading between the chambers.
While regular microscopy inspection of cell samples for contamination is recommended, this can
be laborious with a large number of replicates and the characteristic population density decline
provides another opportunity to detect and isolate the problem.

Lastly, chemostat populations being under a selective pressure to evolve phenotypes reducing their
risk of being flushed out is an often cited issue with the method (Gresham & Dunham, 2014;
Gresham & Hong, 2014), presenting as adhesion to the chamber walls and cell flocculations. While
this phenomenon has as of yet never been observed under control conditions with this protocol,
there was one instance of cells exhibiting a clumping phenotype while under treatment with a
sublethal dose of glyphosate, making it possible it was a response to the treatment rather than the
mesostat environment. In C. reinhardtii there are two distinct types of clumping: cell aggregations
of separate cells and palmelloid colonies that share a cell wall (de Carpentier et al., 2019; Harris
et al., 1989; Lürling & Beekman, 2006). Both have been found to be an induced response as
well as heritable (Harris et al., 1989; Iwasa & Murakami, 1968; Khona et al., 2016; Lürling &
Beekman, 2006; Olsen et al., 1983), meaning that once they become common in a population they
may be hard to get rid of (Harris et al., 1989). Palmelloids are small enough that they will not
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cause blockages, but due to the shared cell wall they cannot be disassociated through bubbling
or by vortexing a sample. Cell aggregations can be considerably larger, however they are also
possible to break apart through vortexing, and vigorous bubbling of the cultures often prevents
their formation (Gresham & Dunham, 2014). How much of a problem clumping is depends on
the experiment, i.e. it becomes a problem if it hinders sample processing and when it is thought
to be an artefact of the chemostat environment rather than in response to the applied treatment.
For population density measurements by flow cytometry as presented here, clumping considerably
reduces the accuracy of the measurements as each clump is counted as a single particle, increasing
day-to-day variation. In this case, manual haemocytometry could give a better estimate but this
is considerably more laborious.

2.6.2 OTHER POSSIBLE ISSUES AND LIMITATIONS

Despite the many advantages of chemostat cultures, there are limitations to their application and
caveats to how the data may be interpreted. While the system described in this protocol was
explicitly designed to be maintainable by one person as well as cheaper than the Miller et al.
(2013) ministats it is based on by choosing alternative materials and using parts not purpose
bought for this experiment, it is still considerably more expensive than batch cultures. While it is
theoretically possible to run very large cultures indefinitely, the cost of the medium or treatment
components will limit the lifespan of the experiment as they will be consumed faster than in a
batch culture design. One way to conserve medium and treatment components is to lower the
dilution rate, which in the experiments presented here had no effect on population density in the
chambers. However, this changes the selection pressures experienced by the populations as well
as their doubling rate (Gresham & Hong, 2014). The logistics of the system and any cost saving
measures must therefore be carefully balanced against the resulting biology, taking into account
the desired selective pressure, cell cycle stage and generation time.

This design introduced sampling needles to allow sampling directly from the culture as an altern-
ative to sampling from the overflow chamber, as the environment therein will be different from the
culture chamber, or redirecting the overflow, as the low flow rate made sampling a slow process
and the high temperature caused high levels of evaporation. However, sampling directly from the
culture does perturb the steady state and change the dynamics within the chamber by temporarily
reducing the culture volume and thus pausing dilution (Fischer et al., 2014). The frequency and
volume of samples should thus be carefully considered against the disruption they may cause.

Another potential problem involves insufficient aeration or efflux blockages causing over- or under-
pressure in the chambers. Provided the air supply is sufficient, the most common reason for low
or uneven bubbling is blocked air filters, usually because they have become damp. If the air filters
frequently become damp, the ambient humidity may be too high. Not enough bubbling may cause
sedimentation and stratification of the culture, as well as selection for phenotypes that sink so they
avoid being flushed out, or it may instead cause the culture to rise through the aeration needle
instead of through the efflux needle, changing the effective dilution rate. Clogging of the media
line is uncommon, but can occur if not properly sterilised and contamination is allowed to grow.
This is often apparent as a reduction in flow into and out of the affected chambers. The daily
maintenance part of the protocol outlines how to spot and address these problems.

Lastly, in terms of studying the dynamics of adaptive evolution, chemostat systems are highly
specific environments. When transplanted out, chemostat populations are often found to grow
poorly in their ancestral environment compared to the ancestral strain (Gresham & Hong, 2014;
Wenger et al., 2011), as they have had intense selection on a specific part of the growth cycle in an
environment of constant dilution that is not reflective of natural populations. However, this is also
part of their usefulness and beauty, by keeping the adaptive environment as simple and specific
as possible, we can isolate fitness effects and allow fine-tuned investigation of their mechanics and
dynamics.
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2.6.3 HOW TO IMPROVE OR MODIFY

Several further modifications are possible for this system. A light table that does not transfer heat
to the cultures would allow the internal culture temperature to be set solely by the ambient tem-
perature in the controlled temperature room while maintaining low evaporation. As the chamber
lids are relatively large, sensors to monitor e.g. pH or CO2 levels could also be fitted through
additional ports (see Ekkers et al., 2020).

While the pump and pump-tubing are integral to the design and also the most expensive parts, all
other parts could be easily substituted depending on availability or cost constraints. The materials
list provided in the protocol can be used as a guide for the dimensions and properties of the part,
but primarily aims to illustrate how this type of system can be built from parts already found
in most wet labs rather than buying a pre-made set. Any water-tight, sterilisable container can
be used for culture chambers if suitable lids can be manufactured, such as falcon tubes (Tonoyan
et al., 2020) or commonly available lab glassware (Ekkers et al., 2020). The controlled temperature
room can be replaced with water baths (note however that this requires mounting the lights up
on the sides of the water baths), and portable aquarium pumps can be used instead of building
infrastructure, increasing flexibility in where the system can be housed.

The light system here is rudimentary but sufficient for C. reinhardtii growth (Harris et al., 1989),
using white light LED strip lights mounted around the chambers along with a DIY light box
also consisting of white light LED strip lights and a semi-transparent plastic top to diffuse the
light. The light box is not necessary, but convenient for maximising light from all angles. Under
control conditions 24h light was used, but it is possible to fit a timer to the outlet connecting the
lights to instead provide a diurnal light cycle. Coloured semi-transparent plastic could be used
to provide light only from a specific part of the light spectrum, but it would also be possible to
mount specialist lighting around the mesostats if tuning for a specific photosynthetic organism or
experiment is desired.

2.6.4 FUTURE RESEARCH OPPORTUNITIES

We have used this system for experimental evolution of herbicide resistance in algae by adding
glyphosate as a shock injection and then continuously through the growth medium, however, this
setup is also easily adaptable depending on the research question. The herbicide treatment could
also be applied gradually through the medium or through series of shock injections in a ratchet
protocol (Reboud et al., 2007) and investigate to what level the resistance can be pushed and at
what speed. The dilution rate and thus the cell growth rate is set by the pump speed, tubing thick-
ness and culture volume, so running chambers with different dilution rates simultaneously would
be possible with different pump tubing thicknesses, multiple pumps or multiple culture volumes,
depending on the range required. Furthermore, the use of multiple light tables with opaque par-
titions between cultures would allow testing for an interaction with light level, or the chambers
could be kept in water baths at different temperatures to determine the effect of temperature.

In addition to testing the effect of abiotic factors such as temperature or light, or manipulating
the specific cell cycle stage of the population, a particularly interesting future application would
be to use the system to ask focused questions about eco-evolutionary dynamics. In particular,
introducing several trophic levels in the culture chambers to study the ecosystem and food web
effects of herbicides and evolving herbicide resistance. The predator-prey cycles of rotifer Bra-
chionus calyciflorus and C. reinhardtii as well as Chlorella vulgaris have been successfully studied
and modelled using chemostat environments (e.g. Becks et al., 2012; Yoshida et al., 2003) and our
setup allows simplified simultaneous replication for this type of system that can be maintained
by one person. Competition could also be introduced to the system through using multiple algal
strains and monitoring their frequencies or through expanding the culture ecosystem to include
other algal species or bacteria (Raatz et al., 2018).
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CHAPTER 3
Glyphosate resistance evolution to lethal and sublethal
doses in chemostat populations of model organism
Chlamydomonas reinhardtii

3.1 ABSTRACT

Herbicide resistant weeds are an increasing economic and ecological problem worldwide. Evolu-
tionary theory and insight from experiments testing this theory are now a central part of solving
resistance problems. More specifically, experimental evolution, where populations are allowed to
evolve under specific conditions, can offer substantial insights into the trade-offs that govern the
pace at which resistance arises. Here we leverage the green alga Chlamydomonas reinhardtii facing
glyphosate as a model plant system to evaluate such theory, monitoring the level of evolved res-
istance and associated fitness costs throughout the course of adaptation. On a gradient of lethal
and sub-lethal doses of glyphosate, we found evidence for evolved resistance but limited evidence
for classic growth rate trade-offs that are expected to affect the pace of resistance evolution.

3.2 INTRODUCTION

The widespread and persistent use of herbicides worldwide has resulted in a strong selective pressure
for resistant phenotypes (Powles & Yu, 2010). To date, 266 different weed species have evolved
resistance to 164 different herbicides (Heap, 2022), all while the rate of discovery of new herbicide
modes of action (functional changes at a cellular level in response to exposure) is declining (Heap,
2022; Rüegg et al., 2007). This is a growing problem, both ecologically and economically. Weeds
are already responsible for ca. 10% of crop yield loss worldwide and with evolved resistance to
herbicides constitute a higher potential threat to crop yield than any other pest (Oerke, 2006).

Resistance is an evolutionary process, and an understanding of the evolutionary ecology of herbicide
resistant weeds at both an organism and population level is pivotal to enable sustainable use
of herbicides in the future (Neve et al., 2009, 2014). The evolutionary dynamics of herbicide
resistance have thus emerged as a central part of the toolset for managing the impact of weeds
and on crop plants. The evolutionary theory that drives this centres on the fitness consequences
of resistance in the presence and absence of herbicides (Purrington, 2000; Vila-Aiub et al., 2009b).
Resistance is predicted to confer theoretical intrinsic fitness costs based on trade-offs with normal
cell function or resource investment that decreases resources available for growth or reproduction
(Gaines et al., 2020; Powles & Yu, 2010). As a population evolves resistance to herbicide its
performance while herbicide-exposed increases as well as the minimum inhibitory concentration
(MIC) of the herbicide, resulting in a flatter dose-response slope (Figure 3.1). An associated
change in performance in the ancestral environment would thus be evidence of an intrinsic fitness
cost. Resistance management strategies are largely based on the expectation that resistance will
incur a sufficient fitness cost that the absence of herbicide will put it under negative directional
selection (Purrington, 2000). However, costs are rarely found to be universal and often have an
extrinsic, ecological component through compromising performance in specific environments (Vila-
Aiub et al., 2009a) meaning their effect on the pace of evolution may be hard to estimate without
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empirical evidence to underpin the theory. Furthermore, the dynamics of the adaptation process
will depend on the strength of the selective pressure, i.e. the herbicide dose applied (Gressel, 2009;
Powles & Yu, 2010), but as the majority of studies focus on weed populations experiencing high
doses designed to kill the vast majority of the population, the effects of lower doses are poorly
understood (Busi et al., 2013; Gressel, 2011; Neve & Powles, 2005). Experimental evolution under
tightly controlled conditions in the lab allows us to connect when shifts in resistance level and
performance emerge with the overall pace and dynamics of evolution by monitoring resistance
evolution in action with continuous testing of both the level of resistance and intrinsic fitness costs
in the ancestral environment.
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Figure 3.1: A) As the ancestral population represented by the black line evolves resistance to
herbicide its performance while herbicide-exposed increases as well as the MIC of the herbicide,
resulting in a flatter dose response slope, possibly associated with a change in performance in the
ancestral environment. Examples of evolutionary outcomes are represented by the dotted lines: A
has evolved resistance to herbicide at no cost to performance in the ancestral environment, and the
magnitude of increased performance at high doses suggests a large shift in the MIC; B has evolved
increased resistance to herbicide but with a slope suggesting a smaller shift in the MIC with a
fitness benefit to performance in the ancestral environment; C has evolved increased resistance but
this confers a cost in the ancestral environment.

Glyphosate has since the introduction of glyphosate resistant crops become the world’s most com-
monly used herbicide, and is thus of particular economic importance (Duke & Powles, 2008).
Due to the widespread use of glyphosate, documented resistant strains of weeds have rapidly
increased in number (Heap, 2022) and become a serious problem for agriculture, as well as a ma-
jor source of pollution for non-target ecosystems (Van Bruggen et al., 2018). Glyphosate blocks
the shikimate pathway by competitively binding to enzyme 5-enolpyruvylshikimate-3-phosphate
synthate (EPSPS), outcompeting intended substrate phosphoenolpyruvate (PEP) and hindering
aromatic amino acid synthesis (Steinrücken & Amrhein, 1980). Secondary effects on other cellular
processes have also been documented, including disruption of photosynthesis and increased pro-
duction of reactive oxygen species (de María et al., 2005; Gomes & Juneau, 2016; Servaites et al.,
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1987). However, while the glyphosate mode of action is relatively well understood, we have little
insight into how fundamental evolutionary theory regarding fitness costs drive pace and direction
of evolving glyphosate resistance; the level of resistance and the costs of resistance appear largely
dependent on the species and the specific molecular mechanism (Gaines et al., 2020; Sammons &
Gaines, 2014). Furthermore, factors like trait dominance (Han et al., 2017), genetic background
(Martin et al., 2017) and life history stage (Osipitan & Dille, 2017) as well as other stressors present
in the environment like temperature (Ge et al., 2011) or competition (Pedersen et al., 2007) have
a considerable effect on the phenotype. In some cases, resistance appears to be fitness neutral
(Vila-Aiub et al., 2014) or even confer a fitness benefit (Vogwill et al., 2012).

Here we experimentally evolve resistance to lethal and sublethal doses of glyphosate in populations
of unicellular green alga Chlamydomonas reinhardtii using continuous flow-through chemostats.
We use this system to evaluate the theory of intrinsic costs underpinning the pace of evolution
of resistance. Using chemostats rather than batch cultures allows the populations to be kept at
a steady state of constant exponential growth, removing effects of incidental nutritional stress or
over-dilution as well as evolutionary bottlenecks. With its short generation time, small size and
sensitivity to multiple commonly used herbicides (Reboud et al., 2007; Reboud, 2002), C. rein-
hardtii has already been used to study efficacy of resistance management strategies (Lagator et al.,
2013a,b), characterising fitness costs (Vogwill et al., 2012), comparisons of evolutionary potential
in communities of algae (Melero-Jiménez et al., 2021) and molecular analysis of herbicide resistance
mutations (Erickson et al., 1989; Randolph-Anderson et al., 1998). Furthermore, algal populations
worldwide are still affected when herbicide contamination reaches non-target ecosystems through
agricultural run-off (Van Bruggen et al., 2018) and as key primary producers their ability to evolve
resistance and associated fitness costs may have far reaching consequences (Annett et al., 2014;
Fugère et al., 2020). While the ability for many algal species to evolve resistance to herbicide
pollution is well documented, understanding the dynamics of that process with any associated
trade-offs in fitness is an important missing piece of the puzzle to be able to understand the ef-
fects pollution may have on ecosystems and community assemblages (Baselga-Cervera et al., 2016;
Melero-Jiménez et al., 2021).

We hypothesise that both glyphosate treatments should cause growth-inhibition leading to continu-
ous population decline and that the evolution of resistance should thus lead to population density
resurgence. We test whether this corresponds to increased population growth rate in a range of
glyphosate doses compared to the susceptible control strain throughout the course of adaptation
to assess the level of resistance. Furthermore we test the hypothesis that there is an intrinsic
cost to glyphosate resistance through continuous assaying of the population growth rate in the
ancestral environment to assess whether the evolution of resistance is associated with a trade-off
in performance. The expected possible outcomes here correspond to those set out in Figure 3.1.

3.3 METHODS

3.3.1 EXPERIMENTAL DESIGN

3.3.1.1 ALGAL STRAIN AND CHEMOSTAT SETUP

Chlamydomonas reinhardtii strain CC-1690 was obtained from the Chlamydomonas Resource
Centre core collection. This strain has been previously used in experimental evolution studies,
including for herbicide resistance evolution (Lagator et al., 2013a,b; Vogwill et al., 2012). All
C. reinhardtii populations were cultured in continuous flow through chemostats (see chapter 2 or
Hansson et al., 2022, for detailed protocol) in Ebert algal medium at a dilution rate of 0.15/day
with a shared multichannel peristaltic pump (Watson-Marlow 205S/CA16) controlling the flow for
all culture chambers, maintaining a culture volume of 380ml±5%. The populations were kept on a
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light box providing white light from below and surrounded on all sides with white light fluorescent
bulbs at a light level of 75 µmol m-2 s-1 24 h a day. The cultures were heated by the light box
to an internal temperature of 30°C, and kept in a controlled temperature room with an ambient
temperature of 25°C. The cultures were continuously mixed by bubbling with air supplied from
the building’s air supply taps. The 16 experimental C. reinhardtii populations were allowed 14
days to reach steady state and acclimate to control conditions to ensure equal and high starting
population sizes of approximately 2.5 × 105/ml.

3.3.1.2 HERBICIDE CONCENTRATIONS AND REPLICATION

10 out of the 16 populations were exposed to glyphosate (PESTANAL®, analytical standard) at a
concentration of either 100 mg/L (lethal dose) and 50 mg/L (sublethal dose) 14 days after initial
inoculation, with five chambers receiving each dose. 100 mg/L glyphosate completely inhibits
population growth in batch cultures over at least 4 days (Lagator et al., 2013a,b), whereas 50 mg/L
glyphosate results in a population growth rate reduction. The remaining 6 chambers continued to
receive the control medium.

3.3.2 POPULATION DENSITY AND GROWTH RATE ASSAYS

The culture chambers were sampled daily from the middle of the culture to monitor population
density through flow cytometry (Beckman Coulter CytoFLEX) starting 5 days after initial inocu-
lation.

Growth assays were performed 1, 8, 22, 29, 36 and 43 days after glyphosate introduction. As the
resistance trait is likely to be in the form of increased ability to grow in a given dose rather than
complete insensitivity to glyphosate, i.e. a MIC will still exist, the resistance level was tested at
five doses of glyphosate, ranging from sublethal to far above lethal for a naive strain and glyphosate
resistance was defined as increased population growth rate in the presence of glyphosate compared
to control population growth under the same conditions. Intrinsic trade-offs were assessed through
comparing the population growth rate in the ancestral environment to the control population
growth rate in the ancestral environment, defining a cost as a reduction in population growth
rate under control conditions associated with increased resistance. A washed subsample from each
population consisting of approximately 2.5 × 107 cells was allowed to acclimate to the ancestral
environment in 30 ml of control medium for 72 hours to allow at least one generation of growth
without the herbicide treatment for cells permanently growth-inhibited by glyphosate to die and
thus be removed from the subsample, as well as acclimation to the batch environment of the assays.
The resistance and trade-off assays were carried out simultaneously with 10 µl of each washed
sample added to 250 µl control medium containing 150, 125, 100, 75, 50 and 0 mg glyphosate/L
respectively with 3 replicates of each. The fluorescence intensity (excitation: 485nm, emission:
670nm) for each sample was measured as a proxy for population density at 0, 6, 12 and 24 hours
using a Tecan Spark 10M Multimode Microplate Reader. These time points adequately captured
the log phase of growth both in control medium and under acute glyphosate stress in pilot studies.
Between measurements, the assay populations were kept under the same temperature and light
conditions as the chemostat populations.

3.3.3 POPULATION DENSITY THROUGH TIME ANALYSIS

All data were analysed using R (version 4.0.5) and CytExpert (Beckman Coulter). CytExpert
was used to gate and count events detected in the PerCP-A channel (excitation: 488nm, emission:
690/50 BP) to determine population density. This channel is used to detect chlorophyll a and
represents a robust method for estimating algal density (Kadono et al., 2004) which was further
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validated against manual haemocytometer counts for this system. Data from one of the control
chambers and one of the 50 mg/L glyphosate chambers were removed after a malfunction (resulting
in n = 5 for controls and n = 4 for 50 mg/L for the latter half of the data set). Growth-inhibition
due to glyphosate was defined as a continuous decline in population density for at least 3 days
following the addition of the herbicide. A continuous increase in population following this decline
to eventually reach a steady state was considered evidence of a newly resistant population.

Day-to-day growth rate for each chamber was calculated as GR = log(Nt − Nt − 1)/∆t, where
GR denotes growth rate, N is the population density at a given time-point and the preceding
time-point, and ∆t is the time elapsed between measurements. To test whether the day-to-day
growth rate exhibited a pattern different from a flat fit, i.e. if there was a noticeable population
decline and recovery coinciding with glyphosate treatment, R package mgcv (Wood, 2011) was used
to run a hierarchical generalised additive model (hGAM) following (Pedersen et al., 2019). The
hGAM framework was chosen to allow modelling of the average treatment effect on the full time
series while taking into account the differences between individual chamber populations, capturing
the non-linear dynamics of the system. Day-to-day growth rate was modelled as a function of the
interactions between time and glyphosate treatment as well as time and population. Populations
within the same glyphosate treatment were assumed to have a similar functional form over time
but with some intergroup variation and were thus fit with a shared smoothing parameter, whereas
each glyphosate treatment was fit with independent smoothing parameters to allow for differences
in wiggliness (Pedersen et al., 2019). In both cases thin plate regression splines were used. Day
was also included as a random effect smooth (equivalent to a random intercept) to account for
day-to-day variation. The first 7 days of the experiment were excluded from the model to improve
the fit as the population establishment phase is inherently different in its dynamics to the steady
state and thus introduced unnecessary noise. The model residuals were also assessed for temporal
autocorrelation within each chamber and were judged to be independent, and as such no correlation
term was included in the model.

3.3.4 RESISTANCE LEVEL AND FITNESS TRADE-OFF ANALYSIS

Times series were constructed of maximum growth rates for all replicates in the growth assays,
where the growth rate for each day was the maximum growth rate measured within each 24h
period of sampling. Mixed-effects models with this daily maximum growth rate as the response
were fit with R lme4 package (Bates et al., 2015) to assess the change in slope (i.e. resistance level)
and intercept (i.e. associated cost in ancestral environment) throughout the course of resistance
evolution for each population. Dose, day and treatment were fit as fixed effects and chamber as
a random effect with varying intercept. Both growth rate and dose were scaled and centred to
improve fit. R emmeans package (Lenth, 2022) was used to estimate the dose response trends and
intercepts obtained from the model.

As the populations never exhibited growth in 125 or 150 mg/L glyphosate and would reach a
fluorescence intensity consistent with a population consisting of dead cells within 12 hours, these
assays were excluded from the linear mixed-effects models to improve fit. The growth rate in these
assays 43 days after glyphosate introduction were instead analysed as death rate assays using an
ANOVA to determine if there was evidence for a higher growth rate (i.e. slower rate of death) to
higher doses associated with the evolution of glyphosate resistance suggesting increased tolerance.
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Figure 3.2: Population density throughout the experiment. Each point is a technical replicate,
thin lines represent average chamber population density. Thick lines with SE represent average
densities for the treatment groups. Grey vertical lines indicate growth assay sampling points.

3.4 RESULTS

3.4.1 POPULATION DENSITY SHOWS EVIDENCE OF RESISTANCE
19 DAYS INTO LETHAL DOSE TREATMENT

While each population represents a separate evolutionary trajectory, there are clear overall patterns
shared by the populations receiving the same treatment (Figure 3.2). All the populations receiving
the lethal treatment exhibit a clear density decline where the day-to-day growth rate consistently
averages below 0 for at least 3 consecutive days starting after the treatment was introduced, but
the exact onset of this decline and its slope varies by chamber. All chambers at some point
during the mortality phase have a growth rate around or below -0.15, i.e. the expected population
density change if all cell growth and division is arrested while the population is diluted by the
continuous inflow of media. This suggests that the populations are not just being diluted as cell
division is suspended, but that cells are dying at a faster rate than division can take place. The
mortality phase is immediately followed by a recovery phase where the growth rate consistently
averages above 0 for several consecutive days, suggesting the population has evolved resistance.
The earliest instance of this is 19 days after the treatment was applied, and all populations have
entered the recovery phase by 22 days. This pattern is not apparent in the controls or sublethal
glyphosate populations, and is reflected in the hGAM of the day-to-day growth rate. The control
populations and those receiving sublethal glyphosate treatment average day-to-day growth rates
of zero after day 7, resulting in a flat fit by the hGAM (control F8 = 0, p = 0.5; sublethal F8 =
0, p = 0.7). By contrast, the model fit a smooth function significantly different from a flat fit for
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the populations receiving the lethal glyphosate treatment (F8 = 7.9, p < 0.001).

3.4.2 GROWTH ASSAYS SHOW NO EVIDENCE FOR INCREASED LEVEL
OF RESISTANCE

43 days after the introduction of glyphosate there is no evidence of increased resistance to any of
the tested doses or a shifted MIC, in direct contrast with the population density data indicating
resistance has evolved 24 days prior. While there is an effect of dose (F1 = 454.1, p < 0.001),
treatment (F2 = 18.7, p < 0.001) and day (F5 = 73.2, p < 0.001), as well as their two-way
(Dose*Treatment F2 = 21.1, p < 0.001; Dose*Day F5 = 49.3, p < 0.001; Treatment*Day F10 =
147.5, p < 0.001) and three-way interactions (F10 = 21.7, p = 0.02), on the growth rate, the dose-
response relationships are indistinguishable between treatment lines (Figure 3.3) by the end of the
experiment (Figure 3.4, Table 3.1). The intercepts of the dose response are also not significantly
different between treatments, indicating no evidence of a fitness cost in the ancestral environment.

The death assays also reveal no differences in population performance between treatments at very
high doses of glyphosate, with no effect of dose (F1 = 1.8, p = 0.2), treatment (F2 = 2.5, p =
0.1) or their interaction (F2 = 0.2, p = 0.8) on growth rate. This further suggests no increased
tolerance or shifted MIC as a result of either glyphosate treatment.
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Figure 3.3: Maximum log growth rate in control medium and range of glyphosate doses for each
growth assay. Each point is the average growth rate of a chamber, with lines and 95% confidence
intervals representing the average for each treatment group.
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Figure 3.4: Dose response trend (top) and intercepts (bottom) with 95% CI through time as
estimated by linear mixed effects model.
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Table 3.1: Within-day pairwise contrasts of linear mixed effects model fixed effect term slopes
and intercepts.

Contrast Slope Intercept
Day Treatments df t-ratio p-value df t-ratio p-value

1
0 - 50 279.1 0.8 > 0.9 158.4 -0.6 > 0.9
0 - 100 279.1 0.9 > 0.9 158.4 -0.6 > 0.9
50 - 100 279.1 0.08 > 0.9 158.4 0.06 > 0.9

8
0 - 50 279.1 -2.3 0.7 158.4 2.7 0.4
0 - 100 279.1 -3.3 0.09 158.4 6.7 < 0.001
50 - 100 279.1 -0.9 > 0.9 158.4 3.7 0.03

22
0 - 50 279.1 -4.5 0.001 157.5 7.5 < 0.001
0 - 100 279.1 -1.9 0.9 157.5 2.9 0.3
50 - 100 279.1 2.4 0.6 157.5 -4.4 0.002

29
0 - 50 279.1 -2.1 0.8 185.0 4.1 0.007
0 - 100 279.1 -1.3 > 0.9 169.3 2.4 0.6
50 - 100 279.1 0.9 > 0.9 173.5 -1.8 > 0.9

36
0 - 50 279.1 -1.0 > 0.9 185.0 3.1 0.2
0 - 100 279.1 0.1 > 0.9 169.3 -0.9 > 0.9
50 - 100 279.1 1.1 > 0.9 173.5 -3.9 0.01

43
0 - 50 279.1 -1.9 0.9 185.0 2.7 0.4
0 - 100 279.1 -0.9 > 0.9 169.3 -1.3 > 0.9
50 - 100 279.1 1.0 > 0.9 173.5 -3.9 0.02

3.4.3 GLYPHOSATE TREATED POPULATIONS SHOW DECREASED
INITIAL ASSAY PERFORMANCE IN ALL DOSES

After comparable performance for all treatments right after the introduction of glyphosate, all
glyphosate treated populations show a decrease in overall growth rate compared to the controls in
the growth assays performed at 8 and 22 days post-glyphosate introduction (Figure 3.4, Table 3.1).
Concurrent with the population decline apparent in the population density for the lethal treatment,
the slopes flatten and the intercepts decrease, reflecting decreased performance in all doses of
glyphosate tested. This is followed by the slopes and intercepts returning to the same levels as
those of the controls. Notably, while no evidence was found for a population density decline in the
sublethal treatment populations, they exhibit the same slope and intercept patterns as the lethal
populations, albeit lagging by roughly two weeks.

3.5 DISCUSSION

To manage resistance to economically vital herbicides like glyphosate, we need to understand the
underlying evolutionary dynamics. Model organisms such as green alga C. reinhardtii provide
the opportunity to test the evolutionary theory under controlled lab conditions with huge popula-
tion sizes and fast generation times, giving insight both to weed science and evolutionary biology
(Baucom, 2019; Reboud et al., 2007). We here for the first time use chemostat cultures to evolve
glyphosate resistance in C. reinhardtii to both a lethal and sublethal dose and monitor the effects
on population density, resistance level and growth in the ancestral environment throughout the
course of resistance evolution.
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3.5.1 EVIDENCE FOR RAPID RESISTANCE EVOLUTION

The population density data shows rapid evolution of resistance to glyphosate in populations
experiencing a lethal dose, with the inflection point between the mortality phase and the recovery
phase reflecting the point at which resistance becomes dominant appearing in the population as
early as 19 days after the treatment was initiated. This is somewhat faster than the average
pace of adaptation of 3.5 weeks for this system found in other studies (Lagator et al., 2013a;
Melero-Jiménez et al., 2021), likely owing to the larger population sizes and lack of evolutionary
bottlenecks.

By contrast, the dose response relationship by the end of the experiment for this treatment line
does not indicate a shift in the MIC as it is not significantly different from the control treatment.
Instead we see a marked decrease in growth rate at all glyphosate doses as well as in the absence
of glyphosate coinciding with the morbidity phase, followed by a recovery. This is likely due to the
populations comprising multiple, co-existing genetic lineages with different adaptive strategies, a
consistent finding in evolution experiments using chemostats (Gresham & Hong, 2014; Maharjan et
al., 2012). This population structure is largely attributed to soft selective sweeps and proportion
fluctuations being more common than hard sweeps to fixation of any allele (Gresham & Hong,
2014). As such, when measuring overall population performance, as opposed to isolating and
testing labelled clones, the result is an average of those genetic lineages, and the performance of
individual lineages is obscured. A new, fitter genotype will only have a noticeable signal in the
assays once it has reached a larger proportion of the population. Thus, there is likely to be a lag
between the emergence of a new lineage and its detectability in the growth assays as performed
here, and the coexistence of less fit lineages means the true fitness of any new mutation is likely to
be underestimated. Furthermore, cells that are growth-inhibited by the glyphosate will remain in
the population until they die or are flushed out, and these cells will lower the average population
performance in the assays. A considerable proportion of the population being growth-inhibited at
the beginning of the experiment may be why the treated lineages perform poorly in the growth
assays, while growth is indeed detectable in the population density measurements.

The sublethal glyphosate dose treatment appears to have a negligible effect on population density,
likely due to the dilution rate allowing a moderate reduction in growth rate without resulting in
over-dilution or the model lacking the statistical power to pick up subtler effects. While there is
no evidence for a shifted MIC in the growth assays, the decrease in performance with a subsequent
recovery suggests the populations have evolved. This pattern lags behind that of the lethal dose
by roughly two weeks, consistent with the sublethal dose constituting a weaker selective pressure
providing an alternate path to resistance through accumulation of minor gene traits to result in
moderate resistance (Busi et al., 2013; Neve & Powles, 2005).

3.5.2 IMPLICATIONS FOR INTRINSIC COSTS AND THE RESISTANCE
MECHANISM

For a reduction in growth rate in the ancestral environment to represent the signal of a likely trade-
off with glyphosate resistance, it should be observed in conjunction with increased resistance. While
the evolution of increased resistance to the lethal dose treatment as evidenced by the population
density data must necessarily reflect a shift of the MIC, the fact that the dose response trends
show such a strong signal of the growth-inhibited portion of the population makes it difficult to
draw conclusions about any associated fitness costs. However, the fact that the estimated intercept
for the lethal treatment populations is not significantly different from the control populations by
the last assay suggests that the fitness cost of resistance in the ancestral environment is either
small or non-existent. This is also the case for the sublethal dose populations as their evolution
of resistance is only inferred by exhibiting a similar pattern in the growth assays. As two of
the previous studies examining the fitness costs of glyphosate resistance in C. reinhardtii found
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evidence of a minor (Lagator et al., 2013a) and major (Melero-Jiménez et al., 2021) growth rate
reduction in the ancestral environment associated with evolved resistance, and the third found a
positive correlation between resistance level and fitness (Vogwill et al., 2012), our results suggest
that fitness costs are not universal in this system and that the resistance trait in all studies to date
may be conferred by different molecular mechanisms.

Given the growth-inhibiting action of glyphosate, the resistance mechanism for the lethal dose
populations is likely initially based on standing genetic variation rather than de novo-mutations.
While mutations may have accumulated subsequently to improve resistance, the short time frame of
the experiment limits the likelihood of polygenic resistance mechanisms. Furthermore, sequential
point mutation genotypes changing the structure of EPSPS tend to render it highly insensitive
to glyphosate and confer very high resistance (García et al., 2019; Mendes et al., 2020; Perotti
et al., 2019; Yu et al., 2015), meaning we would then have expected to see a reduction in death
rate, if not evidence of growth, at the very high doses of glyphosate tested in the death assays. A
single substitution causing a structural change to EPSPS may instead cause a moderate resistance
increase at variable cost depending on species (Beres et al., 2020; Fonseca et al., 2020; Healy-Fried
et al., 2007; Kaundun et al., 2008; Li et al., 2018). Incidences of these genotypes are expected
to be rarely occurring as part of standing genetic variation as the structure of EPSPS is highly
conserved, although they may arise quickly under strong directional selective pressure (Powles &
Yu, 2010). An amplification of EPSPS (Baerson et al., 2002; Patterson et al., 2018), however,
may possibly be present already in a large population (Powles & Yu, 2010), while conferring
moderate resistance (Gaines et al., 2016) to no detectable resistance cost (Vila-Aiub et al., 2014).
Similarly, resistance mechanisms affecting other parts of the cellular machinery to reduce the dose
reaching EPSPS such as increased vacuolar sequestration (Ge et al., 2011; Pedersen et al., 2007;
Preston & Wakelin, 2008; Vila-Aiub et al., 2013) or glyphosate degradation (Pan et al., 2019)
could theoretically have evolved in only a few generations, resulting in a medium level of resistance
without obvious intrinsic fitness consequences (Powles & Yu, 2010).

While the lethal and sublethal dose treatments appear to be following the same growth assay
pattern, the respective treatments are likely selecting for different fitness optima and may thus be
selecting for different resistance mechanisms. Most cases of herbicide resistant weeds documented
in the field exhibit major single gene mechanisms of resistance, due to high herbicide doses only
selecting for sufficiently high resistance mutations (Powles & Yu, 2010). Lower doses instead select
for a range of mutations conferring a greater variety in level of resistance, and previous studies
indicate that sublethal doses may favour accumulation of minor resistance traits as well as polygenic
traits (Busi et al., 2013; Neve & Powles, 2005; Norsworthy et al., 2021). However, it has also been
suggested that the chronic stress of low herbicide doses might lead to increased mutation rates, and
thus increase generation of large impact mutations (Gressel, 2009, 2011; Love & Wagner, 2022).

3.5.3 BROADER IMPLICATIONS AND FUTURE RESEARCH

While this experiment covers only the initial dynamics of glyphosate resistance evolution in C.
reinhardtii, these early stages are likely to determine the later outcome of the process (Neve et al.,
2009) and the application of chemostats to the chosen system allowed tight control of the specific
selective pressures (Gresham & Hong, 2014) as well as monitoring the dynamics through time.
These results also add to the increasing number of studies emphasising the potential C. reinhardtii,
along with other algae, have for a rapid evolutionary response to herbicides, demonstrating their
usefulness as a link between weed science and evolutionary biology (Lagator et al., 2013a,b; Melero-
Jiménez et al., 2021; Vogwill et al., 2012).

The results reported here also have direct implications for wild C. reinhardtii and other algae as ag-
ricultural runoff has led to glyphosate being a widely occurring pollutant of non-target ecosystems
(Van Bruggen et al., 2018). As the dose reaching non-target ecosystems will vary, the indication
that a sublethal dose at half the MIC may still lead to relatively rapid resistance evolution is of
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particular interest. Further investigation of the effects of even lower doses could determine how
dose affects both the pace of evolution and the particular resistance trait selected for, both which
may determine the overall outcome for the ecosystem (Annett et al., 2014; Fugère et al., 2020).

Future research should also investigate the evolutionary dynamics of longer term effects of glyphosate
exposure as further adaptation and refinement of the resistance mechanism is likely. Increased rep-
lication would also allow for refining the hGAM to add in more terms to explain variation, e.g.
to control for perturbations to the steady state caused by sampling events, thus creating a more
sensitive model able to detect subtler effects of lower doses of glyphosate. Furthermore, isolation
of the genotypes present in the evolving populations along with competition assays would allow
detailed characterisation of the resistance level and associated fitness costs, whereas -omics ana-
lyses could reveal whether sublethal and lethal doses select for different resistance mechanisms or
merely provide different paths to the same goal.
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CHAPTER 4
Evidence for a trade-off between glyphosate resistance
and anti-grazer defence in green alga Chlamydomonas
reinhardtii

4.1 ABSTRACT

The widespread and persistent use of herbicides has selected for dramatically increased levels of
herbicide resistance in the weed populations they were designed to control. Experimental evolution
using microbes offers the opportunity to explore basic evolutionary theory, including testing for
the existence of intrinsic and extrinsic fitness trade-offs, and connect them to the patterns observed
in both natural and agricultural populations. We here use green alga Chlamydomonas reinhardtii
adapted to high and moderate levels of glyphosate to test for an extrinsic cost to glyphosate
resistance in the form of a trade-off with clumping, the inducible anti-grazer defence deployed
against gape-limited micrograzers. Through exposing the algae to freshwater rotifer Brachionus
calyciflorus as well as their isolated info-chemicals, we test whether glyphosate resistance affects
ability to deploy defences as well as ability to withstand grazing compared to control populations.
Our results find an increase in variation rather than uni-directional effect of glyphosate treatment,
with treated populations exhibiting both lower and higher degree of anti-grazer defence compared
to controls. Furthermore, our data suggests there are at least three different glyphosate resistant
phenotypes present, with two conferring different extrinsic costs in the form of trade-off with
anti-grazer defence.

4.2 INTRODUCTION

Herbicides are used worldwide to protect crops by controlling weed populations. However, this
widespread and persistent use also constitutes a strong selective pressure for weeds to evolve
resistance to herbicides, and herbicide resistant weeds is an increasingly costly problem, both
economically and ecologically (Gaines et al., 2020; Powles & Yu, 2010). As this is an evolutionary
process, emphasis has been placed on the necessity of evolutionary thinking, not only in trying to
characterise the problem but in trying to manage it (Neve et al., 2009, 2014).

Classic evolutionary theory states that increased fitness in a new environment should trade off
with fitness in the original environment, a cost of adaptation based on negative pleiotropic effects
of the alleles involved (Purrington, 2000; Vila-Aiub et al., 2009b). Characterising fitness costs is
not only important for understanding the resistance trait and its mechanism, but to understand
how they constrain adaptation by maintaining polymorphisms or preventing fixation of new alleles
(Futuyma & Moreno, 1988; Futuyma, 2009; Rainey et al., 2000). This will affect the outcome of
any attempt to manage herbicide resistance evolution as well as allow answering wider questions
about plant adaptation (Baucom, 2019). Fitness costs may be intrinsic — to do with processes
within the organism, or extrinsic — arising primarily through the exposure to external stressors.
Intrinsic mechanisms include diverted energy allocation from growth and reproduction to the new
trait (Purrington, 2000; Vila-Aiub et al., 2009b), or involve disruption of normal cell function
(Eschenburg et al., 2002; Fonseca et al., 2020; Funke et al., 2009; Healy-Fried et al., 2007).
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By contrast, extrinsic fitness costs only become apparent in certain environments, either due to
resource allocation costs affecting stress tolerance or interference with specific molecular processes
(Reznick et al., 2000; Strauss et al., 2002). This could be reduced performance in extreme condi-
tions, like cold temperatures (Ge et al., 2011; Vila-Aiub et al., 2013), or by changing vital ecological
interactions such as competition (Pedersen et al., 2007), disease response (Salzmann et al., 2008)
or anti-herbivore defence (Gassmann & Futuyma, 2004; Gassmann, 2005).

Here we use green alga Chlamydomonas reinhardtii populations adapted to lethal and sublethal
concentrations of growth-inhibiting herbicide glyphosate to test for the existence of an extrinsic
cost to glyphosate resistance in the form of a trade-off with deployment of anti-grazing defences.
Experimental evolution using microbes offers an opportunity to explore basic evolutionary ideas
and connect them to the patterns observed in both natural and managed populations (Barrick &
Lenski, 2013; Elena & Lenski, 2003; Good et al., 2017; Kawecki et al., 2012; Lang & Desai, 2014;
Van den Bergh et al., 2018). With its short generation time, small size and sensitivity to multiple
commonly used herbicides (Reboud et al., 2007), C. reinhardtii has already been used to study
herbicide resistance evolution (Lagator et al., 2013a,b; Reboud et al., 2007; Reboud, 2002; Vogwill
et al., 2012) and molecular analysis of herbicide resistance mutations (Erickson et al., 1984, 1989;
Randolph-Anderson et al., 1998).

C. reinhardtii has a well-studied and easily identifiable form of inducible anti-grazer defence, clump
formation which limits ingestion by grazers (de Carpentier et al., 2019; Harris et al., 1989; Lürling
& Beekman, 2006). C. reinhardtii forms clumps through two processes: palmelloid colony forma-
tion and flocculation (de Carpentier et al., 2019; Harris et al., 1989; Lürling & Beekman, 2006).
Palmelloid colonies consist of between 4–16 non-motile cells sharing a cell wall (Harris et al., 1989;
Lürling & Beekman, 2006; Nakamura et al., 1978), indicating that they are formed through a
modified form of mitosis where the daughter cells do not fully hatch from the walls of the mother
cell rather than aggregation by formerly motile, independent cells. Palmelloid formation has been
found in response to abiotic (Iwasa & Murakami, 1968; Khona et al., 2016; Olsen et al., 1983)
and biotic stressors, including gape-limited micrograzing zooplankton like rotifers and cladocerans
(Lürling & Beekman, 2006). Furthermore, when the triggering stress disappears, the cells dis-
associate rapidly (Khona et al., 2016). Similar clumping strategies having been documented in
other green algae such as Scenedesmus (Hessen & Van Donk, 1993; Lürling & Van Donk, 1996,
1997) and Chlorella (Boraas et al., 1998; Fisher et al., 2016) suggests it might be a conserved trait
(de Carpentier et al., 2019; Pančić & Kiørboe, 2018). Flocculation refers to a larger structure
comprising up to thousands of cells, held together by an extra-cellular mucous matrix (Fan et al.,
2017; Goff et al., 2013; Lürling & Beekman, 2006; Sathe & Durand, 2016; Visviki & Santikul,
2000). Flocculations of previously free-swimming cells have been observed in response to grazing
protist Peranema (Sathe & Durand, 2016), but flocculation in response to grazing rotifers appears
to require active growth as they only form in the presence of light, suggesting a separate formation
strategy involving mitosis (Lürling & Beekman, 2006). The exact genetic mechanism underlying
clumping in C. reinhardtii is unknown, involving up- and down-regulated transcription of several
genes, although the exact genes may differ depending on the exact ecological context (Becks et al.,
2012).

In addition to serving as a model for connecting theory and management strategies, the effects of
herbicide resistance evolution in algae on their stress responses and anti-grazer defences has real
world impact: algal populations worldwide are still affected when herbicide contamination reaches
non-target ecosystems through agricultural run-off (reviewed in Van Bruggen et al., 2018). While a
few studies have looked at the short term effects of the combined stress of herbicides and predation
(Fischer et al., 2012), it is necessary to consider the impact of adaptation to either stressor to
assess the full impact of herbicide contamination of aquatic ecosystems (Baselga-Cervera et al.,
2016).

In the present experiment we compare the degree of clumping in response to freshwater rotifer Bra-
chionus calyciflorus kairomones between glyphosate-adapted and naive strains C. reinhardtii, hy-
pothesising that a trade-off between glyphosate resistance and anti-grazer defences should present
as decreased clumping compared to the naive strain. Furthermore, we test whether the clear-
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ance rate of live rotifers is affected by which strain they are feeding on to evaluate whether any
differences in ability to clump translate to an effect on ability to defend against the actual grazers.

4.3 METHODS

4.3.1 ALGAL STRAIN AND CULTURE CONDITIONS

16 Chlamydomonas reinhardtii strain Sager’s CC-1690 wild-type 21 populations were cultured in a
continuous flow through chemostats (“mesostats”, see chapter 2 or Hansson et al., 2022, for detailed
description of setup) in sterile Ebert algal medium (Ebert, 2013) at a dilution rate of 0.15/24h with
a shared multichannel peristaltic pump (Watson-Marlow 205S/CA16). Cultures were maintained
at a volume of 380ml±5%. The cultures were kept on a light box providing white light from below
and surrounded on all sides with white light fluorescent bulbs giving a light level of 75 µmol m-2

s-1 24h a day. The internal temperature of the cultures was 30°C, heated by the light box and the
controlled temperature room they were kept in, and they were continuously mixed by bubbling.

4.3.1.1 HERBICIDE TREATMENT AND EVOLUTION OF HERBICIDE RESISTANCE

The C. reinhardtii populations were allowed to reach steady state in control medium free from
glyphosate to ensure equal and high starting population sizes of approximately 250 000 cells/ml
before glyphosate treatments were introduced 14 days after initial inoculation. 10 out of the 16
culture chambers were exposed to treatment consisting of glyphosate (PESTANAL®, analytical
standard) at 100 mg/L (lethal) and 50 mg/L (sublethal) respectively, with five chambers receiving
each dose. Glyphosate inhibits growth through blockage of the shikimate pathway (Steinrücken &
Amrhein, 1980) and 100 mg/L glyphosate completely inhibits population growth, whereas 50 mg/L
glyphosate results in a population growth reduction in batch culture. The remaining 6 chambers
continued to receive the control medium free from herbicides.

The full experimental design as well as analysis of the effects of the glyphosate treatment on
population density and growth rate are presented in chapter 3 of this thesis. Briefly, population
densities for each replicate were monitored using flow cytometry (Beckman Coulter CytoFLEX).
As glyphosate inhibits growth, resistance to glyphosate was defined as a continuous decline in
population density followed by a recovery to steady state (Figure 4.1). CytExpert (Beckman
Coulter) was used to gate and count events detected in the PerCP-A channel (Excitation: 488nm,
Emission: 690/50 BP) to determine population density. R (version 4.0.5, R Core Team, 2021)
was used along with package mgcv (Wood, 2011) to construct a hierarchical generalised additive
model (hGAM) with the day-to-day growth rate for each population as the response. While the
pattern associated with resistance evolution could be detected in the lethal dose populations, the
model resulted in a flat fit for the sub-lethal populations comparable to the control populations.
However, growth assays performed throughout the course of the treatment detected a signal of
evolving resistance in the sublethal populations similar to the lethal populations at a two week
delay.

Samples for clumping and feeding assays were obtained 36 days after introduction of the glyphosate
treatment, when all populations in both treatment groups were at steady state and roughly 17 days
after the first evidence of glyphosate resistance in the lethal treatment populations (Figure 4.1).
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Figure 4.1: Data from chapter 3. Average population density for each replicate population is
shown in transparent thin lines, averages for each treatment are shown in thick opaque lines. The
grey line at day 36 represents when samples for clumping and feeding assays were extracted.

4.3.2 ROTIFER CULTURES AND ROTIFER WATER PREPARATION

Freshwater rotifer Brachionus calyciflorus resting eggs were obtained from Florida Aqua Farms,
Inc. The rotifers were kept under standardised stock conditions in jars of 400 ml hard artificial
pond water ("ASTM", ASTM, 1989), with 24h 75 µmol m-2 s-1 warm, white light from above and
below at a temperarature of 25°C. They were fed 50 µl of Nannochloropsis paste (Seahorsebreeder)
every 24 hours.

Experimentally triggering a clumping response requires water that has had rotifers in it. This
long established method works because metabolites from the rotifer grazers represent kairomone
signals of risk to the algae from the grazers (Lürling & Van Donk, 1997). Rotifer water ("RW")
was prepared from the water of a 14 days old population where the population density averaged
100 rotifers/ml the 5 days before water collection and filtered using a vacuum pump through 0.2
micron filters to prevent introduction of algae or bacteria from the rotifer culture (Lürling & Van
Donk, 1997). The water was then serially diluted with ASTM water to the desired concentrations
and stored frozen for a month before the experiment.

4.3.3 DETERMINING THE EFFECT OF GLYPHOSATE RESISTANCE
ON CLUMP FORMATION

The ability of C. reinhardtii cells from each treatment line to form clumps was tested in response
to B. calyciflorus kairomones but in the absence of live rotifers. Four replicates of 7500 algal cells
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from each C. reinhardtii mesostat population were washed with ASTM water and placed in RW
corresponding to a density of 100, 50 or 25 rotifers/ml or ASTM water for controls. We measured
clumping using confluence as a proxy with a plate reader (Tecan Spark 10M Multimode Microplate
Reader) at 96 hours after inoculation. Confluence is a measure of surface cover and the number
of gaps within and between cover in the well, and a higher degree of cell aggregation as well as
larger cells should result in more coverage with fewer gaps and thus higher confluence. Pilot data
using microscopy and flow cytometry indicate a strong prositive relationship between confluence
and clumping (ME Sorensen, pers. comm., April 2018). The populations were kept next to the
mesostat populations to ensure as similar conditions as possible, in 30°C with 24h light provided
by the light box and white light fluorescent bulbs at 75 µmol m-2 s-1.

4.3.3.1 STATISTICAL ANALYSIS OF CONFLUENCE DATA

All data were analysed using R (version 4.0.5, R Core Team, 2021). The effect of glyphosate
treatment line and rotifer concentration as well as their interaction on confluence was analysed with
linear mixed-effects models using the lme4 package (Bates et al., 2015), with population chamber
fit as a random effect with a varying intercept. The Anova() function from the car package
(Fox & Weisberg, 2019) was used to test the significance of the fixed and random effects and
confirmed through parametric bootstrapping using the pbkrtest package (Halekoh & Højsgaard,
2014). The emmeans package (Lenth, 2022) was used to do pairwise comparisons of the means
estimated from the mixed-effects model and effect sizes were estimated using the effectsize
package (Ben-Shachar et al., 2020).

4.3.4 FEEDING ASSAYS

Feeding assays were carried out to establish whether the ability of C. reinhardtii to withstand
grazing by live B. calyciflorus was affected by glyphosate treatment. Three replicates of 2 × 105

cells from each C. reinhardtii mesostat population were washed with and suspended in 5 ml of hard
ASTM water with 40 adult pregnant B. calyciflorus females as well as three control replicates with
no rotifers. The populations were monitored at 0, 24, 48 and 72h to ensure live rotifers were still
present and 400µl of the population was removed so cell density could be characterised through
flow cytometry (Beckman Coulter CytoFLEX).

4.3.4.1 STATISTICAL ANALYSIS OF FEEDING ASSAY DATA

All data were analysed using R (version 4.0.5, R Core Team, 2021). R packages flowCore and
ggcyto (Ellis et al., 2020) were used to gate and count events detected in the PerCP-A channel
(Excitation: 488nm, Emission: 690/50 BP) to determine population density. These counts were
validated against manual haemocytometer counts.

Rotifer clearance rate between the 0 and 72 hour timepoints was calculated according to Equa-
tion 4.1.

CR = log[(Y t − Y t-1)/∆t] − log[(N t − N t-1)/∆t] (4.1)

where CR denotes clearance rate, N is the population density at a given timepoint and the preced-
ing timepoint in the absence of rotifers, Y is the population density at a given timepoint and the
preceding timepoint in the presence of rotifers, and ∆t is the time elapsed between measurements.

The effect of C. reinhardtii glyphosate treatment line on rotifer clearance rate using the absolute
values of clearance rate was analysed using the lme4 package (Bates et al., 2015), with population
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chamber fit as a random effect with a varying intercept. Bartlett’s test was used to test the
effect of glyphosate treatment line on variation in the clearance rate, with clearance rates square
root-transformed to meet the test’s normality assumption.

Linear regression was used to test the relationship between the mean confluence for each population
at the maximum RW concentration and the clearance rate for rotifers feeding on the cells, aiming
to confirm that a higher confluence level translated to an effective defence and thus lower clearance
rate.

4.4 RESULTS

4.4.1 GLYPHOSATE TREATMENT EFFECT ON CLUMPING RESPONSE
VARIES BY POPULATION

20

40

60

0 25 50 75 100
Rotifer water concentration (rotifers/ml)

M
ea

n 
co

nf
lu

en
ce

 a
t 9

6h

Treatment (mg glyphosate/L) 0 50 100

Figure 4.2: Mean confluence after 96 hours for each glyphosate treatment line in response to each
rotifer water treatment. Opaque points with 95% CI represent the average for each glyphosate
treatment, with transparent lines representing each replicate population.

RW concentration had a strong effect on confluence (χ2 = 131.7, DF = 2, p < 0.001, η2 =
0.4), with considerably higher confluence recorded in all treatments containing rotifer kairomones
compared to the control RW treatment for all populations but two (Figure 4.2, Table 4.1). Al-
though the interaction between glyphosate treatment and RW concentration was not significant, the
pairwise contrasts identified a smaller effect in the glyphosate treated populations (interaction
RW*Glyphosate χ2 = 9.9, DF = 6, p = 0.1, η2 = 0.06, Table 4.1), suggesting that the evolution
of glyphosate resistance on average reduces clumping. However, there was no difference between
glyphosate impacts within the RW treatment (χ2 = 1.1, DF = 2, p = 0.6, η2 = 0.08), with pair-

56



wise comparisons between controls and either herbicide treatment at the highest RW concentration
showing no significant effect (Table 4.1).

There was also significant among population variation with population replicate as a random
effect had a highly significant effect (χ2 = 98.3, DF = 1, p < 0.001). Two populations, one from
the lethal glyphosate treatment and one from the sublethal glyphosate treatment, instead show
consistently low levels of confluence both in the presence and absence of rotifers suggesting they
are not responding to the rotifer kairomones. Furthermore, the lower levels of confluence for these
two populations in the control RW treatment may indicate they also have a reduced growth rate.

Table 4.1: Selected pairwise contrasts of linear mixed-effects model fixed effect term means as
estimated by the emmeans package for R. RW signifies RW concentration, H signifies glyphosate
concentration

Contrast estimate SE df t-ratio p-value
RW0H0–RW100H0 -28.4 3.7 167.0 -7.7 < 0.001

RW0meanH50H100–RW100meanH50H100 -19.5 2.9 167.0 -6.8 < 0.001
RW100H0–RW100H50 13.8 8.7 17.9 1.6 0.1

RW100H0–RW100H100 3.2 8.7 17.9 0.4 0.7

4.4.2 GLYPHOSATE TREATMENT EFFECT ON ROTIFER CLEAR-
ANCE RATE VARIES BY POPULATION
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Figure 4.3: Mean clearance rate by B. calyciflorus feeding on algae from each glyphosate treat-
ment line. Opaque points with 95% CI represent glyphosate treatment averages, with transparent
points representing each assay replicate.

Glyphosate treatment did not have an effect on mean clearance rate (χ2 = 0.6, DF = 2, p = 0.7, η2 =
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0.05), but it did have an effect on its variance (K2 = 18.1, DF = 2, p-value < 0.001), with increased
variance including both higher and lower clearance rates experienced by the glyphosate treated
populations compared to the controls (Figure 4.3). Biological replicates from each population
cluster together with similar clearance rate levels, and likelihood ratio testing of the random effect
found a highly significant effect of population chamber (χ2 = 67.0, DF = 1, p < 0.001), suggesting
that the increase in variance is due to each population representing an individual evolutionary
trajectory and exhibiting different strategies rather than an increase in noise.

4.4.3 HIGH CONFLUENCE CORRELATES WITH LOW CLEARANCE
RATE IN MOST, BUT NOT ALL, POPULATIONS
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Figure 4.4: Mean confluence at 96h in the highest RW concentration plotted against mean
clearance rate by B. calyciflorus for each given population with error bars for standard error.
Regression line in black with equation y = 0.0247092 − 0.0002454x. Three outlier populations of
interest have been labelled with letters.

There was a marginally significant but large effect of confluence on clearance rate (F = 3.5, DF
= 1,14, p = 0.08, η2 = 0.2), with a negative relationship between confluence and clearance rate
(Figure 4.4) indicating that in most cases, confluence level indicates an adequate defence against
grazing. The two outlier populations with lower confluence levels (A and B) do indeed experience
higher clearance rates as expected. However, a third outlier population (C) from the sublethal
glyphosate treatment line with similarly high confluence as the controls also experienced a higher
clearance rate, suggesting that there is a separate mechanism involved.
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4.5 DISCUSSION

To manage herbicide resistance, we need to understand its evolutionary dynamics, including the
fitness consequences of resistance in different ecological contexts as costs may be intrinsic — to
do with processes within the organism, or extrinsic — arising primarily through the exposure
to external stressors. Model organisms such as C. reinhardtii provide the opportunity to test
the underpinning evolutionary theory under controlled lab conditions with huge population sizes
and fast generation times, giving insight both to weed science and evolutionary biology. We here
focused on extrinsic costs, by testing the ability of C. reinhardtii populations adapted to lethal
and sublethal concentrations of glyphosate to deploy anti-grazer defences and withstand grazing
by rotifer B. calyciflorus.

4.5.1 ADAPTATION TO GLYPHOSATE INCREASES VARIATION IN
ABILITY TO DEPLOY ANTI-GRAZER DEFENCE: IMPLICATIONS FOR
TRADE-OFF

The effect of glyphosate treatment line on the ability to both clump in response to rotifer kair-
omones and withstand grazing by live rotifers is not consistent among replicates. Instead evolution
under glyphosate exposure increased variation in defence strategies compared to controls. Notably,
two populations, one from the lethal glyphosate treatment and one from the sublethal, lost their
ability to clump in response to rotifer kairomones, which was associated with an increased clear-
ance rate by live rotifers. The other glyphosate treated populations appeared to generally clump
at the same level as the controls, but the associated clearance rates by live rotifers were both lower
and, in one case, much higher.

This is consistent with each population representing a separate evolutionary trajectory, with dif-
ferent responses to the glyphosate treatment based on both extent of standing genetic variation
and chance. Increased flocculation and wall-adhering phenotypes is a common problem in long-
term chemostat populations (Gresham & Hong, 2014; Harris et al., 1989), but the performance
of the control populations in both assays is tightly clustered, suggesting that adaptation to the
chemostat environment itself has thus far into the experiment not had any effect on the clumping
trait in response to grazers. Flocculations were observed in the chamber for one of the sublethal
dose populations, but this was not one of the outlier populations, suggesting that any changes in
flocculation induction in this population did not carry over to the assays.

From the assays presented here, three distinct patterns have emerged in performance by the
glyphosate treated lines: 1) performance comparable to controls, suggesting no trade off between
the glyphosate resistance trait and anti-grazer defence, 2) reduced ability to both clump and
withstand grazing, indicating a trade-off with glyphosate resistance, and 3) ability to clump com-
parable to control lines but reduced ability to withstand grazing, indicating a different trade-off
with glyphosate resistance. This suggests there are at least three different dominant resistance
mechanisms in the populations tested, two of which confer an extrinsic cost.

The glyphosate treated populations will at the time of these assays have been heterogeneous and
comprising several coexisting lineages, a typical feature of experimental chemostat populations
(Gresham et al., 2008; Hong & Gresham, 2014; Kao & Sherlock, 2008; Kinnersley et al., 2009;
Kvitek & Sherlock, 2011; Maharjan et al., 2006, 2012; Wenger et al., 2011), as well as early on in
the stages of adapting to glyphosate, having experienced the treatment for only 36 days. While
there was evidence for evolved resistance in the lethal glyphosate treatment populations at this
point, it was only by inference from patterns common to the lethal and sublethal populations that
we could conclude the same for the sublethal populations. Furthermore, there was no conclusive
evidence for the level of resistance increase or intrinsic trade-offs for growth for either treatment.
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As the assays are testing subsets of a heterogeneous population rather than isolated clones we
expect the assay results to be averages of all the phenotypes present, rather than exact reflections
of any given novel genotype. We can however expect the underlying genotypes to share a few
characteristics, with the the short time frame of adaptation meaning that 1) single substitutions
to the target enzyme or up and down regulation of relevant metabolic pathways are more likely
than resistance mechanisms dependent on sequential mutations (Gaines et al., 2020; Powles & Yu,
2010), 2) they will still be far away from the fitness optimum (Gresham & Hong, 2014), and 3)
changes in performance in these assays is likely to be due to pleiotropy of the glyphosate resistance
trait rather than the result of neutral mutation accumulation.

The mechanism for either trade-off cannot be determined conclusively without knowing the mech-
anism of resistance, but there are a few ways we could expect known costs and mechanisms
glyphosate resistance and the known costs and mechanisms of clumping to intersect. Any the-
oretical resistance mechanism could lead to a general resource allocation cost (Chapin et al., 1993;
Coley et al., 1985; Herms & Mattson, 1994; Purrington, 2000; Vila-Aiub et al., 2009a) and in the
case of single nucleotide substitutions to the target enzyme, reduced binding affinity for the in-
tended substrates often leads to impaired cell functioning (Eschenburg et al., 2002; Fonseca et al.,
2020; Funke et al., 2009; Healy-Fried et al., 2007) affecting resource availability. Similarly, the
clumping trait likely confers a cost in reduced nutrient uptake both due to the extra-cellular mu-
cous matrix reducing diffusion of vital nutrients (Becks et al., 2012) and due to larger cell sizes in
general being correlated with lowered metabolic activity (Marañón, 2015; Raven & Kubler, 2002),
but this is often only observed to confer a cost under nutrient limited conditions (Becks et al.,
2012; Pančić & Kiørboe, 2018). Both flocculation and palmelloid formation in C. reinhardtii in
response to B. calyciflorus is linked to cell division (Harris et al., 1989; Lürling & Beekman, 2006),
so any negatively pleiotropic effects on growth may also impair clumping ability, resulting in a
negative feedback loop where lack of growth impairs clumping and the clumping that does occur
further slows down growth. Furthermore, a secondary effect of glyphosate is increased production
of reactive oxygen species (ROS), causing lipid peroxidation (Ahsan et al., 2008; de María et al.,
2005; Gomes & Juneau, 2016; Maroli et al., 2015; Sergiev et al., 2006), evolved resistance against
which could involve membrane lipid composition.

While the relationship between reduced clumping and reduced ability to withstand grazing can
be assumed to be straightforward, a genotype being less effective at withstanding grazing while
not having a reduced ability to clump in response to the kairomones of those grazers suggests
that the clump formation itself is less robust. This could also be due to lacking resources to
allocate to production of the adhesive mucus, leading to increased disassociation when disturbed.
Alternatively, part of the anti-grazer defence could be unrelated to colony formation and instead to
cell wall structure (Hamm et al., 2003; Harvey et al., 2015; Liu et al., 2016; Pondaven et al., 2007;
Van Donk et al., 1997), cell hardness (DeMott, 1995) or the mucous envelope surrounding the cell
(Porter, 1975) allowing the cells to pass through the rotifer gut without being digested. If instead
this is trading off against the glyphosate resistance trait rather than colony formation, we could
expect the pattern seen for the third outlier population. This trade-off could also be caused by
limits on resource allocation, or perhaps a resistance mechanism like reduced absorption into the
cell, although this is a rarely documented resistance mechanism and tends to be accompanied by
other mechanisms (Gaines et al., 2020; Nandula et al., 2013). Similarly, changes to the cell wall or
cell structure resulting in increased resistance to digestion or changes to the extra-cellular mucus
provides a putative mechanism for the populations experiencing a lower clearance rate without an
associated increase in clumping.

An alternative explanation is that the three outlier populations have evolved resistance against the
shikimate pathway-inhibiting primary effect of glyphosate but not the ROS producing secondary
effects and lipid peroxidation (Ahsan et al., 2008; de María et al., 2005; Gomes & Juneau, 2016;
Maroli et al., 2015; Sergiev et al., 2006), whereas the other treated populations have evolved to
withstand both. This suggests that the stage of resistance evolution may be a strong influence on
the ability to respond adequately to additional stressors.
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4.5.2 BROADER IMPLICATIONS AND FUTURE RESEARCH

The trade-offs between herbicide resistance and anti-grazer defence has only been the subject of a
limited number of studies of a single plant–herbivore–herbicide interaction (Amaranthus hybridus–
Disonycha glabrata–triazine, Gassmann & Futuyma, 2004; Gassmann, 2005), and in general little
is known about whether there are generalisable patterns to how these traits affect each other or
if it is specific to the interaction or agricultural context. This study indicates that it may also be
context dependent, possibly only being present at particular stages in the adaptation process or
with particular resistance mechanisms.

The effects particular to the system studied here are however directly relevant to wild aquatic
ecosystems as glyphosate contamination from agricultural runoff is an increasing problem (Van
Bruggen et al., 2018). If adaptation to glyphosate contamination has the ability to disrupt anti-
grazer defences in C. reinhardtii, it might have far reaching effects on food webs where it is an
important primary producer as selective grazing by gape-limited grazers like B. calyciflorus can
restructure communities, and may in turn affect the course of adaptation to glyphosate.

This study contributes one piece of the puzzle for the possible trade offs between anti-grazer clump-
ing and glyphosate resistance in C. reinhardtii. Future studies should investigate the outcome of
adaptation to glyphosate with rotifers present, as well as perform assays in the presence and absence
of glyphosate, especially as glyphosate may have a stimulating effect on sexual reproduction in B.
calyciflorus (Xi & Feng, 2004). As the data presented here represents only one stage throughout
the process of adaptation, a longer running study assaying the effects on clumping and anti-grazer
defence would be useful to determine later stage effects and whether there is a pattern to where
and when a trade-off is or is not seen. Furthermore, microscopy analysis of the aggregates and cells
could distinguish whether it is flocculation or palmelloid formation that is primarily affected, and
analysis of the extra-cellular mucus could determine whether its composition is affected (Roccuzzo
et al., 2020).
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CHAPTER 5
Metabolomic profiling of glyphosate resistance evolu-
tion in green alga Chlamydomonas reinhardtii

5.1 ABSTRACT

The widespread use of glyphosate has led to a rapid increase in glyphosate resistant weeds at a
considerable cost to agriculture. Furthermore, agricultural run-off means non-target, natural eco-
systems are also being affected. Resistance may arise both through mutations to target enzyme
EPSPS in the shikimate pathway that generate insensitivity to glyphosate and through non-target
site mutations that regulate the dose of glyphosate reaching the shikimate pathway, and this
resistance mechanism may trade-off against normal cell functioning. Here, using experimental
evolution of replicated Chlamydomonas reinhardtii populations facing glyphosate, we apply untar-
geted metabolomic screens throughout the course of resistance evolution to reveal the metabolomic
fingerprint of both glyphosate action and emerging resistance, as well as testing for the underlying
molecular mechanism and potential fitness costs. We find evidence of buildup of shikimate path-
way metabolites, a characteristic signal of glyphosate action, that disappears as resistance evolves.
Concurrent with this is evidence of cell wide disruption of pathways including amino acid synthesis
and glycolysis, that stabilises as resistance evolves. While we could not determine the resistance
mechanism, we found evidence of effects of glyphosate on membrane lipids and increased levels of
reactive oxygen species persisting after resistance had evolved. This suggests a considerable effect
of the recently described secondary effect of glyphosate: oxidative damage. These data highlight
the necessity of understanding the full molecular effects of a herbicide to be able to predict its
population- and ecosystem-level effects.

5.2 INTRODUCTION

Herbicides are used to control weeds and ensure high levels of crop production. However, the per-
sistent use of herbicides worldwide has constituted a strong selective pressure for the evolution of
herbicide resistant weeds, presenting an increasingly costly problem both ecologically and econom-
ically (Gaines et al., 2020; Powles & Yu, 2010). As this is an evolutionary process, evolutionary
thinking is necessary both to understand and manage it (Neve et al., 2009, 2014). In addition to
understanding how the fitness costs and benefits of resistance lead to rapid resistance in popula-
tions, it is vital to illuminate the molecular mechanisms that give rise, via mutations, to resistance
(Purrington, 2000; Vila-Aiub et al., 2009b).

Glyphosate (N -phosphomethyl glycine) is at the time of writing the world’s most commonly
used herbicide, and the over-reliance on glyphosate in combination with genetically engineered
glyphosate resistant crops has resulted in a rapid increase in the number of characterised glyphosate
resistant non-crop species as well as unique glyphosate resistance mechanisms (Gaines et al., 2020;
Heap, 2022). Glyphosate’s mode of action is through blockage of the shikimate pathway, which
is responsible for 30% of the carbon flow in plants, algae and bacteria (Maeda & Dudareva, 2012;
Steinrücken & Amrhein, 1980). By competitively binding to enzyme 5-enolpyruvulshikimate-
3-phosphate (EPSPS) instead of intended substrate phosphoenolpyruvate (PEP), production of
the aromatic amino acids phenylalanine (Phe), tyrosine (Tyr) and tryptophan (Trp) as well as
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other downstream products of chorismate metabolism is disrupted, leading to arrested growth
and eventual death due to suspended cellular function. Furthermore, disruption of photosynthesis
and increased production of reactive oxygen species (ROS) are documented secondary effects of
glyphosate, leading to reduced growth and performance during benign and stressful conditions
(Ahsan et al., 2008; de María et al., 2005; Gomes & Juneau, 2016; Maroli et al., 2015; Sergiev
et al., 2006; Servaites et al., 1987).

Single point mutations to EPSPS generally confer low resistance but impair normal enzyme func-
tion by lowered affinity for PEP (Eschenburg et al., 2002; Fonseca et al., 2020; Funke et al., 2009;
Healy-Fried et al., 2007; Kaundun et al., 2008; Li et al., 2018; Yu et al., 2006). While there
are notable exceptions conferring higher resistance in specific species (Beres et al., 2020; Li et al.,
2018), including sequential double (Alcántara-de la Cruz et al., 2016; Mendes et al., 2020; Yu et al.,
2015) and triple (García et al., 2019; Perotti et al., 2019) mutations that render EPSPS highly
insensitive to glyphosate, the fitness consequences for most of these have yet to be tested. EPSPS
amplification has been detected both in the form of up-regulated expression (Baerson et al., 2002)
and gene multiplication (Gaines et al., 2019; Patterson et al., 2018), and the underlying genetic
mechanisms for this appear to be varied (Gaines et al., 2016; Jugulam et al., 2014; Koo et al.,
2018; Patterson et al., 2019). Glyphosate resistance has also been found to be conferred through
changes elsewhere in the cellular machinery to reduce the dose that reaches the target through
reduced absorption (Michitte et al., 2007; Nandula et al., 2013; Vila-Aiub et al., 2012) and in-
creased vacuolar sequestration (Ge et al., 2010, 2011, 2012; Peng et al., 2010; Yuan et al., 2010)
have been found to confer glyphosate resistance but the molecular basis for either is unknown.
Furthermore, aminomethylphosphonic acid (AMPA), the main metabolic product of glyphosate,
has been detected in many higher plants (de Carvalho et al., 2012; Duke, 2011) and has recently
been identified in one species to be produced from breakdown of glyphosate by aldo-keto reductase,
in contrast to the known glyphosate oxidoreductase pathway found in some bacteria (Pan et al.,
2019; Vemanna et al., 2017).

The last two decades have seen a huge increase in the application of multiple -omics methods to
characterise herbicide effects on cellular processes, and by extension their associated resistance
mechanisms (Duke et al., 2013). Metabolomics provides a snapshot of the cellular state by quanti-
fying the metabolites present at the time of sampling, thereby connecting genotype to phenotype.
This allows us to differentiate between genetically programmed and environmentally induced cellu-
lar processes, such as stress responses, and observe how they change with time (Fiehn, 2001, 2002;
Patti et al., 2012; Sumner et al., 2003). However, most of these studies have focused on comparing
resistant to susceptible individuals, missing out on characterising the metabolomic signals of res-
istance evolution in action. Furthermore, most metabolomic studies target known compounds in
pathways expected to be affected based on previous knowledge of the particular herbicide’s mode
of action, introducing a bias that may mischaracterise the full effects of the herbicide. Untargeted
metabolomic fingerprinting is a general approach that measures a wider spectrum to give an as
comprehensive as possible profile of the metabolome at a given time. This makes it a powerful
hypothesis generating tool for identifying the overall metabolomic effects of a herbicide as well as
resistance mechanisms and their fitness costs (Fiehn, 2002; Overy et al., 2005).

Here we evaluate the effects of glyphosate resistance evolution on the metabolome of green alga
Chlamydomonas reinhardtii through untargeted metabolomic fingerprinting at regular intervals of
cells from populations undergoing adaptation to a high dose of glyphosate. Unicellular green algae
provide a fruitful model system for experimental evolution as their small size and short generation
times allow monitoring and manipulating evolution in huge populations in the lab. With its
sensitivity to many commonly used herbicides (Reboud, 2002), C. reinhardtii as already been used
to study efficacy of resistance management strategies (Lagator et al., 2013a,b), characterising fitness
costs (Vogwill et al., 2012), comparisons of evolutionary potential in communities of algae (Melero-
Jiménez et al., 2021) and molecular analysis of herbicide resistance mutations (Erickson et al.,
1984, 1989; Fedtke, 1991; Galloway & Mets, 1984; Hartnett et al., 1987; James & Lefebvre, 1989;
James et al., 1993; Randolph-Anderson et al., 1998). Furthermore, while not the primary target of
commercial herbicide application, algal populations worldwide are still affected through agricultural
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runoff (reviewed in Van Bruggen et al., 2018) and as such the molecular and metabolomic dynamics
underlying their adaptation to herbicides has relevance to natural ecosystems as well.

To capture the fingerprint of glyphosate resistance evolution, associated fitness costs, as well as
determine the resistance mechanism, we focus on three targeted hypotheses relating to specific
compounds selected a priori that are all expected to change in abundance depending on whether
resistance has evolved and by what mechanism: shikimate pathway functioning, glyphosate and
its breakdown products, and amino acid pool composition (Figure 5.1). Furthermore, we perform
further exploratory analysis to identify the largest differences in the data set between glyphosate-
treated and control populations to extend the fingerprint beyond the targeted compounds and
identify other cellular processes affected by either glyphosate or glyphosate resistance and thus
give insight into the resistance mechanism or potential trade-offs.

5.2.1 SHIKIMATE PATHWAY FUNCTIONING: THE RESISTANCE EVOL-
UTION TIMELINE FINGERPRINT

Firstly, to conclude glyphosate resistance has evolved we must see evidence of glyphosate inhibi-
tion of the shikimate pathway followed by a return to pathway functioning, presenting as an initial
build-up of upstream pathway metabolites that returns to lower levels as resistance evolves (Fig-
ure 5.1A Aristilde et al., 2017; de María et al., 2006; Felline et al., 2019; Kostopoulou et al., 2020;
Maroli et al., 2015, 2018; Oikawa et al., 2006; Sikorski et al., 2019; Wang, 2001; Zabalza et al.,
2017; Zhong et al., 2018). The post-resistance functioning of the shikimate pathway also gives
an indication of the level of resistance as well as potential trade-offs with cell functioning, with
upstream metabolite levels remaining elevated post-resistance suggesting glyphosate still has some
inhibiting effect (Figure 5.1C) or that the resistance mechanism involves mutated EPSPS that is
also less sensitive to its intended substrates (Figure 5.1B).

5.2.2 GLYPHOSATE AND ITS BREAKDOWN PRODUCTS: THE RES-
ISTANCE MECHANISM FINGERPRINTS

Secondly, increased levels of intracellular glyphosate post-resistance is consistent with it being
sequestered to the vacuole or that insensitive EPSPS is no longer binding it (Gaines et al., 2020;
Ge et al., 2010, 2011, 2012), whereas decreased levels post-resistance could indicate decreased
absorption into the cell (Gaines et al., 2020) or possibly amplified EPSPS if the applied glyphosate
dose is very high (Figure 5.1B). Presence of known primary breakdown products of glyphosate like
AMPA, sarcosine and glyoxylate after resistance has evolved is evidence for it being at least partly
conferred by glyphosate catabolism (Barrett & McBride, 2005; Dick & Quinn, 1995; Hove-Jensen
et al., 2014; Pizzul et al., 2009), whereas their absence is evidence against (Figure 5.1B). Out of the
four known pathways for glyphosate metabolism, those by glyphosate oxireductase and glyphosate
oxidase result only in AMPA and glyoxylate by cleavage of the glyphosate C-N bond (Barry &
Kishore, 1995; Pipke & Amrhein, 1988). Glyphosate degradation by cleavage of the glyphosate
C-P bond by a C-P lyase has several intermediate steps with phosphate and sarcosine being the
final product (Hove-Jensen et al., 2014). Similarly, the complete breakdown of AMPA results
in phosphate after a number of intermediate metabolites (Hove-Jensen et al., 2014). Glyphosate
degradation by aldo-keto reductase results in AMPA and glyoxylate, but is associated with possible
breakdown of glyoxylate to glycine and 2-oxoglutarate as well as involvement of cinnamaldehyde
and cinnamyl alcohol (Pan et al., 2019). As such, if the primary glyphosate degradation products
are detected, changes in the presence of these secondary breakdown products can distinguish
between known breakdown pathways.
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Figure 5.1: Overview of possible fingerprint outcomes for the three targeted hypotheses. All
graphs show ion count vs time since glyphosate treatment start with glyphosate-treated line in
red and control line in black. The vertical grey dashed line indicates boundary of pre- and post-
resistance phase. A) The timeline of glyphosate resistance evolution is based on the shikimate
pathway metabolites, the build-up and return to control levels of which define the pre- and post-
resistance phases. B) Resistance mechanism fingerprints depend primarily on presence or absence
of glyphosate and its catabolites. C) Trade-offs with normal cell function are determined by
whether shikimate pathway metabolites and amino acid levels return to control levels or remain
elevated after resistance has evolved.
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5.2.3 AMINO ACID POOL COMPOSITION: THE FITNESS COST FIN-
GERPRINT

Thirdly, we would expect perturbation of the amino acid pool during glyphosate inhibition, but
for this effect to disappear after resistance has evolved (Figure 5.1C). Any remaining effects could
be indicative of a trade-off between the resistance mechanism and normal cell function. While
changes to the abundance of the aromatic amino acids Phe, Try and Tyr is another direct test
of shikimate pathway functioning, the effects on the total amino acid pool and its composition is
indicative of wider cell functioning throughout glyphosate resistance evolution as amino acids play
multiple, integral roles in cell metabolism, not limited to just protein synthesis but also including
signalling, regulation and stress response (Dinkeloo et al., 2018; Fritz et al., 2006; Häusler et al.,
2014; Hildebrandt et al., 2015; Kostopoulou et al., 2020; Less & Galili, 2008; Maeda & Dudareva,
2012; Moe, 2013). The effect of glyphosate inhibition on the amino acid pool differs depending on
system, with evidence of both overall decreases in abundance reflective of widespread disruption
to carbon metabolism (Aristilde et al., 2017; Felline et al., 2019), and overall increases of the pool
of free amino acids or increases in specific amino acids (Böttcher et al., 2007; Diaz Vivancos et al.,
2011; Kostopoulou et al., 2020; Maroli et al., 2015; Trenkamp et al., 2009; Wang, 2001), suggested
to be part of increased catabolism (Kostopoulou et al., 2020) as a stress response or by shifts in
production between pathways (Diaz Vivancos et al., 2011).

5.2.4 EXTENDING THE METABOLOMIC FINGERPRINT OF EVOLVING
GLYPHOSATE RESISTANCE

Furthermore, we identified other cell machinery changes that may be evidence of costs, trade-
offs or other aspects of resistance such as shifting prioritisation between metabolic pathways or
mechanisms specifically targeting the secondary effects of glyphosate. This extension of the meta-
bolomic fingerprint of evolving glyphosate resistance used multivariate analyses to determine com-
pounds of interest showing the largest differences between treatments in the data set and classifying
when during resistance evolution these differences occurred. Compounds with differences between
glyphosate-treated and control populations occurring only pre-resistance, during the glyphosate
sensitive phase are likely involved in initial stress response, build up or dearth of certain com-
pounds due to the blocked shikimate pathway as well as compounds related to cellular death and
breakdown. Sustained differences in compound presence emerging post-resistance is however likely
related to the resistance mechanism, including compounds that are up or down regulated as part
of resource allocation for resistance, or may be due to later effects of chronic glyphosate exposure.
Differences throughout the course of the experiment from the first application of the treatment
suggests the compound is related to glyphosate action rather than resistance, such as a continued
stress response to secondary effects.

5.3 METHODS

5.3.1 EXPERIMENTAL DESIGN

5.3.1.1 ALGAL STRAIN AND CHEMOSTAT SETUP

Chlamydomonas reinhardtii strain Sager’s CC-1690 wild-type 21 gr was obtained from the Chlamydo-
monas Resource Centre (University of Minnesota, St Paul, MN, USA) core collection. Prior to the
experiment, the algae had been kept in static stock cultures for two years (Ebert algal medium,
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25°C, 24h light), with batches being transferred to fresh medium fortnightly, then in continuous
flow culture for two months under the experiment control conditions detailed below.

Ten C. reinhardtii populations were cultured in a continuous flow through chemostats in sterile
Ebert algal medium (Ebert, 2013) at a dilution rate of 0.15/24h with a shared multichannel peri-
staltic pump (Watson-Marlow 205S/CA16) controlling the flow for all culture chambers, maintain-
ing a volume of 380ml±5% (see chapter 2 or Hansson et al., 2022, for detailed protocol). The
cultures were kept on a light box providing white light from below and surrounded on all sides
with white light fluorescent bulbs giving a light level of 75 µmol m-2 s-1 24h a day. The internal
temperature of the cultures was 30°C, heated by the light box and the controlled temperature room
they were kept in, and they were continuously mixed by bubbling. The C. reinhardtii populations
were allowed to reach steady state in control medium free from herbicides to ensure equal and
high starting population sizes of approximately 250 000 cells/ml before herbicide treatments were
introduced 14 days after initial inoculation.

5.3.1.2 HERBICIDE CONCENTRATIONS AND REPLICATION

Five culture chambers were exposed to herbicide treatment consisting of glyphosate (PESTANAL®,
analytical standard) at 100 mg/L, a concentration that completely inhibits population growth over
seven days in batch cultures (Lagator et al., 2013a,b). Five chambers received the control medium
free from herbicides. The glyphosate was initially introduced to each population through a direct
injection of 38 ml of sterile Ebert medium containing 38 mg glyphosate. The control chambers
received 38 ml of sterile Ebert medium. Immediately before the treatment injection, 38 ml of
the existing culture in the chamber was removed (10% of the total culture volume) to ensure the
culture volume remained consistent.

5.3.2 CELL SAMPLE EXTRACTIONS

Algal samples for metabolomic analysis were removed at eight time points throughout the experi-
ment: a sample of the founding population, a sample three days before the glyphosate treatment
was applied and 1, 8, 16, 22, 29 and 36 days after glyphosate introduction. The cells were washed
with sterile Ebert medium and centrifuged to produce a pellet of cells which was flash frozen with
LN2 before storing in -80°C. The frozen algal pellets were added to 2.5 µl 80% ethanol/mg of
cells and crushed with a ball bearing in a homogeniser at 6 m/s for 2 minutes. The samples were
centrifuged at 14 kRPM for 15 minutes and 7.5 µl of the resulting supernatant was added to 30 µl
80% ethanol.

5.3.3 METABOLOMIC PROFILING USING MASS SPECTROMETRY

Direct injection electrospray ionisation (negative and positive modes) mass spectrometry was ap-
plied to the samples and analysed on a Waters Synapt G2-Si ToF mass spectrometer (Waters
Corporation, United States). Injections were performed by a Waters Acquity UPLC (Waters Cor-
poration, United States) and the MassLynx data system (Waters Corporation, United States)
was used for instrument control and data acquisition. Each of the biological replicates (n = 5
glyphosate, n = 5 controls) was evaluated in triplicate (technical replicates) in both positive and
negative modes and injected at a flow rate of 5 µl/min for 3 minutes. All spectra were measured
from 50 to 1200 Da for both modes with a scan time of 1 scan/second. The conditions for sample
introduction are summarised in Table 5.1.
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Table 5.1: Conditions for sample introduction into mass spectrometer.

Condition Negative mode Positive mode
Capillary voltage 2.5 kV 2.8 kV
Sample cone 20 V 80 V
Source offset 80 V 20 V
Desolvation gas flow 300 L/h 500 L/h
Desolvation temperature 280°C 280°C
Source temperature 100°C 100°C

5.3.4 DATA PRE-PROCESSING

Peak lists of accurate masses (to four decimal places) and corresponding ion counts were exported
as text files from the MassLynx data system and processed into a Microsoft Excel (Microsoft Corp,
USA) spreadsheet using an in-house Visual Basic macro (detailed in Overy et al., 2005). Briefly,
this macro removes background noise by combining the spectra of the three replicate runs and
selecting only peaks that are present in all three and are within an acceptable range of variation.
This method avoids loss of peaks of interest where metabolites are consistently present but at
relatively low concentrations. The mean mass for each metabolite in a sample is then calculated
and the values binned to create a metabolite profile, with mass peak intensity normalised as
percentage of the total ion count for that sample.

5.3.5 TARGETED ANALYSIS: SHIKIMATE PATHWAY COMPOUNDS,
GLYPHOSATE, GLYPHOSATE BREAKDOWN PRODUCTS AND AMINO
ACIDS

All data were analysed in R (version 4.0.5, R Core Team, 2021). The monoisotopic masses for
relevant compounds related to the shikimate pathway, known glyphosate breakdown products
as well as all amino acids were obtained from MetaCyc.org database (Caspi et al., 2020). Their
expected mass peaks (i.e. [M+H]+ or [M+H]-) putatively matched to mass bins in negative and/or
positive mode dependent on the compound’s likelihood of ionising under the given conditions.
Compounds were accepted as a putative match to a mass bin if the error margin to actual detected
masses in that bin was less than 60 ∆ppm Da. In order to get a measure of the total amino
acid pool abundance, the percentage ion counts for all mass bins matched to an amino acid were
summed for each population by sampling day.

The percentage total ion counts of the matched compound mass bins where then compared between
the controls and the glyphosate-treated populations throughout the experiment by fitting mixed-
effects models with each of the putative mass bin percentage ion counts as the response (arcsine
transformed), treatment (glyphosate or control) and day (as a factor) as fixed effects and chamber
as a random effect to account for repeated measurements using the lme4 package (Bates et al.,
2015). The emmeans package (Lenth, 2022) was used to carry out pairwise comparisons between
treatments within each sampling day. The car package function Anova() was used to test the
significance of the fixed effects and confirmed through parametric bootstrapping using the pbkrtest
package (Halekoh & Højsgaard, 2014). When the variance of the random effect was zero or near
zero for some models, resulting in a singular fit or a convergence failure, these were refit as a linear
model without the random effect to validate the robustness of the significance testing. Furthermore,
as the ion count for any given mass bin may contain several mass peaks and thus compounds that
cannot be distinguished, the presence of detected masses within the acceptable error margin of 60
∆ppm Da was confirmed in the samples with the higher ion count wherever a significant difference
was found.
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5.3.5.1 METABOLITE IDENTIFICATION USING TANDEM MASS SPECTROMETRY

To validate the presence of the targeted compounds, tandem mass spectrometry (MS/MS) using
direct injection at 10 µl/min for 1 min on the same system as above was applied to their respective
matched mass bins. The general conditions were the same as listed in Table 5.1, but each mass of
interest was checked for sensitivity and optimised if necessary to maximise the signal. Fragment-
ation patterns were resolved against MassBank spectra (Horai et al., 2010) where available, with
the exception of glyphosate which was validated against a standard of glyphosate diluted to 150
mg/L in dH2O. See Table B.1 for instrument settings, MassBank record IDs and matched peaks
for each compound.

As the signal for some masses was very low, compounds were accepted as present in the sample as
long as the reference spectrum peak with the highest intensity was detected. Compounds where
MS/MS fragmentation patterns did not resolve against MassBank spectra were discarded from
the analysis, but compounds where no reference spectra was available were still included. The
complete list of compounds used to test each targeted hypothesis — shikimate pathway metabolite
buildup, amino acid pool composition, and presence of glyphsoate and its breakdown products —
is found in Table 5.2.

5.3.6 EXPLORATORY ANALYSIS TO EXTEND THE METABOLOMIC
PROFILE OF EVOLVING RESISTANCE

In order to locate large differences of interest in the data set, the SIMCA (Umetrics, Umeå, Sweden)
statistical package was used to carry out Principle Component Analyses (PCA) and supervised
multivariate analyses using Orthogonal Partial Least Squares Discriminant Analysis (OPLS-DA).
OPLS-DA is used to determine which variables have the largest power to discriminate (loading)
between defined groups (explanatory variable) and is a commonly used -omics method for biomarker
identification. We applied OPLS-DA models on the whole data set with the explanatory variable
as either sampling day or glyphosate treatment, as well as glyphosate treatment as the explanatory
variable to the data set subset by sampling day. For each model the 40 most discriminatory mass
bins (i.e. the 20 highest and 20 lowest mean loadings) were extracted to create a list of peaks of
interest. Any mass bin where the standard error was larger than the mean loading was removed
from the list. Mixed effects models were then fit as above for each mass bin of interest. For mass
bins where a significant pairwise difference between treatments within a sampling day were found,
the detected masses within that bin were putatively matched to compounds using the MetaCyc.org
Chlamydomonas reinhardtii database for [M-H]- ions in negative mode and [M+H]+,[M+Na]+
and [M+K]+ ion adducts in positive mode, applying a maximum error margin of 60 ∆ppm Da.
Additionally, for those compounds where no matches were found in the initial search [M-2H]2-, [M-
3H]3- and [M-H2O-H]- ion adducts for negative mode and [M+2H]2+, [M+3H]3+, [M+H-H2O]+
and [M+H-2H2O]+ ion adducts for positive mode were also considered.

Furthermore, the presence of detected masses within the acceptable error margin of 60 ∆ppm Da
was confirmed in the samples with the higher ion count wherever a significant difference was found
to strengthen the assumption that they were driving the observed pattern. Lastly, MS/MS analysis
was carried out as above for any putatively identified compounds where MassBank reference spectra
were available Table B.1 and putative compound identities where the fragmentation pattern did
not match reference spectra were discarded from further analysis.

Pairwise comparisons between treatments for each sampling day were carried out as above and the
compounds were classified according to when significant differences in ion count were observed.
Compounds where there was no difference between treatments by the last time point were clas-
sified as pre-resistance phase. Compounds where differences were still apparent by the last time
point were classified as post-resistance phase if the differences emerged with resistance evolving,
whereas those where differences were present from the application of the treatment were classified
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Table 5.2: Compounds tested in targeted analysis along with chemical structure, metabolomic
role, accurate mass and bin. Note that some compounds have the same monoisotopic mass and thus
cannot be distinguished by the metabolite screen carried out here and have been listed together if
part of the same hypothesis, and labelled with matching asterisks if part of separate hypotheses.
Compounds labelled with a dagger share a mass bin but they do not have the same monoisoptic
mass. The presence of all listed target compounds was confirmed through MS/MS except for those
in italics for which no reference spectra were available.

Compound Formula Accurate mass Bin (mode)
Hypothesis: Shikimate pathway functioning

D-Erythrose-4P (E4P) C4H7O7P 200.0086 199(-)
Phosphoenolpyruvate (PEP) C3H2O6P 167.9824 167(-)
3-Deoxy-D-Arabino-Heptulosonate 7-Phosphate
(DAHP)

C7H13O10P 288.0246 287(-)

3-Dehydroquinate (3-DHQ) C7H9O6 190.0477 189(-)
3-Dehydroshikimate C7H7O5 172.0372 171(-)
Shikimate C7H9O5 174.0528 173(-)
Shikimate-3-Phosphate C7H8O8P 254.0192 253(-)
5-Enolpyruvoyl-Shikimate 3-Phosphate (EPSP) C10H9O10P 324.0246 323(-)
Chorismate/Prephenate C10H8O6 226.0477 225(-)

Hypothesis: Glyphosate and its degradation products
Glyphosate C3H6NO5P 169.0140 168(-)
Aminomethyl-phosphonate (AMPA) CH5NO3P 111.0085 112(+)
Sarcosine* C3H7NO2 89.0477 88(-), 90(+)
α-D-ribose-1-[N-(phosphonomethyl)glycine]
5-triphosphate

C8H13NO18P4 540.9553 540(-), 542(+)

α-D-ribose-1-[N-(phosphonomethyl)glycine]
5-phosphate

C8H13NO12P2 381.0226 380(-), 382(+)

α-D-ribose 1,5-bisphosphate C5H8O11P2 309.9855 309(-), 311(+)
5-phospho-α-D-ribose 1,2-cyclic phosphate C5H7O10P2 291.9749 291(-), 293(+)
5-phospho-α-D-ribose 1-diphosphate C5H8O14P3 389.9518 389(-), 391(+)
α-D-ribose 1-(acetamidomethylphosphonate)
5-triphosphate

C8H14NO17P4 524.9603 524(-), 526(+)

α-D-ribose-1-(2-N-acetamidomethylphosphonate)
5-phosphate

C8H14NO11P2 365.0277 364(-), 366(+)

Cinnamaldehyde† C9H8O 132.0575 131(-)
Cinnamyl alcohol C9H10O 134.0732 133(-), 135(+)
2-oxoglutarate‡ C5H4O5 146.0215 145(-)

Hypothesis: Amino acid pool composition
Alanine (Ala)* C3H7NO2 89.0477 88(-), 90(+)
Arginine (Arg) C6H14N4O2 174.1117 173.2(-),

175.2(+)
Asparagine (Asn)† C4H8N2O3 132.0535 131(-)
Aspartate (Asp) C4H7NO4 133.0375 132(-)
Glutamate (Glu) C5H9NO4 147.0532 146(-)
Glutamine (Gln)‡ C5H10N2O3 146.0691 145(-)
Glycine (Gly) C2H5NO2 75.0320 74(-), 76(+)
Histidine (His) C6H9N3O2 155.0695 154(-), 156(+)
Isoleucine (Iso)/Leucine (Leu) C6H13NO2 131.0946 130(-), 132(+)
Lysine (Lys) C6H14N2O2 146.1055 147.2(-)
Methionine (Met) C5H11NO2S 149.0510 150(+)
Phenylalanine (Phe) C9H11NO2 165.0790 164(-), 166(+)
Proline (Pro) C5H9NO2 115.0633 114(-), 116(+)
Tryptophan (Trp) C11H12N2O2 204.0899 203(-), 205(+)
Tyrosine (Tyr) C9H11NO3 181.0739 180(-), 182(+)
Valine (Val) C5H11NO2 117.0790 116(-), 118(+)
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as persistent differences. The MetaboAnalyst Pathway Analysis tool (Xia et al., 2009) was used
to identify pathways linking the putatively identified compounds within each classification.

5.4 RESULTS

5.4.1 SHIKIMATE PATHWAY METABOLITE BUILD-UP BEFORE, BUT
NOT AFTER, RESISTANCE EVOLVES

We found strong evidence of disrupted shikmate pathway functioning in the form of initial metabol-
ite build-up, as well as a clear indication of when resistance evolved as this build-up disappeared.
Glyphosate treatment and its interaction with day had a strong effect on the ion counts in the mass
bins matched to the three metabolites directly upstream of EPSPS (Figure 5.2, Table B.3). Block-
age of the shikimate pathway by glyphosate action is apparent at 8 days after the introduction of
the treatment and resulting in considerable build-up of 3-dehydroshikimate (Figure 5.2e, t-ratio
= -7.9, DF = 52.6, p < 0.001), shikimate (Figure 5.2f, t-ratio = -10.2, DF = 56 p < 0.001) and
shikimate-3-phosphate (Figure 5.2g, t-ratio = -7.2, DF = 53.6, p < 0.001) compared to the control
populations, with a roughly 3.1-fold increase in 3-dehydroshikimate, 2.7-fold increase in shikimate
and a 4.5-fold increase in shikimate-3-phosphate. While there on day 16 is no difference between
controls and treated populations in levels of 3-dehydroshikimate (t-ratio = -0.79, DF = 52.6, p >
0.9) and shikimate (t-ratio = -1.7, DF = 56, p > 0.9), shikimate-3-phosphate increases to 12-fold
that of controls (t-ratio = -10.8, DF = 53.6, p < 0.001) before returning to levels comparable to
the controls. There is a marginally significant difference in ion counts for the shikimate mass bin
on day 29 (t-ratio = -3.6, DF = 56, p = 0.04), but by day 36 it has once again returned to levels
comparable to the controls (t-ratio = -2.3, DF = 56, p = 0.5), while the 3-dehydroshikimate mass
bin has a marginally significant increase in ion counts again by day 36 (t-ratio = -3.6, DF = 52.6,
p = 0.04), but at no point do they return to levels comparable to day 8. This is clear evidence
of resistance evolving to neutralise the effect of glyphosate, allowing the shikimate pathway to
function again. While the level of shikimate-3-phosphate is still elevated by 2.8-fold compared to
controls on day 22 (t-ratio = -4.0, DF = 53.6 p = 0.01), there is no difference between controls
and treated populations on days 29 (t-ratio = -3.0, DF = 53.6, p = 0.2) and 36 (t-ratio = -1.3,
DF = 53.6, p > 0.9), suggesting there is little to no trade-off between normal EPSPS function and
the resistance trait.

While glyphosate treatment had a significant effect on the mass bins for PEP (Figure 5.2b) and
the metabolites upstream of 3-dehydroshikimate — E4P (Figure 5.2a), DAHP (Figure 5.2c) and
DHQ (Figure 5.2d) — either as a main effect or through its interaction with day (Table B.3), the
pairwise comparisons for PEP, DAHP and DHQ only found significant differences in ion counts
between treatments on different sampling days. These differences are more likely to be due to
daily fluctuations or adaptation to the chemostat environment and are thus not of interest to
the hypotheses investigated here. E4P was found at lower ion counts for the glyphosate-treated
populations on days 16 (t-ratio = 4.7, DF = 42.9, p = 0.002) and 22 (t-ratio = 5.1, DF = 42.9,
p < 0.001) at roughly a 0.7-fold decrease compared to the controls. However, the fact it was also
found to have similarly lower ion counts for the same populations on day -3 (t-ratio = 3.6, DF =
42.9, p = 0.047) before the glyphosate treatment was introduced makes it possible that the pattern
is at least in part driven by a different compound in the same mass bin.

There was also an effect of the glyphosate treatment and day interaction on the mass bins for
compounds downstream of EPSPS (Table B.3) — EPSP (Figure 5.2h) and chorismate/prephenate
(Figure 5.2i). An increase in ion count in the chorismate/prephenate mass bin for the glyphosate-
treated populations was found immediately after the start of the treatment on day 1, before the
build-up of upstream metabolites is seen (t-ratio = -5.1, DF = 53.6, p < 0.001), but after that
remains at levels comparable to the controls. No pairwise differences were found for the EPSP mass
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Figure 5.2: Mean % total ion count with standard error for the putative mass bin matches of
compounds in shikimate pathway for control and glyphosate-treated populations throughout the
course of the experiment. The compounds are ordered according to their position in the shikimate
pathway, but note that PEP appears twice as a substrate. The black vertical line in the graphs
indicates start of the glyphosate treatment.
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bin, and neither EPSP (day 36, t-ratio = -1.1, DF = 54.5, p > 0.9) nor chorismate/prephenate
(day 36, t-ratio = -0.84, DF = 53.6, p > 0.9) ion counts were different between treatments after
resistance evolved.

5.4.2 NO EVIDENCE OF DIFFERENCES IN GLYPHOSATE LEVEL

Our data suggest that ion count fluctuations in the targeted mass bin are not linked to glyphosate
itself. While glyphosate presence was confirmed through MS/MS in negative mode, the ion counts
are low throughout (Figure 5.3), and there was no effect of glyphosate treatment or its interaction
with day on the ion count (Table B.4), nor were pairwise differences found in ion counts between
the glyphosate-treated populations and the controls on any given day (Table B.5). This makes
it highly likely a different compound is responsible for the bulk of fluctuations seen in the ion
counts in this bin, and that any glyphosate present in the glyphosate-treated cells is either bound
to EPSPS or other enzymes.
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Figure 5.3: Mean % ion counts with standard error in negative and positive mode for the
glyphosate mass bin. The raw data is shown in the background as transparent points and the
black vertical line indicates introduction of the glyphosate treatment.

5.4.3 NO EVIDENCE OF GLYPHOSATE DEGRADATION IN RESIST-
ANT POPULATIONS

Our data suggests there is no increase in presence of glyphosate degradation products after resist-
ance has evolved. While a significant effect of either glyphosate treatment or its interaction with
day was found on the mass bins matched to major glyphosate degradation products AMPA and
sarcosine in positive mode (Table B.4), the effect is in the wrong direction for it to be compatible
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with glyphosate degradation (Figure 5.4). In all instances where significant or marginally signi-
ficant pairwise differences between the treatments were found (Table B.5), the higher ion counts
were in the controls. This suggests the ion count fluctuations in the mass bin matched to AMPA
actually reflects the changes in a different compound. The mass bins matched to sarcosine may
also be picking up a different compound (e.g. Ala) or the differences reflect sarcosine’s involvement
in a different process unrelated to glyphosate degradation. There was also no evidence of an effect
of glyphosate treatment or its interaction with day on the ion counts for the mass bins matched
to AMPA or sarcosine in negative mode (Table B.4) and the presence of glyoxylate was ruled out
by the MS/MS analysis (Table B.1). This strongly suggests glyphosate degradation does not have
a role in the resistance mechanism in these populations.
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Figure 5.4: Mean % ion counts with standard error for mass bins matched to primary glyphosate
degradation products in negative and positive mode. The raw data is shown in the background as
transparent points and the black vertical line indicates introduction of the glyphosate treatment.

Further analysis of possible AMPA degradation products and glyphosate degradation products
associated with C-P lyase or aldo-keto reductase also showed no evidence of glyphosate degradation,
with the vast majority of matched mass bins showing no effect of glyphosate treatment or its
interaction with day on the ion count (Table B.6, Figure B.1). Mass bin 524(-), matched to α-
D-ribose-1-[N-(phosphonomethyl)glycine]-5-triphosphate, shows a sudden increase in ion count in
the controls on days 22 and 29, but the direction and timing of the effect makes it unlikely that
this is related to glyphosate degradation.

Our data for the mass bins matched to cinnamaldehyde and cinnamyl alcohol suggest that the
pattern is likely an effect of glyphosate inhibition, rather than related to the resistance mechanism.
Pairwise differences between treatments for these mass bins were observed on days 1 and 8 in
negative mode (Table B.6, Figure B.1), with the ion counts being lower for the glyphosate-treated
populations prior to glyphosate resistance has evolved, but returning to comparable levels to the
controls after. The mass bin matched to 2-oxoglutarate also showed lower ion counts associated
with the glyphosate treatment ranging the span of glyphosate inhibition and early after resistance
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has evolved. As mentioned above, it shares a mass bin with Glu confounding the interpretation,
but as the effect disappears with the evolution of resistance, it is likely to be due to a different
cellular process than glyphosate degradation.

5.4.4 DECREASE IN AMINO ACID POOL ASSOCIATED WITH GLY-
PHOSATE TREATMENT, BUT EFFECT DISAPPEARS WHEN RESIST-
ANCE EVOLVES

The effect of glyphosate on the overall amino acid pool size and composition provides further
evidence of the cell wide disruptive effects of glyphosate action, but that this effect disappears as
resistance evolves. The effect of glyphosate treatment on the ion counts of the mass bins matched
to amino acids depends on compound, the mode and the day (summarised in Table 5.3, Table B.9,
Table B.8, Table B.11, Table B.10). However, the overwhelming and consistent pattern is either no
pairwise difference between glyphosate-treated populations and controls, or a decrease in ion count
in the days associated with glyphosate inhibition (days 1–16) or early after resistance has evolved
(day 22–29). The amino acids possibly affected in this time frame are the aromatic amino acid
products of the shikimate pathway Trp and Tyr, as well as Glu, Gln, Pro and Val. The effect of
glyphosate treatment during this period also reflected in the overall ion counts for the total amino
acid pool (Figure 5.5). Our data also suggest that there may be other processes affecting the ion
counts in some of the targeted mass bins. This is evidenced by significant pairwise differences on
day -3, before the glyphosate treatment was introduced, for Arg, Phe, Pro and the total amino
acid pool in positive mode. Note as well that Gln shares a mass bin with 2-oxoglutarate meaning
any pattern observed here may be due to either or both compounds.
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Figure 5.5: Mean % ion counts with standard error in negative and positive mode for the total
AA pool in each population. The raw data is shown in the background as transparent points and
the black vertical line indicates introduction of the glyphosate treatment.
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For all compounds but one (Met) as well as the total amino acid pool, no differences were found
between treatments by the end of the experiment (day 36, Table B.11), suggesting there may be
little to no trade-off between glyphosate resistance and overall cell functioning at this point.

Table 5.3: Summary of significant pairwise differences between glyphosate-treated populations
and controls for mass bins matched to amino acids as well as the total amino acid pool. See
Table B.11 and Table B.10 for the associated test statistics. Arrows and fold changes (calculated
as the average glyphosate-treated ion count divided by the average control ion count, i.e. a fold
change of 0.8 means the treated population ion count is 0.8 that of the controls) indicate the
average % total ion count for the glyphosate-treated populations as compared to the controls.
Blacked out cells represent mass bins discarded from the analysis as the detected masses differed
from the amino acid target expected masses by more than 60 ∆ppm or MS/MS analysis could not
confirm the presence of the compound. Greyed out cells represent no difference found between
treatments. * denotes that a significant pairwise difference was found but that the detected mass
peaks difference from the expected mass in the relevant samples were above the 60 ∆ppm threshold
but below 100 ∆ppm, ** denotes that a significant pairwise difference was found but that the
detected mass peaks compared to the expected mass in the relevant samples were outwith an error
margin of 100 ∆ppm.

AA
Day Negative mode Positive mode

-3 1 8 16 22 29 36 -3 1 8 16 22 29 36
Ala ↓*
Arg ↓0.8 ↓**
Asn
Asp
Cys
Glu ↓0.7 ↓0.8 ↓0.7
Gln ↓0.7 ↓0.5 ↓0.5
Gly
His ↓**

Iso/Leu
Lys
Met ↓0.7
Phe ↓0.8
Pro ↓0.8 ↓0.8 ↓*
Ser
Thr
Trp ↓0.6 ↓0.7
Tyr ↓0.9
Val ↓0.4 ↓**

AA pool ↓0.8 ↓0.8 ↓0.8 ↓0.8 ↓0.8 ↓0.8

5.4.5 THE EXTENDED METABOLOMIC FINGERPRINT OF GLYPHOS-
ATE RESISTANCE EVOLUTION DEPENDS ON TIME POINT

166 compounds were putatively matched to the mass bins forming the basis of the extended
metabolic fingerprint of glyphosate resistance evolution. Out of a total of 156 unique mass bins
of interest, 91 could not satisfactorily be matched to a putative identity (Table B.12). These
masses likely reflect fragments of larger compounds or adducts not investigated here. The putative
identities of the remaining 65 are listed in Table B.2, with several being matched to more than one
identity.
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Figure 5.6: Mean % ion counts with standard error for mass bins with compound matches relating
to carbon metabolism. The raw data is shown in the background as transparent points and the
black vertical line indicates introduction of the glyphosate treatment. See Table B.2 for full list of
compounds matched to each bin.

Most of the mass bins of interest were found to have a pre-resistance phase pattern (Table B.13,
Table B.14), both out of the putatively identified and the unidentified compounds, suggesting the
majority are related to glyphosate toxicity. The types of putatively identified compounds in this
group are diverse, including lipids, fatty acids, sugars, pigments, hormones, vitamins and redox
electron carriers. The pathways identified by MetaboAnalyst to link the putatively identified com-
pounds included the pentose phosphate pathway, fructose and mannose metabolism, carbon fixa-
tion, linoleic acid metabolism, amino sugar and nucleotide sugar metabolism, as well as pentose and
glucuronate interconversions. Of particular interest are bins 229(-), 250(-) and 289(-) (Figure 5.6)
which were matched to a number of sugar phosphates — including D-ribose 5-phosphate, sedohep-
tulose 7-phosphate, D-ribulose 5-phosphate, β-D-fructose 6-phosphate, β-D-glucose 6-phosphate
and D-xylulose 5-phosphate — as these are all involved in carbon metabolism.

The putatively identified compounds in the post-resistance phase or persistently different from
the start of the treatment included electron-transfer quinols and carotenoids like menaquinol-6,
menaquinol-9 and adonixanthin (Figure 5.7) suggesting the cells are responding to oxidative stress,
along with several lipids and fatty acids. The pathways identified by MetaboAnalyst to link the
putatively identified compounds here included linoleic acid metabolism, carotenoid biosynthesis
and glycerophospholipid metabolism.

Furthermore, the presence of a persistent pattern also suggests there is a distinctive metabolite
profile for C. reinhardtii cells experiencing glyphosate action, regardless of whether the population
is resistant or susceptible.
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Figure 5.7: Mean % ion counts with standard error for mass bins with compound matches includ-
ing carotenoids and quinols/quinones with a post-resistance or persistent pattern. The raw data
is shown in the background as transparent points and the black vertical line indicates introduction
of the glyphosate treatment. See Table B.2 for full list of compounds matched to each bin.

5.5 DISCUSSION

Herbicide resistance in weed populations is an increasing economic and ecological problem world-
wide. To manage it, we need to understand its evolutionary dynamics, including the underlying
molecular mechanisms. Here we for the first time characterise the effect of glyphosate resistance
evolution in action on the metabolome of model species C. reinhardtii, from the first introduction
of the herbicide to a naive population to after resistance has evolved, and use this metabolomic
fingerprint to make inferences about the underlying resistance mechanism as well as associated fit-
ness costs. We find a clear signal of evolving resistance in the form of disrupted shikimate pathway
functioning that is then returned to control levels, as well as evidence of concurrent widespread
cellular disruption which also disappears after resistance has evolved. Furthermore, while we could
not determine the underlying resistance mechanism, we could rule out glyphosate degradation. We
also found compelling evidence for secondary effects of glyphosate in the form of ROS and lipid
peroxidation.

5.5.1 EVIDENCE FOR GLYPHOSATE RESISTANCE EVOLUTION

As in previous work with other organisms, we detected a strong effect of glyphosate action on the
metabolites upstream of EPSPS in the shikimate pathway (Aristilde et al., 2017; de María et al.,
2006; Felline et al., 2019; Kostopoulou et al., 2020; Maroli et al., 2015, 2018; Oikawa et al., 2006;
Sikorski et al., 2019; Wang, 2001; Zabalza et al., 2017; Zhong et al., 2018), that then returns to
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a level comparable to the controls. This is not only strong evidence for glyphosate action, it is
evidence for evolved resistance returning normal cell function, and gives a timeline for resistance
evolving in this system.

Similarly, evidence of general disruption to the cellular machinery is seen through ion count de-
creases in bins matched to a number of amino acids as well as the overall amino acid pool coinciding
with the blockage of the shikimate pathway. This too returns to levels comparable to the controls
by the end of the experiment as resistance has evolved, further suggesting that the resistance mech-
anism is highly effective at lifting the negative, inhibitory effects of glyphosate without trading off
against normal cell function. The general effects of glyphosate inhibition on the amino acid pool
and its fluctuations is poorly understood, and appears to vary by system (Aristilde et al., 2017;
Böttcher et al., 2007; Diaz Vivancos et al., 2011; Felline et al., 2019; Kostopoulou et al., 2020;
Maroli et al., 2018; Trenkamp et al., 2009), timing (Böttcher et al., 2007; Trenkamp et al., 2009)
and the level of stress (Felline et al., 2019). While our results are consistent with the many studies
showing that the patterns of disruption differ depending on the specific amino acid, the majority
of the mass bins matched to an amino acid see no effect of the glyphosate treatment at any point.
We can thus not see any evidence of the overall triggering of parallel synthesis pathways or shifts
toward more minor or more nitrogen rich amino acids to buffer against the effects of glyphosate
inhibition found in other systems (Diaz Vivancos et al., 2011; Felline et al., 2019; Maroli et al.,
2018), especially as some of the amino acids we would then expect an increase in (e.g. Gln or
Val) show the opposite pattern. However, the binning of mass peaks method used here may be
too blunt an instrument to fully capture changes in amino acid abundances with the fluctuations
in other compounds sharing their mass bin masking the effect, particularly as the signal for the
relevant masses for many amino acids was low in the MS/MS analysis. The present study is also
testing whole populations expected to consist of a heterogeneous mixture of phenotypes with dif-
ferent resistance strategies emerging at different times, which may further obscure effects that are
not overwhelmingly unidirectional.

It is likely the decreases in Trp and Tyr is a direct effect of the blocked shikimate pathway as
they are the downstream products. However, the third aromatic amino acid Phe does not see a
decrease in ion count after the application of the treatment, only before. While this indicates a
masking effect by other compounds, Phe synthesis may also be prioritised over Trp and Tyr to
maintain downstream biosyntheses (Diaz Vivancos et al., 2011). Several studies have also noted
a decrease in Glu coupled to an increase in Gln, suggesting upregulation of Gln as an important
nitrogen donor for amino acid synthesis as a possible reason for this shift (Diaz Vivancos et al.,
2011; Felline et al., 2019; Maroli et al., 2018), however here we found concurrent decreases in both
Glu and Gln, suggesting a different mechanism may be involved, or a masking effect of Glu by e.g.
2-oxoglutarate.

The mass bins identified for the extended metabolic fingerprint overwhelmingly showed a pattern
where large differences between populations attributable to glyphosate action are lifted as resistance
evolves. Either this presents as an immediate return to control population levels on days 16 or
22, or it is more gradual. This gradual pattern likely reflects the fact that the populations tested
comprise several, competing phenotypes with different strategies (Gresham et al., 2008; Hong &
Gresham, 2014; Kao & Sherlock, 2008; Kinnersley et al., 2009; Kvitek & Sherlock, 2011; Maharjan
et al., 2006, 2012; Wenger et al., 2011), and we are picking up the metabolomic signal of both
the phenotypes that are resistant and those that are dying. As the resistant phenotypes become
dominant in the population, and the susceptible phenotypes die off, we should see a shift away from
the signal associated with glyphosate inhibition. It is also possible that mutations are accumulated
sequentially to improve resistance, and that the gradual pattern is associated with several soft
sweeps to fixation (Gresham et al., 2008). There is also no straightforward connection between
the relative abundance of a compound and the underlying reason. A compound may increase in
abundance due to upregulation or due to buildup as downstream pathways are blocked or diverted,
and a compound may decrease in abundance as it is downregulated, because it is used more or
because it is being catabolised to divert the resources.

A considerable proportion of the putatively identified compounds are related to carbon capture and
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metabolism, consistent with the shikimate pathway blockage disrupting the control of carbon flow,
with knock-on disruptive effects on all related pathways (Aristilde et al., 2017; Felline et al., 2019;
Kostopoulou et al., 2020; Maroli et al., 2015). Mass bins 229(-), 259(-) and 289(-) contain putative
matches involved in the tightly connected pentose phosphate pathway, pentose and glucuronate
interconversions, glycolysis, mannose and fructose metabolism and sugar nucleotide biosynthesis,
and with significant differences between treatments before or around resistance evolving. The
pattern seen for mass bin 259(-) in particular is consistent with the build-up of sugars as a result of
shikimate pathway blockage observed by Maroli et al. (2015), suggested to be due to the PEP that
is no longer bound by EPSPS during glyphosate inhibition. PEP and phosphate levels regulate the
conversion of fructose-6-phosphate to fructose-1,6-biphosphate in glycolysis (Plaxton, 1996; Smyth
et al., 1984), and increased unused PEP will block this step, resulting in fructose-6-phosphate
accumulation (Colombo et al., 1998; Orcaray et al., 2012). Similar secondary effects on other,
linked pathways could explain the lower ion counts in the mass bin matched to 2-oxoglutarate as
the tricarboxylic acid (TCA) cycle has also been found to be perturbed by glyphosate application
(Aristilde et al., 2017; Felline et al., 2019; Kostopoulou et al., 2020; Maroli et al., 2015). The
return to control levels for all of these mass bin ion counts indicates that resistance has restored
not only shikimate pathway functioning, but lifted some of its secondary effects.

5.5.2 EVALUATION OF POSSIBLE RESISTANCE MECHANISMS

Given that the functioning of the shikimate pathway, the amino acid pool, sugars and other meta-
bolites return to control population levels after resistance has evolved, without evidence of a
trade-off against normal cell functioning, the resistance mechanism is likely highly efficient. This
suggests that if there is a target mutation to EPSPS rendering it insensitive to glyphosate, it has
not significantly reduced its sensitivity to the intended substrates (Eschenburg et al., 2002; Fonseca
et al., 2020; Funke et al., 2009; Healy-Fried et al., 2007; Kaundun et al., 2008; Li et al., 2018; Yu
et al., 2006). Similarly if there is instead amplification of EPSPS, this is sufficiently large to fully
release the inhibition of the pathway (Baerson et al., 2002; Gaines et al., 2019; Patterson et al.,
2018).

As each population represents a separate evolutionary trajectory, and likely comprises several
phenotypes, we would not necessarily expect them to all exhibit the same dominant resistance
mechanism, and there may be more than one mechanism present within each population as well
as within each cell. However, as the level of inter-population variation found here is generally very
low, and there is limited chance for de novo-mutation generation in a growth inhibited population,
it is possible that at least the initial steps in resistance evolution are resulting from selection
on standing genetic variation and that this is very similar in all the populations. Furthermore,
the level of complexity of a chemostat population depends on the specific selective pressure it is
experiencing (Gresham et al., 2008). This means that it is also possible that there is a limited
number of mutations that confer glyphosate resistance that quickly become dominant in the initial
phase of glyphosate resistance evolution, even though later sequential mutations may have led to
greater divergence between populations as the selective pressures change.

5.5.2.1 NO EVIDENCE FOR GLYPHOSATE DEGRADATION OR CHANGES IN GLY-
PHOSATE LEVEL

There was no indication of glyphosate degradation playing a role in resistance, with low ion counts
in all the mass bins matched to potential breakdown products and the only significant effects
treatment being in the wrong direction. This is not unexpected as while the breakdown products
have been identified in some species, evidence for it being the primary resistance mechanism is
highly limited (de Carvalho et al., 2012; Duke, 2011; González-Torralva et al., 2012; Pan et al.,
2019; Sammons & Gaines, 2014; Vemanna et al., 2017).
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However, presence of a compound in a metabolite screen is always stronger evidence than absence.
A compound may still be present even if it is not detected in the expected mass bin as it may have
formed an unexpected adduct or fractured into smaller molecules (Overy et al., 2005). Furthermore,
as the metabolite screen is designed to give as broad coverage as possible, the settings used are
not optimal for picking up all compounds, and ion suppression – where the finite ionisation energy
is utilised to a higher degree by the compounds that ionise easily, leaving little energy for other
compounds – may reduce the signal for a compound in a mixture compared to it being injected
on its own (Fiehn, 2002; Overy et al., 2005). Targeted confirmatory analysis using e.g. LC-MS to
isolate the compounds is thus needed to definitively rule out the presence of glyphosate breakdown
products.

There was also no evidence for changes to the level of glyphosate itself. While the low ion counts in
its mass bin may be accounted for by ion suppression, it is more likely due to it almost exclusively
being present bound by EPSPS or other enzymes rather than freely. In the case of upregulated
EPSPS, we would not expect to see any free glyphosate as it would all be bound by EPSPS (Gaines
et al., 2020). Similarly in the case of increased vacuolar sequestration, the glyphosate may be bound
by other enzymes related to its transport (Ge et al., 2010, 2011, 2012). While mutated EPSPS
with a lower affinity for glyphosate could theoretically result in free glyphosate, the absence of an
increase does not exclude this mechanism as it may be working in tandem with other mechanisms.
Furthermore, as there is no indication of higher levels of glyphosate before resistance has evolved,
we cannot conclude whether the level of absorption of glyphosate by the cell is involved in the
resistance mechanism.

5.5.3 EVIDENCE FOR PERSISTING OXIDATIVE DAMAGE AND MEM-
BRANE CHANGES

While the evolution of resistance appears to lift the majority of the effects of glyphosate inhibition of
the shikimate pathway, a number of mass bins still show marked differences between the treatments
by the end of the experiment. Some have persisted from the first application of the treatment,
suggesting they are direct effects of glyphosate itself, whereas some appear to emerge gradually
or around the same time as resistance emerges, suggesting instead they may be related to costs
of resistance. The putatively identified compounds found here mainly include lipids, fatty acids,
electron-transfer quinols and carotenoids, suggesting the differences are related to cell membranes
and oxidative damage.

While the disruption to carbon flow caused by the shikimate pathway blockage may be enough
to upset the redox balance of the cell (Maroli et al., 2015), and production of ROS is commonly
found as a secondary effect of different stressors (Demidchik, 2015; Gauthier et al., 2020; Liu et
al., 2020; Noctor et al., 2015; Okamoto et al., 2001; Pinto et al., 2003), Gomes & Juneau (2016)
found that glyphosate also interferes with the mitrochondrial electron transport chain to produce
ROS. This mechanism may explain the reported effects of glyphosate on non-target organisms
lacking a shikimate pathway (e.g. animals) (Liu et al., 2021; Strilbyska et al., 2022), and means
that there is a potential for glyphosate to cause continued damage even if the inhibition of the
shikimate pathway is lifted. This damage includes lipid peroxidation, the chain reaction of free
radical propagation in which free radicals steal electrons from membrane lipids (Demidchik, 2015).
Increased antioxidant activity has been found in glyphosate resistant strains in several systems
(Maroli et al., 2015; Unver et al., 2010; Zhu et al., 2008), and in some glyphosate continues to have
an effect on germination through oxidative damage (Gomes et al., 2017).

The electron-transfer quinols putatively identified are menaquinols and ubiquinols, compounds in-
volved in electron transport and signalling across membranes, but also natural antioxidants shown
to reduce damage from ROS and prevent lipid peroxidation (Fujimoto et al., 2012; Goodwin, 1977;
Landi et al., 1984; Lichtenthaler, 1977; Vervoort et al., 1997). The putatively identified 15-cis-
phytoene is involved in early carotenoid biosynthesis (Brausemann et al., 2017), and biosynthesis
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of secondary carotenoids like the putatively identified adonixanthin and hydroxyspirilloxanthin is
a known general stress response in algae, as well as a response to ROS production as they are sing-
let oxygen scavengers (Lemoine & Schoefs, 2010; Solovchenko, 2013). Immediate changes in the
abundances of these compounds may reflect a plastic response to oxidative damage, whereas differ-
ences emerging post-resistance may reflect adaptation. While we cannot from the data presented
here tell how effective this response is and if the level of ROS present in the cell or the damage being
caused changes throughout the course of adaptation, their continued presence suggests that they
present an ongoing stress response which cannot be attributed merely to the disruption caused
by inhibition of the shikimate pathway. The putatively identified lipids are primarily involved
in glycerophospholipid metabolism, producing the lipids involved in cellular membranes (Giroud
et al., 1988). Their changed abundances could either be a sign of continued stress and membrane
degradation due to lipid peroxidation, or it may reflect changes to the membrane structure to limit
either primary or secondary glyphosate damage (Pinto et al., 2003; Stupak et al., 2019).

Free fatty acids is another possible sign of membranes being degraded by lipid peroxidation (Noctor
et al., 2015; Okamoto et al., 2001; Pinto et al., 2003), but the mass bins putatively matched to fatty
acids here all show a peak in abundance on days 16 and 22. This suggests that this signal is reflective
of the widespread death and breakdown of glyphosate susceptible cells seen in the population at
this point resulting from shikimate pathway blockage, and the stabilisation to control levels would
then correspond to the majority of the population consisting of living, glyphosate resistant cells
that are not experiencing the same levels of membrane damage regardless of ROS levels. Myo-
inositols have also been identified as potential ROS scavengers (Noctor et al., 2015), and while
they were found as a putative match to mass bin 259(-), this mass bin is shared with the sugars
phosphates that are expected to accumulate due to the shikimate pathway blockage as outlined
above. This makes interpreting the pattern for this bin difficult, but it is possible that the initial
ion count increase in the treated populations is due to sugar accumulation pre-resistance whereas
the decrease found post-resistance could be driven by depletion of myo-inositols. Lastly, Pro, one
of the amino acid mass bins we see a decrease in on day 1, plays a role in cellular redox-regulation
(Liang et al., 2013; Noctor et al., 2015), and has been suggested as a possible first line of defence
against ROS produced by heavy metal stress (Liu et al., 2020; Sharma & Dietz, 2006). As the
ion counts for the mass bin putatively matched to Pro return to control levels by the end of the
experiment, its role in ROS levels might only be an initial response, where its stabilisation would
reflect a shift to other mechanisms for redox control.

Targeted analysis of the implicated pathways, as well as analysis of levels of ROS and lipid perox-
idation through targeting its likely products (Noctor et al., 2015), would give more insight into the
severity of the damage and thus the extent of selective pressure it entails. Furthermore, metabolo-
mic analysis of resistant cells experiencing the ancestral, glyphosate free environment would allow
untangling adaptive and plastic response, answering what part of the metabolomic profile can be
attributed to ongoing glyphosate action and what is caused by the resistance trait.

5.5.4 LIMITATIONS, BROADER IMPLICATIONS AND FUTURE RE-
SEARCH

Untargeted metabolomic screening as used here is a powerful and fast hypothesis generating tool for
extracting as much information as possible out of a small sample, allowing a high throughput and
unbiased broad spectrum analysis of altered biochemical pathways (Overy et al., 2005). Limiting
sample size is particularly important when analysing cells grown in chemostats for longitudinal
studies as sampling is destructive and perturbs the populations (Fischer et al., 2014). However, the
method comes with a number of caveats such as risk of ion suppression and inability to conclusively
identify the compounds causing the mass peaks as well as definitely rule out the presence of a given
compound.

While MS/MS analysis was able to strengthen the evidence for the presence of a number of targeted
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and putatively identified compounds, we were limited by the availability of MassBank reference
spectra and could not test all the compounds of interest for this study. Targeted analysis using
chromatography would allow both confirming the absence of specific compounds (e.g. glyphosate
degradation products) and to with higher accuracy quantify others as a measure of pathway func-
tioning (e.g. shikimate-3-phosphate). It is also worth noting that the extended metabolomic
fingerprint analysis presented here is only the tip of the iceberg, as each analysed sample generates
over 5700 mass bins, each comprising several mass peaks. More extensive data analysis would
certainly reveal more mass bins with significant differences between treatments and putative iden-
tity matches that could shine further light on the involved pathways and generate more specific
hypotheses for further testing and targeted analysis. In particular, targeted analysis of metabolites
involved in membrane lipid production as well as cellular redox balance would provide more ma-
terial for evaluating the persistent effects of glyphosate action as these have the potential to affect
resistant crops as well as weeds and non-target species after resistance has evolved. Connecting
the phenotype observed to a genotype through employing genomics and transcriptomics would also
allow greater understanding of the genetic underpinnings of the resistance mechanism, specifically
it would be useful to test for nucleotide substitutions in the EPSPS gene as well as measuring
whether its transcription has been up-regulated (Baerson et al., 2002; Eschenburg et al., 2002;
Fonseca et al., 2020; Funke et al., 2009; Gaines et al., 2019; Healy-Fried et al., 2007; Patterson
et al., 2018).

The data presented here is by design an average of multiple populations, each representing a
separate evolutionary trajectory. However, the low variance found between replicates in the models
fit for many compounds suggests the early stages of adaptation to glyphosate in this system are
highly replicable, although whether that depends on selection being mostly on standing variation
or through a few commonly occurring de novo-mutations is not possible to say. A longer running
study, combined with exploratory analysis targeting mass bins where there is a high level of variance
in the treated populations but not the controls, would reveal if there are later divergences in
strategy as the populations continue to adapt to the glyphosate treatment. It could also reveal
how persistent the oxidative damage of glyphosate is, and whether the populations evolve a more
extensive defence against it.

Metabolomic fingerprinting is also a useful tool for monitoring of environmental pollutants in
natural ecosystems (Bundy et al., 2009), and the results here emphasise that adaptation to the
pollutants needs to be taken into account and that the stage of evolution of resistance matters for
the fingerprint associated with the pollutant. While the acute metabolomic response to glyphosate
is the build-up of shikimate pathway products, this is not present in the profile of the resistant
strain, a shift that happens relatively quickly. However, our results still suggest there is indeed a
distinctive metabolite profile for C. reinhardtii cells experiencing glyphosate action, regardless of
whether the population is resistant or susceptible, but that this is primarily related to oxidative
damage and membrane lipids rather than the shikimate pathway.

In addition to implications for monitoring strategies, this has the potential for far reaching con-
sequences in natural ecosystems exposed to glyphosate contamination, especially if this reflects
permanent changes to the algal cells. Firstly, as primary producers, their biochemical composi-
tion determines their quality as food and this determines the energy transferred to other trophic
levels (Pinto et al., 2003). If the changes are sufficiently large, it may lead to changes in foraging
behaviour of grazing species or ultimately, restructuring of food webs. Secondly, if the changes in
membrane lipid content indeed corresponds to a change in membrane structure, this may affect the
clumping anti-grazer response or the digestability of the cells (Becks et al., 2012; DeMott, 1995;
Hamm et al., 2003; Harvey et al., 2015; Liu et al., 2016; Lürling & Beekman, 2006; Pondaven
et al., 2007; Porter, 1975; Van Donk et al., 1997), which will have an effect of energy transfer
to grazing species. Thirdly, as oxidative damage is a secondary effect found from many stressors
(Noctor et al., 2015), this provides a mechanism for interactive effects of stressors. It is possible
that a strong evolved cellular machinery to cope with the oxidative damage from glyphosate may
provide a generalist defence against damage related to other stressors, but it is also possible that a
combination of stressors could have an additive or synergistic effect (Gomes et al., 2019; Yu et al.,
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2021).

Lastly, while the exact molecular mechanisms may be species dependent, this study highlights
the necessity of tackling the problem of herbicide resistance and management as a continuous,
population level evolutionary process. The effects of a herbicide will be dependent on when in
the process of resistance evolution it is applied, and different resistance mechanisms will evolve
sequentially, and continue to evolve with time. Particularly pertinent is understanding the full
effects of the herbicide on a molecular level at all stages to be able to predict its population-
and ecosystem-level effects, as secondary effects like oxidative damage may continue to affect the
organism after resistance to the primary mode of action has evolved.

85



86



CHAPTER 6
General discussion

6.1 SUMMARY OF FINDINGS

Herbicide resistance is a major challenge to agricultural productivity, and an often overlooked but
vital factor in the effects of herbicide contamination to non-target ecosystems. This is especially
true in the case of glyphosate, which due to its widespread use is both hugely economically import-
ant and a strong selective pressure leading to the rapid evolution of new resistant species and new
mechanisms of resistance. Understanding, managing and mitigating the consequences of herbicide
resistant weeds as well as herbicide contamination requires detail on the evolutionary, ecological
and molecular features of resistance. Experimental evolution using model systems like Chlamydo-
monas reinhardtii provides the opportunity to test the evolutionary theory under controlled lab
conditions with huge population sizes and fast generation times, giving detailed insight both to
weed science and evolutionary biology.

In this thesis, I:

• Develop a tractable DIY multiplexed chemostat array system for longitudinal experimental
evolution studies using algae (dubbed "mesostats") that is cheap and easy to build as well as
run and maintain by one person.

• Use the mesostat system to evolve glyphosate resistance in C. reinhardtii in response to
lethal and sublethal levels of glyphosate and characterise the population level fluctuations
throughout to determine when resistance has evolved.

• Test the effects of glyphosate resistance evolution in action on growth in a range of doses of
glyphosate as well as the ancestral environment to characterise the level of resistance as well
as possible intrinsic fitness costs.

• Test the effects of evolved herbicide resistance on C. reinhardtii anti-grazer defences by
introducing a second model organism: freshwater rotifer Brachionus calyciflorus, evaluating
both the ability to deploy the defence in response to B. calyciflorus infochemicals and ability
to withstand grazing by live rotifers.

• Use targeted metabolomic fingerprinting analysis to determine the effect of evolving and
evolved glyphosate resistance on shikimate pathway compounds, possible glyphosate degrad-
ation pathway products and the amino acid pool, to gain insight into the evolutionary process
and possible resistance mechanisms.

• Use exploratory metabolomic fingerprinting analysis to identify compounds that may be
associated with evolving or evolved glyphosate resistance, to gain insight into effects on the
cell metabolome beyond the shikimate pathway as well as possible resistance mechanisms.

6.1.1 EVIDENCE FOR RAPID EVOLUTION OF GLYPHOSATE RES-
ISTANCE

Evidence for evolving glyphosate resistance was consistently detected across experiments. Both
the inhibiting herbicidal action and its subsequent release had an effect on growth in the evolving
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populations, across a range of glyphosate doses and in the absence of glyphosate, as well as impacted
the relative concentration of metabolic compounds in both the shikimate pathway and other vital
cellular processes.

The population density data shows a decline in response to the lethal glyphosate dose, followed by
a resurgence Figure 6.1. The sustained growth of the population and the establishment of a new
stationary phase is evidence of evolved resistance and a necessarily increased minimum inhibitory
concentration (MIC), although it does not reveal the extent of that shift or whether it is associated
with any fitness consequences for other traits. The earliest inflection point is 19 days after the
treatment was initiated, and the latest is 22 days. This is somewhat faster than what has been
found in other studies using C. reinhardtii and glyphosate (Lagator et al., 2013a; Melero-Jiménez
et al., 2021), likely owing to the very large population sizes and lack of evolutionary bottlenecks.
As the populations are likely genetically heterogeneous, consisting of multiple, co-existing lineages
(Gresham et al., 2008; Hong & Gresham, 2014; Kao & Sherlock, 2008; Kinnersley et al., 2009;
Kvitek & Sherlock, 2011; Maharjan et al., 2006, 2012; Wenger et al., 2011), it is likely that the
resistant phenotype was present earlier in the population, the inflection point merely reflects the
point at which dividing cells carrying it became dominant over growth-inhibited cells.
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Figure 6.1: Population density (above) and the % ion count of shikimate-3-phosphate (below)
in the evolving populations with time. Transparent points represent raw data, with opaque lines
representing the treatment average with standard error transparent ribbon.

The results from the metabolomics screen provides further evidence to support initial growth
inhibition followed by evolved resistance. This build-up of shikimate in particular is considered a
hallmark of glyphosate toxicity, and its absence is strongly associated with resistance (Aristilde
et al., 2017; de María et al., 2006; Felline et al., 2019; Kostopoulou et al., 2020; Maroli et al., 2015,
2018; Oikawa et al., 2006; Sikorski et al., 2019; Wang, 2001; Zabalza et al., 2017; Zhong et al.,
2018), and this exact pattern was found in the data presented in chapter 5. The mass bins matched
to the shikimate pathway compounds upstream of EPSPS show significantly increased ion counts
at the time points following the introduction of the lethal glyphosate dose, with a peak around
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the same time as the inflection point in the population density data, before the return to control
level as the population density goes through recovery and reaches a new steady state Figure 6.1.
Furthermore, a number of mass bins matched to amino acids as well as those putatively matched to
compounds in a wide range of metabolic roles, including several other pathways related to carbon
metabolism, also show this pattern. This is evidence of the majority of the cells in each evolving
population experiencing growth-inhibition and large scale disruption to cell functioning which is
subsequently lifted by resistance. The pattern and pace of return of ion counts to control levels
depends on the specific mass bin, and thus compound, with some being significantly different up
until the last time point. This may be reflective of several mutations accumulating with time as the
populations adapt, but it is also likely to be an artefact of the heterogeneous population genetics.
Even after resistance has become the dominant phenotype, there will be a period during which
a large proportion of the population is still growth-inhibited and dying cells, which is likely to
present as a continued presence of compounds associated with cellular breakdown and death.

Evolved resistance is expected to confer increased growth at the dose of glyphosate the population
was adapted to as well as in lower doses compared to the ancestral strain, indicated a shifted MIC.
The growth assays tested the level of resistance throughout the course of the experiment, but
failed to find evidence for an increased MIC at any point. Instead an unexpected pattern emerged,
where the glyphosate-treated populations showed a decreased performance both in the presence
and absence of glyphosate before returning to control levels by the end of the experiment. This is
again a likely artefact of the heterogeneous populations, and the decreased performance the signal
of a population consisting largely of growth-inhibited and dying cells. A new, fitter genotype will
only have a noticeable signal in the assays once it has reached a larger proportion of the population
and thus a lag between the emergence of a new lineage and its detectability in the growth assays
as performed here is likely, and the coexistence of less fit lineages means the true fitness of any new
mutation is likely to be underestimated. However, while this masking effect makes it impossible
to detect the magnitude of the shifted MIC, the performance recovery and return to control levels
still reflects that adaptation has taken place, particularly in the light of the other data sets.

While the sublethal dose populations did not show evidence of growth-inhibition and subsequent
recovery in the population density data, and were not part of the metabolomics screen due to
time constraints, they do exhibit the same pattern as the lethal dose populations in the growth
assays – a decrease in overall performance, followed by a recovery, suggesting there is both a toxic
effect of the glyphosate dose and adaptation to overcome it. However, this tentative evidence of
evolving resistance also suggests it is at a slower pace, lagging by about two weeks, likely due to
presenting a weaker selective pressure than the lethal dose. By the end of the experiment they
had not returned to control levels, but this is more likely due to a trajectory being cut short than
evidence of a trade-off.

6.1.2 EVIDENCE FOR FITNESS COSTS AND TRADE-OFFS

6.1.2.1 INTRINSIC FITNESS COSTS

Intrinsic fitness costs were defined as trade-offs within the cell, where the resistance trait interferes
with normal cell function or limits resources available for allocation to growth or reproduction.
Theory suggests that intrinsic costs underpin the evolution of resistance when resistant phenotypes
bear a growth rate cost in their ancestral environment. Even though the hallmarks of resistance
were detected, there was no evidence of intrinsic fitness costs. For a reduction in growth rate
in the ancestral environment to be considered a likely trade-off with glypohosate resistance it
should be observed in conjunction with increased resistance. Even though a shift in the MIC
must have occurred based on the evidence from the metabolomics and population density data
sets, the lack of a detectable MIC increase in the growth assays by the end of the experiment
means that there is not sufficient evidence to conclusively determine the presence or absence of a
trade-off with population growth. However, as the intercept of of the dose-response relationship
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was not significantly different between the controls and the resistant populations (Figure 3.4), it
does indicate that the fitness consequence may be small if it exists.

Intrinsic costs would also have been apparent in the metabolomics data in the form of continued
disruption to cell functioning, particularly in the form of continued elevated levels of upstream
shikimate pathway substrates. In contrast, the functioning of the shikimate pathway appears to
be returned to control level functioning by the end of the experiment with no remaining build-up
of upstream substrates. This strongly suggests the resistance mechanism does not interfere with
normal cell function in the form of EPSPS with a lowered binding affinity for PEP (Gaines et
al., 2020). The other markers of disrupted cell machinery, such as amino acids and compounds
associated with other carbon metabolism pathways, also return to control levels by the end of the
experiment. This too suggests that cell function and resource allocation is not strongly affected
by the resistance mechanism. However, it should be noted that the resistant cells were still being
exposed to glyphosate and that their metabolomic state will reflect that. Intrinsic fitness costs
could still be revealed through a metabolomic screen of resistant cells experiencing the ancestral,
glyphosate free environment. Furthermore, a smaller number of putative compounds identified by
the exploratory analysis – largely lipids, fatty acids and redox electron-carriers – showed a pattern
where differences between treatments emerged around the time resistance evolved and persisted
until the end of the experiment. As these differences are likely to be related to the resistance
mechanism they also provide possible mechanisms for trade-offs, intrinsic or extrinsic.

6.1.2.2 EXTRINSIC COSTS

Extrinsic fitness costs were defined as costs emerging when the resistant strain faced an additional
stressor. This may in the form of changed tolerance of abiotic stressors, like cold temperatures (Ge
et al., 2011; Vila-Aiub et al., 2013), or it may be through changing vital ecological interactions such
as competition (Pedersen et al., 2007), immune response (Salzmann et al., 2008) or anti-herbivore
defence (Gassmann & Futuyma, 2004; Gassmann, 2005). Changed ecological interactions are of
particular interest as they have the potential to affect entire ecosystems.

C. reinhardtii has a well-studied and easily observable anti-grazing response in the form of clump-
ing, that could theoretically be affected by evolved glyphosate resistance through both resource
allocation or structural mechanisms. However, the glyphosate resistant cells challenged here with
B. calyciflorus kairomones as well as grazing by live rotifers did not show a unidirectional response,
instead glyphosate resistance appeared to increase variation in defence induction compared to the
controls. Notably, two populations, one from the lethal glyphosate treatment and one from the
sublethal, lost their ability to clump in response to rotifer kairomones, which was associated with
an increased clearance rate by live rotifers. The other glyphosate-treated populations appeared to
generally clump at the same level as the controls, but the associated clearance rates by live rotifers
were both lower and, in one case, much higher. This is the clearest evidence in the thesis of the
separate evolutionary trajectories of the treated populations resulting in different phenotypes with
the potential for completely separate outcomes in a natural ecosystem.

The observed trade-off could be due to resource allocation limits – while the resistance trait may
not require enough extra resources that it affects growth in an environment with plentiful nutrients,
it could still be too costly to allow enough resources to be available for a costly inducible trait
like clumping (Becks et al., 2012; Marañón, 2015; Raven & Kubler, 2002). Furthermore, the cells
were transferred to water with very low levels of nutrients to perform the tests, which may have
presented an extra challenge for the cells. Indeed, some studies suggest that resource allocation
trade-offs only reveal themselves when resources are severely restricted (Becks et al., 2012; Pančić &
Kiørboe, 2018). However, the metabolomics screens provide some further insights into the possible
mechanism(s) for the observed trade-offs. The cells may still be suffering the effects of increased
ROS and lipid peroxidation as a secondary effect of glyphosate, preventing successful formation
of clumps or reducing the robustness of the clumps through effects on the cell wall or the extra-
cellular mucous matrix (Demidchik, 2015). This could also be assumed to have a potential effect
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on the digestability of the cell (DeMott, 1995; Hamm et al., 2003; Harvey et al., 2015; Liu et al.,
2016; Pondaven et al., 2007; Porter, 1975; Van Donk et al., 1997). Alternatively, if the resistance
mechanism includes cell wall changes to withstand the effects of ROS and lipid peroxidation this
could be what is affecting clumping ability or the digestability of the cell (Pinto et al., 2003; Stupak
et al., 2019).

6.1.3 DETERMINATION OF RESISTANCE MECHANISM

While none of the experiments presented in this thesis found clear evidence for any particular
mechanism being responsible for the resistance trait, some mechanisms emerge as far more likely
than others when the results are taken together. The metabolomics screen was able to rule out
glyphosate degradation with some confidence along with finding no evidence for decreased absorp-
tion, increased vacuolar sequestration or glyphosate-insensitive EPSPS, although no conclusive
evidence was found against these mechanisms. The population density and metabolomics data
sets show that the glyphosate resistant phenotype becomes dominant quickly, and the popula-
tion density data only shows one clear point in changed fitness. This would suggest a mechanism
dependent on only one, or very few, changes at the genetic level and not the result of several,
sequential mutations.

The metabolomic screens and the growth assays indicate that the intrinsic cost to the resistance
mechanism is negligible, and is likely not one of the target-site mutations that results in EPSPS
with a lower affinity for PEP (Gaines et al., 2020). While it is possible for a single substitution
to result in this phenotype (Beres et al., 2020; Li et al., 2018), it is more commonly the result
of double or triple substitutions in sequential mutation events (Alcántara-de la Cruz et al., 2016;
García et al., 2019; Mendes et al., 2020; Perotti et al., 2019; Yu et al., 2015). It is possible that the
gradual return of the ion count to control levels in the mass bin matched to shikimate-3-phosphate
could be the result of stepwise accumulation of mutations, but it is also highly likely to be the
signal of growth-inhibited cells remaining in the population until they die. However, while the MIC
increase could not be accurately measured, the growth and death assays indicate that it may be
relatively modest. This would suggest that double or triple mutants with a very strong insensitivity
to glyphosate are not the underlying mechanism.

By process of elimination, EPSPS amplification thus remains as the mechanism most likely to be
responsible for the resistance seen in these populations, conferring a low level of resistance sufficient
for survival in the applied dose but not at higher doses and with fitness costs absent or complex
(Baerson et al., 2002; Gaines et al., 2019; Martin et al., 2017; Osipitan & Dille, 2017; Patterson
et al., 2018; Vila-Aiub et al., 2014; Yanniccari et al., 2016). However, as two distinct trade-off
patterns with anti-grazer defences was observed in some populations but not all, it suggests there
are at least three different dominant phenotypes present at that time point. If the extrinsic costs
are due to a trade-off through the primary resistance mechanism, this may indicate that there
are different resistance mechanisms at play, e.g. different degrees of amplification or different
mechanisms of amplification may confer different resource allocation costs (Gaines et al., 2016;
Jugulam et al., 2014; Koo et al., 2018; Martin et al., 2017; Osipitan & Dille, 2017; Patterson et al.,
2019; Vila-Aiub et al., 2014; Yanniccari et al., 2016). However if the trade-off is instead due to
remaining secondary effects of the glyphosate through ROS and lipid peroxidation, it suggests that
the populations not affected by this has evolved resistance against the secondary effects as well,
which may be through a different mechanism than the one responsible for lifting the shikimate
pathway blockage.

Lastly, it is important to keep in mind that while the lethal and sublethal dose populations show
some common traits compared to the controls, they are experiencing different selective pressures
and are thus likely to be on evolutionary trajectories headed for different fitness optima. This
may mean that different resistance mechanisms are favoured under the different treatments (Busi
& Powles, 2009; Busi et al., 2013; Cairns et al., 2022; Gressel, 2011; Love & Wagner, 2022;
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Norsworthy et al., 2021). Furthermore, all measures attempting to characterise the resistance
mechanism presented in this thesis looks at the average of the whole population. Each population
is likely to contain several coexisting genotypes of similar fitness that may have their resistance
trait conferred by different mechanisms.

6.2 LIMITATIONS

There are two classes of potential limitations to the conclusions that can be drawn from this work:
translating insights gained in one species across taxa as well as the implications of the experimental
design.

6.2.1 TAXONOMIC LIMITATIONS

While a lab population of C. reinhardtii has many benefits as a model system making it more suit-
able for long-term experimental evolution in the lab, there are a number of factors that complicate
translating the results to higher plants, and thus to agriculture. Higher plants are multi-cellular
organisms with specialised tissues, meaning there is a potential for more ways the herbicide can
affect the organism, as well as more possible resistance mechanisms against the herbicide (Gaines
et al., 2020; Powles & Yu, 2010). In fact, many non-target site resistance mechanisms in higher
plants rely on protecting the meristem through translocating the herbicide to less vital tissues, a
mechanism that is not possible in unicellular organisms like C. reinhardtii (Gaines et al., 2020).
As there may be a species effect on not just which resistance mechanism is favoured, but whether
it confers a fitness cost and in which circumstances (Gaines et al., 2020; Powles & Yu, 2010), the
generalisability of some of the results presented in this thesis may be limited.

There are also genetic differences between higher plants and C. reinhardtii which may affect the
dynamics of evolution. Firstly, C. reinhardtii is haploid (Harris et al., 1989), while higher plants
are diploid or polyploid. This means that there is no effect of trait dominance in C. reinhardtii,
and while the fixation rate of dominant traits is expected to be the same in haploid and diploid
organisms, a recessive allele is likely to see an increased rate of fixation in a haploid organism
(Charlesworth, 1992). While the dominance of the resistance trait observed in the populations
presented in this thesis is unknown, there is a distinct possibility other alleles may have been
favoured in a diploid organism. Secondly, while some higher plants are able to self-fertilise, they
generally reproduce sexually (Barrett, 2002), and all C. reinhardtii populations in this thesis were
kept under conditions where they remained asexual. This difference may instead have slowed
down the rate of adaptation, as sexual reproduction increases both genetic variation and the rate
of fixation of dominant alleles (Agrawal, 2006; Colegrave, 2002). Taken together, these present a
considerable caveat as dominant alleles appear to be more common among those characterised as
conferring resistance in natural weed populations, and level of outcrossing has been suggested to
be important in cases where several mutations are required for resistance (Powles & Yu, 2010).

6.2.2 EXPERIMENTAL DESIGN LIMITATIONS

Furthermore, the conditions of the lab with a monoculture, a single strong selective pressure,
constant exponential growth and no gene flow between populations, presents another difference
from the natural world, affecting the conclusions we can draw for both agricultural and non-target
ecosystems. However, C. reinhardtii as a ubiquitously occurring species (Harris et al., 1989) is
likely to itself be affected by contamination of non-target ecosystems and more generally in trying
to understand the overall effects on a community of species, understanding the effects on individual
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species is an important piece of the puzzle. C. reinhardtii’s response to glyphosate exposure is also
likely to be more generalisable to other green algae that may be affected by glyphosate pollution
simply based on structural and genetic similarity.

While the chemostat environment is useful for simplifying some aspects of experimental evolu-
tion, in particular ensuring the constancy of the selective pressure and reducing the role of genetic
drift through eliminating evolutionary bottlenecks (Gresham & Hong, 2014), they do present other
caveats. A recurring finding in experimental evolution using chemostats is the long-term main-
tenance of heterogeneous populations of coexisting but genetically distinct lineages with differing
fitness strategies, with soft sweeps to fixation being more common than hard ones (Gresham et al.,
2008; Hong & Gresham, 2014; Kao & Sherlock, 2008; Kinnersley et al., 2009; Kvitek & Sherlock,
2011; Maharjan et al., 2006, 2012; Wenger et al., 2011). While batch cultures are by no means
assumed to be genetically homogeneous, this will affect the interpretation of any comparisons of
experiments. Furthermore, in batch cultures the evolutionary bottleneck at each transfer will be
highly effective at removing dead or permanently growth-inhibited cells from the population as
only a small number will be transferred and they will quickly be outnumbered by the cells that
can grow. In the chemostat populations, they remain until they die or are flushed out, resulting
in the possibility of a masking effect in assays such as the ones presented in this thesis, where the
measures are of the population average. The growth assays in particular resulted in inconclusive
results due to this limitation.

6.3 BROADER PERSPECTIVE

This thesis highlights the necessity of tackling the problem of herbicide resistance as a continuous,
population level evolutionary process, the understanding of which needs to be based on a mixture
of ecological, evolutionary and molecular data to make robust inferences about how and when
resistance arises, and thus how to manage it. Furthermore, it shows the value of experimental
evolution of model species as a tool to collect this type of data and create a profile of resistance
evolution in action, connecting intrinsic and extrinsic mechanisms to make predictions for natural
populations.

Particularly pertinent is also understanding the full effects of the herbicide on a molecular level
to be able to predict its population- and ecosystem-level effects. The existence of non-universal
extrinsic costs in the form of a trade-off with anti-grazer defence means the outcomes of adaptation
to glyphosate pollution could have starkly different outcomes depending on the mechanism of
resistance. The metabolomics data suggests that after the shikimate pathway blockage has been
lifted, ROS continue to either have a direct effect or assert a selective pressure strong enough
to result in changed redox activity and possibly membrane structure. This matches findings by
Maroli et al. (2015, 2018) suggesting that even glyphosate resistant strains, including genetically
engineered resistant crops, may still be negatively affected by glyphosate application which means
management strategies may have to take into account direct effects of the herbicide application on
the yield. Similarly, management strategies for pollution of natural ecosystems need to account
for continued harmful effects even in cases where the non-target species evolve resistance.

Lastly, while the lethal and sublethal dose populations are experiencing different selective pressures
and are thus likely to be on evolutionary trajectories headed for different fitness optima, they show
common patterns in both the growth assays and the existence of possible trade-offs with anti-
grazer defences. Furthermore, each population within the same treatment represents a separate
evolutionary trajectory, yet there was little variation in the patterns identified in the population
density, growth assays and metabolomics. The fact that the populations behave very similarly
suggests there may be a limited number of first steps in the evolution of resistance for this system.
As the populations were all established from the same founding population it is possible that e.g.
variation in EPSPS copy number was present as part of standing variation in sufficient proportions
to end up in all daughter populations, but it is also possible that a limited number of de novo-
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mutations are both common enough and provide a large enough fitness benefit in early exposure
that they tend to be the first to sweep to fixation (Gresham et al., 2008; Gresham & Hong, 2014).
While it is unclear whether the high replicability found in this system is reflected in higher plants,
it highlights the necessity of studying and characterising populations under ongoing adaptation as
that may inform the best strategy for preventing it in other populations of the same species.

6.4 FUTURE RESEARCH

The model system experimental evolution framework presented here allows theoretical endless rep-
lication of the course of resistance evolution where the selective pressures can be tightly controlled
and varied to pick apart and test the basic assumptions of evolutionary theory. This is particu-
larly powerful in combination with continuous sampling and the creation of a frozen "fossil record"
of samples for molecular analysis (Elena & Lenski, 2003). The metabolomics analysis presented
here generated several hypotheses for future work to test with targeted analysis and combining
with genomics, transcriptomics and proteomics. The mechanism(s) of resistance should be con-
clusively determined and further investigation of the effects of ROS and lipid peroxidation, as well
as induced or evolved resistance against it, prioritised. As the metabolomics data presented here
only covers the lethal populations under acute exposure, future studies should compare to cells
acclimated to ancestral environment as well as the effects of sublethal doses. This would allow
a fuller understanding of which persistent effects are due to glyphosate exposure, and which are
due to the resistance mechanism. Furthermore, characterisation of the level of standing genetic
variation prior to exposure as well as the rate of resistance-conferring de novo-mutations would
allow connecting these population traits to both the early and late events in the course of resistance
evolution, and as the mesostat system was designed for long-term experimental evolution, eventual
sequential refinement of the resistance trait could be monitored. It would be particularly inter-
esting to reach more detailed understanding of the dynamics of arising single-gene vs. polygenic
resistance traits, and isolation and tagging of separate resistant strains would allow competition
assays to determine their relative fitness. As inducing sexual reproduction in C. reinhardtii is rel-
atively straight-forward (Harris et al., 1989), the effects of out-crossing vs. selfing on the dynamics
of resistance evolution could also be tested.

Furthermore, the mesostat system was specifically designed for experimental evolution of algae with
the explicit view to be able to introduce more planktonic species for the experimental evolution
of whole mesocosms. Future work would continue to explore the C. reinhardtii-B. calyciflorus-
glyphosate system to untangle how adaptation to one stressor affects the adaptation to the other
with sequential exposure, and testing how simultaneous exposure to both may constrain and shape
the course of adaptation. This should also include testing of the effects of independent glyphosate
exposure on B. calyciflorus as well as introducing B. calyciflorus to be cultured with C. reinhardtii
undergoing adaptation to glyphosate at different timepoints. It would be of particular interest
to here also test the effects of a greater ranger of sublethal levels of glyphosate as their effects
are particularly relevant to contaminated non-target ecosystems in terms of resistance mechanisms
favoured and potential extrinsic trade-offs.
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Appendices

APPENDIX A: CHAPTER 3 SUPPLEMENTARY MATERIAL
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Figure A.2: Mean fluorescence intensity, a proxy for population density, through time in the
growth assay 43 days after glyphosate introduction. Growth in each dose is represented as a
separate colour. Each selection treatment is represented as a separate panel (0, 50, 100 mg/L
glyphosate).
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Figure A.3: Growth rate between days 8 and 57 of the experiment. Each thin line represents a
population, thick lines display the predicted fit for each treatment by the hGAM. The horizontal
grey line represents the dilution rate of 0.15.

Table A.1: Output for hGAM of day-to-day growth rate. edf refers to the effective degrees of
freedom, i.e. the complexity of the smooth. The Ref.df, F and p-value are generated by an ANOVA
to test the overall significance of the smooth, i.e. testing if it is different from a flat fit.

Smooth term edf Ref.df F p-value
s(exp_day):treatment_group0 0.000002 8 0 0.5
s(exp_day):treatment_group50 0.000009 8 0 0.7
s(exp_day):treatment_group100 5.7 8 7.9 0.001
s(treatment_group) 0.0000001 2 0 < 0.9
s(exp_day,chamber) 0.00001 158 0 < 0.9
s(dayID) 41.5 50 5 < 0.001
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Figure A.4: Average growth rate over 6 hours in very high lethal doses of glyphosate 43 days
after glyphosate introduction.
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APPENDIX B: CHAPTER 5 SUPPLEMENTARY MATERIAL

Table B.1: Compounds targeted in MS/MS analysis, divided by hypothesis. Peaks from reference
spectra have been excluded if below the detection limit of the instrument (<50 Da) or had a relative
expected intensity below 30.

Compound Accurate
mass

Target
mass
(mode)

Collision
energy

MassBank
reference
spectrum

Major
expected
peaks

Present?

Shikimate pathway
D-Erythrose-4P (E4P) 200.0086 199(-) 10 PR100545 96.9703 ✓ ✓

78.9602 ✓
138.9800 ✓
199.0008 ✓
154.9088 ✓

Phosphoenolpyruvate (PEP) 167.9824 167(-) 5 KO001571 167.0000 ✓ ✓
78.9000 ✓ ✓
138.9000 ✓

Shikimate 174.0528 173(-) 30 KO001789 119.0000 ✓ ✓
173.3000 ✓
137.1000 ✓
141.0000 ✓
59.2000 ✗
172.9000 ✓
155.3000 ✓
93.3000 ✗
111.2000 ✓
113.0000 ✓
77.0000 ✗

Amino acids
Alanine (Ala)* 89.0477 88(-) 10 KO000021 88.2000 ✓ ✓
Alanine (Ala)* 89.0477 90(+) 5 KO002053 90.0000 ✓ ✓
Arginine (Arg) 174.1117 175(+) 10 CE000265 158.0923 ✓ ✓

157.1083 ✓
116.0705 ✓
130.0975 ✓
175.1190 ✓

Arginine (Arg) 174.1117 173.2(-) 20 PR100578 131.0817 ✓ ✓
173.1039 ✓

Asparagine (Asn) 132.0535 131(-) 20 KO000025 114.0000 ✓ ✓
113.3000 ✗
70.0000 ✗
95.3000 ✗
131.0000 ✓
70.8000 ✗
71.9000 ✗
58.2000 ✗

Aspartate (Asp) 133.0375 132(-) 10 CE000453 132.0309 ✓ ✓
88.0410 ✓
115.0043 ✓
114.0203 ✓

Aspartate (Asp) 133.0375 134(+) 25 KO002065 74.0000 ✗ ✗
70.2000 ✗
88.2000 ✗
71.0000 ✗
72.1000 ✓

Cysteine (Cys) 121.0197 122(+) 30 KO000848 58.9960 ✗ ✗
76.0230 ✓
86.9900 ✓

Glutamate (Glu) 147.0532 146(-) 10 KO000848 146.1000 ✓ ✓
127.9000 ✓
102.0000 ✓

Glutamine (Gln)‡ 146.0691 145(-) 10 KO000843 145.0000 ✓ ✓
144.6000 ✓
127.0000 ✓

Glycine (Gly) 75.032 74(-) 10 KO000829 74.0000 ✓ ✓
Glycine (Gly) 75.032 76(+) 10 KO002934 76.0000 ✓ ✓
Histidine (His) 155.0695 154(-) 20 BML01100 137.0347 ✓ ✓

110.0720 ✓
154.0613 ✓
136.0498 ✓
118.0387 ✓
109.0375 ✓
108.0607 ✓
137.0719 ✓
106.0393 ✓
154.0373 ✓

Continued on next page
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Table B.1 – continued from previous page
Compound Accurate

mass
Target
mass
(mode)

Collision
energy

MassBank
reference
spectrum

Major
expected
peaks

Accepted
as
present?

Histidine (His) 155.0695 156(+) 10 BML01070 114.9471 ✓ ✓
111.9856 ✓
155.9809 ✓

Isoleucine (Iso) 131.0946 130(-) 30 KO001177 130.0000 ✓
82.0000 ✗
58.7000 ✗

Isoleucine (Iso) 131.0946 132(+) 10 KO003173 86.2000 ✓ ✓
69.2000 ✓
115.3000 ✓
98.0000 ✓

Leucine (Leu) 131.0946 130(-) 30 KO001263 130.0000 ✓
81.9000 ✗
84.2000 ✗
66.1000 ✗
71.9000 ✗

Leucine (Leu) 131.0946 132(+) 10 KO003278 86.2000 ✓ ✓
115.1000 ✓

Lysine (Lys) 146.1055 147(-) 30 RP001112 97.0781 ✓ ✓
Methionine (Met) 149.051 150(+) 20 KO003333 104.1000 ✓ ✓

56.3000 ✗
133.1000 ✓
101.8000 ✓
61.1000 ✗
73.0000 ✓
74.0000 ✗
87.3000 ✗
150.3000 ✗
114.4000 ✗
86.2000 ✓
84.2000 ✓
85.0000 ✓
115.4000 ✗
101.0000 ✓
105.0000 ✓

Phenylalanine (Phe) 165.079 166(+) 20 RP000402 120.0807 ✓ ✓
103.0541 ✓
93.0694 ✓
121.0840 ✓
93.0694 ✓
79.0538 ✓

Phenylalanine (Phe) 165.079 164(-) 20 RP000412 103.0558 ✓ ✓
147.0447 ✓
164.0727 ✓
104.0585 ✓
148.0521 ✓

Proline (Pro) 115.0633 116(+) 20 KO003673 70.0000 ✓ ✓
Proline (Pro) 115.0633 114(-) 20 RP001712 114.0563 ✓ ✓
Serine (Ser) 105.0426 104(-) 20 KO001781 74.2000 ✗ ✗

103.9000 ✓
Threonine (Thr) 119.0582 118(-) 20 KO001878 74.1000 ✗ ✗

118.1000 ✓
Tryptophan (Trp) 204.0899 205(+) 20 KO004073 188.2000 ✓ ✓

146.1000 ✓
144.1000 ✓
159.1000 ✓
118.1000 ✓
170.1000 ✓

Tryptophan (Trp) 204.0899 203(-) 20 KO001868 203.3000 ✓ ✓
116.0000 ✓
73.9000 ✓
143.4000 ✗
141.9000 ✓
159.2000 ✓
186.2000 ✓
130.0000 ✓
129.0000 ✓

Tyrosine (Tyr) 181.0739 180(-) 20 KO001863 163.1000 ✓ ✓
180.4000 ✗
119.3000 ✗
92.8000 ✓
136.1000 ✓
72.2000 ✗
147.8000 ✗
74.2000 ✗
106.0000 ✓
107.0000 ✓

Tyrosine (Tyr) 181.0739 182(+) 10 KO004067 182.1000 ✓ ✓
165.2000 ✓

Continued on next page
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Compound Accurate

mass
Target
mass
(mode)

Collision
energy

MassBank
reference
spectrum

Major
expected
peaks

Accepted
as
present?

136.0000 ✓
122.2000 ✓
121.0000 ✓

Valine (Val) 117.079 116(-) 30 KO001990 116.2000 ✓ ✓
Valine (Val) 117.079 118(+) 10 KO004251 118.1000 ✓ ✓

72.0000 ✓
101.0000 ✓
50.1000 ✗
117.6000 ✓

Glyphosate and its degradation products
Glyphosate 169.014 168(-) 4 167.9784 ✓ ✓

149.9676 ✓
123.9863 ✓
180.0034 ✓

Glyphosate 169.014 170(+) 4 173.9452 ✗ ✗
129.9587 ✗
175.9372 ✗
170.0637 ✓
163.9376 ✓

Glyoxylate 74.0004 73(-) 10 KO000835 73.0000 ✗ ✗
Sarcosine* 89.0477 88(-) 10 KO001799 88.2000 ✓ ✓

Sarcosine* 89.0477 90(+) 5 KO003987 90.0000 ✓ ✓

2-oxoglutarate‡ 146.0215 145(-) 10 KO001528 145.1000 ✓ ✓
101.1000 ✓

Cinnamyl alcohol 134.0732 135(+) 10 PS044801 135.0000 ✓ ✓
134.0000 ✓
73.0000 ✓
93.0000 ✓

Exploratory analysis compounds
D-ribose 5-phosphate 230.0192 229(-) 20 KO001751 97.2000 ✓ ✓

78.9000 ✓
139.2000 ✗
99.1000 ✓
229.3000 ✓
137.3000 ✓
147.0000 ✓
169.0000 ✓
59.1000 ✗
165.4000 ✗

D-ribulose 5-phosphate 230.0192 229(-) 20 PR100553 96.9677 ✓ ✓
78.9590 ✓
229.0114 ✓ ✓

linoleate 280.2402 303(+) 20 PS027803 281.0000 ✓
73.0000 ✓
265.0000 ✓
264.0000 ✓
248.0000 ✓

palmitoleate 254.2246 253(-) 40 KO001629 253.4000 ✗ ✗
71.1000 ✗
79.0000 ✓
59.1000 ✗
97.2000 ✗
83.2000 ✗
95.3000 ✗
126.7000 ✗
220.5000 ✗

phosphate 97.9769 97(-) 40 RP022413 78.9591 ✓ ✓
62.9641 ✗

thiamine 266.1201 247(-) 20 KO001934 147.1000 ✓ ✓
233.1000 ✓

thyroxine 776.6867 777(+) 15 AU274306 731.6904 ✗ ✗
604.7811 ✗
350.9754 ✗
379.9523 ✗
323.9650 ✗
633.7740 ✓
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Compound Accurate

mass
Target
mass
(mode)

Collision
energy

MassBank
reference
spectrum

Major
expected
peaks

Accepted
as
present?

732.6928 ✓
576.7651 ✓

759(+) 731.6904 ✗ ✗
604.7811 ✗
350.9754 ✗
379.9523 ✓
323.9650 ✗
633.7740 ✗
732.6928 ✓
576.7651 ✗

(2S)-2-isopropylmalate 176.0685 175(-) 20 KO001237 115.1000 ✗ ✗
175.0000 ✓
113.0000 ✓
85.1000 ✗
157.2000 ✗
131.0000 ✗
128.8000 ✗

N-carbamoyl-L-aspartate 176.0433 175(-) KO000412 131.8000 ✗ ✗
114.8000 ✗
88.1000 ✓
93.3000 ✗

AMP 347.0631 346(-) 20 PR100515 78.9598 ✓ ✓
346.0553 ✓
96.9698 ✓
134.0470 ✓

dGMP 347.0631 346(-) 20 PS048007 346.0000 ✓ ✓
345.0000 ✓

bilirubin 584.2635 583(-) 40 MT000136 285.1000 ✓ ✓
539.2000 ✓
241.2000 ✓
253.2000 ✓
286.1000 ✓
213.2000 ✓

GMP 363.058 362(-) 20 PR100567 78.9597 ✓ ✓
362.0502 ✓
211.0005 ✓
96.9699 ✓
150.0415 ✓
133.0149 ✓

medicagenate 502.3294 483(-) 40 BS003800 501.3200 ✗ ✗
483.3079 ✓
437.3043 ✗
502.3245 ✗
439.3184 ✗
425.3060 ✗
484.3129 ✗
426.3095 ✗
438.3101 ✗
455.3126 ✗
440.3184 ✗
421.3097 ✗
422.3162 ✗
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Table B.2: Mass bins and their putatively matched compounds, accurate masses, expected masses
as given adducts, chemical formulas and expected roll in the cell metabolome. Compounds with
the same monoisotopic mass are listed together. Compounds in bold were confirmed to be present
through MS/MS analysis, all others could not be confirmed due to no reference spectra being
available.

Mass-bin
(mode)

Compound Structure Accurate mass Expected
mass and ion

Class

Pre-resistance
97 (-) (E)-2-hexenal C6H10O 98.0732 97.0732 [M-H]- aldehyde

(Z)-3-hexanal C6H10O 98.0732 97.0732 [M-H]- aldehyde
phosphate HO4P 97.9769 96.9769 [M-H]- inorganic

phosphate
175 (-) (2R,3S)-3-

isopropylmalate
C7H10O5 176.0685 175.0685 [M-H]- leucine

precursor
4-hydroxy-4-methyl-
2-oxoglutarate

C6H6O6 176.0321 175.0321 [M-H]- carboxylate

L-ascorbate C6H7O6 176.0321 175.0321 [M-H]- Vitamin C
L-xylo-hex-3-ulono-
1,4-lactone

C6H8O6 176.0321 175.0321 [M-H]- Vitamin C
precursor

N5-formyl-N5-
hydroxy-L-ornithine

C6H12N2O4 176.0797 175.0797 [M-H]- modified amino
acid

6-hydroxy-N-
methylmyosmine

C10H13N2O 176.0950 175.0950 [M-H]- pyrroline

serotonin C10H13N2O 176.0950 175.0950 [M-H]- signalling
compound

223.2 (-) 5,6-epoxy-3-hydroxy-
9-apo-β-caroten-9-
one

C13H20O3 224.1412 223.1412 [M-H]- carotenoid

grasshopper ketone C13H20O3 224.1412 223.1412 [M-H]- carotenoid
228 (-) 4,5-seco-dopa C9H10NO6 229.0586 228.0586 [M-H]- betalain

metabolite
5-phospho-β-D-
ribosylamine

C5H11NO7P 229.0351 228.0351 [M-H]- purine and
thiamine
precursor

229 (-) aldehydo-D-ribose
5-phosphate

C5H9O8P 230.0192 229.0192 [M-H]- sugar phoshate

α-D-ribose
5-phosphate

C5H9O8P 230.0192 229.0192 [M-H]- sugar phoshate

α-D-ribose-1-
phosphate

C5H9O8P 230.0192 229.0192 [M-H]- sugar phoshate

β-D-ribose
5-phosphate

C5H9O8P 230.0192 229.0192 [M-H]- sugar phoshate

β-L-arabinose
1-phosphate

C5H9O8P 230.0192 229.0192 [M-H]- sugar phoshate

D-ribofuranose
5-phosphate

C5H9O8P 230.0192 229.0192 [M-H]- sugar phoshate

D-ribose
5-phosphate

C5H9O8P 230.0192 229.0192 [M-H]- sugar phoshate

D-ribulose
1-phosphate

C5H9O8P 230.0192 229.0192 [M-H]- sugar phoshate

D-ribulose
5-phosphate

C5H9O8P 230.0192 229.0192 [M-H]- sugar phoshate

D-xylulose
5-phosphate

C5H9O8P 230.0192 229.0192 [M-H]- sugar phoshate

L-ribulose
5-phosphate

C5H9O8P 230.0192 229.0192 [M-H]- sugar phoshate

L(or D)-ribulose
5-phosphate

C5H9O8P 230.0192 229.0192 [M-H]- sugar phoshate

245 (-) dimethylallyl
diphosphate

C5H9O7P2 246.0058 245.0058 [M-H]- isoprenoid
precursor

glycerophosphoglycerol C6H14O8P 246.0505 245.0505 [M-H]- lipid
isopentenyl
diphosphate

C5H9O7P2 246.0058 245.0058 [M-H]- isoprenoid
precursor

247.2 (-) thiamine C12H17N4OS 266.1201 247.1101
[M-H2O-H]-

B vitamin

259 (-) 1D-myo-inositol
1-monophosphate

C6H11O9P 260.0297 259.0297 [M-H]- polyol

1D-myo-inositol
2-monophosphate

C6H11O9P 260.0297 259.0297 [M-H]- polyol

1D-myo-inositol
3-monophosphate

C6H11O9P 260.0297 259.0297 [M-H]- polyol

1D-myo-inositol
4-monophosphate

C6H11O9P 260.0297 259.0297 [M-H]- polyol

1D-myo-inositol
5-monophosphate

C6H11O9P 260.0297 259.0297 [M-H]- polyol

1D-myo-inositol
6-monophosphate

C6H11O9P 260.0297 259.0297 [M-H]- polyol

a D-galactopyranose
1-phosphate

C6H11O9P 260.0297 259.0297 [M-H]- sugar phoshate

Continued on next page
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Mass-bin
(mode)

Compound Structure Accurate mass Expected
mass and ion

Class

a hexose 1-phosphate C6H11O9P 260.0297 259.0297 [M-H]- sugar phoshate
α-D-galactose
1-phosphate

C6H11O9P 260.0297 259.0297 [M-H]- sugar phoshate

α-D-galactose
6-phosphate

C6H11O9P 260.0297 259.0297 [M-H]- sugar phoshate

α-D-glucopyranose
1-phosphate

C6H11O9P 260.0297 259.0297 [M-H]- sugar phoshate

α-D-glucose
6-phosphate

C6H11O9P 260.0297 259.0297 [M-H]- sugar phoshate

α-D-mannopyranose
6-phosphate

C6H11O9P 260.0297 259.0297 [M-H]- sugar phoshate

α-D-mannose
1-phosphate

C6H11O9P 260.0297 259.0297 [M-H]- sugar phoshate

an α-hexose
1-phosphate

C6H11O9P 260.0297 259.0297 [M-H]- sugar phoshate

an inositol phosphate C6H11O9P 260.0297 259.0297 [M-H]- polyol
β-D-fructofuranose
1-phosphate

C6H11O9P 260.0297 259.0297 [M-H]- sugar phoshate

β-D-fructofuranose
6-phosphate

C6H11O9P 260.0297 259.0297 [M-H]- sugar phoshate

β-D-galactose
6-phosphate

C6H11O9P 260.0297 259.0297 [M-H]- sugar phoshate

β-D-glucopyranose
1-phosphate

C6H11O9P 260.0297 259.0297 [M-H]- sugar phoshate

β-D-glucose
6-phosphate

C6H11O9P 260.0297 259.0297 [M-H]- sugar phoshate

β-D-mannopyranose
6-phosphate

C6H11O9P 260.0297 259.0297 [M-H]- sugar phoshate

β-L-galactose
1-phosphate

C6H11O9P 260.0297 259.0297 [M-H]- sugar phoshate

β-L-gulose
1-phosphate

C6H11O9P 260.0297 259.0297 [M-H]- sugar phoshate

D-fructofuranose
1-phosphate

C6H11O9P 260.0297 259.0297 [M-H]- sugar phoshate

D-fructofuranose
6-phosphate

C6H11O9P 260.0297 259.0297 [M-H]- sugar phoshate

D-galactopyranose
6-phosphate

C6H11O9P 260.0297 259.0297 [M-H]- sugar phoshate

D-glucopyranose
6-phosphate

C6H11O9P 260.0297 259.0297 [M-H]- sugar phoshate

D-glucose
1-phosphate

C6H11O9P 260.0297 259.0297 [M-H]- sugar phoshate

D-hexose 6-phosphate C6H11O9P 260.0297 259.0297 [M-H]- sugar phoshate
D-mannopyranose
6-phosphate

C6H11O9P 260.0297 259.0297 [M-H]- sugar phoshate

D-mannose
6-phosphate

C6H11O9P 260.0297 259.0297 [M-H]- sugar phoshate

keto-D-fructose
6-phosphate

C6H11O9P 260.0297 259.0297 [M-H]- sugar phoshate

274.2 (+) normaritidine C16H19NO3 273.1365 274.1365
[M+H]+

alkaloid

oxomaritinamine C16H19NO3 273.1365 274.1365
[M+H]+

alkaloid

289 (-) D-glycero-D-manno-
heptose 7-phosphate

C7H13O10P 290.0403 289.0403 [M-H]- sugar phoshate

D-sedoheptulose
7-phosphate

C7H13O10P 290.0403 289.0403 [M-H]- sugar phoshate

291.2 (-) (9Z,13S,15Z)-12,13-
epoxyoctadeca-
9,11,15-trienoate

C18H27O3 292.2038 291.2038 [M-H]- fatty acid

12-oxo-cis-10,15-
phytodienoate

C18H27O3 292.2038 291.2038 [M-H]- fatty acid

androstan-3α,17β-
diol

C19H32O2 292.2402 291.2402 [M-H]- sterol

293.2 (-) 3-oxo-2-(cis-2’-
pentenyl)-
cyclopentane-1-
octanoate

C18H29O3 294.2195 293.2195 [M-H]- fatty acid

301.2 (-) carlactone C19H26O3 302.1882 301.1882 [M-H]- lactone
tributyrin C15H26O6 302.1729 301.1729 [M-H]- lipid

303.2 (+) 1-monomyristoyl-
glycerol

C17H34O4 302.2457 303.2457
[M+H]+

lipid

2-(6’-
methylthio)hexyl-
malate

C11H18O5S 264.1031 303.1031
[M+K]+

carboxylate

2-cis-abscisate C15H19O4 264.1362 303.1362
[M+K]+

hormone

3-(6’-
methylthio)hexyl-
malate

C11H18O5S 264.1031 303.1031
[M+K]+

carboxylate

Continued on next page
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Mass-bin
(mode)

Compound Structure Accurate mass Expected
mass and ion

Class

3”-deamino-3”-
oxonicotianamine

C12H17N2O7 302.1114 303.1114
[M+H]+

secondary
metabolite

8’-hydroxyabscisate C15H19O5 280.1311 303.1311
[M+Na]+

hormone
(abscisic acid
derivative)

carlactone C19H26O3 302.1882 303.1882
[M+H]+

lactone

linoleate C18H31O2 280.2402 303.2402
[M+Na]+

fatty acid

phaseic acid C15H19O5 280.1311 303.1311
[M+Na]+

hormone
(abscisic acid
derivative)

304.2 (+) pheophorbide b C35H33N4O6 606.2478 304.1289
[M+2H]2+

chlorin

309.2 (-) 13(S)-HPOTE C18H29O4 310.2144 309.2144 [M-H]- fatty acid
a porphyrin C20H14N4 310.1218 309.1218 [M-H]- porphyrin

313.2 (+) (9S)-HPODE C18H31O4 312.2301 313.2301
[M+H]+

fatty acid

13-HpODE C18H31O4 312.2301 313.2301
[M+H]+

fatty acid

(13S)-HPODE C18H31O4 312.2301 313.2301
[M+H]+

fatty acid

5-dihydrotestosterone C19H30O2 290.2246 313.2246
[M+Na]+

steroid

9-HpODE C18H31O4 312.2301 313.2301
[M+H]+

fatty acid

arachidate C20H39O2 312.3028 313.3028
[M+H]+

fatty acid

346 (-) 2-hydroxy-dAMP C10H12N5O7P 347.0631 346.0631 [M-H]- nucleotide
AMP C10H12N5O7P 347.0631 346.0631 [M-H]- nucleotide

362 (-) 8-oxo-dGMP C10H12N5O8P 363.0580 362.0580 [M-H]- nucleic acid
component

GMP C10H12N5O8P 363.0580 362.0580 [M-H]- nucleotie
425.2 (-) deacetylmycothiol C15H29N2O11S 444.1414 425.1314

[M-H2O-H]-
thiol

470.4 (+) 1-18:3-2-18:2-
digalactosyldiacyl-
glycerol

C51H86O15 938.5967 470.3034
[M+2H]2+

lipid

475.4 (+) demethylphylloquinone C30H44O2 436.3341 475.3341
[M+K]+

electron-transfer
quinone

497.2 (-) S-hydroxymethyl-
mycothiol

C18H32N2O13S 516.1625 497.1525
[M-H2O-H]-

thiol

529.4 (-) rhamnosyl tetracyclic
spinosyn
pseudoaglycone

C30H44O9 548.2985 529.2885
[M-H2O-H]-

glycosylated
macrolide

539.4 (+) 7,9,9’-cis-
neurosporene

C40H58 538.4539 539.4539
[M+H]+

carotenoid

9’-cis-neurosporene C40H58 538.4539 539.4539
[M+H]+

carotenoid

all-trans-
neurosporene

C40H58 538.4539 539.4539
[M+H]+

carotenoid

α-zeacarotene C40H58 538.4539 539.4539
[M+H]+

carotenoid

β-zeacarotene C40H58 538.4539 539.4539
[M+H]+

carotenoid

553.4 (-) rhodopin C40H58O 554.4488 553.4488 [M-H]- carotenoid
561.2 (-) 2’-O-methyl-

rhamnosyl tetracyclic
spinosyn
pseudoaglycone

C31H46O9 562.3142 561.3142 [M-H]- glycosylated
macrolide

583.2 (-) 15,16-
dihydrobiliverdin

C33H34N4O6 584.2635 583.2635 [M-H]- phytochrome
precursor

bilirubin C33H34N4O6 584.2635 583.2635 [M-H]- bilin pigment
597.4 (-) 2-methoxy-6-all

trans-heptaprenyl-2-
methoxy-1,4-
benzoquinol

C42H64O3 616.4855 597.4755
[M-H2O-H]-

quinol

601.4 (+) 2-methoxy-6-(all-
trans-
heptaprenyl)phenol

C42H64O2 600.4906 601.4906
[M+H]+

ubiquinol-7
precursor

3,4-dihydroxy-5-all-
trans-
hexaprenylbenzoate

C37H53O4 562.4022 601.4022
[M+K]+

lipid

607.4 (+) 1,2-
dipalmitoylglycerol

C35H68O5 568.5067 607.5067
[M+K]+

lipid

protoporphyrinogen
IX

C34H38N4O4 568.3050 607.3050
[M+K]+

porphyrin

rhodovibrin C41H60O2 584.4593 607.4593
[M+Na]+

carotenoid

Continued on next page
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609.2 (-) chlorophyllide b C35H30N4O6Mg 628.2172 609.2072
[M-H2O-H]-

chlorophyllide

primary fluorescent
chlorophyll catabolite

C35H38N4O7 628.2897 609.2797
[M-H2O-H]-

bilin pigment

609.4 (+) all-trans-hexaprenyl
diphosphate

C30H49O7P2 586.3188 609.3188
[M+Na]+

lipid

presqualene
diphosphate

C30H49O7P2 586.3188 609.3188
[M+Na]+

lipid

625.4 (+) all-trans-hexaprenyl
diphosphate

C30H49O7P2 586.3188 625.3188
[M+K]+

lipid

presqualene
diphosphate

C30H49O7P2 586.3188 625.3188
[M+K]+

lipid

627.2 (-) chlorophyllide b C35H30N4O6Mg 628.2172 627.2172 [M-H]- chlorophyllide
primary fluorescent
chlorophyll catabolite

C35H38N4O7 628.2897 627.2897 [M-H]- bilin pigment

red chlorophyll
catabolite

C35H36N4O7 626.2740 627.2740496
[M+H]+

bilin pigment
627.4 (+)
637.4 (+) all-trans-heptaprenyl

diphosphate
C35H57O7P2 654.3814 637.3714

H2O-[M+H]+
lipid

674.2 (-) ferribactin C56H91N18O21 1350.6528 674.3214 [M-2H]2- siderophore
674.4 (-)
675.4 (+) demethylmenaquinol-

7
C45H64O2 636.4906 675.4906

[M+K]+
electron-transfer
quinol

701.4 (-) lipid IVA C68H126N2O23P2 1404.8540 701.4220
[M-2H]2-

lipid

761.6 (+) 3-(all-trans-
nonaprenyl)benzene-
1,2-diol

C51H78O2 722.6002 761.6002
[M+K]+

ubiquinol-9
precursor

762.6 (+) 1-16:0-2-18:1-
diacylglycerol-
trimethylhomoserine

C44H83NO7 739.6326 762.6326
[M+Na]+

lipid

763.6 (+) 3-methoxy-4-
hydroxy-5-all-trans-
nonaprenylbenzoate

C53H79O4 780.6057 763.5957
H2O-[M+H]+

ubiquinol-9
precursor

793.6 (-) ubiquinone-9 C54H82O4 794.6213 793.6213 [M-H]- electron-transfer
quinone

905.6 (-) chlorophyll b C55H70N4O6Mg 906.5146 905.5146 [M-H]- chlorophyll
pigment

Post-resistance
498.4 (+) 1-16:0-2-

lysophosphatidylcholine
C24H50NO7P 497.3481 498.3481

[M+H]+
lipid

621.4 (+) adonixanthin C40H54O3 582.4073 621.4073
[M+K]+

carotenoid

hydroxyspirilloxanthin C41H58O2 582.4437 621.4437
[M+K]+

carotenoid

menaquinol-6 C41H58O2 582.4437 621.4437
[M+K]+

electron-transfer
quinol

734.6 (+) 1-16:0-2-18:4-
diacylglycerol-
trimethylhomoserine

C44H77NO7 733.5857 734.5857
[M+H]+

lipid

743.6 (-) 1-α-linolenoyl-2-
palmitoyl-
phosphatidylglycerol

C40H72O10P 744.4941 743.4941 [M-H]- lipid/fatty acid

1-linoleoyl-2-(3E)-
hexadecenoyl-
phosphatidylglycerol

C40H72O10P1 744.4941 743.4941 [M-H]- lipid/fatty acid

745.6 (-) 1-linoleoyl-2-
palmitoyl-
phosphatidylglycerol

C40H74O10P 746.5098 745.5098 [M-H]- lipid/fatty acid

1-oleoyl-2-(3E)-
hexadecenoyl-
phosphatidylglycerol

C40H74O10P 746.5098 745.5098 [M-H]- lipid/fatty acid

795.6 (-) ubiquinol-9 C54H84O4 796.6370 795.6370 [M-H]- electron-transfer
quinol

993.6 (-) all-trans-
dodecaprenyl
diphosphate

C60H97O7P2 994.6944 993.6944 [M-H]- lipid

Persistent
496.4 (+) menaquinol-12 C71H106O2 990.8193 496.4147

[M+2H]2+
electron-transfer
quinol

556.4 (-) solasodine
3-O-β-D-glucoside

C33H53NO7 575.3822 556.3722
[M-H2O-H]-

sterol

Und-PP-Mur2Ac-L-
Ala-γ-D-Glu-L-Lys-
D-Ala-D-Ala

C86H140N7O21P2 1671.9812 556.3204
[M-3H]3-

glycoconjugate

557.4 (-) 2’,3’-O-methyl-
rhamnosyl tetracyclic
spinosyn
pseudoaglycone

C32H48O9 576.3298 557.3198
[M-H2O-H]-

glycosylated
macrolide
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Mass-bin
(mode)

Compound Structure Accurate mass Expected
mass and ion

Class

N-acetyl-β-D-
glucosaminyl-(1→4)-
N-acetyl-α-D-
glucosaminyl-
diphosphodolichol

C96H158N2O17P2 1675.1192 557.3664
[M-3H]3-

glycan

571.4 (-) 2’,3’,4’-O-methyl-
rhamnosyl tetracyclic
spinosyn
pseudoaglycone

C33H50O9 590.3455 571.3355
[M-H2O-H]-

glycosylated
macrolide

583.4 (+) adonixanthin C40H54O3 582.4073 583.4073
[M+H]+

carotenoid

583.6 (+) 15-cis-phytoene C40H64 544.5008 505.5008
[M+K]+

carotenoid

736.6 (+) 1-16:0-2-18:3-
diacylglycerol-
trimethylhomoserine

C44H79NO7 735.6013 736.6013
[M+H]+

lipid

1,2-dipalmitoyl-
phosphatidylcholine

C40H80NO8P 735.5778 736.5778
[M+H]+

lipid

779.6 (-) 3-methoxy-4-
hydroxy-5-all-trans-
nonaprenylbenzoate

C53H79O4 780.6057 779.6057 [M-H]- aromatic
compound

Table B.3: Analysis of Deviance Table (Type II Wald χ2-tests) for linear mixed effects model
to test effect of glyphosate resistance evolution on shikimate pathway compounds with percentage
ion count (arc sine transformed) of the putatively matched target compound as response.

Shikimate pathway functioning
Compound Fixed effect χ2 DF p
E4P day 40.1 6 < 0.001

treatment 3.5 1 0.06
day:treatment 81.3 6 < 0.001

PEP day 13.8 6 0.03
treatment 7.8 1 0.005
day:treatment 6.1 6 0.4

DAHP day 35.4 6 < 0.001
treatment 1.1 1 0.3
day:treatment 6.4 6 0.4

3-DHQ day 17.1 6 0.009
treatment 6.8 1 0.009
day:treatment 4.9 6 0.6

3-dehydro-shikimate day 20.9 6 0.002
treatment 20.1 1 < 0.001
day:treatment 57.4 6 < 0.001

Shikimate day 88.9 6 < 0.001
treatment 47.3 1 < .001
day:treatment 78.7 6 < 0.001

Shikimate-3-phosphate day 94.1 6 < 0.001
treatment 60.4 1 < 0.001
day:treatment 119.2 6 < 0.001

EPSP day 16.1 6 0.01
treatment 2.1 1 0.1
day:treatment 27.6 6 < 0.001

Chorismate/Prephenate day 41.9 6 < 0.001
treatment 0.46 1 0.5
day:treatment 45.4 6 < 0.001

Table B.4: Analysis of Deviance Table (Type II Wald χ2-tests) for linear mixed effects model to
test for presence of glyphosate and glyphosate breakdown products with percentage ion count (arc
sine transformed) of the putatively matched target compound as response.

Glyphosate and its breakdown products – primary compounds
Compound Fixed effect χ2 DF p
Glyphosate (-) day 36.0 6 < 0.001

treatment 0.07 1 0.8
day:treatment 11.6 6 0.07.

AMPA (+) day 124.5 6 < 0.001
treatment 28.50 1 < 0.001
day:treatment 11.1 6 0.09

Sarcosine (-) day 10.7 6 0.1
treatment 0.7 1 0.4
day:treatment 19.4 6 0.004
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Glyphosate and its breakdown products – primary compounds

Compound Fixed effect χ2 DF p
Sarcosine (+) day 40.1 6 < 0.001

treatment 10.0 1 0.002
day:treatment 13.5 6 0.04

Table B.5: Selected pairwise contrasts, as estimated by the emmeans package for R, applied
to linear mixed effects model to difference in presence of glyphosate and glyphosate breakdown
products by day.

Glyphosate and its breakdown products – primary compounds
Compound (mode) Contrast t.ratio DF p
Glyphosate (-) day -3 0 - 100 -0.6 54.4 > 0.9

day 1 0 - 100 2.5 54.4 0.44
day 8 0 - 100 -1.6 54.4 > 0.9
day 16 0 - 100 1.0 54.4 > 0.9
day 22 0 - 100 -0.5 54.4 > 0.9
day 29 0 - 100 -0.4 54.4 > 0.9
day 36 0 - 100 0.5 54.4 > 0.9

AMPA (+) day -3 0 - 100 2.3 43.5 0.54
day 1 0 - 100 3.5 43.5 0.055
day 8 0 - 100 3.3 43.5 0.1
day 16 0 - 100 2.0 43.5 0.8
day 22 0 - 100 5.2 43.5 < 0.001
day 29 0 - 100 3.5 43.5 0.06
day 36 0 - 100 1.7 43.5 > 0.9

Sarcosine (-) day -3 0 - 100 3.3 52.7 0.09
day 1 0 - 100 -1.6 52.7 > 0.9
day 8 0 - 100 -0.9 52.7 > 0.9
day 16 0 - 100 0 52.7 > 0.9
day 22 0 - 100 1.3 52.7 > 0.9
day 29 0 - 100 1.4 52.7 > 0.9
day 36 0 - 100 -0.7 52.7 > 0.9

Sarcosine (+) day -3 0 - 100 1.5 56 > 0.9
day 1 0 - 100 1.4 56 > 0.9
day 8 0 - 100 0.2 56 > 0.9
day 16 0 - 100 -1.3 56 > 0.9
day 22 0 - 100 1.0 56 > 0.9
day 29 0 - 100 3.5 56 0.05
day 36 0 - 100 2.0 56 0.8

Table B.6: Analysis of Deviance Table (Type II Wald χ2-tests) for linear mixed effects model
to test for presence of secondary glyphosate and AMPA breakdown products with percentage ion
count (arc sine transformed) of the putatively matched target compound as response.

Glyphosate and its breakdown products – secondary compounds
Compound Fixed effect χ2 DF p
α-D-ribose-1-[N-(phosphono-
methyl)-glycine]5-phosphate(-)

day 8.9 6 0.2
treatment 9.6 1 0.002
day:treatment 2.9 6 0.8

α-D-ribose-1-[N-(phosphonomethyl)-
glycine]5-phosphate(+)

day 6.6 6 0.4
treatment 9.9 1 0.002
day:treatment 0.6 6 > 0.9

α-D-ribose-1-[N-(phosphono-
methyl)-glycine]5-triphosphate(-)

day 49.1 6 < 0.001
treatment 10.1 1 0.002
day:treatment 24.8 6 < 0.001

α-D-ribose-1-[N-(phosphonomethyl)-
glycine]5-triphosphate(+)

day 5.2 6 0.5
treatment 1.3 1 0.3
day:treatment 5.7 6 0.5

α-D-ribose-1,5-bisphosphate(-) day 15.7 6 0.02
treatment 0.3 1 0.6
day:treatment 6.4 6 0.4

α-D-ribose-1,5-bisphosphate(+) day 8.2 6 0.2
treatment 7.4 1 0.006
day:treatment 18.8 6 0.005

5-phospho-α-D-ribose-1,2-cyclic
phosphate(-)

day 39.1 6 < 0.001
treatment 4.0 1 0.045
day:treatment 18.8 6 0.004

5-phospho-α-D-ribose-1,2-cyclic
phosphate(+)

day 31.3 6 < 0.001
treatment 3.8 1 0.049
day:treatment 11.0 6 0.09

5-phospho-α-D-ribose-1-
diphosphate(-)

day 7.5 6 0.3
treatment 12.8 1 < 0.001
day:treatment 12.4 6 0.05
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Glyphosate and its breakdown products – secondary compounds

Compound Fixed effect χ2 DF p
5-phospho-α-D-ribose-1-
diphosphate(+)

day 11.2 6 0.08
treatment 0.3 1 0.6
day:treatment 5.8 6 0.4

α-D-ribose-1-(acetamidomethyl-
phosphonate)5-triphosphate(-)

day 18.7 6 0.005
treatment 0.7 1 0.4
day:treatment 12.2 6 0.06

α-D-ribose-1-(acetamidomethyl-
phosphonate)5-triphosphate(+)

day 19.1 6 0.004
treatment 0.3 1 0.6
day:treatment 7.7 6 0.3

α-D-ribose-1-(2-N-acetamidomethyl-
phosphonate)5-phosphate(-)

day 14.7 6 0.02
treatment 0.1 1 0.7
day:treatment 1.8 6 0.9

α-D-ribose-1-(2-N-acetamidomethyl-
phosphonate)5-phosphate(+)

day 4.5 6 0.6
treatment 1.7 1 0.2
day:treatment 4.3 6 0.6

Cinnamaldehyde(-) day 44.4 6 < 0.001
treatment 19.2 1 < 0.001
day:treatment 5.9 6 0.4

Cinnamyl alcohol(-) day 32.0 6 < 0.001
treatment 2.4 1 0.1
day:treatment 35.4 6 < 0.001

Cinnamyl alcohol(+) day 74.0 6 < 0.001
treatment 43.7 1 < 0.001
day:treatment 68.5 6 < 0.001

2-oxoglutarate(-) day 26.3 6 < 0.001
treatment 39.1 1 < 0.001
day:treatment 62.5 6 < 0.001

Table B.7: Selected pairwise contrasts, as estimated by the emmeans package for R, applied to
linear mixed effects model to difference in presence of secondary glyphosate breakdown products
by day.

Glyphosate and its breakdown products – secondary compounds
Compound (mode) Contrast t.ratio DF p
α-D-ribose-1-[N-(phosphono-
methyl)glycine]5-phosphate(-)

day -3 0 - 100 0.9 55.8 > 0.9
day 1 0 - 100 1.2 55.8 > 0.9
day 8 0 - 100 0 55.8 > 0.9
day 16 0 - 100 1.7 55.8 > 0.9
day 22 0 - 100 2.0 55.8 0.8
day 29 0 - 100 1.1 55.8 > 0.9
day 36 0 - 100 1.9 55.8 0.8

α-D-ribose-1-[N-(phosphono-
methyl)glycine]5-phosphate(+)

day -3 0 - 100 1.4 56 > 0.9
day 1 0 - 100 1.0 56 > 0.9
day 8 0 - 100 0.8 56 > 0.9
day 16 0 - 100 0.8 56 > 0.9
day 22 0 - 100 1.5 56 > 0.9
day 29 0 - 100 1.2 56 > 0.9
day 36 0 - 100 1.6 56 > 0.9

α-D-ribose-1-[N-(phosphono-
methyl)glycine]5-triphosphate(-)

day -3 0 - 100 -0.4 50.4 > 0.9
day 1 0 - 100 -0.3 50.4 > 0.9
day 8 0 - 100 1.5 50.4 > 0.9
day 16 0 - 100 0.2 50.4 > 0.9
day 22 0 - 100 2.3 50.4 0.6
day 29 0 - 100 4.0 50.4 0.01
day 36 0 - 100 4.0 50.4 0.01

α-D-ribose-1-[N-(phosphono-
methyl)glycine]5-triphosphate(+)

day -3 0 - 100 1.5 54.4 > 0.9
day 1 0 - 100 -0.2 54.4 > 0.9
day 8 0 - 100 1.6 54.4 > 0.9
day 16 0 - 100 -0.8 54.4 > 0.9
day 22 0 - 100 0.3 54.4 > 0.9
day 29 0 - 100 1.3 54.4 > 0.9
day 36 0 - 100 0 54.4 > 0.9

α-D-ribose 1,5-bisphosphate(-) day -3 0 - 100 0.7 56 > 0.9
day 1 0 - 100 1.2 56 > 0.9
day 8 0 - 100 -0.7 56 > 0.9
day 16 0 - 100 0.5 56 > 0.9
day 22 0 - 100 -1.1 56 > 0.9
day 29 0 - 100 -0.7 56 > 0.9
day 36 0 - 100 -1.5 56 > 0.9

α-D-ribose 1,5-bisphosphate(+) day -3 0 - 100 -1.0 55.9 > 0.9
day 1 0 - 100 -0.6 55.9 > 0.9
day 8 0 - 100 1.6 55.9 > 0.9
day 16 0 - 100 3.2 55.9 0.1
day 22 0 - 100 1.8 55.9 0.9
day 29 0 - 100 -0.4 55.9 > 0.9
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Glyphosate and its breakdown products – secondary compounds

Compound (mode) Contrast t.ratio DF p
day 36 0 - 100 3.0 55.9 0.2

5-phospho-α-D-ribose 1,2-cyclic
phosphate(-)

day -3 0 - 100 2.0 55.7 0.8
day 1 0 - 100 0.9 55.7 > 0.9
day 8 0 - 100 -1.8 55.7 0.9
day 16 0 - 100 -3.2 55.7 0.1
day 22 0 - 100 -1.6 55.7 > 0.9
day 29 0 - 100 -1.3 55.7 > 0.9
day 36 0 - 100 -0.8 55.7 > 0.9

5-phospho-α-D-ribose 1,2-cyclic
phosphate(+)

day -3 0 - 100 -1.4 56 > 0.9
day 1 0 - 100 -1.9 56 0.8
day 8 0 - 100 -1.1 56 > 0.9
day 16 0 - 100 -2.1 56 0.7
day 22 0 - 100 1.9 56 0.8
day 29 0 - 100 -0.3 56 > 0.9
day 36 0 - 100 -0.3 56 > 0.9

5-phospho-α-D-ribose
1-diphosphate(-)

day -3 0 - 100 -0.5 56 > 0.9
day 1 0 - 100 0.9 56 > 0.9
day 8 0 - 100 -2.8 56 0.2
day 16 0 - 100 -3.4 56 0.06
day 22 0 - 100 -0.9 56 > 0.9
day 29 0 - 100 -1.2 56 > 0.9
day 36 0 - 100 -1.5 56 > 0.9

5-phospho-α-D-ribose
1-diphosphate(+)

day -3 0 - 100 -0.7 52.6 > 0.9
day 1 0 - 100 1.9 52.6 0.8
day 8 0 - 100 -1.0 52.6 > 0.9
day 16 0 - 100 0.5 52.6 > 0.9
day 22 0 - 100 0.6 52.6 > 0.9
day 29 0 - 100 0.2 52.6 > 0.9
day 36 0 - 100 0.3 52.6 > 0.9

α-D-ribose
1-(acetamidomethylphosphonate)5-
triphosphate(-)

day -3 0 - 100 -0.5 54.1 > 0.9
day 1 0 - 100 -0.1 54.1 > 0.9
day 8 0 - 100 -0.4 54.1 > 0.9
day 16 0 - 100 -0.5 54.1 > 0.9
day 22 0 - 100 -1.0 54.1 > 0.9
day 29 0 - 100 2.2 54.1 0.6
day 36 0 - 100 -2.4 54.1 0.5

α-D-ribose
1-(acetamidomethylphosphonate)5-
triphosphate(+)

day -3 0 - 100 -1.2 54.2 > 0.9
day 1 0 - 100 0.6 54.2 > 0.9
day 8 0 - 100 -1.1 54.2 > 0.9
day 16 0 - 100 -0.2 54.2 > 0.9
day 22 0 - 100 0.6 54.2 > 0.9
day 29 0 - 100 1.2 54.2 > 0.9
day 36 0 - 100 1.7 54.2 > 0.9

α-D-ribose-1-(2-N-
acetamidomethylphosphonate)5-
phosphate(-)

day -3 0 - 100 0.3 55.2 > 0.9
day 1 0 - 100 -1.0 55.2 > 0.9
day 8 0 - 100 0.4 55.2 > 0.9
day 16 0 - 100 0 55.2 > 0.9
day 22 0 - 100 0.2 55.2 > 0.9
day 29 0 - 100 0.7 55.2 > 0.9
day 36 0 - 100 0.5 55.2 > 0.9

α-D-ribose-1-(2-N-
acetamidomethylphosphonate)5-
phosphate(+)

day -3 0 - 100 -0.8 56 > 0.9
day 1 0 - 100 0.7 56 > 0.9
day 8 0 - 100 0.7 56 > 0.9
day 16 0 - 100 0.4 56 > 0.9
day 22 0 - 100 1.9 56 0.8
day 29 0 - 100 -0.2 56 > 0.9
day 36 0 - 100 0.8 56 > 0.9

Cinnamaldehyde(-) day -3 0 - 100 0.1 56 > 0.9
day 1 0 - 100 1.0 56 > 0.9
day 8 0 - 100 1.6 56 > 0.9
day 16 0 - 100 3.1 56 0.1
day 22 0 - 100 1.4 56 > 0.9
day 29 0 - 100 2.6 56 0.4
day 36 0 - 100 1.7 56 0.9

Cinnamyl alcohol(-) day -3 0 - 100 1.5 54 > 0.9
day 1 0 - 100 -1.4 54 > 0.9
day 8 0 - 100 -2.6 54 0.4
day 16 0 - 100 3.4 54 0.06
day 22 0 - 100 3.3 54 0.08
day 29 0 - 100 -0.6 54 > 0.9
day 36 0 - 100 1.3 54 > 0.9

Cinnamyl alcohol(+) day -3 0 - 100 0.1 56 > 0.9
day 1 0 - 100 7.1 56 < 0.001
day 8 0 - 100 6.3 56 < 0.001
day 16 0 - 100 -1.9 56 0.8
day 22 0 - 100 0 56 > 0.9
day 29 0 - 100 3.7 56 0.03
day 36 0 - 100 2,1 56 0.7

2-oxoglutarate day -3 0 - 100 1.9 39.9 0.8
Continued on next page
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Glyphosate and its breakdown products – secondary compounds

Compound (mode) Contrast t.ratio DF p
day 1 0 - 100 1.0 39.9 > 0.9
day 8 0 - 100 3.8 39.9 0.03
day 16 0 - 100 7.5 39.9 < 0.001
day 22 0 - 100 7.8 39.9 < 0.001
day 29 0 - 100 2.9 39.9 0.2
day 36 0 - 100 1.7 39.9 > 0.9

Table B.8: Analysis of Deviance Table (Type II Wald χ2-tests) for linear mixed effects model to
test effect of glyphosate resistance evolution on amino acids with percentage ion count (arc sine
transformed) of the putatively matched target compound as response.

Amino acid pool composition – negative mode
Compound Fixed effect χ2 DF p
Ala day 10.7 6 0.1

treatment 0.7 1 0.4
day:treatment 19.4 6 0.004

Arg day 0.7 6 > 0.9
treatment 0.6 1 0.4
day:treatment 5.0 6 0.5

Asn day 44.4 6 < 0.001
treatment 19.2 1 < 0.001
day:treatment 5.9 6 0.4

Asp day 19.4 6 0.004
treatment 0.2 1 0.7
day:treatment 10.8 6 0.09

Glu day 74.0 6 < 0.001
treatment 15.3 1 < 0.001
day:treatment 45.5 6 < 0.001

Gln day 26.3 6 < 0.001
treatment 39.1 1 < 0.001
day:treatment 62.5 6 < 0.001

Gly day 14.1 6 0.03
treatment 2.8 1 0.1
day:treatment 5.3 6 0.5

His day 24.4 6 < 0.001
treatment 0.001 1 > 0.9
day:treatment 10.4 6 0.1

Iso/Leu day 8.1 6 0.2
treatment 12.1 1 < 0.001
day:treatment 7.5 6 0.3

Lys day 5.6 6 0.5
treatment 0.9 1 0.4
day:treatment 9.7 6 0.1

Phe day 3.5 6 0.7
treatment 2.9 1 0.09
day:treatment 10.1 6 0.1

Pro day 7.3 6 0.3
treatment 0.9 1 0.3
day:treatment 11.3 6 0.08

Trp day 7.7 6 0.3
treatment 11.1 1 < 0.001
day:treatment 6.7 6 0.3

Tyr day 53.9 6 < 0.001
treatment 15.6 1 < 0.001
day:treatment 23.4 6 < 0.001

Val day 12.5 6 0.05
treatment 5.7 1 0.02
day:treatment 15.3 6 0.02

AA pool day 47.4 6 < 0.001
treatment 34.5 1 < 0.001
day:treatment 31.3 6 < 0.001

Table B.9: Analysis of Deviance Table (Type II Wald χ2-tests) for linear mixed effects model to
test effect of glyphosate resistance evolution on amino acids with percentage ion count (arc sine
transformed) of the putatively matched target compound as response.

Amino acid pool composition – positive mode
Compound Fixed effect χ2 DF p
Ala day 40.0 6 > 0.9

treatment 10.0 1 0.002
day:treatment 13.5 6 0.04
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Amino acid pool composition – positive mode

Compound Fixed effect χ2 DF p
Arg day 136.0 6 < 0.001

treatment 31.0 1 < 0.001
day:treatment 18.2 6 0.006

Gly day 12.4 6 0.05
treatment 0.6 1 0.5
day:treatment 18.3 6 0.006

His day 74.2 6 < 0.001
treatment 20.0 1 < 0.001
day:treatment 15.6 6 0.02

Iso/Leu day 36.8 6 < 0.001
treatment 0.4 1 0.6
day:treatment 5.5 6 0.5

Met day 78.8 6 < 0.001
treatment 29.6 1 < 0.001
day:treatment 6.4 6 0.4

Phe day 35.9 6 < 0.001
treatment 6.6 1 0.01
day:treatment 29.3 6 < 0.001

Pro day 234.1 6 < 0.001
treatment 38.7 1 < 0.001
day:treatment 9.0 6 0.2

Trp day 40.5 6 < 0.001
treatment 34.9 1 < 0.001
day:treatment 13.8 6 0.03

Tyr day 86.8 6 < 0.001
treatment 10.9 1 < 0.001
day:treatment 9.1 6 0.2

Val day 74.7 6 < 0.001
treatment 20.7 1 < 0.001
day:treatment 12.2 6 0.06

AA pool day 262.5 6 < 0.001
treatment 51.6 1 < 0.001
day:treatment 11.8 6 0.07

Table B.10: Selected pairwise contrasts, as estimated by the emmeans package for R, applied to
linear mixed effects model to difference in presence of amino acids in negative mode by day.

Amino acid pool composition – negative mode
Compound (mode) Contrast t.ratio DF p
Ala day -3 0 - 100 3.3 52.8 0.09

day 1 0 - 100 -1.6 52.8 > 0.9
day 8 0 - 100 -0.9 52.8 > 0.9
day 16 0 - 100 0 52.8 > 0.9
day 22 0 - 100 1.3 52.8 > 0.9
day 29 0 - 100 1.4 52.8 > 0.9
day 36 0 - 100 -0.7 52.8 > 0.9

Arg day -3 0 - 100 -0.9 56 > 0.9
day 1 0 - 100 0.3 56 > 0.9
day 8 0 - 100 0.1 56 > 0.9
day 16 0 - 100 1.0 56 > 0.9
day 22 0 - 100 1.5 56 > 0.9
day 29 0 - 100 0.8 56 > 0.9
day 36 0 - 100 -0.8 56 > 0.9

Asn day -3 0 - 100 0.1 56 > 0.9
day 1 0 - 100 1.0 56 > 0.9
day 8 0 - 100 1.6 56 > 0.9
day 16 0 - 100 3.1 56 0.1
day 22 0 - 100 1.4 56 > 0.9
day 29 0 - 100 2.6 56 0.4
day 36 0 - 100 1.7 56 0.9

Asp day -3 0 - 100 0.1 47.2 > 0.9
day 1 0 - 100 0.6 47.2 > 0.9
day 8 0 - 100 -2.1 47.2 0.7
day 16 0 - 100 0.6 47.2 > 0.9
day 22 0 - 100 -0.1 47.2 > 0.9
day 29 0 - 100 1.9 47.2 0.8
day 36 0 - 100 0.7 47.2 > 0.9

Glu day -3 0 - 100 1.9 56 > 0.9
day 1 0 - 100 1.0 56 0.01
day 8 0 - 100 3.8 56 0.2
day 16 0 - 100 7.5 56 0.02
day 22 0 - 100 7.8 56 0.002
day 29 0 - 100 2.9 56 > 0.9
day 36 0 - 100 1.7 56 > 0.9

Gln day -3 0 - 100 1.9 39.9 0.8
day 1 0 - 100 1.0 39.9 > 0.9

Continued on next page

129



Table B.10 – continued from previous page
Amino acid pool composition – negative mode

Compound (mode) Contrast t.ratio DF p
day 8 0 - 100 3.8 39.9 0.03
day 16 0 - 100 7.5 39.9 < 0.001
day 22 0 - 100 7.8 39.9 < 0.001
day 29 0 - 100 2.9 39.9 0.2
day 36 0 - 100 1.7 39.9 > 0.9

Gly day -3 0 - 100 -1.3 53.1 > 0.9
day 1 0 - 100 -0.9 53.1 > 0.9
day 8 0 - 100 -1.5 53.1 > 0.9
day 16 0 - 100 -0.2 53.1 > 0.9
day 22 0 - 100 0.4 53.1 > 0.9
day 29 0 - 100 0 53.1 > 0.9
day 36 0 - 100 -2.1 53.1 0.7

His day -3 0 - 100 0.5 55.8 > 0.9
day 1 0 - 100 -0.4 55.8 > 0.9
day 8 0 - 100 0.5 55.8 > 0.9
day 16 0 - 100 0.8 55.8 > 0.9
day 22 0 - 100 -2.4 55.8 0.5
day 29 0 - 100 -0.6 55.8 > 0.9
day 36 0 - 100 1.6 55.8 > 0.9

Iso/Leu day -3 0 - 100 0.6 56 > 0.9
day 1 0 - 100 0.5 56 > 0.9
day 8 0 - 100 0.4 56 > 0.9
day 16 0 - 100 2.6 56 0.4
day 22 0 - 100 2.8 56 0.3
day 29 0 - 100 2.1 56 0.7
day 36 0 - 100 0.2 56 > 0.9

Lys day -3 0 - 100 2.0 55.2 0.8
day 1 0 - 100 -1.3 55.2 > 0.9
day 8 0 - 100 -0.6 55.2 > 0.9
day 16 0 - 100 -0.3 55.2 > 0.9
day 22 0 - 100 0.1 55.2 > 0.9
day 29 0 - 100 -1.8 55.2 0.9
day 36 0 - 100 -1.0 55.2 > 0.9

Phe day -3 0 - 100 1.8 56 0.9
day 1 0 - 100 1.2 56 > 0.9
day 8 0 - 100 -1.0 56 > 0.9
day 16 0 - 100 -0.3 56 > 0.9
day 22 0 - 100 0 56 > 0.9
day 29 0 - 100 2.7 56 0.3
day 36 0 - 100 0 56 > 0.9

Pro day -3 0 - 100 0.6 56 > 0.9
day 1 0 - 100 -1.5 56 > 0.9
day 8 0 - 100 -1.6 56 > 0.9
day 16 0 - 100 0.4 56 > 0.9
day 22 0 - 100 1.5 56 > 0.9
day 29 0 - 100 1.7 56 > 0.9
day 36 0 - 100 1.3 56 > 0.9

Trp day -3 0 - 100 0.5 54.9 > 0.9
day 1 0 - 100 0.5 54.9 > 0.9
day 8 0 - 100 0.3 54.9 > 0.9
day 16 0 - 100 1.7 54.9 > 0.9
day 22 0 - 100 2.8 54.9 0.3
day 29 0 - 100 1.8 54.9 0.9
day 36 0 - 100 2.6 54.9 0.4

Tyr day -3 0 - 100 -0.1 53.5 > 0.9
day 1 0 - 100 0.3 53.5 > 0.9
day 8 0 - 100 0 53.5 > 0.9
day 16 0 - 100 3.3 53.5 0.08
day 22 0 - 100 4.7 53.5 0.002
day 29 0 - 100 1.7 53.5 > 0.9
day 36 0 - 100 3.0 53.5 0.2

Val day -3 0 - 100 -0.5 56 > 0.9
day 1 0 - 100 3.6 56 0.04
day 8 0 - 100 -0.3 56 > 0.9
day 16 0 - 100 0.1 56 > 0.9
day 22 0 - 100 1.5 56 > 0.9
day 29 0 - 100 2.2 56 0.6
day 36 0 - 100 -0.3 56 > 0.9

AA pool day -3 0 - 100 1.5 54.2 > 0.9
day 1 0 - 100 1.6 54.2 > 0.9
day 8 0 - 100 -0.5 54.2 > 0.9
day 16 0 - 100 5.0 54.2 < 0.001
day 22 0 - 100 5.8 54.2 < 0.001
day 29 0 - 100 3.4 54.2 0.07
day 36 0 - 100 1.9 54.2 0.8

130



Table B.11: Selected pairwise contrasts, as estimated by the emmeans package for R, applied to
linear mixed effects model to difference in presence of amino acids in positive mode by day.

Amino acid pool composition - positive mode
Compound (mode) Contrast t.ratio DF p
Ala day -3 0 - 100 1.5 56 > 0.9

day 1 0 - 100 1.4 56 > 0.9
day 8 0 - 100 0.2 56 > 0.9
day 16 0 - 100 -1.3 56 > 0.9
day 22 0 - 100 1.0 56 > 0.9
day 29 0 - 100 3.5 56 0.05
day 36 0 - 100 2.0 56 0.8

Arg day -3 0 - 100 4.1 54.5 0.001
day 1 0 - 100 2.4 54.5 0.5
day 8 0 - 100 1.4 54.5 > 0.9
day 16 0 - 100 2.6 54.5 0.4
day 22 0 - 100 5.2 54.5 < 0.001
day 29 0 - 100 1.5 54.5 > 0.9
day 36 0 - 100 0.3 54.5 > 0.9

Gly day -3 0 - 100 3.0 50.6 0.2
day 1 0 - 100 0.4 50.6 > 0.9
day 8 0 - 100 0.7 50.6 > 0.9
day 16 0 - 100 -0.9 50.6 > 0.9
day 22 0 - 100 1.6 50.6 > 0.9
day 29 0 - 100 -0.1 50.6 > 0.9
day 36 0 - 100 -1.9 50.6 0.8

His day -3 0 - 100 1.4 54.1 > 0.9
day 1 0 - 100 4.3 54.1 0.005
day 8 0 - 100 3.3 54.1 0.1
day 16 0 - 100 0.3 54.1 > 0.9
day 22 0 - 100 0.5 54.1 > 0.9
day 29 0 - 100 1.3 54.1 > 0.9
day 36 0 - 100 3.3 54.1 0.1

Iso/Leu day -3 0 - 100 -1.3 56 > 0.9
day 1 0 - 100 1.7 56 > 0.9
day 8 0 - 100 0.7 56 > 0.9
day 16 0 - 100 0.4 56 > 0.9
day 22 0 - 100 -0.5 56 > 0.9
day 29 0 - 100 0.1 56 > 0.9
day 36 0 - 100 0.6 56 > 0.9

Met day -3 0 - 100 1.9 56 0.8
day 1 0 - 100 3.2 56 0.1
day 8 0 - 100 2.5 56 0.4
day 16 0 - 100 1.0 56 > 0.9
day 22 0 - 100 0.9 56 > 0.9
day 29 0 - 100 1.9 56 0.8
day 36 0 - 100 3.5 56 0.047

Phe day -3 0 - 100 3.6 56 0.03
day 1 0 - 100 3.2 56 0.1
day 8 0 - 100 1.6 56 > 0.9
day 16 0 - 100 -2.6 56 0.4
day 22 0 - 100 -1.1 56 > 0.9
day 29 0 - 100 1.2 56 > 0.9
day 36 0 - 100 0.9 56 > 0.9

Pro day -3 0 - 100 4.5 52.9 0.002
day 1 0 - 100 3.7 52.9 0.03
day 8 0 - 100 3.0 52.9 0.2
day 16 0 - 100 1.2 52.9 > 0.9
day 22 0 - 100 3.7 52.9 0.03
day 29 0 - 100 2.8 52.9 0.3
day 36 0 - 100 1.8 52.9 0.9

Trp day -3 0 - 100 1.0 56 > 0.9
day 1 0 - 100 4.4 56 0.003
day 8 0 - 100 3.7 56 0.03
day 16 0 - 100 2.6 56 0.4
day 22 0 - 100 0 56 > 0.9
day 29 0 - 100 2.2 56 0.6
day 36 0 - 100 1.8 56 0.9

Tyr day -3 0 - 100 1.1 49.3 > 0.9
day 1 0 - 100 3.3 49.3 0.09
day 8 0 - 100 1.3 49.3 > 0.9
day 16 0 - 100 3.0 49.3 0.2
day 22 0 - 100 1.1 49.3 > 0.9
day 29 0 - 100 0.2 49.3 > 0.9
day 36 0 - 100 2.1 49.3 0.7

Val day -3 0 - 100 1.0 49.9 > 0.9
day 1 0 - 100 4.4 49.9 0.004
day 8 0 - 100 2.8 49.9 0.2
day 16 0 - 100 0.5 49.9 > 0.9
day 22 0 - 100 3.0 49.9 0.2
day 29 0 - 100 2.6 49.9 0.4
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Table B.11 – continued from previous page
Amino acid pool composition - positive mode

Compound (mode) Contrast t.ratio DF p
day 36 0 - 100 2.2 49.9 0.6

AA pool day -3 0 - 100 4.5 51.5 0.002
day 1 0 - 100 5.6 51.5 < 0.001
day 8 0 - 100 3.7 51.5 0.03
day 16 0 - 100 2.0 51.5 0.8
day 22 0 - 100 4.0 51.5 0.01
day 29 0 - 100 3.0 51.5 0.2
day 36 0 - 100 2.1 51.5 0.7

Table B.12: Discriminatory mass bins identified in exploratory analysis that did not match to a
putative compound identity, along with the pattern. Data not shown, but available in repository
listed in acknowledgements.

Pre-resistance Post-resistance Persistent
230 (-) 607.4 (-) 821.6 (-) 263.2 (-) 497.4 (+)
253.2 (-) 610.4 (+) 807.6 (-) 333 (-) 555.4 (-)
288.2 (+) 611.4 (+) 817.6 (-) 415.2 (-) 710.6 (+)
294.2 (-) 643.2 (-) 823.6 (-) 461.2 (-) 736.8 (+)
469.2 (+) 644.2 (-) 825.6 (-) 499.4 (+) 737.6 (+)
472.4 (+) 645.2 (-) 835.6 (-) 500.4 (+) 737.8 (+)
474.4 (+) 673.2 (-) 853.6 (-) 501.4 (+) 760.6 (+)
476.4 (+) 673.4 (-) 953.6 (-) 540.4 (-) 760.8 (+)
481.4 (-) 692.4 (+) 954.6 (-) 542.4 (-) 776.6 (+)
494.4 (+) 701.2 (-) 958.6 (-) 622.4 (+) 776.8 (+)
510.4 (+) 704.6 (+) 959.6 (-) 699.4 (-) 778.6 (-)
518.4 (-) 706.6 (+) 960.6 (-) 711.6 (+) 780.6 (-)
519.2 (-) 730.6 (+) 961.6 (-) 712.6 (+) 796.6 (-)
523.2 (+) 739.8 (+) 963.6 (-) 735.6 (+) 955.6 (-)
523.4 (+) 758.6 (+) 964.6 (-) 738.8 (+) 957.6 (-)
524.4 (+) 759.6 (+) 756.6 (+) 962.6 (-)
530.4 (-) 761.8 (+) 757.6 (+)
539.2 (+) 762.8 (+) 794.6 (-)
584.4 (+) 763.6 (+) 800.6 (+)
587.6 (+) 763.8 (+) 956.6 (-)

Table B.13: Analysis of Deviance Table (Type II Wald χ2-tests) for linear mixed effects model for
putatively identified discriminatory mass bins of interest from exploratory analysis with percentage
ion count (arc sine transformed) of the putatively matched target compound as response.

Exploratory analysis – Putatively identified compounds
Compound Fixed effect χ2 DF p
97 (-) day 68.2 6 < 0.001

treatment 7.6 1 0.006
day:treatment 60.7 6 < 0.001

175 (-) day 65.5 6 < 0.001
treatment 26.8 1 < 0.001
day:treatment 18.3 6 0.006

223.2 (-) day 81.9 6 < 0.001
treatment 17.0 1 < 0.001
day:treatment 30.0 6 < 0.001

228 (-) day 141.2 6 < 0.001
treatment 2.3 1 0.1
day:treatment 22.3 6 0.001

229 (-) day 117.3 6 < 0.001
treatment 5.5 1 0.02
day:treatment 37.6 6 < 0.001

245 (-) day 15.0 6 0.02
treatment 1.0 1 0.3
day:treatment 32.8 6 < 0.001

247.2 (-) day 35.9 6 < 0.001
treatment 31.4 1 < 0.001
day:treatment 14.2 6 0.03

259 (-) day 83.2 6 < 0.001
treatment 0.1 1 0.8
day:treatment 228.3 6 < 0.001

274.2 (+) day 713.2 6 < 0.001
treatment 229.5 1 < 0.001
day:treatment 117.3 6 < 0.001

289 (-) day 38.2 6 < 0.001
treatment 2.4 1 0.1
day:treatment 72.6 6 < 0.001
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Table B.13 – continued from previous page
Exploratory analysis – Putatively identified compounds

Compound Fixed effect χ2 DF p
291.2 (-) day 34.8 6 < 0.001

treatment 17.0 1 < 0.001
day:treatment 47.5 6 < 0.001

293.2 (-) day 129.7 6 < 0.001
treatment 29.2 1 < 0.001
day:treatment 55.5 6 < 0.001

301.2 (-) day 87.3 6 < 0.001
treatment 195.5 1 < 0.001
day:treatment 157.1 6 < 0.001

303.2 (+) day 149.8 6 < 0.001
treatment 203.78 1 < 0.001
day:treatment 240.4 6 < 0.001

304.2 (+) day 106.4 6 < 0.001
treatment 139.3 1 < 0.001
day:treatment 160.6 6 < 0.001

309.2 (-) day 214.9 6 < 0.001
treatment 12.5 1 < 0.001
day:treatment 49.2 6 < 0.001

313.2 (+) day 153.0 6 < 0.001
treatment 30.9 1 < 0.001
day:treatment 45.8 6 < 0.001

346 (-) day 58.5 6 < 0.001
treatment 6.4 1 0.01
day:treatment 111.0 6 < 0.001

362 (-) day 33.0 6 < 0.001
treatment 14.9 1 < 0.001
day:treatment 71.7 6 < 0.001

425.2 (-) day 39.8 6 < 0.001
treatment 127.9 1 < 0.001
day:treatment 86.5 6 < 0.001

470.4 (+) day 82.6 6 < 0.001
treatment 14.2 1 < 0.001
day:treatment 67.0 6 < 0.001

475.4 (+) day 87.1 6 < 0.001
treatment 1.0 1 0.3
day:treatment 48.1 6 < 0.001

496.4 (+) day 28.5 6 < 0.001
treatment 21.4 1 < 0.001
day:treatment 18.2 6 0.006

497.2 (-) day 49.8 6 < 0.001
treatment 25.8 1 < 0.001
day:treatment 68.8 6 < 0.001

498.4 (+) day 5.5 6 0.5
treatment 20.3 1 < 0.001
day:treatment 34.0 6 < 0.001

529.4 (-) day 231.2 6 < 0.001
treatment 49.4 1 < 0.001
day:treatment 43.1 6 < 0.001

539.4 (+) day 62.7 6 < 0.001
treatment 119.8 1 < 0.001
day:treatment 59.5 6 < 0.001

553.4 (-) day 22.4 6 0.001
treatment 7.4 1 0.007
day:treatment 24.5 6 < 0.001

556.4 (-) day 16.5 6 0.01
treatment 12.7 1 < 0.001
day:treatment 29.4 6 < 0.001

557.4 (-) day 31.3 6 < 0.001
treatment 13.7 1 < 0.001
day:treatment 16.5 6 0.01

561.2 (-) day 27.0 6 < 0.001
treatment 2.8 1 0.09
day:treatment 26.1 6 < 0.001

571.4 (-) day 5.6 6 0.5
treatment 9.5 1 0.002
day:treatment 28.3 6 < 0.001

583.2 (-) day 9.8 6 0.1
treatment 7.5 1 0.006
day:treatment 42.1 6 < 0.001

583.4 (+) day 63.5 6 < 0.001
treatment 206.4 1 < 0.001
day:treatment 37.6 6 < 0.001

583.6 (+) day 107.4 6 < 0.001
treatment 329.5 1 < 0.001
day:treatment 91.6 6 < 0.001

597.4 (-) day 21.9 6 0.001
treatment 15.7 1 < 0.001
day:treatment 39.4 6 < 0.001
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Table B.13 – continued from previous page
Exploratory analysis – Putatively identified compounds

Compound Fixed effect χ2 DF p
601.4 (+) day 157.8 6 < 0.001

treatment 125.5 1 < 0.001
day:treatment 57.3 6 < 0.001

607.4 (+) day 30.3 6 < 0.001
treatment 3.6 1 0.06
day:treatment 47.8 6 < 0.001

609.2 (-) day 66.2 6 < 0.001
treatment 38.2 1 < 0.001
day:treatment 40.4 6 < 0.001

609.4 (+) day 12.9 6 0.05
treatment 11.4 1 < 0.001
day:treatment 79.1 6 < 0.001

621.4 (+) day 18.5 6 0.005
treatment 36.4 1 < 0.001
day:treatment 74.6 6 < 0.001

625.4 (+) day 18.2 6 0.006
treatment 3.0 1 0.09
day:treatment 46.7 6 < 0.001

627.2 (-) day 128.8 6 < 0.001
treatment 12.9 1 < 0.001
day:treatment 92.1 6 < 0.001

627.4 (+) day 18.2 6 0.006
treatment 33.2 1 < 0.001
day:treatment 34.9 6 < 0.001

637.4 (+) day 42.5 6 < 0.001
treatment 6.3 1 0.01
day:treatment 34.4 6 < 0.001

674.2 (-) day 107.0 6 < 0.001
treatment 97.9 1 < 0.001
day:treatment 54.3 6 < 0.001

674.4 (-) day 31.7 6 < 0.001
treatment 88.1 1 < 0.001
day:treatment 14.4 6 0.03

675.4 (+) day 7.9 6 0.2
treatment 16.5 1 < 0.001
day:treatment 26.3 6 < 0.001

701.4 (-) day 9.6 6 0.1
treatment 110.6 1 < 0.001
day:treatment 38.0 6 < 0.001

734.6 (+) day 110.9 6 < 0.001
treatment 16.2 1 < 0.001
day:treatment 110.0 6 < 0.001

736.6 (+) day 682.7 6 < 0.001
treatment 1540.8 1 < 0.001
day:treatment 1240.9 6 < 0.001

743.6 (-) day 282.3 6 < 0.001
treatment 33.7 1 < 0.001
day:treatment 29.3 6 < 0.001

745.6 (-) day 259.3 6 < 0.001
treatment 41.6 1 < 0.001
day:treatment 87.9 6 < 0.001

761.6 (+) day 130.2 6 < 0.001
treatment 49.7 1 < 0.001
day:treatment 66.6 6 < 0.001

762.6 (+) day 80.3 6 < 0.001
treatment 0.9 1 0.3
day:treatment 82.0 6 < 0.001

763.6 (+) day 41.8 6 < 0.001
treatment 1.9 1 0.2
day:treatment 44.9 6 < 0.001

779.6 (-) day 146.0 6 < 0.001
treatment 36.8 1 < 0.001
day:treatment 28.6 6 < 0.001

793.6 (-) day 147.4 6 < 0.001
treatment 13.8 1 < 0.001
day:treatment 61.0 6 < 0.001

795.6 (-) day 234.6 6 < 0.001
treatment 34.0 1 < 0.001
day:treatment 86.5 6 < 0.001

905.6 (-) day 12.0 6 0.06
treatment 12.2 1 < 0.001
day:treatment 22.3 6 0.001

993.6 (-) day 13.6 6 0.03
treatment 14.9 1 < 0.001
day:treatment 10.4 6 0.1
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Table B.14: Selected pairwise contrasts, as estimated by the emmeans package for R, applied to
linear mixed effects model to difference in presence of putatively identified mass bins for interest
by day.

Exploratory analysis – Putatively identified compounds
Compound (mode) Contrast t.ratio DF p
97 (-) day -3 0 - 100 2.9 46.1 0.2

day 1 0 - 100 -3.6 46.1 0.04
day 8 0 - 100 -5.4 46.1 < 0.001
day 16 0 - 100 -0.5 46.1 > 0.9
day 22 0 - 100 1.1 46.1 > 0.9
day 29 0 - 100 -2.6 46.1 0.4
day 36 0 - 100 -2.7 46.1 0.3

175 (-) day -3 0 - 100 -0.5 51.3 > 0.9
day 1 0 - 100 3.8 51.3 0.02
day 8 0 - 100 4.1 51.3 0.009
day 16 0 - 100 3.5 51.3 0.06
day 22 0 - 100 3.3 51.3 0.09
day 29 0 - 100 2.3 51.3 0.6
day 36 0 - 100 1.6 51.3 > 0.9

223.2 (-) day -3 0 - 100 -1.1 56 > 0.9
day 1 0 - 100 1.2 56 > 0.9
day 8 0 - 100 0.8 56 > 0.9
day 16 0 - 100 -4.5 56 0.002
day 22 0 - 100 -4.2 56 0.006
day 29 0 - 100 -2.0 56 0.8
day 36 0 - 100 -1.1 56 > 0.9

228 (-) day -3 0 - 100 0.3 40.7 > 0.9
day 1 0 - 100 -1.2 40.7 > 0.9
day 8 0 - 100 0.2 40.7 > 0.9
day 16 0 - 100 2.3 40.7 0.6
day 22 0 - 100 3.8 40.7 0.03
day 29 0 - 100 1.2 40.7 > 0.9
day 36 0 - 100 -0.1 40.7 > 0.9

229 (-) day -3 0 - 100 0.8 40.4 > 0.9
day 1 0 - 100 -0.9 40.4 > 0.9
day 8 0 - 100 -0.6 40.4 > 0.9
day 16 0 - 100 3.6 40.4 0.05
day 22 0 - 100 4.9 40.4 0.001
day 29 0 - 100 1.8 40.4 0.9
day 36 0 - 100 0.2 40.4 > 0.9

245 (-) day -3 0 - 100 0.9 42.6 > 0.9
day 1 0 - 100 -3.8 42.6 0.02
day 8 0 - 100 -1.1 42.6 > 0.9
day 16 0 - 100 0.1 42.6 > 0.9
day 22 0 - 100 2.4 42.6 0.5
day 29 0 - 100 -0.2 42.6 > 0.9
day 36 0 - 100 -2.3 42.6 0.5

247.2 (-) day -3 0 - 100 -2.4 56 0.5
day 1 0 - 100 -0.5 56 > 0.9
day 8 0 - 100 -4.4 56 0.003
day 16 0 - 100 -2.9 56 0.2
day 22 0 - 100 0.2 56 > 0.9
day 29 0 - 100 -2.6 56 0.4
day 36 0 - 100 -2.1 56 0.7

259 (-) day -3 0 - 100 3.6 35.9 0.05
day 1 0 - 100 -4.0 35.9 0.02
day 8 0 - 100 -5.8 35.9 < 0.001
day 16 0 - 100 7.6 35.9 < 0.001
day 22 0 - 100 5.0 35.9 0.001
day 29 0 - 100 -2.6 35.9 0.4
day 36 0 - 100 -2.6 35.9 0.4

274.2 (+) day -3 0 - 100 8.3 56 < 0.001
day 1 0 - 100 0.5 56 > 0.9
day 8 0 - 100 6.4 56 < 0.001
day 16 0 - 100 9.0 56 < 0.001
day 22 0 - 100 11.7 56 < 0.001
day 29 0 - 100 4.4 56 0.003
day 36 0 - 100 -0.2 56 > 0.9

289 (-) day -3 0 - 100 4.5 49 0.003
day 1 0 - 100 -0.4 49 > 0.9
day 8 0 - 100 -1.6 49 > 0.9
day 16 0 - 100 4.1 49 0.009
day 22 0 - 100 3.8 49 0.03
day 29 0 - 100 -3.0 49 0.2
day 36 0 - 100 -1.8 49 0.9

291.2 (-) day -3 0 - 100 0.3 56 > 0.9
day 1 0 - 100 0.6 56 > 0.9
day 8 0 - 100 2.0 56 0.8
day 16 0 - 100 -5.4 56 < 0.001
day 22 0 - 100 -4.9 56 < 0.001
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Table B.14 – continued from previous page
Exploratory analysis – Putatively identified compounds

Compound (mode) Contrast t.ratio DF p
day 29 0 - 100 -1.5 56 > 0.9
day 36 0 - 100 -1.9 56 0.8

293.2 (-) day -3 0 - 100 1.2 56 > 0.9
day 1 0 - 100 0.6 56 > 0.9
day 8 0 - 100 0.8 56 > 0.9
day 16 0 - 100 -6.6 56 < 0.001
day 22 0 - 100 -4.7 56 0.001
day 29 0 - 100 -2.7 56 0.3
day 36 0 - 100 -3.0 56 0.2

301.2 (-) day -3 0 - 100 -1.0 55.9 > 0.9
day 1 0 - 100 2.3 55.9 0.6
day 8 0 - 100 8.0 55.9 < 0.001
day 16 0 - 100 11.1 55.9 < 0.001
day 22 0 - 100 12.0 55.9 < 0.001
day 29 0 - 100 6.0 55.9 < 0.001
day 36 0 - 100 0.8 55.9 > 0.9

303.2 (+) day -3 0 - 100 0.1 52.6 > 0.9
day 1 0 - 100 2.7 52.6 0.3
day 8 0 - 100 10.9 52.6 < 0.001
day 16 0 - 100 12.2 52.6 < 0.001
day 22 0 - 100 14.9 52.6 < 0.001
day 29 0 - 100 7.1 52.6 < 0.001
day 36 0 - 100 0.3 52.6 > 0.9

304.2 (+) day -3 0 - 100 1.6 50.5 > 0.9
day 1 0 - 100 2.9 50.5 0.2
day 8 0 - 100 7.2 50.5 < 0.001
day 16 0 - 100 11.6 50.5 < 0.001
day 22 0 - 100 12.8 50.5 < 0.001
day 29 0 - 100 5.5 50.5 < 0.001
day 36 0 - 100 0.4 50.5 > 0.9

309.2 (-) day -3 0 - 100 -0.1 56 > 0.9
day 1 0 - 100 1.5 56 > 0.9
day 8 0 - 100 2.5 56 0.4
day 16 0 - 100 -4.8 56 < 0.001
day 22 0 - 100 -4.8 56 < 0.001
day 29 0 - 100 -2.1 56 0.7
day 36 0 - 100 -1.6 56 > 0.9

313.2 (+) day -3 0 - 100 0.4 46.0 > 0.9
day 1 0 - 100 6.4 46.0 < 0.001
day 8 0 - 100 5.8 46.0 < 0.001
day 16 0 - 100 3.0 46.0 0.2
day 22 0 - 100 3.1 46.0 0.1
day 29 0 - 100 3.0 46.0 0.2
day 36 0 - 100 -0.2 46.0 > 0.9

346 (-) day -3 0 - 100 -1.4 21.5 > 0.9
day 1 0 - 100 0.1 21.5 > 0.9
day 8 0 - 100 -1.9 21.5 0.8
day 16 0 - 100 4.8 21.5 0.005
day 22 0 - 100 5.1 21.5 0.002
day 29 0 - 100 4.3 21.5 0.01
day 36 0 - 100 2.4 21.5 0.5

362 (-) day -3 0 - 100 2.9 49.0 0.2
day 1 0 - 100 -2.3 49.0 0.5
day 8 0 - 100 -6.3 49.0 < 0.001
day 16 0 - 100 -4.9 49.0 < 0.001
day 22 0 - 100 -2.7 49.0 0.3
day 29 0 - 100 0.9 49.0 > 0.9
day 36 0 - 100 -1.7 49.0 0.9

425.2 (-) day -3 0 - 100 -0.3 56 > 0.9
day 1 0 - 100 -1.1 56 > 0.9
day 8 0 - 100 -3.6 56 0.04
day 16 0 - 100 -11.1 56 < 0.001
day 22 0 - 100 -7.3 56 < 0.001
day 29 0 - 100 -4.5 56 0.003
day 36 0 - 100 -2.1 56 0.7

470.4 (+) day -3 0 - 100 -0.2 31.1 > 0.9
day 1 0 - 100 0.1 31.1 > 0.9
day 8 0 - 100 -2.3 31.1 0.6
day 16 0 - 100 -6.8 31.1 < 0.001
day 22 0 - 100 -5.6 31.1 < 0.001
day 29 0 - 100 -2.0 31.1 0.8
day 36 0 - 100 -1.0 31.1 > 0.9

475.4 (+) day -3 0 - 100 -1.8 56 0.9
day 1 0 - 100 -0.1 56 > 0.9
day 8 0 - 100 -1.7 56 0.9
day 16 0 - 100 5.1 56 < 0.001
day 22 0 - 100 3.4 56 0.07
day 29 0 - 100 -2.3 56 0.6
day 36 0 - 100 -0.1 56 > 0.9
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Compound (mode) Contrast t.ratio DF p
496.4 (+) day -3 0 - 100 -1.4 25.3 > 0.9

day 1 0 - 100 -2.1 25.3 0.7
day 8 0 - 100 -4.0 25.3 0.02
day 16 0 - 100 -3.7 25.3 0.05
day 22 0 - 100 -2.9 25.3 0.2
day 29 0 - 100 -4.8 25.3 0.004
day 36 0 - 100 -4.7 25.3 0.005

497.2 (+) day -3 0 - 100 -2.7 55.3 0.3
day 1 0 - 100 2.0 55.3 0.8
day 8 0 - 100 2.2 55.3 0.7
day 16 0 - 100 -5.6 55.3 < 0.001
day 22 0 - 100 -6.4 55.3 < 0.001
day 29 0 - 100 -2.7 55.3 0.3
day 36 0 - 100 -2.0 55.3 0.8

498.4 (+) day -3 0 - 100 -1.8 44.2 0.9
day 1 0 - 100 -2.5 44.2 0.4
day 8 0 - 100 -3.6 44.2 0.04
day 16 0 - 100 -0.2 44.2 > 0.9
day 22 0 - 100 0.1 44.2 > 0.9
day 29 0 - 100 -4.7 44.2 0.002
day 36 0 - 100 -5.3 44.2 < 0.001

529.4 (-) day -3 0 - 100 0.3 55.4 > 0.9
day 1 0 - 100 -1.7 55.4 > 0.9
day 8 0 - 100 -7.9 55.4 < 0.001
day 16 0 - 100 -4.4 55.4 0.004
day 22 0 - 100 -2.0 55.4 0.7
day 29 0 - 100 -3.6 55.4 0.04
day 36 0 - 100 -1.7 55.4 > 0.9

539.4 (+) day -3 0 - 100 0.5 56 > 0.9
day 1 0 - 100 -3.6 56 0.4
day 8 0 - 100 -4.8 56 < 0.001
day 16 0 - 100 -9.3 56 < 0.001
day 22 0 - 100 -6.5 56 < 0.001
day 29 0 - 100 -2.5 56 0.4
day 36 0 - 100 -2.6 56 0.3

553.4 (-) day -3 0 - 100 0 42.3 > 0.9
day 1 0 - 100 -0.5 42.3 > 0.9
day 8 0 - 100 -0.6 42.3 > 0.9
day 16 0 - 100 -5.2 42.3 < 0.001
day 22 0 - 100 -2.4 42.3 0.5
day 29 0 - 100 -1.2 42.3 > 0.9
day 36 0 - 100 -1.2 42.3 > 0.9

556.4 (-) day -3 0 - 100 0.9 29.5 > 0.9
day 1 0 - 100 -3.0 29.5 0.2
day 8 0 - 100 -1.2 29.5 > 0.9
day 16 0 - 100 -3.0 29.5 0.2
day 22 0 - 100 -3.3 29.5 0.1
day 29 0 - 100 -3.8 29.5 0.03
day 36 0 - 100 -3.8 29.5 0.03

557.4 (-) day -3 0 - 100 0 28.8 > 0.9
day 1 0 - 100 -2.3 28.8 0.5
day 8 0 - 100 -2.1 28.8 0.7
day 16 0 - 100 -3.5 28.8 0.07
day 22 0 - 100 -2.8 28.8 0.3
day 29 0 - 100 -3.9 28.8 0.03
day 36 0 - 100 -3.3 28.8 0.1

561.2 (-) day -3 0 - 100 -3.2 56 0.1
day 1 0 - 100 0.9 56 > 0.9
day 8 0 - 100 3.6 56 0.04
day 16 0 - 100 0.7 56 > 0.9
day 22 0 - 100 1.5 56 > 0.9
day 29 0 - 100 -0.4 56 > 0.9
day 36 0 - 100 1.4 56 > 0.9

571.4 (-) day -3 0 - 100 1.1 28.2 > 0.9
day 1 0 - 100 -2.1 28.2 0.7
day 8 0 - 100 -1.5 28.2 > 0.9
day 16 0 - 100 -2.7 28.2 0.3
day 22 0 - 100 -2.5 28.2 0.5
day 29 0 - 100 -3.8 28.2 0.04
day 36 0 - 100 -3.7 28.2 0.046

583.2 (-) day -3 0 - 100 -3.7 56 0.03
day 1 0 - 100 2.2 56 0.6
day 8 0 - 100 2.9 56 0.2
day 16 0 - 100 -3.8 56 0.02
day 22 0 - 100 -1.3 56 > 0.9
day 29 0 - 100 -1.7 56 0.9
day 36 0 - 100 -1.9 56 0.8

583.4 (+) day -3 0 - 100 0 56 > 0.9
day 1 0 - 100 5.9 56 < 0.001
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Compound (mode) Contrast t.ratio DF p
day 8 0 - 100 7.7 56 < 0.001
day 16 0 - 100 6.3 56 < 0.001
day 22 0 - 100 6.6 56 < 0.001
day 29 0 - 100 5.6 56 < 0.001
day 36 0 - 100 5.9 56 < 0.001

583.6 (+) day -3 0 - 100 0 55.4 > 0.9
day 1 0 - 100 -7.1 55.4 < 0.001
day 8 0 - 100 -8.4 55.4 < 0.001
day 16 0 - 100 -11.2 55.4 < 0.001
day 22 0 - 100 -11.6 55.4 < 0.001
day 29 0 - 100 -7.6 55.4 < 0.001
day 36 0 - 100 -8.0 55.4 < 0.001

597.4 (-) day -3 0 - 100 0.5 55.4 > 0.9
day 1 0 - 100 1.4 55.4 > 0.9
day 8 0 - 100 -4.8 55.4 < 0.001
day 16 0 - 100 -2.6 55.4 0.3
day 22 0 - 100 -2.9 55.4 0.2
day 29 0 - 100 -4.0 55.4 0.01
day 36 0 - 100 0.7 55.4 > 0.9

601.4 (+) day -3 0 - 100 0.7 56 > 0.9
day 1 0 - 100 5.9 56 < 0.001
day 8 0 - 100 8.4 56 < 0.001
day 16 0 - 100 5.7 56 < 0.001
day 22 0 - 100 6.1 56 < 0.001
day 29 0 - 100 2.5 56 0.4
day 36 0 - 100 0.2 56 > 0.9

607.4 (+) day -3 0 - 100 0.4 55.6 > 0.9
day 1 0 - 100 3.6 55.6 0.03
day 8 0 - 100 1.1 55.6 > 0.9
day 16 0 - 100 -3.6 55.6 0.04
day 22 0 - 100 -4.4 55.6 0.004
day 29 0 - 100 -1.4 55.6 > 0.9
day 36 0 - 100 -1.3 55.6 > 0.9

609.2 (+) day -3 0 - 100 -2.0 56 0.8
day 1 0 - 100 5.5 56 < 0.001
day 8 0 - 100 5.1 56 < 0.001
day 16 0 - 100 3.1 56 0.2
day 22 0 - 100 2.7 56 0.3
day 29 0 - 100 1.5 56 > 0.9
day 36 0 - 100 0.5 56 > 0.9

609.4 (+) day -3 0 - 100 -1.2 48.5 > 0.9
day 1 0 - 100 1.1 48.5 > 0.9
day 8 0 - 100 3.7 48.5 0.04
day 16 0 - 100 -2.4 48.5 0.5
day 22 0 - 100 -6.2 48.5 < 0.001
day 29 0 - 100 -4.4 48.5 0.004
day 36 0 - 100 3.0 48.5 0.2

621.4 (+) day -3 0 - 100 -1.1 50.3 > 0.9
day 1 0 - 100 -1.0 50.3 > 0.9
day 8 0 - 100 1.0 50.3 > 0.9
day 16 0 - 100 -1.0 50.3 > 0.9
day 22 0 - 100 -6.3 50.3 < 0.001
day 29 0 - 100 -6.2 50.3 < 0.001
day 36 0 - 100 -7.0 50.3 < 0.001

625.4 (+) day -3 0 - 100 0.1 47.8 > 0.9
day 1 0 - 100 1.5 47.8 > 0.9
day 8 0 - 100 2.9 47.8 0.2
day 16 0 - 100 -1.4 47.8 > 0.9
day 22 0 - 100 -4.3 47.8 0.006
day 29 0 - 100 -3.2 47.8 0.1
day 36 0 - 100 -1.9 47.8 0.8

627.2 (-) day -3 0 - 100 -4.7 56 0.001
day 1 0 - 100 7.9 56 < 0.001
day 8 0 - 100 4.3 56 0.005
day 16 0 - 100 0.1 56 > 0.9
day 22 0 - 100 1.2 56 > 0.9
day 29 0 - 100 0 56 > 0.9
day 36 0 - 100 0.6 56 > 0.9

627.4 (+) day -3 0 - 100 2.0 55.4 0.8
day 1 0 - 100 -3.1 55.4 0.1
day 8 0 - 100 -1.3 55.4 > 0.9
day 16 0 - 100 -3.8 55.4 0.02
day 22 0 - 100 -4.9 55.4 < 0.001
day 29 0 - 100 -4.4 55.4 0.004
day 36 0 - 100 -1.7 55.4 > 0.9

637.4 (+) day -3 0 - 100 -1.4 50.3 > 0.9
day 1 0 - 100 0.6 50.3 > 0.9
day 8 0 - 100 2.0 50.3 0.7
day 16 0 - 100 -1.3 50.3 > 0.9
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Compound (mode) Contrast t.ratio DF p
day 22 0 - 100 -4.6 50.3 0.002
day 29 0 - 100 -3.3 50.3 0.09
day 36 0 - 100 -1.1 50.3 > 0.9

674.2 (-) day -3 0 - 100 -1.4 56 > 0.9
day 1 0 - 100 7.5 56 < 0.001
day 8 0 - 100 6.1 56 < 0.001
day 16 0 - 100 5.2 56 < 0.001
day 22 0 - 100 5.3 56 < 0.001
day 29 0 - 100 3.1 56 0.1
day 36 0 - 100 2.3 56 0.6

674.4 (-) day -3 0 - 100 -0.8 56 > 0.9
day 1 0 - 100 -4.2 56 0.006
day 8 0 - 100 -2.4 56 0.5
day 16 0 - 100 -4.4 56 0.004
day 22 0 - 100 -5.4 56 < 0.001
day 29 0 - 100 -4.4 56 0.004
day 36 0 - 100 -3.2 56 0.1

675.4 (+) day -3 0 - 100 0.3 55.9 > 0.9
day 1 0 - 100 -1.1 55.9 > 0.9
day 8 0 - 100 1.0 55.9 > 0.9
day 16 0 - 100 -4.1 55.9 0.01
day 22 0 - 100 -3.1 55.9 0.1
day 29 0 - 100 -4.0 55.9 0.01
day 36 0 - 100 -0.4 55.9 > 0.9

701.4 (-) day -3 0 - 100 -0.2 56 > 0.9
day 1 0 - 100 -3.1 56 0.1
day 8 0 - 100 -2.7 56 0.3
day 16 0 - 100 -4.7 56 0.002
day 22 0 - 100 -6.8 56 < 0.001
day 29 0 - 100 -7.5 56 < 0.001
day 36 0 - 100 -2.8 56 0.2

734.6 (+) day -3 0 - 100 1.0 36.4 > 0.9
day 1 0 - 100 -2.9 36.4 0.2
day 8 0 - 100 -0.7 36.4 > 0.9
day 16 0 - 100 3.9 36.4 0.02
day 22 0 - 100 7.6 36.4 < 0.001
day 29 0 - 100 4.7 36.4 0.003
day 36 0 - 100 4.2 36.4 0.009

736.6 (+) day -3 0 - 100 1.0 31.9 > 0.9
day 1 0 - 100 26.6 31.9 < 0.001
day 8 0 - 100 26.9 31.9 < 0.001
day 16 0 - 100 30.4 31.9 < 0.001
day 22 0 - 100 31.4 31.9 < 0.001
day 29 0 - 100 31.8 31.9 < 0.001
day 36 0 - 100 35.6 31.9 < 0.001

743.6 (-) day -3 0 - 100 2.3 49.5 0.6
day 1 0 - 100 -0.1 49.5 > 0.9
day 8 0 - 100 0.8 49.5 > 0.9
day 16 0 - 100 3.9 49.5 0.02
day 22 0 - 100 5.3 49.5 < 0.001
day 29 0 - 100 4.3 49.5 0.006
day 36 0 - 100 4.6 49.5 0.002

745.6 (-) day -3 0 - 100 1.5 53.5 > 0.9
day 1 0 - 100 -3.4 53.5 0.07
day 8 0 - 100 0.6 53.5 > 0.9
day 16 0 - 100 6.8 53.5 < 0.001
day 22 0 - 100 6.3 53.5 < 0.001
day 29 0 - 100 5.0 53.5 < 0.001
day 36 0 - 100 4.2 53.5 0.007

761.6 (+) day -3 0 - 100 1.6 55.4 > 0.9
day 1 0 - 100 7.0 55.4 < 0.001
day 8 0 - 100 7.6 55.4 < 0.001
day 16 0 - 100 4.1 55.4 0.01
day 22 0 - 100 0.3 55.4 > 0.9
day 29 0 - 100 0.2 55.4 > 0.9
day 36 0 - 100 0.1 55.4 > 0.9

762.6 (+) day -3 0 - 100 1.3 51.2 > 0.9
day 1 0 - 100 6.8 51.2 < 0.001
day 8 0 - 100 1.9 51.2 0.8
day 16 0 - 100 -3.7 51.2 0.03
day 22 0 - 100 -2.7 51.2 0.3
day 29 0 - 100 -0.7 51.2 > 0.9
day 36 0 - 100 0.4 51.2 > 0.9

763.6 (+) day -3 0 - 100 1.0 56 > 0.9
day 1 0 - 100 4.9 56 < 0.001
day 8 0 - 100 1.7 56 > 0.9
day 16 0 - 100 -3.9 56 0.02
day 22 0 - 100 -1.6 56 > 0.9
day 29 0 - 100 0.5 56 > 0.9
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Compound (mode) Contrast t.ratio DF p
day 36 0 - 100 1.2 56 > 0.9

779.6 (-) day -3 0 - 100 1.5 50.9 > 0.9
day 1 0 - 100 -0.8 50.9 > 0.9
day 8 0 - 100 3.3 50.9 0.08
day 16 0 - 100 3.9 50.9 0.02
day 22 0 - 100 4.1 50.9 0.009
day 29 0 - 100 4.1 50.9 0.01
day 36 0 - 100 5.3 50.9 < 0.001

793.6 (-) day -3 0 - 100 1.1 44.7 > 0.9
day 1 0 - 100 -2.6 44.7 0.3
day 8 0 - 100 -0.1 44.7 > 0.9
day 16 0 - 100 3.1 44.7 0.1
day 22 0 - 100 5.8 44.7 < 0.001
day 29 0 - 100 4.0 44.7 0.01
day 36 0 - 100 3.3 44.7 0.09

795.6 (-) day -3 0 - 100 0.1 37 > 0.9
day 1 0 - 100 -0.7 37 > 0.9
day 8 0 - 100 2.2 37 0.6
day 16 0 - 100 5.3 37 < 0.001
day 22 0 - 100 8.0 37 < 0.001
day 29 0 - 100 5.9 37 < 0.001
day 36 0 - 100 4.7 37 0.002

905.6 (-) day -3 0 - 100 -0.2 56 > 0.9
day 1 0 - 100 0.3 56 > 0.9
day 8 0 - 100 -0.8 56 > 0.9
day 16 0 - 100 -3.8 56 0.03
day 22 0 - 100 -4.3 56 0.005
day 29 0 - 100 -1.0 56 > 0.9
day 36 0 - 100 0.5 56 > 0.9

993.6 (-) day -3 0 - 100 0.3 56 > 0.9
day 1 0 - 100 1.6 56 > 0.9
day 8 0 - 100 2.5 56 0.4
day 16 0 - 100 1.5 56 > 0.9
day 22 0 - 100 -0.4 56 > 0.9
day 29 0 - 100 1.2 56 > 0.9
day 36 0 - 100 3.6 56 0.04
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Cinnamyl alcohol (neg) Cinnamyl alcohol (pos)

alpha−D−ribose−1−[N−(phosphonomethyl)glycine]
5−triphosphate (pos) Cinnamaldehyde (neg)

alpha−D−ribose−1−[N−(phosphonomethyl)glycine]
5−phosphate (pos)

alpha−D−ribose−1−[N−(phosphonomethyl)glycine]
5−triphosphate (neg)

alpha−D−ribose−1−(2−N−acetamidomethylphosphonate)
5−phosphate (pos)

alpha−D−ribose−1−[N−(phosphonomethyl)glycine]
5−phosphate (neg)

alpha−D−ribose 1,5−bisphosphate (pos) alpha−D−ribose−1−(2−N−acetamidomethylphosphonate)
5−phosphate (neg)

alpha−D−ribose 1−(acetamidomethylphosphonate)
5−triphosphate (pos) alpha−D−ribose 1,5−bisphosphate (neg)

5−phospho−alpha−D−ribose 1,2−cyclic phosphate (pos) alpha−D−ribose 1−(acetamidomethylphosphonate)
5−triphosphate (neg)

5−phospho−alpha−D−ribose 1−diphosphate (pos) 5−phospho−alpha−D−ribose 1,2−cyclic phosphate (neg)

2−oxoglutarate (neg) 5−phospho−alpha−D−ribose 1−diphosphate (neg)
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Figure B.1: Mean % ion counts for mass bins matched to secondary glyphosate and AMPA
degradation products and related compounds in negative and positive mode. The raw data is
shown in the background as transparent points and the black vertical line indicates introduction
of the glyphosate treatment.
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