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Abstract

Although there is considerable evidence for the existence of dark matter, which makes up
the majority of matter in the Universe, a fundamental question still remains unanswered;
what is dark matter made of? A new theorised elementary particle called Weakly Interact-
ing Massive Particle (WIMP) is a promising candidate for dark matter. Dual-phase xenon
time projection chamber (TPC) technology can search for low energy scattering signals
produced by WIMP interactions with atomic nuclei.

Utilising this technology the Large Underground Xenon (LUX) experiment, located at
the Sanford Underground Research Facility (South Dakota, USA), provided stringent limits
on the spin-independent WIMP-nucleon cross-section. Its successor the LUX-ZEPLIN (LZ)
experiment, a multi-tonne dual-phase xenon TPC, aims at considerably increasing the sen-
sitivity to WIMP dark matter. In order to achieve high sensitivity in any rare event search
experiment, characterising and suppressing backgrounds is fundamental.

This work characterises a number of important backgrounds and explores their miti-
gation strategies for the LUX and LZ experiments. The LZ gas charcoal chromatography
system removes problematic noble radioactive impurities (primarily 85Kr) in the xenon.
An overview of this system along with xenon impurity measurements, taken with the LZ
sampling system, is presented. The cavern walls surrounding the detector emit high en-
ergy gamma rays from the naturally occurring radiation in the rock. High statistics event
biasing simulations have been performed to determine the background contribution in the
LUX and LZ detectors, which are located in a large water tank to provide shielding. LZ
commissioning data is also analysed to evaluate the current cavern wall gamma ray shield-
ing. In addition, simulations of the activation of xenon and surroundings in LZ caused by
neutron calibration sources, have been carried out to determine the background due to the
delayed decay of radioactive isotopes.
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Introduction

There is a significant body of evidence on different astrophysical scales for the existence
of a mysterious non-luminous substance, called dark matter. The make up of dark matter
remains unknown despite the wealth of evidence accrued over many years for this incred-
ibly abundant substance. A promising candidate for dark matter is the newly theorised
elementary particle called Weakly Interactive Massive Particle (WIMP). This particle is ex-
tremely difficult to detect as it may only interact through the weak and gravitational forces.
Direct dark matter experiments search for WIMP interactions with atomic nuclei via the
low energy scattering signals produced.

At the Sanford Underground Research Facility (South Dakota, USA) the Large Under-
ground Xenon (LUX) experiment and its successor the LUX-ZEPLIN (LZ) experiment are
searching for these WIMP induced scattering signals utilising dual-phase xenon time pro-
jection chamber (TPC) technology. Due to the rarity and low energy signals from these
WIMP interactions, high sensitivity to these interactions is crucial. In order to obtain the
required detection sensitivity understanding and mitigating background events is vital.

The focus of this thesis is on the original work undertaken to characterise and explore
a number of important backgrounds for the LUX and LZ experiments. The beginning of
the thesis details the evidence for dark matter, potential dark matter particle candidates
and numerous experiments searching for WIMP dark matter in Chapter 1. An overview of
dual-phase xenon TPC technology along with descriptions of the LUX and LZ experiments
follows in Chapter 2. Chapter 3 covers the LZ gas charcoal chromatography system, used
to remove problematic noble radioactive impurities (predominantly 85Kr) in xenon, and the
sampling system. This is proceeded by descriptions of software programs developed for LZ
in Chapter 4. In Chapter 5 high statistics simulations of the cavern wall γ-ray background
in the LUX and LZ experiments are presented. LZ simulations of activation from neutron
calibration sources are outlined and analysed in Chapter 6. Finally, Chapter 7 explores LZ
detector commissioning data.
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Chapter 1

Dark matter in the Universe

Our understanding of the Universe was challenged in the 1930s when astronomers sug-
gested the existence of a non-luminous matter within our own galaxy and elsewhere.
Previously, astronomers had described this matter as “dark” as they thought the matter
consisted of dim celestial objects which could not be detected by telescopes. Although at
the time many were sceptical, subsequently significant discoveries were published corrob-
orating the importance of this invisible matter, that makes up the majority of matter in our
Universe.

As the evidence for dark matter has accumulated over the years the fundamental ques-
tion still remains unanswered; what is dark matter made of? This chapter highlights the
multitude of dark matter evidence, covers the leading particle candidates for dark mat-
ter and explores the different experimental search methods used to search for those dark
matter particle candidates.

1.1 Evidence for dark matter

1.1.1 Early history

The first key piece of evidence was discovered by Swiss astronomer Fritz Zwicky in 1933.
When studying the redshift of different galaxy clusters he noticed a large dispersion in
the radial velocities of a number of galaxies within the Coma Cluster [1]. Applying the
virial theorem in combination with an estimate for the mass and size of the cluster, Zwicky
inferred that the velocity dispersion should be 80 km s−1 which was significantly smaller
than the average observed velocity dispersion, approximately 1000 km s−1. Given the no-
table disparity between the two velocities this showed that the Coma Cluster contained
substantially more mass than estimated from the luminous matter observed. Zwicky sug-
gested that if his work was correct then dark matter has a much greater density than
luminous matter.
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Zwicky was not the first to coin the term “dark matter”, his contemporaries (Kapteyn
[2], Oort [3] and Jeans [4]) had previously suggested the existence of dark matter within our
galaxy from their studies of star dynamics in the local Milky Way. Zwicky’s discovery was
met with serious scepticism from the scientific community. It took many years and new
astronomical observations to convince many astronomers of the existence and significance
of dark matter.

1.1.2 Galaxy rotation curves

Observations by Rubin and Ford in the 1970s played a crucial role in persuading the sci-
entific community that dark matter was a serious unsolved problem in astronomy. In 1970
they produced a groundbreaking paper detailing their Andromeda (M31) galaxy rotation
curve observations [5]. They were tracking H ii regions orbiting in M31 via the 21 cm emis-
sion line. Their observations revealed that at large radii the orbital velocity was constant,
contradictory to the previously accepted Keplerian model of galaxy rotation. In the Kep-
lerian model, formed from Newtonian dynamics, the orbital velocity beyond the galactic
bulge is given as:

v(r) =

√
GM(r)

r
(1.1)

where v is the orbital velocity, r is the radius, G is the gravitational constant and M(r) is
the mass enclosed within that radius.

The constant orbital velocity could not be explained by the visible matter. It required
considering a dark matter spherical halo to match the observations, as highlighted in Figure
1.1. The suggestion of a dark matter halo arose as luminous matter does not provide
enough gravitational force required to hold the luminous galaxy together to withstand its
high velocities.

An alternative suggestion to explain the constant orbital velocity anomaly was put for-
ward by Mordehai Milgrom in 1983 [7]. Milgrom proposed modifying Newton’s second
law in the limit of low acceleration. The idea, known as MOND (Modified Newtonian
Dynamics), attempted to explain the flat galaxy rotation curves without the need for dark
matter. Although some MOND-like theories have been successful in explaining galactic
scale observations, they fall short in explaining galactic cluster scale anomalies such as the
“bullet cluster“ (discussed in Section 1.1.3). The consensus among the scientific community
is that dark matter is the favoured explanation for the flat galaxy rotation curves.

1.1.3 Gravitational lensing

First detected in 1919, gravitational lensing discoveries provide compelling evidence for
the existence of dark matter. Gravitational lensing occurs when an object in between a light
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Figure 1.1: NGC 6503 galaxy rotation curve observation (black dots) with dark-halo fit
(solid curve). The individual components of the rotation curve are shown; dark halo (dash-
dotted line), optical disk (dashed line) and gas (dotted line). Figure from Ref. [6].

source and an observer bends spacetime, changing the path along which light travels as it
follows the curvature of spacetime. This results in a distorted image seen by the observer,
as seen in Figure 1.2.

Figure 1.2: An image of a horseshoe Einstein ring taken by the Hubble Space Telescope. The
gravity of a luminous red galaxy (in the centre of the picture) has distorted the light from
a distant blue galaxy resulting in the background galaxy’s horseshoe shape appearance.
Image courtesy of ESA/Hubble and NASA [8].
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Weymnann et al. in 1979 provided the first confirmation of gravitational lensing on
galactic scales [9]. They were studying what was thought to be twin quasars but the
properties of the quasars were practically identical. They proposed it was a double image
of the same quasar produced by gravitational lensing, a consequence of Einstein’s general
theory of relativity. Einstein himself in 1936 suggested that a massive celestial object could
deflect the light from a distant source resulting in the appearance of a ring or multiple
images [10].

Gravitational lensing can be used to measure the mass profile of the lensing matter,
given the distortion of light is directly correlated to the mass of the lensing object [11].
This technique has been used to analyse mass distribution in galaxy clusters in conjunction
with X-ray maps of those clusters. The mass profile of a number of galaxy clusters was
found to contrast the distribution of baryonic matter observed from the X-ray maps. These
discoveries indicate that these galaxy clusters contained significant amounts of dark matter.

This is clearly demonstrated by the famous “bullet cluster” where two galaxy clusters
are merging, see Figure 1.3. In 2006, Clowe et al. were comparing the weak lensing ob-
served to the X-ray emission from hot gas in the bullet cluster [12]. They noted that the
gravitational potential did not trace the distribution of baryons concentrated mainly in the
hot gas, observing a significant separation between the gravitational and baryonic centres,
seen in Figure 1.4. The difference arises as the dark matter interacts differently than the
intergalactic gas. The gas collides and interacts, slowing down the gas much more than
the individual galaxies and dark matter. The result is a separation between the gas, which
is the dominant baryonic mass component, and main source of the gravitational potential,
dark matter.

Figure 1.3: Colour image of the bullet cluster with reconstructed lensing signal (green
contours), which is proportional to the mass in the system. The blue plus signs represent
the centre of mass for the hot gas clouds. Figure from Ref. [12].
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Figure 1.4: Bullet cluster X-ray image overlaid with reconstructed lensing signal (green
contours), which is proportional to the mass in the system. This image of the two merging
galaxy clusters reveals the gravitational centre is in a different position to the baryonic
centre. Figure from Ref. [12].

The bullet cluster observations are difficult to explain with the MOND theory as the
weak lensing data would be expected to follow the X-ray maps. It was thought that the
substantial evidence for dark matter provided by the bullet cluster would bring an end to
the MOND theory; however, MOND-like theories continue to attract attention [13].

1.1.4 Cosmic microwave background radiation

Discoveries and measurements in cosmology also substantiate the existence of dark matter.
One of those discoveries came from analysing the cosmic microwave background radiation
(CMBR). Predicted in the 1940s and accidentally discovered in 1965 by Penzias and Wilson
[14], CMBR is remnant electromagnetic radiation from the early universe.

During the recombination epoch the Universe was expanding and the hot dense hydro-
gen plasma was cooling. Neutral hydrogen atoms began to form once the temperature had
dropped enough and the Universe became transparent as photons were no longer scattered
by free electrons. These photons which make up the CMBR fill the Universe today and their
wavelengths have increased due to the expansion of space.

The CMBR is a near perfect blackbody spectra with a temperature of 2.7 K. As can be
seen in Figure 1.5, the most recent CMBR map from the Planck satellite, the CMBR is very
isotropic with fluctuations at one part in 100,000. These anisotropies are a consequence
of matter density fluctuations in the early universe, due to conflict between the photon
pressure and gravitational force in the photon-baryon plasma at the time.

In the recombination epoch there were oscillations in the density perturbations in the
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Figure 1.5: The all-sky CMBR temperature map measured by the Planck satellite. It dis-
plays the coldest (blue) to the hottest (red) regions in the sky, from −300 µK to 300 µK.
Figure from Ref. [15].

photon-baryon plasma due to the counteracting gravitational attraction and photon pres-
sure. These oscillations, known as baryon acoustic oscillations (BAO), remained active until
photon decoupling when the CMBR was released.

Cosmological parameters can be constrained from the BAO peaks in the CMBR power
spectrum (visible in Figure 1.6), which is created via arranging the CMBR temperatures
anisotropies by their angular size. Parameters can also be constrained from a global fit
to the power spectrum using the ΛCDM (lambda cold dark matter) model, the standard
model of Big Bang cosmology. The CMBR power spectrum provides information on the
flatness of the Universe and relative abundances of matter and energy. There is good agree-
ment between the CMBR power spectrum and the ΛCDM model [16] which is constructed
with dark energy and dark matter.

In cosmology it is standard to quantify densities with dimensionless ratios known as
density parameters, Ωx, where x can be various species:

Ωx =
8πGρx

3H2 =
ρx

ρc
(1.2)

where G is the gravitational constant, ρx is the species density, H is the Hubble parameter
and ρc is the critical density for which the spatial geometry of the universe is flat .

Using this formalism, results from the most recent Planck satellite data, combining BAO
peaks and ΛCDM fitting, constrain the baryon density, Ωb = 0.04897± 0.00031, and the
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Figure 1.6: Temperature fluctuations in the CMBR at different angular scales on the sky
detected by the Planck Satellite. The angular scales can be represented either with angular
degrees (lower horizontal axis) or via multipole moment l (upper horizontal axis). The red
dots are the Planck measurements with the green curve representing the ΛCDM model
best fit to the data. Figure from Ref. [16].

matter density, Ωm = 0.3111± 0.0056 (Hubble constant H0 = 67.66± 0.42 km s−1 Mpc−1)
[15]. The difference between the two densities reveals that there is “missing” matter which
is non-baryonic (dark) matter and there is significantly more dark matter than baryonic
matter in the Universe.

1.1.5 Big Bang nucleosynthesis

The baryon density can also be estimated from Big Bang nucleosynthesis (BBN), the pro-
duction of light elements during the early universe. The relative abundance of light el-
ements is sensitive to the baryon-to-photon ratio. Limits on the baryon density can be
determined by observing the effect the baryon density has on light element relative abun-
dances and comparing it to observations of the abundances now.

Using the deuterium to hydrogen ratio the baryon density has been constrained to
Ωb = 0.04946± 0.00074 (assuming H0 = 67.66 km s−1 Mpc−1) [17]. This results concurs
with the CMBR baryon density limits, implying that only ∼5% of the Universe is visible.
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1.1.6 Large scale structure

Dark matter underpins cluster evolution, without it computer simulations cannot match
the observed structure of the Universe. A number of research collaborations have run
large cosmological N-body simulations of galaxy formation, approximating the motion of
galaxy groups interacting gravitationally [18–20]. In these simulations they observe that
fine structures, such as galaxies and galaxy clusters, are only produced in the presence of
cold dark matter, which is non-relativistic and non-baryonic. These simulations support
the validity of the ΛCDM model.

1.2 Dark matter candidates

Although there is a wealth of evidence for dark matter, the contents of that matter still
remains mysterious. The properties of dark matter revealed from observations can be
used to constrain potential dark matter candidates. This section will summarise the main
properties of dark matter inferred from observations and discuss some of the favoured
dark matter candidates.

1.2.1 Dark matter properties

From dark matter observations, potential dark matter candidates should be [21]:

• Non-baryonic.

• Neutral electric charge.

• Non-relativistic (at the time of decoupling from matter).

• Weakly interacting.

• Stable (or longer lifetime than the age of the Universe).

Astrophysical observations have shown that dark matter has particle like behaviour,
therefore it seems plausible for dark matter to be composed of particles. Alternatively
some have suggested dark matter is made up of celestial objects, such as primordial black
holes (PBH) or massive compact halo objects (MACHO).

PBHs are a type of black hole which formed in the early universe with masses far
below the stellar mass. Although originally PBHs were suggested to make up all dark
matter, astrophysical observations have strongly challenged this notion placing stringent
constraints on their abundance at different mass scales [22, 23]. The predicted abundance
of MACHOs is also too small to make up a significant fraction of the total dark matter
abundance [24].
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Many years ago it was suggested that neutrinos could be a dark matter candidate, how-
ever, they were subsequently ruled out as they were relativistic at the time of decoupling
and they are not massive or abundant enough [25]. Nonetheless, neutrino research did
pave the way for another weakly interacting particle that became the leading candidate for
dark matter, which is explored in the following subsection.

To solve problem of dark matter requires looking beyond the Standard Model (SM) of
particle physics. Many of the well-motivated dark matter candidates proposed also resolve
other problems in modern physics such as the sterile neutrino [26]. This potential candidate
for dark matter is a newly theorised additional neutrino species which would only interact
with matter gravitationally and can be produced from SM neutrino oscillations. If sterile
neutrinos have masses > keV they could account for all the dark matter in the Universe
[27]. The neutrino oscillation experiment MicroBooNE [28] has not yet ruled out sterile
neutrinos as the explanation for the excess electron-neutrino events observed in LSND [29]
and MiniBooNE [30]. The parameter space of sterile neutrinos has been limited by null
observations from X-ray telescopes [31].

1.2.2 Weakly interacting massive particles

The current leading dark matter candidate is the weakly interacting massive particle (WIMP),
a new elementary particle. WIMPs satisfy the dark matter properties determined by astro-
physical observations; they are non-baryonic, neutral, non-relativistic at the time of decou-
pling, interact via gravity and any other force that is as weak or weaker than the weak
nuclear force and stable. Their mass is predicted in the GeV-TeV range [32].

In the hot and dense environment of the early universe all particles were in thermal
equilibrium. Dark matter particles and antiparticles were annihilating into and forming
from lighter particles, balancing each other out. As the Universe expanded the temperature
and density dropped leading to WIMPs decoupling from the thermal plasma, freezing
their abundance. This occurred when the density became too low for WIMP annihilation
to proceed efficiently.

Altering the WIMP annihilation cross-section changes the evolution of the WIMP den-
sity as a function of the Universe temperature as shown in Figure 1.7. To match the WIMP
relic density to the current observed dark matter density, Ωdm, requires an annihilation
cross-section of the order of magnitude that is expected for weak force interactions. Curi-
ously enough new particles with these properties are predicted by supersymmetry (SUSY),
an extension to the SM. This coincidence connecting particle physics and cosmology was
so remarkable at the time it was coined the “WIMP miracle”.

SUSY theory postulates every particle in the SM has a “super-partner“ with the same
quantum numbers but different spin by a half. This leads to bosons having a fermion-
like partner and fermions having a boson-like partner. As no supersymmetric particles
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Figure 1.7: Illustration of a thermal relic freeze out in the early universe. The cosmological
abundance (Ωχh2) evolves as a function of x = mχ/T where mχ is WIMP mass and T
is universe temperature. The temperature is implicitly a function of time. The numbers
specified above the lines are the WIMP annihilation cross-sections averaged over WIMP
velocity distribution. The grey line labelled Planck is the observed dark matter density.
Figure from Ref. [33].

have ever been observed yet, the common assumption is that symmetry is broken and the
predicted mass of the supersymmetric particles is significantly larger than SM particles.
SUSY also solves the hierarchy problem in the SM and provides a mechanism for unifying
the fundamental forces [34].

Unfortunately many SUSY models have been heavily constrained by the lack of evi-
dence in direct searches underground and at collider experiments [35, 36]. However, other
theories also predict valid WIMP dark matter candidates, such as Universal Extra Dimen-
sions [37] and “WIMPzillas”, the massive non-thermal dark matter [38].

There are a number of different detection methods for this promising dark matter can-
didate; direct detection, indirect detection and collider experiments. Experiments searching
for WIMP dark matter are explored in Section 1.3.

1.2.3 Axions

The axion is another strongly motivated dark matter candidate which is beyond the SM.
It was originally proposed in 1977 by Peccei and Quinn to solve the strong charge-parity
(CP) conservation anomaly in Quantum Chromodynamics (QCD) [39, 40].
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It was previously thought that CP symmetry was always conserved, however, in 1964
research on neutral kaon decays revealed the first observations of CP violation [41]. CP vio-
lation plays an important role in the matter-antimatter asymmetry in the Universe. Without
this violation after the Big Bang matter and antimatter would behave the same and total
cancellation would occur resulting in a sea of radiation with no matter.

In theory CP violation is permitted within QCD, however it has not been observed.
If CP violation occurs from QCD interactions this would induce a non-negligible elec-
tric dipole moment for the neutron (nEDM). Nevertheless, current experimental limits on
nEDM are vanishingly small [42]. This suggests an abnormal conservation of CP symmetry
within QCD, which is known as the “strong CP problem”.

The solution to this problem, proposed by Peccei and Quinn [43, 44], was to introduce
a new global symmetry called “PQ symmetry” which cancels out the CP violating term in
the QCD Lagrangian. The spontaneous symmetry breaking of this new scalar field gives
rise to a new particle which was named the axion.

This new particle is a potential dark matter candidate, although, there were concerns
about its predicted sub eV mass which suggests that axions are hot dark matter if they
were produced as a thermal relic. Nevertheless, axions were never in thermal equilibrium
with the rest of the Universe due to their extremely weak coupling so are cold dark matter
candidates [45].

Through the inverse Primakoff effect, experiments can detect axions through their cou-
pling to photons [46, 47]. In a strong magnetic field axions can convert to photons which
creates the possibility for axion observations.

1.3 WIMP dark matter searches

There are a number of dark matter candidates and several ways to search for these candi-
dates, this section will discuss three different types of WIMP dark matter searches:

• Direct detection: Aims to observe low-energy scattering signals caused by WIMP
interactions with SM particles. To measure these signals necessitates ultra-low back-
ground detectors with high sensitivity located inside a mountain or deep under-
ground.

• Indirect detection: Searches for the products of WIMP self-annihilation in outer
space. The main targets are regions of high dark matter density such as the Galactic
Centre, the core of the Sun and the centre of the Earth.

• Collider searches: Look for WIMP dark matter potentially produced by collisions
in a collider. As WIMPs are expected to escape the collider undetected, this large
amount of missing energy and momentum in the detector provides a signature.
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Each approach has its own strengths and challenges, nonetheless, they are complemen-
tary to each other. Together they explore a greater range of the WIMP parameter space
and provide a cross-check if WIMPs are discovered. The main focus of this section will be
direct detection as this is the approach used in the LUX and LZ experiments.

1.3.1 Direct detection

1.3.1.1 WIMP-nucleus interactions

If the particle interpretation of dark matter is correct then a significant number of dark
matter particles must be passing through the Earth each second (∼ 105 cm−2 s−1 for WIMPs
with 100 GeV mass). However, WIMP dark matter is extremely difficult to detect as it may
only interact through the weak and gravitational force. Direct searches aim to measure
the low-energy nuclear recoils (NR) produced by WIMP-nucleus collisions as WIMPs pass
through the detector medium.

WIMPs typically scatter elastically off atomic nuclei. Although the NR energy from
this collision is small it might be detectable. The differential event rate (R) as a function
of NR energy (ER) for a WIMP of mass mχ scattering off a nucleus of mass mA (typically
expressed in units of events/kg/day/keV) takes the form [48]:

dR
dER

=
ρ0

mAmχ

∫ ∞

vmin

v f (v)
dσA

dER
dv (1.3)

where ρ0 is the local dark matter density, f (v) is the WIMP velocity distribution and dσA
dER

is the differential cross-section for WIMP-nucleus elastic scattering. Formally the upper
integration limit is infinite, however, the local escape velocity (vesc) is the maximum velocity
for WIMPs which are gravitationally bound to the Milky Way. The lower integration limit
is the minimum WIMP velocity (vmin) that can induce a recoil of energy ER, which is given
by:

vmin =

√
mAER

2µ2
A

(1.4)

where µA = mχmA/(mχ + mA) is the WIMP-nucleus reduced mass.

The WIMP particles which induce these low-energy NRs are from the Milky Way’s dark
matter halo. The halo’s density and velocity distribution governs the WIMP-nucleus scat-
tering event rate, as seen in Eq. 1.3, thus these astrophysical parameters are of significant
interest to the dark matter community. Canonical assumptions about these features are
made by the dark matter community in order to simplify comparison between experimen-
tal results.

Although the estimations of the local dark matter density have fluctuated over the past
30 years and still have large uncertainties [49], it is assumed to be ρ0 = 0.3 GeV/cm3 to
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ensure experimental results can be compared. As the velocity distribution cannot be mea-
sured exactly, it is modelled from the astrophysical observations discussed in Section 1.1.
The commonly used Standard Halo Model assumes an isotropic isothermal sphere of dark
matter particles with a Gaussian velocity distribution (typically known as Maxwellian).
The velocity distribution takes the form [48]:

f (v) =
1√
2πσ

exp
(
− |v|

2

2σ2

)
(1.5)

where v is WIMP velocity and the velocity dispersion σ is related to local circular velocity
(v0) by σ =

√
3/2v0. For the local circular velocity (v0) and local escape velocity (vesc) the

canonically assumed values are 220 km s−1 [50] and 544 km s−1 [51] respectively.

The differential cross-section for WIMP-nucleus elastic scattering in Eq. 1.3 ( dσA
dER

) can
be expressed as a combination of spin-independent (SI) and spin-dependent (SD) contribu-
tions. In the SI interaction the WIMP couples to the mass of the nucleus, whereas for the
SD interaction the WIMP couples to the spin of the nucleus [52]. To allow for comparison
of different experimental results, direct detection dark matter experiments have generally
focused on these two types of WIMP-nucleus interactions.

The WIMP-nucleus cross-section (σSI
A ) for SI scatters is typically converted to a WIMP-

nucleon cross-section (σSI
n ) in order for comparison as experiments employ different target

nuclei. If WIMP interactions with neutrons and protons are equivalent then the SI WIMP-
nucleus cross-section is given by [52]:

σSI
A =

(
µA

µn

)2

A2σSI
n (1.6)

where µn is the WIMP-nucleon reduced mass and A is the atomic mass of the target nu-
cleus. As Eq. 1.6 reveals using a heavier target nuclei results in a higher event rate due to
the A2 factor. This is part of the motivation behind using heavy targets in direct searches
to increase sensitivity to SI scattering.

Conversely, the SD WIMP-nucleus cross-section (σSD
A ) does not contain this A2 factor.

For SD scatters the WIMP-nucleus cross-section is given by [52]:

σSD
A =

3
4

λ2
s J(J + 1)

(
µA

µn

)2

σSD
n (1.7)

where J is the total nuclear spin and λs is the spin constant unique to the target isotope.
It is important to note that only isotopes with a net nuclear spin are sensitive to these
interactions. To achieve the best sensitivity experiments use either odd-proton or odd-
neutron nuclei, as nucleon pairs cancel out nuclear spin contributions. This thesis will
focus on the SI contributions.
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The nuclear form factor (F2), which describes the dependence on momentum transfer
(q), is also part of the differential cross-section, dσA

dER
. In the SI case the Lewin-Smith [53]

parameterisation of the Helm form factor is adopted, it is written as:

F2
SI(ER) =

(
3ji(qR1)

qR1

)2

exp(−q2s2) (1.8)

where ji is the spherical Bessel function of the first kind, R1 is an effective nuclear radius
and s is the nuclear skin thickness. Figure 1.8b displays the SI nuclear form factor for a
number of different target elements. There is a resonance that appears in the SI nuclear
form factor spectra due to loss of scattering coherence, occurring when the de Brogile
wavelength of the incoming WIMP is a similar size to the target nucleus.

As discussed previously using a heavier target substantially increase the event rate, as
clearly displayed in Figure 1.8a. However, the trade-off is a lower event rate at higher NR
energies than the lighter nuclei due to the rate suppression from the nuclear form factor.
This can prove challenging for detector thresholds.

(a) SI NR rate. (b) SI nuclear form factor.

Figure 1.8: The SI NR rate (a) and SI nuclear form factor (b) as a function of NR energy for
several target elements. The WIMP mass and WIMP-nucleon cross-section are assumed to
be 100 GeV and 10−45 cm2 respectively. Figures from Ref. [54].

1.3.1.2 Detection techniques

Although a high WIMP flux on Earth is predicted, the WIMP-nucleus scattering rate is very
low. Experimental data has excluded SI WIMP-nucleon cross-sections of σn & 4× 10−47 cm2

for mχ ∼ 30 GeV which corresponds to less than 3 events/tonne/year [55]. As with any



16 1.3. WIMP dark matter searches

rare event search optimising the signal to background ratio is of paramount importance to
achieve the high sensitivity required.

To achieved the required sensitivity to the SI WIMP-nucleon cross-section direct search
experiments tend to employ a detector medium with a large total mass and high atomic
mass. However, experiments searching for sub-GeV WIMPs have to also consider the low
energy detection threshold of a material.

The energy transferred to a target nucleus from particle interactions can manifest in
three different channels: ionisation, excitation and heat. Direct detection experiments probe
either one or a combination of these signals to determine the rate of WIMP-nucleus inter-
actions. The choice of target medium consist of many factors such as cost, scalability and
the ability to capture the different signal channels.

Taking into consideration how few WIMP-nucleus scatters are expected to occur in a
detector, background mitigation plays a crucial role in direct detection. These backgrounds,
covered in Chapter 2 in more detail, can come from cosmic rays, radioactivity and detector
instrument noise. There are various ways in which direct searches suppress the different
backgrounds, for example, experiments operate in ultra-low background environments
(inside a mountain or deep underground with detector shielding) and select radio-pure
materials to construct the detector.

A key background mitigation strategy arises from the different type of signals observed
in the detector. A large proportion of the background events produce electron recoils (ER)
in the detector. As ER and NR distribute their energy depositions differently between the
three signal channels, direct searches exploit this property allowing them to discriminate
between the background ERs and the expected NRs from WIMP-nucleus scatters.

Over the past decade the leading SI WIMP search technology was liquid xenon (LXe)
time projection chambers (TPC), see Figure 1.9b for illustration. This technology captures
the primary scintillation light from particle interactions and the ionisation signal from
electroluminescence, induced by ionisation electrons extracted into the gas phase and ac-
celerated there. Above a 10 GeV WIMP mass these experiments provide the best SI WIMP
sensitivity. Further, they can also perform SD WIMP searches as xenon has a non negligible
fraction of stable odd isotopes (129Xe & 131Xe) and axion searches are also possible.

Pioneered in 2006 by ZEPLIN-II [57] and then XENON10 [58], this technology has led
the pursuit for WIMPs in direct searches. In 2013 the LUX experiment set world-leading
limits for the SI WIMP-nucleon cross-section [59]. Currently a few collaborations (LZ [60],
XENON [55] & PandaX [61]) employing this technology are racing to achieve greater WIMP
sensitivity to potentially discover WIMPs. This thesis is focused on the LXe TPC technology
used in the LUX and LZ experiments, explored in more detail in Chapter 2.

Argon can be used instead of xenon in a dual-phase TPC such as employed by the
DarkSide-50 experiment [62]. A major advantage of using argon is that it is cheaper than
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(a) Single-phase liquid noble gas. (b) Dual-phase time projection chamber.

Figure 1.9: Illustrations of liquid noble gas direct detection experiments. The dark matter
particle χ (represented by the red arrow) will scatter on a nucleus depositing energy. The
single-phase detector (a) can only capture the primary scintillation signal, whereas the
dual-phase detector (b) measures two signals as it can also capture the ionisation signal as
the charges drift into the gas to produce a secondary scintillation signal. Figures from Ref.
[56].

xenon, however, natural atmospheric argon contains a radioactive isotope, 39Ar, that is a
background for WIMP searches. 39Ar can be difficult to mitigate, therefore, some argon
dark matter experiments use low-radioactive underground argon as the detector medium
but this is more expensive. Experiments also try to identify and remove 39Ar events during
data analysis [63].

There are single-phase liquid noble gas dark matter experiments (e.g. XMASS [64]
& DEAP-3600 [65]), see Figure 1.9a for illustration. Unfortunately, their SI WIMP-nucleon
cross-section sensitivities have been greatly exceeded by their experimental dual-phase con-
temporaries and as such single-phase detectors have broadly been phased out.

Leading the search for low mass WIMPs are solid-state cryogenic detectors, see Figure
1.10 for illustration. These experiments can probe WIMP masses down to ∼0.2 GeV as they
have very low energy thresholds and light target nuclei [21]. They couple phonon sensors
to a crystal target (e.g. Ge) to detect the heat signal produced by a particle interactions
in the crystal. This is typically combined with either an ionisation or scintillation readout
channel to provide ER/NR discrimination. However, some experiments forfeit ER/NR
discrimination to probe lower WIMP masses via exploiting the Neganov-Trofimov-Luke
effect [66, 67] which enhances the phonon signal at the cost of the ionisation signal.

The EDELWEISS [68] and SuperCDMS [69] collaborations operate experiments which
use high purity Ge crystals with a charge readout channel to search for sub-GeV WIMPs,
while the CRESST collaboration has taken a different approaching using CaWO4 crystals
with a scintillation readout channel [70]. Both approaches have pushed sub-GeV WIMP
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Figure 1.10: Illustration of cryogenic solid-state direct detection experiments. Energy will
be deposited as the dark matter particle χ (represented by the red arrow) scatters on a
nucleus. The cryogenic crystal detector captures the heat signal via detecting phonons and
either the ionisation signal or the scintillation signal. Figure from Ref. [56].

direct detection searches to greater levels of sensitivity.

1.3.1.3 Status of the field

At time of writing, the most stringent limits on the SI WIMP-nucleon cross-section come
from LXe TPC experiments. Different types of experiments are optimised for different
WIMP mass ranges, as can be seen in the SI WIMP landscape in Figure 1.11. As expected
at sub-GeV WIMP masses the solid-state cryogenic experiments produce the leading limits.

The only reported positive detection of dark matter has come from the DAMA exper-
iment from observations of an annual modulating signal [71]. However, this results is
incompatible with the many null observations from direct detection experiments. Addi-
tionally results from COSINE-100 [72] and ANAIS-112 [73], which search for an annually
modulating signal with the same crystal scintillator technology as DAMA, are consistent
with a null observation.

LXe TPCs from the LZ [60] and XENON [55] collaborations are currently operational
and aiming to achieve SI WIMP-nucleon cross-section limits close to the coherent neutrino-
nucleus scattering limit. Known as the “neutrino floor”, it is created by neutrino fluxes
from the Sun and atmosphere and the uncertainties of these fluxes. These neutrinos pro-
duce low-energy NRs via coherent scattering that are indistinguishable from WIMPs sig-
nals. These neutrinos pose a significant challenge to the next generation of detectors, such
as the DARWIN experiment [74] which aims to have the sensitivity to reach the neutrino
floor. LXe TPCs are also applying novel ways to reach lower energy thresholds to improve
sensitivity in the sub-GeV WIMP mass range.
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Figure 1.11: Exclusion limits on the SI WIMP-nucleon cross-section as a function of WIMP
mass as of the end of 2020. This figure contains the 90% CL limit from a number of experi-
ments for SI WIMP-nucleon cross-sections for a range of WIMP masses . The neutrino floor
is indicated by the light blue dashed line represents the region where coherent scattering
of neutrinos becomes a significant background. Figure from Ref. [21].

1.3.2 Indirect detection

Indirect dark matter detection is another way to search for WIMPs. This approach ex-
plores locations of high dark matter density for the products of WIMP self-annihilation.
This is achieved by scanning for an excesses of particles and radiation created from these
interactions.

As many of the astrophysical backgrounds in indirect searches are not well understood,
these searches aim to optimise signal over background. As part of the optimisation indirect
searches look for these excesses in places of high dark matter density such as the Galactic
Centre, the core of the Sun and the centre of the Earth [75].

WIMP annihilations will produce a variety of different particles and radiation, however,
only the gamma-rays, neutrinos, positrons and antiprotons can be discriminated from the
large background of cosmic rays. There are both space and ground-based detectors search-
ing for these gamma rays, as well as water/ice based experiments looking for neutrinos.
Space-based detectors are also searching for positrons and antiprotons.

As the gamma rays from these WIMP annihilations interact in our atmosphere a cascade
of secondary particle would be produced. This shower leads to Cherenkov radiation which
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could be observed by ground-based Cherenkov telescopes (such as HESS [76]). In space,
AMS-02 on the International Space Station [77] and satellites such as the Fermi Gamma-Ray
Telescope (known as “Fermi”) search for gamma rays as well as positrons and antiprotons
[78].

Although there has been a claim of gamma ray excess from the Galactic Centre the
discussions are ongoing due to the large uncertainties in the astrophysical backgrounds
[75]. Data from the satellite Fermi Telescope has provided one of the strongest limits
on the WIMP annihilation cross-section, constraining the thermally-averaged annihilation
cross-section 〈σannv〉 < 3× 10−26 cm3 s−1 for WIMPs below 100 GeV [79].

Neutrino experiments such as Super-Kamiokande [80], IceCube [81] and ANTARES [82]
have been searching for an excess of high-energy neutrinos. These experiments instrument
a large volume of water or ice to observe the Cherenkov radiation in the detector medium
produced by the products of neutrino interactions. To date there has been no substantial
neutrino excess observed, however, these experiments have provided constraints on the
WIMP self-annihilation cross-section to neutrinos, see Figure 1.12.

Figure 1.12: Exclusion limits and sensitives on the dark matter self-annihilation cross-
section to neutrinos from indirect detection experiments. This figure contains 90% CL
limits (solid line) and projected sensitives (dashed lines) up to masses of 108 GeV. Figure
from Ref. [83].

Positrons and antiprotons are also probed to search for WIMP dark matter. Several ex-
periments have detected an unexplained excess of high-energy positrons in the interstellar
medium, the most recently AMS-02 [77]. If this excess is attributed to WIMP annihilation,
this leads to a WIMP annihilation cross-section higher than previous constrained by other
dark matter experiments. However, it is likely that the positron excess originated from a
nearby pulsar [75].
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1.3.3 Collider searches

In high energy collisions observed in colliders there is a possibility that WIMPs are pro-
duced, which escape without interacting, resulting in a significant amount of missing en-
ergy. Collider WIMP searches look for this missing transverse energy in collision events.

Both the ATLAS [84] and CMS [85] collaborations have carried out numerous searches
for WIMP signatures with the Large Hadron Collider, the largest and highest-energy par-
ticle collider, operating proton-proton collisions at a centre of mass energy of 13 TeV. Cur-
rently no WIMP signal or evidence for SUSY has been observed [86]. Nonetheless, these
searches have provided limits on masses, couplings and cross-sections, see Figure 1.13 for
example ATLAS exclusion limits. It is not straightforward to compare constraints between
collider and direct detection observations as collider limits are model-dependent. Although
colliders alone cannot prove that a newly discovered particle is dark matter, they play an
important role in the understanding WIMP-SM particle interactions.

Figure 1.13: Comparing SI WIMP-nucleon cross-section constraints from direct detection
experiments to the inferred limits from ATLAS results in the context of the vector lepto-
phobic model. The limits shown are 95% CL for ATLAS and 90% CL for direct detection
experiments and the shaded areas are excluded. Figure from Ref. [84].
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1.4 Summary

As highlighted in this Chapter, there is a plethora of evidence for the existence of dark
matter as well as a number of well motivated particle dark matter candidates. Many ex-
periments are employing a variety of different techniques to search for these candidates
hoping to provide strong evidence of a dark matter particle.

This thesis focuses on the LUX and LZ experiments, LXe TPC direct detection searches.
An overview of these experiments will be covered in Chapter 2. The other chapters will
concentrate on original work undertaken with the LUX and LZ experiments.



Chapter 2

The LUX and LZ experiments

For many years dual-phase xenon time projection chambers (TPC) have produced the most
stringent limits for the SI WIMP-nucleon cross-section. The Large Underground Xenon
(LUX) and LUX-ZEPLIN (LZ) experiments employ liquid xenon (LXe) TPC technology
along with a variety of background suppression strategies to search for scattering signals
produced by WIMP interactions with atomic nuclei. In this chapter the technology of dual-
phase xenon TPCs is covered along with an overview of the LUX and LZ experiments.

2.1 Particle interactions in liquid xenon

2.1.1 Xenon properties

LXe posses many strong qualities which make it a very good choice as the detector medium
for WIMP direct searches. As mentioned in Chapter 1 using a heavier target nuclei greatly
increases the sensitivity to SI WIMP-nucleon scattering as a result of the A2 factor in the
cross-section. A xenon target provides a high event rate at low nuclear recoil (NR) ener-
gies whilst maintaining a reasonable event rate at higher energies, see Figure 1.8a for SI
scattering NR rate for numerous target elements. Moreover, xenon contains neutron-odd
isotopes 129Xe and 131Xe with considerable natural isotopic abundance that are sensitive to
SD WIMP interactions.

The self-shielding property of LXe provides a major advantage for rare event searches.
Due to the high density of xenon in the liquid phase (2.88 g cm−3) MeV neutrons and
gamma rays can only travel a few centimetres before scattering multiple times, and subse-
quently be rejected, as their interaction lengths are much smaller than the LZ detector [87].
This high stopping power in combination with the ability to reconstruct interaction sites in
three dimensions with high precision in data analysis provides an ultra low background
shielded fiducial region in the centre of the active medium. Additionally scaling up the
LXe medium can be incredibly beneficial as only a few centimetres of non-fiducial region

23
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are required for self-shielding. There is a substantial increase in the percentage of fiducial
mass between LUX and LZ, where the fiducial mass is ∼40% and ∼80% of the active mass
within the TPC for LUX and LZ respectively [87].

As xenon is chemically inert, electronegative impurities can be easily removed and
detector materials will not corrode. Xenon also contains no long-lived radioactive isotopes
with problematic decays, and there should be no cosmogenic activation products remaining
in the xenon after a few months of underground storage due to their short lifetimes.

In the liquid phase xenon, like other noble elements, has excellent scintillation and
ionisation yields as well as being transparent to its own scintillation. Large detectors can
be constructed with LXe whilst not degrading the scintillation and ionisation signals due
the large scintillation photon absorption length and high xenon purity.

2.1.2 Xenon microphysics

This section provides an overview of xenon microphysics, the process by which xenon
atoms produce observable signals from scattering. For all noble elements this process is
similar with only the lifetimes and energies differing. The discussion in this subsection
largely follows Ref. [88].

Particles interacting in LXe can scatter off a nucleus or an atomic electron resulting in
either NRs or electron recoils (ER) respectively. The large majority of background events
produce ER whereas WIMPs are expected to scatter off the nucleus. The recoiling nucleus
or electron interacts with other atoms nearby depositing its kinetic energy resulting in
the production of scintillation photons, ionisation electrons and phonons. The fraction of
recoil energy in each of the three processes is different for ER and NR. NRs dissipate a
considerable fraction of the recoil energy via phonons due to atomic motion. In contrast,
the energy lost through phonons in ERs is negligible with a large fraction lost through
ionisation. The difference between the fraction of energy lost via ionisation and scintillation
provides a unique signature for ERs and NRs enabling discrimination between the two.

LXe detectors only capture the scintillation and ionisation signals produced as a result
of particle interaction energy depositions, an overview of the production of ionisation,
scintillation and heat from energy depositions in LXe is shown in Figure 2.1. As phonons
are not captured only the mechanisms for scintillation and ionisation will be explored.

Scintillation light can be produced as a result of both excited and ionised atoms. A
ER or NR can directly excite a xenon atom producing an excition (Xe∗). This excition can
bond with another xenon atom to form an excimer (Xe∗ν2 ), electronically and vibrationally
excited xenon molecule. A vacuum-ultraviolet (VUV) photon (centered around 178 nm
[90]) is emitted as the excimer relaxes vibrationally and dissociates into two xenon atoms.
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Figure 2.1: Diagram showing the different processes by which an energy deposition in
LXe results in ionisation, scintillation and heat. ERs dissipate recoil energy mostly through
ionisation whereas the heat process is dominant for NRs. Figure from Ref. [89].

This process follows the subsequent steps (shown here with an electron):

e− + Xe→ Xe∗ + e− impact exciation

Xe + Xe∗ → Xe∗ν2 excimer formation

Xe∗ν2 + Xe→ Xe∗2 + Xe relaxation

Xe∗2 → Xe + Xe + γ VUV emission

Similarly ionised xenon atoms can also produce VUV photons via recombination. Nearby
xenon atoms combine with an ionised atom (Xe+) to form a molecular ion (Xe+2 ). An elec-
tron recombines with the molecular ion to produce a doubly-excited xenon atom (Xe∗∗).
This atom relaxes quickly to the ground state via Xe∗ and emits a VUV photon. The pres-
ence of an electric field, the recoil energy and the interaction type determine the number of
recombination events which take place. The recombination process follows these successive
steps:

e− + Xe→ Xe+ + 2e− ionisation

Xe+ + Xe + Xe→ Xe+2 + Xe

e− + Xe+2 → Xe∗∗ + Xe recombination

Xe∗∗ + Xe→ Xe∗ + Xe

Xe∗ + Xe + Xe→ Xe∗2 + Xe

Xe∗2 → Xe + Xe + γ VUV emission
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The excimer which produces the VUV photons has two decay times. There are two
possible transitions to the ground state from the two lowest electronic excited states of the
excimer: the singlet and triplet state. There is slight variation in decay time measurements
for the singlet and triplet in LXe. A recent study measured the times to be 3.27 ns and
23.97 ns for the singlet and triplet states respectively [91]. As the populations of the singlet
and triplet states are dependent on the type of interaction the VUV photon pulse shape
differs for ERs and NRs. In LXe pulse shape discrimination (PSD) is challenging due to
the small difference between decay times. However, in liquid argon PSD is widely used to
provide ER/NR discrimination as there is a substantial difference (∼1 µs) in the excimer
excited state decay times [92].

The ionisation signal produced during particle interactions in LXe can be captured
via electroluminescence. The ionised electrons produced during these interactions can be
drifted away with an electric field in order to avoid recombination. Electronegative impu-
rities (such as water vapour and oxygen) in the LXe absorb the ionised electrons, which
is why experiments constantly purify the LXe. These electrons are extracted from liquid
into gas, however, a stronger electric field is required in the extraction region. Acceler-
ated by the strong electric field the extracted electrons excite gaseous xenon atoms which
ultimately produce VUV scintillation photons.

2.2 Dual-phase xenon time projection chambers

2.2.1 Concept

As already discussed LXe is a very good choice for WIMP direct searches as the detector
medium. Dual-phase xenon TPCs search for WIMP interactions with xenon nuclei. The
detector consists of a large volume of ultra-pure liquid xenon with a small xenon gas
region above. The xenon volume is placed in a strong electric field and instrumented by
photosensors (e.g. photomultipler tubes (PMT)). Typically experiments use an array of
PMTs above and below the active xenon region. An example of a particle interaction in a
xenon dual-phase TPC is displayed in Figure 2.2.

Particle interactions in the LXe produce a prompt scintillation light (S1) and ionised
electrons. The ionised electrons drift towards the gas phase due to an electric field and
when they reach the liquid-gas boundary a stronger electric field extracts them into the
gas phase and accelerates them. Once in the gas phase the electrons produce secondary
scintillation light (S2) via electroluminescence. The photosensors detected these VUV scin-
tillation photons.

As mentioned earlier ERs and NRs have a different ionisation-excitation ratio which
enables them to be discriminated using these scintillation signals, explored more in Section
2.2.3. These signals are also used to reconstruct the recoil energy depositions in the LXe,
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Figure 2.2: Illustration of a particle interaction in a xenon dual-phase TPC. An example of
the S1 and S2 signals detected by PMTs is on the right. Figure from Ref. [87].

discussed in more detail in Section 2.2.2. Furthermore, this technology can identify and
reject event with multiple scatters which cause more than one S2 signal.

Event positions can also be reconstructed with the information provided by the S1 and
S2 signals. The time delay between the S1 and S2 signal provides the z (or vertical) position
of an event, as can be seen in Figure 2.2. The photon hit pattern detected by the top array
of photosensors is used to locate the xy (or horizontal) position of an event.

2.2.2 Light and charge yields

The number of extracted electrons (ne) and VUV photons emitted (nγ) produce by a particle
interaction in LXe can be expressed as the initial number of excitions (Nex) and ions (Nion)
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prior to recombination:

nγ = Nex + rNion

ne = (1− r)Nion
(2.1)

Where r is the recombination probability. These observed quanta of light and charge are
directly related to the energy deposited during the particle interaction. This total energy
for an ER can be expressed as:

EER = W(ne + nγ) (2.2)

where W is the average energy required to produce either an exciton or ion (determine
experimentally to be 13.7 ± 0.02 eV in LXe [93]). The recoil energy expression for NRs
is similar, however, it requires an additional factor due to the significant energy lost via
atomic motion:

ENR =
W
L (ne + nγ) (2.3)

where L is the energy dependent quenching factor. This factor originally theorised by
Lindhard [94] represents the recoil energy fraction not transferred to atomic motion. In
order to differentiate EER and ENR they are typically expressed in units of keVee and keVnr

respectively. Unless stated otherwise keV references throughout the thesis refer to keVee.

As mentioned previously dual-phase xenon TPCs capture scintillation and ionisation
via electroluminescence produced by particle interactions. The resulting S1 and S2 signals,
measured in units of photons detected (phd), can be expressed in terms of the number of
electrons and VUV photons:

S1 = g1nγ

S2 = neg2
(2.4)

where g1 and g2 are the gains from primary and secondary scintillation channels respec-
tively. The g1 gain represents the light collection efficiency in the liquid region and the g2
gain is a combination of factors; light collection efficiency within the gas region, electrolu-
minescence gain and electron extraction efficiency.

These scintillation pulse areas in conjunction with the detector gains can be used to
reconstruct the recoil energy deposited by combining Eq. 2.4 with Eq. 2.2 for ER:

EER = W
(

S1
g1

+
S2
g2

)
(2.5)

And similarly Eq. 2.3 for NR:

ENR =
W
L

(
S1
g1

+
S2
g2

)
(2.6)
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2.2.3 ER/NR discrimination

As outlined earlier the ratio between ionisation and excitation differs for ER and NR pro-
viding a unique signature which enables discrimination. Discriminating between ER and
NR is a key background strategy as a substantial proportion of background events produce
ERs. Experimental measurements calculate the ratio Nex/Nions to be 0.06 and ∼1 for ERs
[95] and NRs [96] respectively. This contrast is observed in the ratio of S2/S1 signal sizes
for the different interaction types. In S2/S1 vs S1 space two distinct bands form for ER
and NR events, visible in Figure 2.3. Once these bands have been located for a detector,
through calibrations, events within the ER band can be rejected.

Figure 2.3: log10(S2/S1) vs S1 from LUX calibration data. The red and blue lines represent
the ER and NR bands respectively. The median of the band is the solid line with the dashed
line indicating 80% band width. Beta decays from a dispersed tritium source calibrate the
LUX ER band shown in the top panel (a). Elastic neutron scattering from a deuterium-
deuterium pulsed neutron source populates the LUX NR band displayed in the bottom
panel (b). The grey lines are energy deposition contours and the dashed-dotted magenta
lines display the location of the minimum S2 cut. Figure from Ref. [87].
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2.3 The LUX experiment

2.3.1 Overview

The LUX [97] experiment was a dual-phase xenon TPC operational between 2012 and 2016
with the main science goal of searching for WIMPs. The detector was located in the Davis
cavern 4850 ft underground at the Sanford Underground Research Facility (SURF), South
Dakota, USA.

The TPC (see Figure 2.4) is a dodecagonal prism with a diameter of 47 cm and a height
of 48 cm (cathode-to-gate). The 250 kg of active LXe (∼100 kg fiducial mass) within the
TPC is instrumented with 122 low background Hamamatsu R8778 2" PMTs. These PMTs
are divided evenly in two PMT arrays located above and below the active region in the gas
and liquid respectively. In order to improve the VUV scintillation light collection efficiency
the TPC walls were constructed with polytetrafluoroethylene (PTFE) panels. The TPC is
housed within an inner cryostat vessel (ICV) that is situated inside an outer cryostat vessel
(OCV), both vessels were assembled from low background titanium. The space between
the ICV and OCV provided thermal insulation as it was held under vacuum. The cathode
(anode) grid was positioned 5 cm above (below) the bottom (top) array PMT windows. The
xenon liquid phase surface is located 5 mm above (below) the gate (anode) grid.

Figure 2.4: 3D rendering of the LUX TPC. On the left is a cutaway of the TPC and on the
right is the TPC connected to the top flange of the ICV. Figure from Ref. [97].



Chapter 2. The LUX and LZ experiments 31

2.3.2 Background suppression methods

To optimise the signal to background ratio the LUX experiment employed a variety of
background reduction methods. One such strategy was to purify the LXe prior to filling the
detector via gas charcoal chromatography in order to substantially reduced beta emitting
noble radioactive impurities (85Kr & 39Ar) [98]. For more information on gas charcoal
chromatography see Chapter 3.

Another background suppression strategy was to shield the detector from external
gamma rays and neutrons. These are produced by radioactive decays and atmospheric
muon interactions in the surrounding Davis cavern rock. The detector was placed inside a
cylindrical water tank with a height of 592.8 cm and diameter of 762 cm to reduce the flux of
gamma rays and neturons inside the TPC. An inverted steel pryamid, constructed from 20
tonnes of low-radioactivity steel plates, was placed below the water tank to provide extra
shielding. In addition, copper disks, shown in Figure 2.4, that were attached to the top and
bottom of the ICV also contributed to the shielding of the external gamma rays. This strat-
egy considerably reduced the external backgrounds in the TPC to a sub-dominant level for
the WIMP search [99]. Chapter 5 contains more information about simulations undertaken
to characterise the cavern wall γ-background in the LUX and LZ detectors.

Furthermore, operating the detector deep underground provided significant attenua-
tion of the atmospheric muon flux (∼3× 106 reduction relative to the surface [87]). The
water tank was also instrumented with 20 10" PMTs to detect Cherenkov radiation pro-
duced by atmospheric muons. This enabled muon events which produced a coincident
signal in the TPC and water tank to be rejected.

2.3.3 Results

The LUX experiment undertook two extensive WIMP search data collection runs; Run3
(WS2013) lasting 95 days and Run4 (WS2014-2016) spanning 332 days. Although no evi-
dence of WIMP NRs was detected LUX was able to set a world-leading exclusion limit for
the SI WIMP-nucleon cross-section in 2016. By combining both WIMP search run data LUX
determined the exclusion limit to be 1.1× 10−46 cm2 for mχ ∼ 50 GeV.

2.4 The LZ experiment

2.4.1 Overview

The LZ [100] experiment formed from two previous collaborations, LUX and ZEPLIN
which employed xenon dual-phase TPC technology, and other institutions searching for
WIMPs. The aim of the LZ experiment was to significantly increase their sensitivity to
WIMP dark matter by improving many aspects of the previous technology used. The LZ
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detector is much larger than its predecessors and operates inside the LUX water tank above
the inverted steel pryamid in the Davis cavern at SURF.

The design and operation of LZ is similar to LUX but incorporates a variety of upgrades
to key detector subsystems [101]. The LZ TPC, shown in Figure 2.5, has a substantially large
target mass than LUX; 7 tonnes of active LXe and 5.6 tonnes within the fiducial volume. The
cylindrical TPC, constructed with PTFE panels, has a diameter of 145.6 cm and a height of
145.6 cm cm (cathode-to-gate). The active region is instrumented with 493 low background
Hamamatsu R11410-22 3" PMTs split such that 241 PMTs are in the bottom PMT array and
253 in the top. Ultra-pure titanium has been used to manufacture the OCV and ICV which
compose the vacuum insulated cryostat. This houses the TPC enabling the LXe inside
to remain at 175 K. The LZ detector contains two active veto detectors (explained subse-
quently); xenon skin and outer detector (OD). These anti-coincidence systems enhance the
background rejection within the TPC. LZ projects that a 1000 day WIMP search with the
detector would exclude at 90% CL SI WIMP-nucleon cross-sections above 1.6× 10−48 cm2

for mχ ∼ 40 GeV [60].

2.4.2 Active veto detectors

The space between the ICV and the outer wall of the TPC, referred to as the xenon skin, is
also filled with LXe. The region is optically isolated from the TPC and instrumented with
PMTs (18 2" PMTs below the bottom PMT array and 113 1" PMTs looking at the sides). The
xenon skin active veto system is able to reject gamma ray and neutron events within the
TPC if a coincidence signal is also detected in this region.

The other LZ active veto detector is the OD, composed of acrylic vessels surrounding
the OCV. These acrylic vessels are filled with gadolinium loaded liquid scintillator and
monitored with 120 8" PMTs in the water tank. This system can tag problematic neutrons
as they enter or exit the TPC. The liquid scintillator (linear alkylbenzene) in the OD can
thermalise neutrons and is doped with gadolinium to increase the probability of neutron
capture, as gadolinium has a very high neutron capture cross-section. Amongst stable
nuclei 157Gd (∼15% natural abundance) has the highest neutron capture cross-section at
240 kb [102]. The OD PMTs are also used to detect Cherenkov radiation in water to reject
muon events.

The combination of the OD and xenon skin active veto detectors provides a powerful
background rejection system. It is expected that WIMPs will only scatter once in the detec-
tor, therefore, any neutrons or gamma rays which interact in the TPC and any veto detector
can be rejected as background.
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Figure 2.5: 3D rendering of major LZ detector subsystems. (1) LXe TPC, (2) acrylic vessels
filled with liquid scintillator comprising the OD, (3) OD PMTs, (4) water tank, (5) high
voltage cathode connection, (6) neutron calibration conduit. Inverted steel pyramid under
water tank not shown. Figure from Ref. [101].

2.4.3 Significant background sources

2.4.3.1 Overview

For LZ to achieve the desired high sensitivity careful consideration of the detector back-
grounds is required. A comprehensive effort has taken place to characterise and mitigate
significant background sources [60]. The expected backgrounds in a 1000 day WIMP search
from a variety of significant sources is summarised in Table 2.1. Figure 2.6 displays the pre-
dicted background energy spectra within the 5.6 tonne fiducial region. After applying all
standard background cuts, ER discrimination (assumed to be 99.5% based on LUX mea-
surements and extrapolation to LZ) and a 50% NR acceptance the total expected number
of background events in a 1000 day WIMP search in the fiducial volume is 6.18 [60]. The
LZ detector backgrounds can be separated into 5 categories; detector components, surface
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contamination, xenon contaminants, laboratory & cosmogenics and physics. These will be
explored in more detail subsequently.

Table 2.1: Background estimates in the LZ detector over a 1000 day WIMP search from
Monte Carlo simulations of notable sources within the 5.6 tonne fiducial volume. All
standard background cuts (defined in Section 2.6) have been applied. A more extensive
table can be found in Ref. [60].

Background source categories ER counts NR counts

Detector components 9 0.07

Surface contamination 40 0.39

Xenon contaminants 819 0

Laboratory & cosmogenic 5 0.06

Physics 258 0.51

Total 1131 1.03

Total (with 99.5% ER discrimi-
nation & 50% NR efficency)

5.66 0.52

Sum of ER & NR counts 6.18

2.4.3.2 Detector components

The materials used in detector construction contain naturally occurring radioisotopes which
are potentially dangerous as some produce gamma rays: 40K, 137Cs, 60Co, 238U, 235U, 232Th
and their daughters. Therefore, an extensive screening campaign, involving ∼2000 radio
assays, was carried out in order to choose only low radioactive materials. The uranium
and thorium chains are also problematic as they emit neutrons from spontaneous fission
and (α, n) reactions. The PMT arrays and LZ titanium cryostat are the dominant sources
of background due to their large masses and proximity to active LXe region. However,
the successful screening campaign in conjunction with the self-shielding property of LXe
strongly limits the detector components background within the TPC [60], as can be seen in
Table 2.1.

2.4.3.3 Surface contaminates

Exposing any detector components to airborne radon (particularly 222Rn, decay chain
shown in Figure 2.7) either during detector assembly, construction or installation can result
in contamination with radon progeny. These progeny can deposit or become embedded
on a material surface, referred to as plate-out. Most of the resulting gamma rays and beta
particles produced are from short lived radon progeny (e.g. 218Po T1/2 = 3 minutes). How-
ever, there is a long lived radon progeny 210Pb (T1/2 = 22 years) which is problematic.
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(a) ER background spectra.

(b) NR background spectra.

Figure 2.6: The predicted background energy spectra of ER (a) and NR (b) single scatter
events within the 5.6 tonne fiducial region. Detector efficiencies and veto cuts have not
been applied. Figures from Ref. [60].
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The 210Pb decay chain releases alpha particles which cause (α, n) reactions. The neutrons
and alpha particles produced could mimic a WIMP signal. In addition dust on detector
components also contains naturally occurring radioisotopes. To mitigate this background
LZ has implemented a stringent set of cleanliness protocols for detector components and
is constructing the detector in a reduced-radon cleanroom [101].

Figure 2.7: 238U decay chain. Figure from Ref. [103].

2.4.3.4 Xenon contaminants

Another challenging background comes from dispersed radioactive isotopes within the
xenon as they cannot be suppressed by LXe self-shielding. The LZ experiment will purify
the xenon prior to installation to remove beta emitting noble radioactive impurities (85Kr
& 39Ar) via a gas charcoal chromatography system [87], similar to LUX. 85Kr and the LZ
krypton removal system are explored more in Chapter 3. 222Rn and 220Rn emanating from
dust and materials can become mobile in the LXe and are the largest contributors to the
ER background in the TPC. The emission of a beta particle without a coincident gamma
ray, referred to as “naked beta” decay, from 214Pb and 212Pb in the radon decay chains is
challenging to reject in data analysis. In addition to the rigorous cleanliness protocols LZ
has deployed a radon gas removal system which should reduce radon levels in problematic
areas (e.g. cable conduits).
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2.4.3.5 Laboratory & cosmogenics

As mentioned previously the surrounding Davis cavern walls emit gamma rays and neu-
trons which are produced by the naturally occurring radioisotopes and by atmospheric
muon interactions in the rock. As with LUX, the detector is placed inside a water tank
with an inverted steel pyramid located below to provide substantial shielding [104]. In ad-
dition the active veto detectors will reject some of the γ-ray events and a square steel plate
has been added on top of the water tank to provide extra shielding for the neutrinoless
double beta decay search. LUX and LZ simulations undertaken to characterise the cavern
wall γ-ray background are explored in Chapter 5. Moreover, as the detector is located deep
underground the atmospheric muon flux is considerably suppressed (reduced by ∼3× 106

relative to the surface) [87]. The remaining muon events produce Cherenkov radiation in
the water tank which is detected by the OD PMTs.

Additionally the cosmic rays at the surface (mainly neutrons) can activate the xenon and
detector materials inducing radioactivity. The non-xenon isotopes produced by activation
in the xenon can be removed via purification during operation, however, the remaining
131mXe, 129mXe and 127Xe could contribute to the WIMP search background. These isotopes
will gradually decay and storing the xenon and detector components underground for ∼6
months is sufficient to reduce this background to negligible levels within the LZ TPC [105].

Detector materials and xenon can also be activated by neutron calibrations undertaken
during the detector commissioning phase to identify the LZ detector response. This back-
ground has been simulated and analysed in Chapter 6.

2.4.3.6 Physics

A number of natural physics processes, although very intriguing in their own right, are
an irreducible background to the WIMP search. Solar neutrinos, predominantly from the
pp chain, can scatter off atomic electrons producing an ER background in the TPC [106].
Furthermore, two-neutrino double beta decay (2νββ) from 136Xe (T1/2 ∼ 1021 years & ∼9%
natural abundance) in the LXe will also contribute to the ER background. Due to coherent
elastic neutrino-nucleus scattering, first observed by COHERENT [107], astrophysical neu-
trinos contribute significantly to the NR background in the TPC. Atmospheric neutrinos,
8B and hep solar neutrinos, diffuse supernova neutrinos are all expected to produce NRs in
the detector via this mechanism.

2.5 Simulating backgrounds

This section will cover the various software packages deployed within LUX and LZ to
provide realistic simulations of particle interactions within the detector in order to charac-
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terise the detector backgrounds. Monte Carlo (MC) simulations of particle production and
transport are performed with Geant4 [108] based software packages: LUXSim [109] and
its successor BACCARAT [110], for the LUX and LZ experiments respectively. The NEST
(Noble Element Simulation Technique) [111] package models the detector light and charge
response to energy depositions. LZ has developed the LZ Analysis Package (LZap) to pro-
cess PMT waveforms to reconstruct detector events. To prepare for incoming detector data
LZ has performed a number of Mock Data Challenges (MDC) which utilise said software
packages.

2.5.1 Geant4 based software

Originally released in 1998 Geant4 has provided a critical toolkit for MC simulations of
particle production and transport in matter to the nuclear and high-energy physics com-
munities for many years. LUXSim was developed by LUX with the Geant4 toolkit to meet
the challenges of low-background experiments [109]. This gave LUX the ability to simu-
late radioactivity distributed throughout individual volumes in the detector geometry and
record different levels of particle interaction information for various volumes. As LUXSim
was not experiment agnostic, LZ developed BACCARAT from LUXSim [110]. The software
packages operate in the same way, however, only BACCARAT is currently being updated
and supported.

The LUX and LZ detectors have been replicated within the LUXSim and BACCARAT
software geometries, see Figure 2.8 for LZ detector BACCARAT visualisation. LUXSim and
BACCARAT are controlled with macro commands either entered at the command line or
from a file. Users specify the individual volumes they would like to simulate with which
custom particle generators and how much information to record in each volume (e.g. only
energy depositions). A range of custom generators have been developed in order to allow
users to simulate the wide variety of particle interactions expected in the detector with
realistic timing and positioning (e.g. U/Th decay chains, 129mXe decay, 2νββ, etc.).

2.5.2 NEST

The NEST software package [112] generates S1 and S2 signals from Geant4 xenon energy
deposition simulations. The model NEST uses to determine the scintillation and ionisation
yield has been calibrated with a collection of different science and calibration data sets.
The NEST simulation of the xenon microphysics considers a variety of factors; the type of
particle and interaction, recoil energy, electric field, temperature and pressure of the xenon.
NEST is very quick, however, it does not provide individual PMT level information and
is dependent on averaged detector parameters. NEST models have been integrated into
BACCARAT to provide the number of scintillation photons and ionisation from particle
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Figure 2.8: Cutaway 3D visualisation of the LZ detector in BACCARAT. Inner part of
the water tank shown in blue with the OD PMTs in light pink. The OD acrylic vessels
containing liquid scintillator (yellow) surrounds the cryostat (light green) which houses
the TPC (magenta). Figure from Ref. [110].

interactions. The transport of these particles in the detector can be simulated, although this
is computationally expensive for photons, resulting in PMT photon hits.

2.5.3 LZap

LZ has designed the LZap software package to reconstruct detector events from individual
PMT channel waveforms into reduced quantities (RQ) ready for physics analysis. After
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the LZ data acquisition system has been triggered the raw PMT waveforms are saved and
then can be processed by LZap which applies a calibration to the individual waveforms
due to the different PMT responses. LZap searches through the summed waveforms for
each detector (TPC, xenon skin & OD) to locate and classify pulses (e.g. S1, S2, etc.).
Once pulses have been classified LZap examines the sizes and number of S1 and S2 pulses
to identify event type (e.g. single scatter, multiple scatter, etc.). Event reconstruction then
takes places along with any relevant correction applied to RQs (e.g. detector light collection
efficiency corrections). This same procedure for analysing real waveforms is also applied
to waveforms generated from simulated events.

2.5.4 LZ Mock Data Challenges

LZ has undertaken a series of MDCs as part of the preparation to guarantee physics readi-
ness prior to detector data collection. The MDCs have many useful functions; teaching
users how to analyse LZ data, testing computing infrastructure, developing analysis and
reconstruction tools.

The simulation chain implemented in the MDCs, shown in Figure 2.9, is comprised of
three main LZ software packages. The chain aims to generate realistic commissioning and
science run data from calibration and background simulations. At the beginning of the
chain BACCARAT simulates particle production and transport within the detector. The
physics models from the NEST package have been integrated into BACCARAT enabling it
to convert energy depositions into PMT photon hits. The simulated PMT hits are then pro-
cessed with the detector electronics response (DER) package to replicate the PMT response
and the subsequent signal processing. The resulting simulated waveforms are passed to
the LZap to reconstruct events for further data analysis.

Figure 2.9: The simulation processing chains used to produce background data for the
MDCs. Figure adapted from Ref. [110].
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Three MDCs were undertaken, each one more complex than the previous. In 2017
MDC1 was carried out with a primary objective to generate full waveforms and test LZap
processing. This was followed in 2018 by MDC2 which aimed to evaluated analysis tools
created to produce exclusion limits or discovery results. MDC3 took place between 2019
and 2020 with the main goal of producing and analysing lifelike commissioning and science
run data.

2.6 Simulated background analysis cuts

A key part of the background mitigation strategy for low-background experiments is the
removal of background events with analysis cuts. As the LUX and LZ experiments are
similar in detector technology and operation they employ comparable approaches to de-
termine WIMP-like events from simulated data. This section discusses analysis cuts which
have been used to evaluate detector sensitivity and determine the background contribution
from particular sources when high statistics were required and no waveforms were gener-
ated. Geant4 energy deposition simulations are processed with NEST to produce S1 and
S2 signal information which can then be analysed.

It is expected that WIMPs will only scatter once within the detector due to the very
small WIMP interaction cross-section, whereas gamma rays and neutrons typically scatter
multiple times within the detector. Therefore, events are classified as multiple scatters if
the energy-weighted position variance of the scatter is larger than the spatial resolution of
the detector as WIMP interactions should appear as point like in the detector. The energy-
weighted variance in position for the radial (σR) and vertical (σZ) directions is given by:

σR =

√
∑i Ei(ri − 〈RE〉)2 ×∑i Ei

(∑i Ei)2 −∑i(E2
i )

, σZ =

√
∑i Ei(zi − 〈ZE〉)2 ×∑i Ei

(∑i Ei)2 −∑i(E2
i )

(2.7)

where Ei is the energy deposition for each interaction vertex, ri and zi are the radial and
z direction positions of the interaction vertex and 〈RE〉 and 〈ZE〉 are the energy weighted
mean position define as:

〈RE〉 =
∑i(Eiri)

∑i Ei
, 〈ZE〉 =

∑i(Eizi)

∑i Ei
(2.8)

For the LZ analysis single scatters were classified by σZ < 0.2 cm and σR < 3.0 cm, which
has been determined by the PMT size and array layout [87]. In the LUX simulation back-
ground analysis a more conservative approach was taken classifying single scatter events
by ∆ZMC < 0.65 cm, where ∆ZMC is the MC vertical difference between the highest and
lowest interaction vertex for an event.

Due to the self-shielding property of LXe a fiducial volume can be constructed within
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the active LXe to minimise the impact of backgrounds. Defining a virtual cylindrical vol-
ume with boundaries a few centimetres in from the TPC walls enables the simple rejection
of misreconstructed wall events near the edge of the TPC. The boundaries of the LZ fidu-
cial volume, encompassing 5.6 tonnes of LXe, are defined as 1.5 cm above the cathode grid,
13.5 cm below the gate grid and 4 cm from the TPC walls [87]. The definition of these
boundaries is primarily driven by the detector event position reconstruction accuracy, as it
is crucial to remove misreconstructed wall events near the edge of the TPC. LUX defines
the fiducial volume cut as a function of drift time (dt), which is a proxy for depth, and dis-
tance to the wall (dwall). The events which do not satisfy 40 < dt < 300 µs and dwall > 3 cm
are outside of the 105.4 kg fiducial volume [113].

The LZ active veto detectors, xenon skin and OD, are a powerful background suppres-
sion system. As mentioned earlier WIMPs are expected to scatter once in the detector,
therefore, LZ can reject TPC events which produce a time-coincident signal in either the
xenon skin or OD detector. The xenon skin veto is triggered when it observes 3 or more
phd within 800 µs before or after the S1 signal in the TPC. Likewise, the OD veto is ac-
tivated when the total energy deposition in the OD is greater than 200 keV within 500 µs
before or after the S1 [87].

Lastly, events with energy depositions outside of the WIMP energy region of interest
(ROI) can be removed. In LUX simulated background analysis events with a total energy
deposition in the active LXe larger than 100 keV are rejected. Both LUX and LZ require a
minimum number of TPC PMTs to have observed the S1 signal (2 for LUX & 3 for LZ) and
a larger enough raw S2 signal size for event position reconstruction (200 phd for LUX &
350 phd for LZ) [113][87]. LZ also requires WIMP-like events to have a corrected S1 signal
of less than 20 phd. These limits approximately translate to ER (NR) energy depositions
between 1.5-6.5 keVee (6-30 keVnr) [87].

In summary the LUX experiment classifies WIMP-like events from simulated data by
the following cuts:

• Single scatters (∆ZMC < 0.65 cm).

• Reconstructed position inside the 105.4 kg fiducial volume (above the cathode in the
TPC).

• Total energy deposition in active LXe < 100 keV.

• S1 > 2 phd & S2 > 200 phd.

Similarly, the LZ experiment has a set of standard background cuts for selecting WIMP-
like events from simulated data:

• Single scatters (σZ < 0.2 cm & σR < 3 cm).
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• Reconstructed position inside the 5.6 tonne fiducial volume (above the cathode in the
TPC).

• Xenon skin ( < 3 phd within 800 µs).

• OD ( < 200 keV within 500 µs).

• WIMP ROI (3 < S1c < 20 phd & S2 > 350 phd).

where S1c is the prompt scintillation light pulse area corrected for the variations in light
collection efficiency throughout the detector.



Chapter 3

Krypton removal from xenon

3.1 85Kr concentration in xenon

Xenon is a by-product of separating air into oxygen and nitrogen. Through fractional
distillation xenon can be recovered but it will contain noble radioactive impurities due to
their similar boiling points. One such impurity, krypton, contains 85Kr which is radioactive
and may affect the sensitivity of an experiment to WIMPs.

The vast majority of 85Kr in the atmosphere was produced by nuclear fuel reprocessing
with small contributions from nuclear weapons testing and nuclear power plant disasters.
Although 85Kr can be produced naturally by cosmic ray interactions this only yields a small
amount. It has an isotopic abundance of 2.5× 10−11 (85Kr/natKr) in the atmosphere [114].

85Kr has a half-life of 10.76 years and decays via beta decay with an electron spectrum
extending up to 687 keV. This beta decay will produce electron recoil (ER) events in the
LZ detector some of which will be low energy potentially located in the WIMP region of
interest (ROI), see Figure 3.1. Despite the small absolute concentration of 85Kr, nonetheless
85Kr beta decays are particularly dangerous as they cannot be removed from liquid xenon
(LXe) with commercial purification techniques and they will not be suppressed by LXe
self-shielding.

39Ar is another noble radioactive impurity present in xenon recovered from separating
air. Like 85Kr, 39Ar decays via beta decay (endpoint electron energy 565 keV) which can cre-
ate additional low energy background ER events in the LZ detector. However, as 39Ar has
a long half-life (269 years) and very small isotopic abundance (8× 10−16 (39Ar/natAr) [114])
it produces significantly less background events than 85Kr (1.5% of the 85Kr background
contribution) [87].

Commercially available xenon typically contains 100 parts per billion (ppb) of natKr
resulting in a 85Kr beta decay rate of 29 mBq/kg of xenon [87]. To achieve the ultra-low
levels of krypton contamination in xenon for dark matter experiments that are acceptable,
commercial xenon is processed via distillation or chromatographic separation. The LZ

44
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Figure 3.1: 85Kr beta decay energy spectrum in blue with Q-value 687 keV and the orange
band is the WIMP ROI 1.5-6.5 keVee. Spectrum generated by BetaShape [115].

experiment set a krypton concentration threshold limit of 300 parts per quadrillion (ppq)
(g/g) (natKr/Xe) expected to produce 480 background ER events during the 1000 day WIMP
exposure [116]. Unless stated otherwise concentration references refer to mass ratios of
natKr to natXe.

The techniques used to reduce krypton contamination also decrease argon concentra-
tion in xenon at the same time. The LZ experiment has constrained the argon concentration
to be less than 0.45 ppb (g/g) (natAr/Xe). This goal should be easily achieved as the argon
concentration requirement is less challenging than the krypton and both concentration will
be reduced at the same time.

The LZ krypton research group at SLAC National Accelerator Laboratory (SLAC) in
the USA are responsible for purifying via gas charcoal chromatography LZ’s 10 tonnes of
xenon to 300 ppq krypton contamination. During the PhD I embarked upon a five month
placement with the SLAC LZ krypton research group to learn and assist them with this
challenging task.

This chapter covers gas charcoal chromatography and the implementation of this for
the LZ experiment. Also covered in this chapter is the xenon recovery cold trap and plot-
ting automation developed for the LZ krypton removal system. In addition this chapter
will cover xenon cold trap sampling and the LZ krypton removal sampling system which
measure impurities in xenon.
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3.2 LZ krypton removal system

3.2.1 Gas Charcoal Chromatography

In industry adsorption-based chromatography is extensively used for gas separation. How-
ever, commercial purification techniques are not able to reduce krypton contamination in
xenon to the required levels. As a result, in 2007 a new process was developed for the
XENON-10 experiment to remove krypton from xenon via a charcoal adsorption system
[117]. In two months this gas charcoal chromatography system processed 25 kg of xenon,
lowering the krypton content to below 3 parts per trillion (ppt).

This was achieved by circulating helium carrier gas mixed with the krypton contam-
inated xenon through a charcoal column. The gases separate due to the differing transit
times of the various gas species through the column. This difference in transit times occurs
as krypton has weaker van der Waals attraction to charcoal than xenon; therefore, xenon
travels slower than krypton through the column (see exit times of xenon and krypton
through a charcoal column in Figure 3.2).

Figure 3.2: Separation of krypton from xenon via gas charcoal chromatography for the
LUX experiment. A residual gas analyser (RGA) measures the gas concentrations in the
mixture at the charcoal column exit. Figure from Ref. [98].

In 2017 the LUX experiment deployed a gas charcoal chromatography system, with
activated charcoal, to processes 400 kg of xenon. The average concentration of krypton
in xenon was reduced from 130 ppb to 3.5 ppt in 4 months [98]. The LUX experiment also
demonstrated that by processing the xenon twice they were able to reduce a krypton spiked
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batch of 50 kg of xenon (krypton content approximately 0.01%) to a concentration of less
than 0.2 ppt.

The researchers who developed this technique and proved it was successful are now
at SLAC. They have constructed a new gas charcoal chromatography system, seen in Fig-
ure 3.3, for the LZ experiment which has higher mass-throughput and improved krypton
reduction factor versus the LUX experiment system. The system consists of three sepa-
rate main phases/loops; chromatography, recovery and storage (see Figure 3.4 for system
diagram overview).

Figure 3.3: Picture of the LZ krypton removal system with key elements labelled. Photo-
graph taken by Jacqueline Orrell/SLAC National Accelerator Laboratory in summer 2019.

In the chromatography phase trace amounts of krypton are being separated from xenon.
Helium is continually circulated through the chromatography loop. 16 kg of xenon are
injected into the helium gas stream. The flow-rate of the helium is tuned to optimise sepa-
ration whilst minimising processing time. When the krypton leaves the charcoal column it
is captured in a cold krypton trap allowing the purified helium to follow back into the col-
umn. The traps are stainless steel tubes filled with activated charcoal submerged in liquid
nitrogen to retain the krypton longer than the processing cycle. Once xenon is detected in
the column exit gas stream, via a binary gas analyser, the chromatography phase ends and
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Figure 3.4: Schematic overview diagram of the three main loops in the LZ gas charcoal
chromatography system. Note in the diagram the cryogenic condenser is called freezer.
Figure provided by Drew Ames (Stanford University, USA).

the system switches to the recovery phase.

During the recovery phase the purified xenon is removed from the charcoal column.
To accomplish this the vacuum pump reduces the column pressure down to ∼10 mbar for
maximum xenon removal efficiency. The xenon helium gas mixture leaving the column is
redirected through the cryogenic condenser which is cooled to 77 K. The xenon is frozen
out of the mixture leaving the helium to continue circulating. In addition, xenon samples
are collected to be assayed for krypton and other impurities via the cold trap sampling
system developed by University of Maryland, USA (discussed in Section 3.3).

Multiple chromatography and recovery phases occur in succession until the cryogenic
condenser is full which can hold up to ∼300 kg of xenon. Following this, the system enters
the storage phase compressing the purified xenon into storage cylinders; ready to be trans-
ported to the Sanford Underground Research Facility (SURF) and stored underground. In
this phase the cryogenic condenser is warmed and the resulting xenon gas is compressed
to ∼80 bar in the storage cylinders.

The LZ gas chromatography system has two 400 kg activated charcoal columns to pro-
cess the xenon twice as fast; allowing one column to operate in the chromatography phase
whilst the other column operates in the recovery phase. It takes ∼3-4 hours to complete
one full chromatography then recovery cycle. The SLAC LZ krypton research group aimed
to process the 10 tonnes of xenon in 60 days; reducing the average krypton concentration
to below 300 ppq. Some of the xenon may require a second pass as it has high krypton
concentration.
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3.2.2 Xenon recovery cold trap

During the recovery phase of the krypton removal system not all the xenon can be extracted
from the charcoal column in a timely manner, as xenon moves through the column slowly
due to the strong xenon charcoal bonding. Instead of waiting a long time to recover all
the xenon, it is more efficient to end the recovery cycle early and move onto the next
chromatography cycle, leaving some xenon in the column. The SLAC LZ krypton research
group estimated from initial recovery cycle testing that leaving 0.1% of the xenon in the
charcoal column would reduce the recovery cycle time by 2 hours. Over time the small
amounts of xenon left in the charcoal column accumulate in a krypton trap, however, the
original LZ krypton removal system was not able to recover and reprocess that highly
contaminated xenon.

A xenon recovery cold trap system (see Figure 3.5 for diagram) was designed, by the
SLAC LZ krypton research group, to capture the contaminated xenon from the krypton
trap during trap cleaning. Once the recovery cold trap was added to the LZ krypton
removal system, the highly contaminated xenon in the krypton traps could be recovered
and reprocessed.

Figure 3.5: Simplified piping and valve diagram of the xenon recovery cold trap system.
The arrows point to the gas flow direction through the system. The cold trap is a steel U-
shaped pipe in liquid nitrogen filled dewar. It can be bypassed if needed and is connected
to cylinders as a buffer volume. The system is connected to the 7BA, extra xenon storage,
and a Universal Gas Analyser (UGA) can be connected either side of the trap.

The cold trap consists of a steel U-shaped pipe placed in a dewar which can be filled
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manually with liquid nitrogen. If required the trap can be bypassed and is connected to
cylinders as a buffer volume for warming xenon in the cold trap as xenon has a high liquid-
to-gas expansion ratio. For mass spectrometry gas analysis a Universal Gas Analyser can
be connected to either side of the cold trap. Xenon can also be transfer to the 7BA which is
extra xenon storage.

I constructed and deployed the xenon recovery cold trap system (visible in Figure 3.6)
with the assistance of Rafi Sazzad (University of Alabama, USA) and the SLAC LZ krypton
research group. The valves were mounted to an aluminium panel and connected together
with stainless steel piping and vacuum coupling radiation fittings. The aluminium control
panel was fastened to the outer frame of the cryogenic condenser (displayed in Figure 3.7).
Once installed the control panel was connected to the relevant external input and output
pipes along with the steel U-shaped trap (seen in Figure 3.8). After all the connections were
made the system underwent a helium leak test to detect and locate any small leaks into or
out of the system.

When the krypton traps undergo cleaning the dewar containing the cold trap is filled
with liquid nitrogen. Once the cold trap is frozen the path from the krypton traps is opened
up and the incoming gases freeze in the trap. After the xenon has been recovered it is then
pumped on by a vacuum pump to reduced some of the krypton content and can then be
reprocessed later. The xenon recovery cold trap has been successfully used a number of
times by the krypton removal system operators to recover xenon during the cleaning of
krypton traps.

3.2.3 Automated plotting of system information

It is important that information about past chromatography and recovery cycles is easily
accessible to system operators. This information helps operators understand previous runs,
defined as a chromatography and then a subsequent recovery cycle, and aids them in
tuning the LZ krypton removal system for future runs. As runs become more automated
it is crucial that system operators are able to quickly analyse and compare runs using the
relevant sensor data (e.g. pressure, temperature, flow rate, etc.).

System operators can access current and historic sensor data in the LZ krypton removal
system via Ignition [118], a SCADA (supervisory control and data acquisition) software
platform connected to the system. However, loading historical data from multiple sensors
can be very slow and difficult through the Ignition user interface. As operators want
to examine data from the same sensors for each run, it was suggested that this sensor
information should be automatically plotted after each run and the plots catalogued online
to provide easy access for the system operators.

Working in consultation with the SLAC LZ krypton research group, I automated and
continued to develop a sensor data plotting tool created by Ibles Olcina (University of
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Figure 3.6: Xenon recovery cold trap system. The control panel (left) is connected to the
krypton removal system and the steel U-shaped pipe located in a dewar (right). Photograph
taken by Andrew Naylor (University of Sheffield, UK).
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Figure 3.7: The control panel for the xenon recovery cold trap system. Each valve on the
panel has been labelled with the destination and gas flow direction. Photograph taken by
Eric Miller (SLAC National Accelerator Laboratory, USA).
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Figure 3.8: The frozen steel U-shaped trap connected to the xenon recovery cold trap
system. Photograph taken by Dan Akerib (Stanford University, USA).
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California, Berkeley, USA). The plotting tool extracts sensor data between user specified
timestamps from the Ignition database where all sensor information is stored. From the
extracted data the tool creates a number of plots based on information specified in a con-
figuration file and then saves the plots as image files. Figure 3.9 shows an example plot
created by the tool, displaying pressure and flow rate sensor information from the initial
phase of run 22.8.

Figure 3.9: A figure produced by the plotting tool about the initial phase of run 22.8 when
xenon is injected into the charcoal column. The solid lines are pressure readings from
pressure transducers in the system and the dashed line is the xenon flow rate from a mass
flow controller (MFC). The beginning of the xenon injection into the helium gas stream is
indicated by the dotted line.

To automate the production of sensor data plots, the plotting tool was converted into a
Python daemon which runs continually on a machine with access to the Ignition database.
The daemon checks for any new krypton removal runs which are logged automatically in
the run timestamp MySQL database [119] by the chromatography and recovery Ignition
control scripts. Once the daemon finds a new run it executes the plotting tool with the
specified run timestamps and produces the sensor data plot images. These images are then
accessible on a local website for system operators to view.

The system operators can also interact with the run timestamp MySQL database from
the Ignition user interface via an Ignition page I developed. This page, seen in Figure 3.10,
allows system operators to view all run entries in the database, edit entries, provides the
local website link to the run plots, the status of the plotting daemon and the ability to rerun
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the plotting tool on a specific run.
The SLAC LZ krypton research group visit the local sensor data plots website daily to

investigate new krypton removal runs and compare them to previous runs. The website
speeds up and simplifies analysing chromatography and recovery cycles; thus it helps
system operators diagnose any system issues quicker and tune the system for maximum
krypton removal efficiency.

3.3 Xenon Cold Trap Sampling System

3.3.1 Method

Detecting and quantifying trace amounts of radioactive impurities in xenon is an important
challenge faced by liquid xenon WIMP dark matter experiments. Although some impu-
rities in commercial xenon have small absolute concentrations, they can still produce a
significant number of background events for WIMP searches. For the LZ experiment, it is
crucial that even very small concentrations of radioactive impurities in the xenon can be
observed as it confirms that chromatographic separation was successful when processing
the xenon. It also provides information which can constrict the background count rate in
the WIMP search due to these radioactive impurities.

Residual gas analysers (RGA) measure the chemical composition of gas, however, they
can only detect impurities larger than 1 parts per million which would not be sufficient for
the LZ krypton removal system as it has a krypton concentration requirement of 300 ppq
set by the LZ experiment. A technique developed by researches at University of Maryland,
utilising a cold trap, is able to increase the impurity sensitivity of an RGA for gaseous
xenon [120, 121]. This method, referred to henceforth as “xenon cold trap sampling”, in
theory is able to measure krypton concentrations of order 1 ppq in xenon [122].

In xenon cold trap sampling, a gaseous xenon sample flows through a cold trap (for
example a U-shaped pipe submerged in a liquid nitrogen bath) via a mass flow controller
(MFC) or precision leak valve. The bulk xenon in the sample freezes to the walls of the
cold pipes leaving xenon ice vapour and trace impurities, such as krypton, observable at
trap output with an RGA (see Figure 3.11 for diagram). The xenon vapours exiting the cold
trap are enriched with the impurities, up to a factor of 109.

The enriched impurity partial pressures measured by the RGA are proportional to the
absolute impurity concentration in the sample, flow rate of the gas and system impedance.
Therefore, if the flow rate and system impedance are fixed a constant of proportionality can
be calculated by analysing gaseous xenon samples with known impurity concentrations.
This constant, known as the impurity calibration constant, encapsulates the sensitivity of
the sampling system to a specific gas species. Once the constant has been determined the
concentration of an impurity in a gaseous xenon sample can be calculated.
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Figure 3.11: Simple diagram of the cold trap in xenon cold trap sampling. Gaseous xenon
sample enters on the left and the bulk xenon freezes on the pipe walls. The xenon ice
vapour enriched with impurities exits the trap on the right. Figure from Ref. [122].

Increasing the flow rate of the sample through the trap will increase the impurity con-
centration at the trap output; however, too high a flow rate could overwhelm the cooling
power of the cold trap. The system impedance is also maximised to increase the impurity
partial pressure at the trap output. These parameters are tuned to achieve high sensitivity.

3.3.2 Sampling in LZ krypton removal system

A dedicated xenon cold trap sampling system was built into the LZ krypton removal sys-
tem as said system regularly collects gaseous xenon samples to be assayed for krypton and
other impurities. Developed by researchers at University of Maryland, USA the LZ krypton
removal sampling system (seen in Figure 3.12) consists of source bottles, pressure trans-
ducers, MFC, leak valve, cold trap and turbo molecular pumps. The stainless steel cold
trap is a stocking shaped pipe that can be submerged in a liquid nitrogen bath by raising
a polystyrene dewar. The sampling system is connected directly to the krypton removal
system, allowing gaseous xenon in the system to be easily sent to the sampling system for
assaying. Calibrations with the sampling system have shown a krypton concentration limit
of detection at 25 ppq [116].

Gaseous xenon samples undergo preparation before a high sensitivity krypton mea-
surement to reduce any non-relevant gas species that would saturate the RGA (e.g. he-
lium). To begin the high sensitivity measurement the cold trap is frozen to form a thin
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Figure 3.12: Sampling system control panel in the LZ krypton removal system. Photograph
taken by Andrew Naylor (University of Sheffield, UK).

xenon ice layer. Once the xenon ice is formed the RGA monitors the cold trap exit vapours
for five minutes to determine the krypton background. Subsequently 80 g of the gaseous
xenon sample are fed into the cold trap via the MFC over five minutes. The krypton signal
is determined by subtracting the average background krypton partial pressure from the
integrated krypton flow signal area. Using the krypton calibration constant, determined
by calibrations, this krypton signal can be converted into a krypton concentration.

Under the supervision of John Silk (University of Maryland, USA) I regularly per-
formed high sensitivity krypton measurements with the LZ krypton removal sampling sys-
tem. RGA data of a krypton measurement taken on a xenon sample produced during run
7.4 is visible in Figure 3.13. This gaseous xenon sample was taken from the xenon-helium
gas stream exiting the charcoal column immediately after the chromatography phase. The
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source xenon used in run 7.4 contained a krypton concentration of 11 ppt. The sampling
system measured the krypton concentration of the sample to be 50 ± 28 ppq demonstrating
the LZ krypton removal system is able to reduce krypton concentration to below 300 ppq.

Figure 3.13: RGA partial pressure data from a high sensitivity krypton measurement. The
black and red dotted lines indicate the background and signal phases of the measurement
respectively. When the background phase ends the xenon sample starts to flow through
the cold trap. This run 7.4 xenon sample contains 50 ± 28 ppq of krypton.

The sampling system is also able to clean small batches of xenon to very high purity
below the sampling system krypton concentration detection limit. This high purity xenon
has many important uses; it can be mixed with helium that has flowed through the krypton
traps and then analysed with the sampling system to monitor the traps health. The high
purity xenon can also be left in a volume and then measured with the sampling system to
determine if there are any leaks or residual impurities in the volume.

One of the most important uses is mixing high purity xenon with known impurities
to create xenon samples for calibrating the sampling system. Regular calibrations are un-
dertaken to ensure the validity of the high sensitivity measurements. Figure 3.14 displays
RGA data from a high sensitivity krypton measurement of a xenon calibration sample con-
taining 1000 ppq of krypton. The sampling system determined the krypton concentration
of the sample to be 1015 ± 86 ppq which confirms the system is still providing accurate
results.

As part of the placement I also assisted John Silk (University of Maryland, USA) auto-
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Figure 3.14: High sensitivity krypton measurement RGA partial pressure data. The black
and red dotted lines indicate the background and signal phases of the measurement respec-
tively. The 1000 ppq xenon calibration was measured to have 1015 ± 86 ppq of krypton.

mate operations on the LZ krypton removal sampling system. Previously, measurements
and xenon cleaning were carried out manually by sampling system operators but Ignition
automation scripts were developed to improve consistency between measurements and
increase the sampling system operational efficiency.



Chapter 4

Software

4.1 Introduction

Computation plays a vital role in modern particle physics, computers are used to per-
form computational algebra, execute sophisticated simulations, gather and analyse large
datasets, and visualise data. Software designed to accomplish these tasks are important
as they allow particle physics experiments, like the LZ experiment, to quickly and easily
study massive amounts of complex experimental data along with theories and models of
the physical universe.

The LZ experiment has two independent data centres, located in the USA and the UK,
which host LZ experiment detector data. They also facilitate data processing and user
analysis for the experiment. The USA based data centre is the National Energy Research
Scientific Computing Centre (NERSC), a high performance computing user facility oper-
ated by the Lawrence Berkeley National Lab. The UK data centre consists of data storage
at Imperial College London and computation resources provided by GridPP [123], a col-
laboration of 19 UK institutions that manage and maintain a distributed computing grid
across the UK.

For the LZ experiment I developed a job submission interface (JSI) for PSquared [124],
a job submission engine (JSE) used by LZ to perform simulations and data analysis on the
supercomputers at NERSC. I also added support for LZap in PSquared and helped test its
hyper-threading capabilities.

Furthermore I have created a Python parallel processing analysis framework, called
Hyper, in order to simplify and accelerate data analysis within the LZ experiment. Addi-
tionally I have also designed LEOPARD, a Python web-based plotting tool which interfaces
with the LZ data catalogue.

This chapter covers software I developed for the LZ USA data centre and the other
programs I created for the LZ experiment.

61
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4.2 PSquared

4.2.1 Overview of PSquared

The LZ experiment uses the JSE PSquared to enable the creation, monitoring and the prove-
nance of various simulations and analysis tasks executed on the NERSC supercomputer. A
JSE is required as the LZ experiment performs large numbers of simulations which should
be repeatable and analysis that needs to be easily rerun with different software versions,
all whilst keeping track of every task executed.

For example, in order to provide six months of simulated data for the LZ MDC3, it
required 8000 simulation tasks a day for three months. Without a JSE it would be unfeasible
to create, monitor and record the history of all these tasks. Furthermore, when LZ detector
data is produced it is automatically processed at NERSC via PSquared.

PSquared is a java application server. The user interacts with PSquared via a RESTful
application programming interface (API) to submit or monitor tasks. It stores the informa-
tion about submission and execution of tasks in a PostgreSQL database [125]. These tasks
are added to a scheduler which then sends the tasks, via RabbitMQ (message-queueing
software) [126], to runners that execute the tasks inside jobs running on the supercomputer
nodes at NERSC (see Figure 4.1 for overview diagram).

Supercomputer
Job 1 Job 2

RabbitMQ

PSquared

User

Database

PostgreSQL

Task 2 Task 3 Task 4Task 1

Figure 4.1: Schematic diagram showing the different elements of the LZ job submission
system at NERSC. Note PSquared can run large numbers of jobs on the NERSC supercom-
puters and up to 64 tasks in each job.
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4.2.2 Job submission interface

A JSI allows users to create, monitor and control tasks on a JSE; it hides away the com-
plexity of task creation and management on a JSE from the end user. The current JSI to
PSquared is via command line interface (CLI). This method requires the user to write long
strings to the CLI to submit many jobs which can become cumbersome for the user. As a
workaround users wrote their own custom Python script to generate and execute the long
strings via CLI. However, this method is not robust or user friendly. Therefore, the solution
was to create a graphical user interface (GUI) JSI to PSquared. The JSI has to handle a
large number of task submissions but also has to have a user friendly interface to make
monitoring and submission of tasks trivial.

It was decided that the JSI should be web-based to allow easy access for a wide range
of users. The JSI developed was based on a pre-existing JSI used at the LZ UK data centre
[127]. Modern container technology was leveraged to allow for easy development and
deployment of the JSI on the web via Spin, a NERSC “Containers-as-a-Service” platform
which enables users to deploy and manage applications built from containers [128].

Users are able to access the JSI via a web browser. The JSI container cluster on Spin con-
sists of a CherryPy (an object-oriented Python web framework) web server [129], MySQL
database [119] and monitoring/submission daemon as illustrated in Figure 4.2.

Figure 4.2: Illustration of the JSI running at NERSC interfacing with PSquared to exe-
cute simulations and analysis on the NERSC supercomputers where the red outline shows
which parts are the JSI.
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The CherryPy server creates and monitors job requests from users submissions via the
website (as shown in Figures 4.3 & 4.4). Job requests are saved in the database and are then
approved by an administrator if they are appropriate and correct. The monitoring/submis-
sion daemon periodically checks the job request database which sends any new approved
requests to PSquared via the RESTful API. It also updates the status of running jobs which
users can view on the website.

Figure 4.3: Screenshot of the JSI web interface running on Spin at NERSC. It is showing an
example job request which has 1 task running and 2 other tasks submitted waiting to be
executed on the NERSC Cori supercomputer nodes.

The newly developed GUI JSI is ready to be used by LZ for job submission and mon-
itoring at NERSC; It satisfies the requirements of being user friendly and able to handle
large numbers of tasks for submission. Initial documentation for users and developers has
been provided.

4.2.3 LZap

For LZap to operate on PSquared it required the creation and testing of a new job con-
figuration within PSquared. Once LZap support was added, the performance of LZap in
PSquared was investigated on the NERSC Cori supercomputer. Testing is not only im-
portant to verify that the job configuration works as intended but also to optimise the
job configuration as the LZ experiment has limited NERSC computation resource credits
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(a) Top of new job request form.

(b) Bottom of new job request form.

Figure 4.4: A screen capture of the new job request form on the JSI web interface at NERSC
running on the Spin platform. Users fill in the form to create a job request to be approved
by an administrator before the jobs are sent to PSquared and executed on the NERSC
supercomputers.
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(henceforth referred to as NERSC CPU credits). These credits buy computing time on the
supercomputers to perform simulations or analysis and different NERSC computational
resources have different NERSC CPU credit costs per hour.

There are two Intel CPU architectures Haswell (HSW) and Knights Landing (KNL)
available on the Cori supercomputer. The KNL CPU’s have more physical CPU cores than
HSW CPUs, 68 and 32 respectively. However, the KNL CPU’s have a lower clock speed
than HSW, 1.4 GHz and 2.3 GHz respectively, and less memory per node, 96 GB and 128 GB
respectively.

Both Cori Intel CPU architectures HSW and KNL were tested along with the perfor-
mance of LZap when using hyper-threading, a process where the physical CPU cores are
split into virtual cores allowing for each CPU core to do tasks simultaneously. The benefit
of hyper-threading is that it can maximise the usage of each core in a CPU. As the LZap
program only utilises a single CPU core, multiple CPU cores will not decrease the pro-
cessing time per event but will allow for multiple concurrent LZap tasks; thus more events
processed per second.

The tests carried out executed LZap version 3.12.0 on data from the LZ MDC2. On HSW
64, 48 and 32 concurrent LZap tasks were tested with hyper-threading enabled to allow for
up to 64 concurrent tasks. To compare HSW to KNL 64 concurrent LZap tasks were also
tested. KNL was not tested with hyper-threading as there is not enough memory per LZap
task when reaching the number of concurrent tasks which would require hyper-threading
to be enabled on KNL. The results of the tests are displayed in Table 4.1.

Table 4.1: Results of the LZap PSquared tests with a single NERSC Cori supercomputer
node. KNL and HSW are the two Intel CPU architectures tested, Knights Landing and
Haswell respectively. HT indicates that hyper-threading was enabled.

CPU architecture
Number of
concurrent
tasks

Average processing
time per event (s)

NERSC CPU
credit cost per
task

KNL 64 14.99 ± 0.38 0.67
HSW (HT) 64 4.641 ± 0.057 0.55
HSW (HT) 48 3.954 ± 0.046 0.59
HSW 32 2.919 ± 0.037 0.68

As shown in Table 4.1 LZap runs slower on KNL than HSW, this is partly due to KNL’s
lower clock speed which means it cannot perform as many calculations per second. KNL
also has less memory per LZap task, for each of the 64 concurrent LZap tasks there was
1.5 GB of memory on KNL and 2 GB of memory on HSW. Therefore when an LZap task
requires more memory than is available it has to wait for memory to be freed to continue;
consequently, slowing down the program. A KNL cori node costs less NERSC CPU credits
per hour than a HSW cori node, however LZap runs too slowly on KNL to benefit from the
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reduction in NERSC CPU credit cost.

Executing only 32 concurrent LZap tasks on HSW resulted in the shortest average pro-
cessing time per event. This is expected as each LZap task is assigned to a single physical
CPU core providing each task with the most processing power and speed. However, this
configuration has the highest NERSC CPU credit cost per task whereas the lowest is from
64 concurrent LZap tasks on HSW. Although with hyper-threading on HSW the average
processing time per event increases, due to the increased load on the CPU, the time does
not scale linearly with the number of concurrent task; thus the optimum solution is to run
64 concurrent LZap tasks on a single HSW node with hyper-threading. This optimised
LZap PSquared job configuration is now being used in the LZ experiment.

4.3 Hyper

Analysing simulated and real data is a key part of modern particle physics and the ability to
do this swiftly without difficulty is pivotal in the pursuit of scientific discoveries. Although
researchers have access to powerful computer systems (e.g. supercomputers, distributed
computing, etc.), those system tend to be complex and dealing with large datasets is often
nontrivial. Unfortunately sometimes developing analysis code can be challenging and time
consuming. It is crucial that analysis code is easy to write, simple to understand, works on
multiple computer systems and runs quickly.

The Hyper analysis framework was developed to meet these requirements within the
LZ experiment for analysis code using ROOT files, created by the ROOT software toolkit
[130]. Hyper is written in Python, the popular programming language widely used in
science communities, as Python is designed to be easy to learn and have high readability.
The aim of Hyper is to reduce the time researches spend developing analysis code and
shorten the runtime of analysis codes in order to maximise efficiency.

Hyper executes a custom user function over ROOT files in parallel via workers and
merges the output into a single object (see Figure 4.5 for illustration). The user creates a
custom hyper_obj Python class in which they write their analysis function. Using this
Python class object users input the ROOT file paths, either local or XRootD [131], and can
execute their custom analysis function over the data contained within the ROOT files. Users
can run their code on a local CPU with multiple CPU cores via the run_multicore_uproot
function which creates workers using the concurrent.futures Python library. They can
also run their code on many different types of computer systems via the dask Python
library [132] with the run_dask_uproot function instead. This function sends the custom
analysis function to a Dask cluster, which can contain many computers, that distributes the
work to Dask workers which are running on those machines. The workers read the ROOT
files with the uproot Python library [133] into Python data structures and then perform
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the users custom analysis function on the data returning the output data (for example a
histogram) to be merged into a single output data object. For an example Hyper analysis
code see Appendix A.

Figure 4.5: Schematic diagram of Hyper framework overview.

A simple analysis code was constructed in both the Hyper framework and a C++ frame-
work, used by LZ, to benchmark the performance of Hyper. The analysis code consists of
multiplying different event variables, applying simple cuts and then histogramming the
remaining events. The benchmark was carried out on a single NERSC Cori supercomputer
node on the same LZ MDC3 ROOT dataset. Figure 4.6 shows the number of events pro-
cessed per second by the simple analysis code written in the Hyper and C++ frameworks.

It is clear from Figure 4.6 that in every case tested utilising more CPU cores for the
analysis increased the number of events that could be processed per second as would be
expected. The simple analysis code written with Hyper was able to process more events
per second than the analysis code written with the C++ framework; however, once the code
was optimised in the C++ framework it was able to process more events per second than
the code in Hyper. Although the optimisation increased the analysis code performance it
required C++ expertise and time to optimise the code.

The Hyper framework provides users who want to work in Python the option to write
fast analysis code. Additionally the framework contains inbuilt tools to allow users to easily
execute their analysis code on supercomputers and on distributed computers through dask,
whereas no such tools exist in the C++ framework.

The LZ experiment is currently using the Hyper framework is to analyse real LZ detec-
tor data. Chapter 7 explores LZ commissioning data with analysis constructed in the Hyper
framework. There are future plans to support Hyper running on GPUs which would allow
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Figure 4.6: Number of events processed per second in a simple analysis code written with
Hyper and C++ frameworks.

users to take advantage of GPUs in their analysis significantly increasing the number of
events which can be processed per second.

4.4 LEOPARD

Being able to easily and quickly plot data is important for researchers including the LZ
experiment. During the commissioning phase of the LZ detector the daily incoming data
needs to be explored and understood in order to tune and validate the LZ detector settings.
LEOPARD (Lz Exploring Online PAckage Root Data), a Python web-based plotting tool,
was developed to assist in this data exploration.

The LEOPARD Python tool is a website where users can plot LZap ROOT data in 1D
and 2D histograms with cuts applied. Users can plot data located on either the USA or UK
data centres; LEOPARD will then execute the cuts on the data and return the histograms
requested.

Using the dash Python library [134] a prototype website was constructed. On the web-
site users specify the input data, any cuts to apply and what to plot in 1D and 2D his-
tograms (as displayed in Figure 4.7). The input data can either be a list of LZap ROOT
file paths or an LZ data catalogue request written in YAML (e.g. specifying files created
on a certain day). The LZ experiment has a software documentation website where users
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can find information on all the different event variables in an LZap ROOT file. Using this
information users construct analysis cuts with mathematical expressions and determine
exactly what variables to plot. The user also decides the number of bins and the range of
the histogram.

When the green "GENERATE" button is pressed the Hyper framework, as discussed in
Section 4.3, runs very quickly in the background executing cuts and filling histograms with
variables or expressions specified by the user. The histograms, created by the
boost-histogram Python library [135], are then plotted with mplhep, a Python plotting
library for high energy physics [136], and displayed to the user in the browser (as seen in
Figure 4.8).

Figure 4.7: A screenshot of the prototype LEOPARD Python website user input form.
Users can input data catalogue requests with specified cuts and histograms for LEOPARD
to execute and return the histograms.

The prototype website demonstrates the ease and speed at which researchers can ex-
plore LZ detector data. As LEOPARD is a website it requires no installation or setup for
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Figure 4.8: Screen capture of plots produced by a user request on the prototype LEOPARD
Python website. Users can browser the different plots generated by the request.

the user and it is quick to produce plots with Hyper processing the data in the background.
The LEOPARD website could be hosted on the Spin platform to provide access for NERSC
LZ users and at Imperial College London for the UK LZ users. Further development time
is required to transition the prototype website into a live website as LZ user authentication
protocols would need to be implemented and graphical issues would need to be fixed.
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Cavern wall gamma rays

5.1 Motivation

As discussed in Chapter 2, LUX and LZ have many schemes in place which tackle the mul-
titudes of backgrounds. It is critical that backgrounds are well understood and mitigated
in order to obtain the high sensitivity required for WIMP detection.

The source of background outside the water tank arises from the Davis cavern rock sur-
rounding the detector. High energy gamma rays and neutrons are produced in the cavern
rock from either the naturally occurring uranium, thorium and potassium or induced by
atmospheric muons. Both the LUX and LZ detectors were placed inside a large water tank
to significantly attenuate the γ-flux in the detector. A low-radioactivity steel pyramid lo-
cated below the detector in the cavern floor also provided further shielding. Any remaining
background from these gamma rays should be suppressed with event selection cuts.

It is salient to check the γ-flux is substantially reduced by these schemes and also
characterise this background. Cavern wall gamma rays produce electron recoils (ER) con-
tributing to the WIMP search background in LUX and LZ, as well as other physics studies
such as neutrinoless double beta decay (0νββ). Although ER rejection in LZ is assumed to
be 99.5% efficient (based on LUX measurements and extrapolation to LZ), it is not perfect,
therefore it is still very important to understand the ER background.

Due to the high suppression factor, to fully understand this background O(1016) initial
decays in the rock need to be simulated. This is computationally impractical to perform
using standard Geant4 simulations. Instead it requires the simulation to be broken up
into several stages employing an event biasing method, described in the following section.

This chapter will explore the event biasing cavern wall gamma ray simulations under-
taken to determine the background to the WIMP search for LUX and LZ. Results of this
study have been published in Ref. [110]. Also covered are the cavern wall gamma ray back-
ground simulations for the LZ 0νββ search and the RockGammas BACCARAT generator
created to simplify simulating this background.

72
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5.2 Event biasing simulations

The water tank, shown in Figure 5.1, and the steel pyramid provides significant shielding
for the LUX and LZ detectors; therefore, many decays need to be simulated in order to
produce events in the liquid xenon (LXe) after standard background cuts are applied. The
number of simulated decays (Ndecay) of a radioactive isotope required to produce a desired
number of events in the TPC (NTPC) can be estimate with the following equation:

Ndecay =
Ms[kg] · As[Bq kg−1] · NTPC

B[s−1]
(5.1)

where As is activity, Ms is mass of component where the γ-ray sources are located and B
is an estimate of the background contribution in the detector per second.

(a) LUX detector in the water tank. (b) Cutaway of the LZ detector in the water tank.

Figure 5.1: 3D renderings of the LUX and LZ detectors in the water tank (h × d = 592.8
cm × 762 cm) in the Davis cavern. Inverted steel pyramid under water tank not shown.
Figures (a) & (b) from Ref. [97] & [60] respectively.

For example, to produce ∼100 events in the LZ TPC after standard background cuts
are applied from 232Th decays in the cavern wall requires 1.75× 1016 simulated decays,
calculated using a previous estimate of the background rate (B ∼ 8.6× 10−8 [137]). To
simulate this with standard Geant4 simulations would be computationally impractical.
Therefore, in order to achieve high statistics event biasing simulations are necessary.

Event biasing accelerates the simulation of desired events. The simulation of the particle
transport through cavern is divided into multiple consecutive stages. The gamma rays
which successfully traverse the stage are saved and then re-propagated numerous times in
the next stage, as illustrated by Figure 5.2.



74 5.2. Event biasing simulations

Figure 5.2: Illustration of the event biasing method implemented into BACCARAT and
LUXSim allowing effective simulation of large number of decays. The red-dashed lines
represent the stage boundaries. Note there is a scintillator in the LZ detector only. Relative
dimensions in the Figure not to scale. Figure published in Ref. [110].

In the initial stage, the decay of radioactive isotopes in the cavern walls are simulated
with Geant4 using data libraries from the Evaluated Nuclear Structure Data File [138] and
the Livermore Evaluated Atomic Data Library [139]. The path of gamma rays produced
from these decays are simulated and any that reach the surface of a cylinder just outside
the water tank are saved to a file.

In the subsequent stages, the gamma rays are re-propagated numerous times with the
same initial position and momentum and are then transported to the stage boundary, with
the surviving gamma rays undergoing re-propagation in the next stage. These boundaries,
shown as the red-dashed lines in Figure 5.2, are defined as concentric cylinders in the
simulation geometry. This re-propagation method effectively increases the initial number
of decays by a factor of f = ∏n

i=1 mi, where mi is the stage multiplication factor and n is the
number of stage boundaries. In the final stage, interactions within the LXe (and scintillator
for LZ) are recorded for further analysis.

Both LUXSim and BACCARAT have been modified, for LUX and LZ respectively, in
order to split particle transport into several user definable stages. David Woodward (Uni-
versity of Sheffield, UK) carried out the original modification to LUXSim and Sally Shaw
(University of California, Santa Barbara, USA) ported the modification across to BAC-
CARAT. The modification allowed particles to be terminated depending on which user
defined volume they were located in. As physical volumes within the simulation geom-
etry are not allowed to overlap an innovative solution was required. Parallel worlds, a
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Geant4 feature which allows the creation of volumes in a parallel world permitting over-
lapping volumes, was employed to enable user defined stage boundaries. LUXSim and
BACCARAT are now able to terminate the transport of a particle once it crosses into a
parallel volume defined by the user. These particles can be saved and later re-propagated
in another stage.

The daughter decays from 232Th, 238U and 40K dominate the cavern wall gamma rays.
Therefore, event biasing simulations of the full decay chains were undertaken with LUXSim
and BACCARAT assuming secular equilibrium for the LUX and LZ detectors respectively.

Using this event biasing method, a batch of 100 simulations each with 107 initial primary
decays was simulated through additional 4 separate stages with a stage multiplication
factor of 100. This resulted in 1017 effective number of primary decays. For 40K only
the final stage multiplication factor was increased to 1000 to boost statistics yielding 1018

effective number of primary decays.

In the simulation geometry a 30 cm shell of rock was constructed as the source volume
for these decays, as this thickness of rock was determined to contribute substantially to the
γ-flux [104]. Additionally a cylindrical section of rock was added below the steel pyramid
beneath the water tank. The positions of the stage boundaries in the geometry was chosen
in order to ensure that the gamma rays travel through comparable amounts of shielding in
every stage on all sides, rough approximations of the boundaries are given in Figure 5.2.
The amount of shielding in each stage is also important as too much in one stage could
incorrectly bias the simulation if only a small number of gamma rays survive.

There could be potential biasing of the results as the surviving cavern wall gamma rays
undergo re-propagation several times. Although this dominates the systematic uncertainty
of the simulations it has been concluded from previous testing of multiple event biasing
simulations that the results are consistent within 20%.

5.3 Analysis

The LUX and LZ experiments use similar approaches to determine WIMP-like events
from simulated data. The energy depositions produced in the simulation are converted
to prompt and secondary scintillation light pulse areas, S1 & S2 respectively, via the back-
ground analysis chains developed for each experiment. Both sets of analysis software
utilise the NEST (Noble Element Simulation Technique) [112] package with parameterisa-
tions of the detector response. After this conversion, standard background analysis cuts
are applied to select WIMP-like events from the simulated data.

The analysis methods employed by the LUX and LZ experiments are very alike. In both
experiments the standard background analysis cuts, defined in Section 2.6, reject events
with multiple scatters, mis-reconstructed wall events near the edge of the time projection
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chamber (TPC) and those outside of the WIMP search region of interest (ROI). Although
only the LZ experiment has active veto detectors (xenon skin & outer detector (OD)) al-
lowing it to reject TPC events with time-coincident signals detected in either of its veto
detectors.

In the LUX analysis to boost statistics energy depositions up to 100 keV were considered
as the initial simulation analysis revealed this background was flat below 100 keV. This
allows more WIMP-like events to be included which can then be scaled down later to the
WIMP ROI, approximately 1.5–6.5 keVee for ERs and 6–30 keVnr for nuclear recoils (NR).

For the LZ analysis it is important to note that energy depositions within the OD were
only saved in the final simulation stage in order to reduce the disk space required to
store the simulation output. Therefore, some γ-ray OD triggers could have been missed
suggesting that the LZ results are conservative.

Following the analysis cuts normalisation is applied to determined the equivalent run
time corresponding to the number of simulated decays:

t =
Ndecay

Ms[kg] · As[Bq kg−1] · 86400[s day−1]
(5.2)

where t is run time (days) and Ms is mass of component where the γ-ray sources are located
(30 cm shell of rock = 1.19× 106 kg). The following activities were used to normalise the
simulations 232Th - 13 Bq/kg, 238U - 29 Bq/kg and 40K - 220 Bq/kg, determined from γ-ray
spectra measurements taken in the Davis cavern [140].

5.4 Results

5.4.1 Attenuation of gamma rays in water

The simulations confirm the significant attenuation of the γ-flux the water tank provides
as can be seen in Figure 5.3, that shows the γ-ray energy spectra at the end of each stage
(except the final stage) for all simulated decay chains in BACCARAT. As Figure 5.3 shows
there is a substantial difference in the γ-flux between the end of stage 1 and the end of
stage 4, where the gamma rays have been considerably attenuated by the water as they
reach the outer cryostat vessel. It is clear from Figure 5.3a that the largest contributor to
the overall flux at the end of stage 4 is the 2.6 MeV line from 208Tl.

The majority of gamma rays which reach the TPC are from the top due to less shield-
ing, see the ER energy deposition positions in Figure 5.4. Due to the large steel pyramid
beneath the water tank there are very few gamma rays which reach the TPC from under-
neath. Figure 5.4 also displays the effectiveness of the standard background analysis cuts
to remove these γ-ray ERs.
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(a) 232Th.

(b) 238U.

(c) 40K.

Figure 5.3: γ-ray energy spectrum at the end of each simulation stage (except the final
stage) produced in BACCARAT for LZ by 232Th, 238U and 40K decay chains.
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(a) No cuts applied.

(b) Standard background cuts applied (except fiducial volume).

Figure 5.4: Z position (along the drift field) vs radius squared R2 for ER energy depositions
up to 100 keV from 232Th BACCARAT simulations. The black dashed line represents the
5.6 tonne fiducial volume with the cathode located at z = 0 cm. No cuts were applied in
(a). The standard background cuts (except for fiducial volume) have been applied in (b),
highlighting the effectiveness of the single scatter, outer detector, xenon skin and WIMP
ROI cut.
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5.4.2 LUX results

The energy spectra of ERs from the cavern wall gamma rays produced by 232Th, 238U and
40K decay chains simulated in the LUX detector with LUXSim are shown in Figure 5.5. The
shielding around the LUX detector has considerably diminished the γ-flux detected inside
the TPC. Analysis cuts used in conjunction with the shielding also drastically minimise the
cavern wall γ-ray background for the WIMP search, as can be seen in Figure 5.5.

Figure 5.5: Energy spectra of simulated ERs from cavern wall gamma rays produced by
LUXSim. These gamma rays are located within the TPC and no standard background cuts
have been applied. The insert presents the energy spectra at low energies after standard
cuts are applied.

The results of the event biasing simulations undertaken with LUXSim are given in Table
5.1. The cavern wall γ-ray background up to 100 keV in a 300 day WIMP search (LUX Run4
was 332 days) for the LUX detector would be 4.31 ± 0.15 events. The LUX total observed
background rate, (3.6 ± 0.4) ×10−3 events/kg/day/keV [99], is much higher than the total
rate of the cavern wall gamma rays, displayed in Table 5.1, showing it is a sub-dominant
background.
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Table 5.1: Results from LUXSim cavern wall γ-ray event biasing simulations. Calculations
consider energy depositions up to 100 keV and use a 105.4 kg fiducial volume. No ER/NR
discrimination cut applied. Errors quoted are standard error.

Isotope
Simulated run
time (days)

WIMP-like
events

Background
events in 300
days after cuts

Rate (10−6 even-
t/kg/day/keV)

232Th 7.51× 104 853 3.41 ± 0.12 1.08 ± 0.04
238U 3.37× 104 97 0.86 ± 0.09 0.27 ± 0.03
40K 4.44× 104 6 0.04 ± 0.02 0.013 ± 0.005
Total 4.31 ± 0.15 1.36 ± 0.05

5.4.3 LZ results

The energy spectra produced by BACCARAT of the ERs from cavern wall gamma rays in
the LZ detector is displayed in Figure 5.6. As with the LUX TPC, the γ-flux inside the LZ
TPC has been heavily suppressed due to the shielding and the standard background cuts
applied are highly effective at significantly reducing the background for the WIMP search.

Figure 5.6: The cavern wall gamma rays ER energy spectra produced by BACCARAT sim-
ulations. These gamma rays are located within the TPC and no standard background cuts
have been applied. The insert presents the energy spectra at low energies after standard
cuts are applied.
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Table 5.2 provides the results of the BACCARAT event biasing cavern wall γ-ray sim-
ulations. After standard background cuts are applied in a 1000 day WIMP exposure only
1.81 ± 0.19 events would remain. This is close to a previous rough estimation of the back-
ground which suggested ∼7 events would be detected after all cuts [137]. Again the cavern
wall γ-ray background is a sub-dominant background to the LZ WIMP search. This is due
to the cavern wall gamma rays making minimal contribution to the background in compar-
ison to many other ER background sources in LZ, such as xenon contaminants and physics
background sources which contribute 819 and 258 background events in 1000 day WIMP
search after cuts respectively [60]. The total rate of cavern wall gamma rays observed in
the LZ detector, (0.065 ± 0.007) ×10−6 events/kg/day/keV, is considerably lower than the
rate observe in the LUX detector, (1.36 ± 0.05) ×10−6 events/kg/day/keV, highlighting the
success of the new background reduction methods deployed in LZ.

Table 5.2: BACCARAT cavern wall γ-ray event biasing simulation results. Calculations
apply no ER/NR discrimination and use a 5.6 tonne fiducial volume. Errors quoted are
standard error.

Isotope
Simulated run
time (days)

WIMP-like
events

Background
events in 1000
days after cuts

Rate (10−6 even-
t/kg/day/keV)

232Th 7.50× 104 78 1.04 ± 0.12 0.037 ± 0.004
238U 3.37× 104 17 0.50 ± 0.12 0.018 ± 0.004
40K 4.44× 104 12 0.27 ± 0.08 0.010 ± 0.003
Total 1.81 ± 0.19 0.065 ± 0.007

5.5 Gamma background from cavern walls for neutrinoless dou-
ble beta decay

Although the cavern wall γ-ray background is sub-dominant for the LZ WIMP search the
high energy gamma rays produced by the 232Th and 238U decay chains in the cavern rock
contribute substantially to the LZ 0νββ search background.

Two-neutrino double beta decay (2νββ), where a nucleus emits two electrons and two
antineutrinos, has already been observed in 136Xe [141]. If neutrinos are their own antipar-
ticles (known as Majorana particle) then 0νββ, where a nucleus only emits two electrons,
should be possible. In 0νββ the two resulting electrons carry almost all of the total energy
produced by the double beta decays, therefore, in the beta spectrum there should be a
mono-energetic peak at the double beta decay Q-value, Qββ. However, to date there have
been no clear observations of 0νββ.

LZ aims to search for 0νββ with 136Xe which at natural abundance is ∼600 kg of the
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7 tonne active LXe mass of the TPC. From the analysis of the cavern wall gamma ray
simulations it was determined that extra shielding above the water tank was required for
the 0νββ search to reduce the incoming γ-flux from above. To provide extra shielding an
additional square steel plate (2.7 m × 2.7 m) with 8 cm thickness was laid directly on top
of the water tank.

This extra shielding was added to the simulation geometry in BACCARAT and new
cavern wall gamma ray simulations were undertaken. For these simulations the event
biasing method in BACCARAT was modified slightly as 136Xe 2νββ has a high Q-value,
Qββ = 2457.83 ± 0.37 keV [142], therefore gamma rays with energies below 2 MeV can be
ignored. BACCARAT was modified to save only gamma rays with energies above 2 MeV in
order to produce higher statistics with less CPU time and to reduce the disk space required
to store the simulation output.

The cavern wall gamma ray event biasing simulations performed have 1016 and 1017

effective number of primary decays for 232Th and 238U decay chains respectively. The
approach to analysing these simulations is similar to that of the WIMP search; events are
rejected using single scatter, fiducial volume, active veto detectors and energy ROI cuts.
However, the analysis cuts used to determined the 0νββ search background differ [143].
Single scatters are defined as events with ∆Z < 0.3 cm, where ∆Z is the vertical separation
between multiple vertices. The redefined fiducial volume, 26 < Z < 96 cm and R < 39 cm,
encompasses less LXe (967 kg). The time-coincident signal windows for the xenon skin
and OD active veto detectors are reduced to 1 µs and triggered for energy depositions
larger than 100 keV. The energy ROI is Qββ ± 1σ (2433.3 < E < 2482.4 keV) as an energy
resolution (σ/E) of 1% is considered.

Figure 5.7 confirms that the additional top steel plate provides the necessary shielding
to substantially reduce the γ-flux in the TPC coming from above the water tank. There is
a significant difference in the fiducial volume size between the WIMP and 0νββ search, as
can be seen in Figure 5.7. This is due to the high energy cavern wall gamma rays travelling
further into the TPC.

The energy spectra of the BACCARAT cavern wall gamma rays simulation is displayed
in Figure 5.8. As seen in both Figure 5.7b & 5.8b the 0νββ background cuts considerably
reduce the cavern wall γ-ray background. However, the high energy γ-rays are still a major
contributor to the 0νββ search background. Results of these simulations were included in
Ref. [143].
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(a) No cuts applied.

(b) 0νββ background cuts applied (except fiducial volume).

Figure 5.7: Z position (along the drift field) vs radius squared R2 for ER energy depositions
in the energy ROI, Qββ ± 1σ, from 232Th BACCARAT simulations. The red dashed line
represents the 967 kg fiducial volume with the cathode located at z = 0 cm. No cuts were
applied in (a). 0νββ background analysis cuts (except for fiducial volume) were applied in
(b), displaying the significant reduction to the 0νββ search background.
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(a) 0νββ fiducial volume cut applied.

(b) All 0νββ background cuts applied.

Figure 5.8: BACCARAT simulation energy spectra of ERs from the cavern wall gamma
rays. These gamma rays are located within the inner 967 kg LXe fiducial volume. Around
the Qββ, dashed purple, is a grey band representing the energy ROI, Qββ ± 1σ, in (a). All
0νββ background cuts were in applied in (b).
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5.6 RockGammas BACCARAT generator

Although the event biasing method deployed in LUXSim and BACCARAT has greatly
decreased the CPU time required for cavern wall gamma rays simulations the effort and
time needed to simulate is still sizeable. Additional cavern wall gamma ray simulations
could be performed in order to increase statistics and include all OD energy depositions
from gamma rays reaching the TPC. Therefore, a new BACCARAT generator was created
to provide a quick and simple way to simulate the cavern wall gamma rays in the LZ TPC.

Working in partnership with Sally Shaw (University of California, Santa Barbara, USA)
we developed a BACCARAT generator, called RockGammas, that uses information about
cavern wall gamma rays from a previous simulation to create representative gamma rays
outside the LZ TPC to be simulated. The final position, direction and energy of the gamma
rays in stage 3, just outside the OD (see Figure 5.2), from a previous event biasing simula-
tion was saved into a 7D THnSparse histogram. The generator samples the histogrammed
distribution to obtain a random initial position, direction and energy for the γ-ray before
simulating its transport through the LZ detector. This methods reduces the complexity
and time needed to simulate cavern wall gamma rays as the initial stages of event biasing
simulations can be skipped.

Cavern wall gamma rays from 232Th and 238U decay chain event biasing BACCARAT
simulations have been stored in this generator. In MDC3 the RockGammas generator was
deployed as part of a number of ER background simulations for the LZ WIMP search.

5.7 Conclusion

High statistics simulations of the cavern wall gamma rays in both the LUX and LZ de-
tectors were carried out using an event biasing method with LUXSim and BACCARAT
respectively.

As expected the simulations confirmed significant attenuation to the γ-flux inside the
LUX and LZ detectors with most of the gamma rays coming from the top where there is
less shielding. Analysis of the simulations showed that the cavern wall γ-ray background
is a sub-dominant background in both detectors and does not provide an issue for WIMP
searches, see Tables 5.1 & 5.2. The success of the new background reduction methods
deployed in LZ can also be seen when comparing the total cavern wall γ-ray rate observed
in both detectors; (1.36 ± 0.05) ×10−6 events/kg/day/keV and (0.065 ± 0.007) ×10−6

events/kg/day/keV, in LUX and LZ respectively.
Modified BACCARAT simulations were performed to understand the impact of the

high energy cavern wall gamma rays on the 0νββ search with extra steel plating.
Additionally a new BACCARAT generator has been created to speed up and simplify

simulating cavern wall gamma rays.
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Xenon activation in the LZ detector

6.1 Activation processes

Calibrating the LZ detector with neutron sources is an important part of understanding
the detector response. However, neutron radiation can induce radioactivity in materials.
Radioactive isotopes can be produced either via thermal neutron capture or fast neutron
inelastic scattering. Radioactive isotopes produced in neutron calibrations create additional
background events which could potentially impact some of the physics studies in LZ.

Thermal neutron capture is possible as neutrons can thermalise in detector materials.
Neutron inelastic scattering on nuclei is dependent on its neutron cross-section and the
neutron energy. When the neutron scatters inelastically off a nucleus it often excites the
nucleus, sometimes putting it into a metastable state, which will then emit some radiation
to return the nucleus back to the ground state. Neutron capture happens predominantly
for thermal neutrons whereas inelastic scattering does not occur below a certain threshold
incident energy (as displayed in Figure 6.1).

Cosmic rays can also activate materials. The flux of cosmic ray hadrons is heavily sup-
pressed by a few meters of rock and the cosmic ray muon flux is attenuated with kilometres
of rock; consequently, compared to the surface, cosmogenic activation of materials under-
ground is highly reduced [145]. To minimise exposure to cosmic rays, once the xenon was
purified, it was transported straight to the Sanford Underground Research Facility (SURF)
and stored underground. No additional shielding from activation is required for xenon
storage underground [105].

The two main LZ neutron calibration sources are deuterium-deuterium (DD) and AmLi.
The DD neutron source is critical for calibrating the LZ detector as it creates neutrons with
known high energy. The AmLi neutron source is significant as it provides neutron recoils
which span the energy range of the WIMP search region of interest (ROI).

This chapter explores the impact on LZ physics studies from xenon activation produced
by the DD and AmLi neutron calibration sources.

86
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Figure 6.1: Example xenon neutron cross-sections. Neutron radiative capture (blue line)
and neutron inelastic (orange line) cross-sections on 132Xe. Cross-section data taken from
ENDF/B-VIII.0 evaluated nuclear reaction data library [144].

6.2 Activation from neutron calibration

6.2.1 Description of sources

Probably the main source of activation from detector calibrations will come from the DD
neutron calibration. The deuterium-deuterium fusion source generates mono-energetic
2.45 MeV neutrons. The neutrons are emitted isotropically from the source; a collimator
(tube) is used to direct neutrons through the water tank and OD into the TPC.

The scattering angle between two neutron interactions in the time projection chamber
(TPC) can determine the nuclear recoil energy which is why DD neutron calibrations are
very useful [146]. This angle is calculated using event position reconstruction and the
direction of the neutron calibration beam. As the initial neutron energy is known, the
scattering angle provides a measurement of the recoil energy at the scattering vertex.

Before science runs the calibration is expected to run continuously for two days with a
total flux of 8.6× 1011 neutrons [147]. This translates to ∼23 neutrons per second at the end
of the conduit (as seen in Figures 6.2 & 6.3). For further information on the DD neutron
calibration see [87].

Another source of activation is the AmLi neutron calibration. AmLi is an (α, n) neutron
source. The main neutron production channel is α + 7Li → 10B + n (α comes from 241Am).
The source gives a maximum neutron energy of 1.5 MeV (as seen in AmLi neutron energy
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Figure 6.2: Drawing of the DD neutron generator (light green) positioned outside the
water tank to fire neutrons into the LZ TPC located inside the water tank. The DD neutron
generator is mounted on a lift which can be moved to emit a neutron beam either through
the horizontal or angled conduit (light grey). The red line is an example neutron beam
path that the DD neutron generator will use to fire neutrons into the LZ TPC. The acrylic
tanks (dark green), part of the OD include cutouts for the two conduits to allow the neutron
beam to travel through the tanks to the LZ TPC which is encased in a titanium cryostat.
Figure not to scale. Figure from Ref. [148].

Figure 6.3: Cutaway drawing of LZ detector in the water tank without the OD PMTs. The
horizontal and angled conduits are used with the DD neutron generator for calibrations.
Also labelled are the two visible calibration source deployment (CSD) tubes in which a
radioactive source can be lowered into the space between the OCV and ICV for calibrations.
Figure not to scale. Figure from Ref. [148].
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Figure 6.4: Measured neutron energy spectrum of a prototype AmLi source for the LZ
experiment. Figure from Ref. [110].

spectrum shown in Figure 6.4), which produces Xe nuclear recoils with energies up to
∼40 keVnr (7 keVee) [87]. These Xe nuclear recoils span the energy range of the WIMP
search ROI (1.5-6.5 keVee). Additionally the measurement of the maximum Xe nuclear
recoil energy acts as energy calibration point. These factors make AmLi an advantageous
neutron calibration source.

The AmLi source is lowered into the detector by the calibration source deployment
(CSD) system, seen in Figure 6.5, via the CSD tubes (also visible in Figure 6.3) into the
space between the ICV and OCV. This calibration will run for ∼9 hours and produce 58
neutrons per second overall [149]. For information about the AmLi neutron source see [87].

Both of these neutron calibration sources also have a low inherent gamma to neutron
production ratio which means the vast majority of events from the sources will be in the
nuclear recoil (NR) band and very few events in the electron recoil (ER) band. This is im-
portant as it help provide a clear demarcation between the ER and NR bands that ultimately
helps reject background events.

The DD and Amli generators in BACCARAT [110] have been used to simulate both of
these neutron calibration sources and the LZ detector response to said source. However,
currently excited nuclear states from neutron interaction are not tracked in BACCARAT
due to a Geant4 [108] issue so instead 129mXe and 131mXe were simulated separately using
G4GeneralParticleSource in BACCARAT. To read more about these metastable simulations
and results see Section 6.3.
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Figure 6.5: Drawing of the CSD system (top of the figure) inside the water tank. The CSD
system will lower the AmLi neutron calibration source into the three tubes (highlighted by
the red lines) located in between the outer and inner titanium cryostat vessels, OCV and
ICV respectively. The OCV is surrounded by the acrylic tanks that make up the OD and
the ICV houses the LZ TPC. Figure not to scale. Figure from Ref. [148].

6.2.2 Background analysis chain

Simulations of the DD and AmLi neutron calibration were performed by MPhys and MSc
students at the University of Sheffield with my close supervision (academic supervisor Prof.
Kudryavtsev) using the DD and AmLi neutron generators in BACCARAT version 4.3.8 and
5.2.6, respectively. Both BACCARAT versions are built on Geant4 10.03.p02. In the case
of the DD neutron calibration simulations neutrons were only fired down the horizontal
conduit shown in Figure 6.2. For the DD and AmLi neutron calibration simulations a
total of 4.59× 108 and 1.01× 108 events were generated in BACCARAT, respectively. These
numbers of events are equivalent to 32 and 11 days of DD and AmLi neutron calibrations,
respectively. Calculation of the equivalent run time will be given below.

Although the real DD neutron generator produces neutrons isotropically, the BAC-
CARAT DD neutron generator does not simulate the full 4π solid angle. Instead the initial
neutron momenta projections are constricted to a square pyramid (see Figure 6.6) as it is
computationally expensive to generate neutrons isotropically when only a small fraction of
them will travel down the conduit (seen in Figure 6.2) towards the LZ TPC.

The solid angle of the BACCARAT DD neutron generator, determined by Eq. 6.1, was
calculated to be 3.6× 10−3 sr as −0.03 < φ < 0.03 rad and π

2 − 0.03 < θ < π
2 + 0.03 rad
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Figure 6.6: Initial particle momenta projections (direction cosines) (px, py & pz) generated
by the BACCARAT DD neutron generator. The particle momenta projections are without
units and lie on the bottom surface of a rounded square pyramid. As the bottom face has
a small curvature the value of px was expressed via colour; the lighter blue colour signifies
larger px and the darker smaller px. The red dot is (0, 0, 0). Note the different axes scales
with px from 0 to 1 and py & pz from -0.03 to 0.03.

where φ is azimuth angle and θ is polar angle in spherical coordinates.

Ω = (φmax − φmin)(cos θmin − cos θmax) (6.1)

where Ω is the solid angle and φ & θ are the minimum and maximum angles in the
spherical co-ordinate system.

To determine the equivalent number of days of DD neutron calibrations from the num-
ber of events simulated, the number of neutrons per second in the solid angle 3.6× 10−3 sr
should be calculated. The average flux of the DD neutron generator is 4.98× 106 neutrons
per seconds as the expected total number of neutrons is 8.6× 1011 from the two days of
DD neutron calibrations. Therefore in a solid angle of 3.6× 10−3 sr there are 1.43× 103

neutrons per second.

The number of events simulated, 4.59× 108, combined with the number of neutrons per
second in a solid angle of 3.6× 10−3 sr converts into 3.7 days of DD neutron calibrations.
However, an early version of the detector geometry was used in the BACCARAT simula-
tion in which the conduit area was 8.6 times larger than the real conduit used during the
calibration. Thus leading to 8.6 times more neutrons per second entering the TPC in the
BACCARAT simulation than expected for the same DD neutron generator flux. To correct
for this, the number of events simulated is scaled by 8.6 times which translates to 32 days
of DD neutron calibrations.

To calculate the equivalent number of hours of AmLi calibrations from the simulations
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requires the number of neutrons produced per second from the AmLi sources which is
assumed to be 58 altogether [149]. The three AmLi sources will take place simultaneously
in three different positions for three hours in each position. This results in the production
of 1.88× 106 neutrons. The number of events simulated, 1.01× 108, translates to 11 days
worth of AmLi calibrations simulated.

These activation simulations have been studied using a modified version of the back-
ground analysis chain, previously developed to process the LZ TDR and WIMP sensitivity
paper simulations [60, 87]. The full model simulation chain, which uses DER and LZAP,
could not be used to analyse these activation simulations as it cannot split events into sub-
events. Thus it does not allow separation of the neutron scattering event from the decay
of the activated isotope. In addition simulating large statistics in a reasonable time frame
with the full model simulation chain is computationally unfeasible.

The background analysis chain converts energy depositions to primary scintillation
photons and ionisation electrons. It is achieved by combining the NEST (Noble Element
Simulation Technique) [112] package with a parameterisation of the LZ detector response.
However, the background analysis chain available at the time of this study requires modi-
fication because it removes timing information to reduce the amount of data stored on the
disk. All the hits in the TPC have the same time as the first energy deposition. Therefore
all energy depositions of radioisotopes produced by activation will appear to happen at
the same time as the activation itself. This leads to all the hits getting added together and
energy deposition being summed which is not what the detector would observe. The mod-
ified background analysis chain finds the maximum time step in the event, then counts all
hits within 800 µs around this time in TPC, xenon skin and OD. Therefore only the last
decays are recorded, isolating the activation decays if they are present in an event.

To determine WIMP-like events standard background cuts have been applied, previ-
ously defined in Section 2.6. There are four standard background cuts; single scatter,
fiducial volume, outer detector, xenon skin. As WIMPs will scatter only once in the LZ
detector any non single scatter events can be removed. To remove mis-reconstructed wall
events, found near the edges of the TPC, only events within a fiducial volume are chosen.
Events in the TPC can be removed if they have a time correlated signal in either of the veto
detectors, outer detector or xenon skin.

Once these standard background cuts are applied the WIMP ROI is examined. An
extended WIMP ROI is also explored in this analysis. This is different from the WIMP
ROI as defined in the LZ TDR which is 3 < S1c < 20 phd and S2 > 350 phd which
approximately translates to ER (NR) energy depositions between 1.5-6.5 keVee (6-30 keVnr)
[87]. The extended WIMP ROI is defined as 3 < S1c < 80 phd and S2 > 415 phd which
approximately correlates to ER (NR) energy depositions between 1.5-15 keVee (4-60 keVnr)
[60]. In this analysis both WIMP ROI’s were used to produce different estimates and
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they are referred to as WIMP TDR ROI and WIMP PLR ROI, respectively. In addition LZ
is also exploring independent effective field theory (EFT) operators to characterise WIMP-
nucleon interactions. Therefore a LUX-like EFT ROI cut has been added which is 1.5-70 keV
reconstructed energy [150].

This study examines the decays of activated nuclei for a data taking period of 60 days
(live time). We assume that the science data taking starts a week after the end of the neutron
calibration to allow for short-lived isotopes to decay.

6.2.3 DD neutron calibration simulation results

Figure 6.7 shows the total number of radioisotopes produced in the TPC, xenon skin and
OD from the DD neutron simulations without applying the 60 day data taking time win-
dow. It shows that 133Xe and 125Xe have the highest number of events as expected since
their parent isotopes (132Xe and 124Xe respectively) abundance times neutron capture cross-
section are higher at lower neutron incident energies and have higher peaks than other
stable xenon isotopes, see Figure 6.8. In addition the abundance times neutron capture
cross-section of 132Xe, seen in Figure 6.8, is higher around 1 MeV than for other stable
xenon isotopes. This also explains why 133Xe has the highest number of events out of the
radioisotopes in the DD neutron calibration simulation.

Figure 6.7: The number of radioactive nuclei produced in the DD neutron calibration sim-
ulations in the TPC, xenon skin and OD. The number of events has been normalised to 2
days of DD neutron calibrations.

Of the 4.59× 108 DD neutrons simulated, about 277,000 events had an energy deposi-
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Figure 6.8: Neutron radiative capture cross-sections of a few stable xenon isotopes multi-
plied by their natural abundance against neutron incident energy. Cross-section data from
ENDF/B-VIII.0 evaluated nuclear reaction data library [144].

tion which took place within the 60 day data run inside the 7 tonne active liquid xenon
(LXe) mass of the TPC. The total simulated energy depositions of these events, normalised
to 2 days of DD neutron calibrations, are plotted in Figure 6.9, highlighting the efficacy of
the standard background cuts and the accuracy of the BACCARAT simulation.

Decay lines for 60Co, in Figure 6.9a, are visible at 1173, 1332 and 2505 keV (with the
latter being the sum of the former two). This is expected as the end of the horizontal
neutron beam pipe is close to the top photomultiplier tube (PMT) array and part of the
PMTs are made of a Kovar alloy, containing 59Co which can undergo neutron capture. The
neutron activation product 60Co has a half-life of 5.27 yrs and decays via beta decay to 60Ni.
58Co decay line at 810 keV is visible as 58Ni is also present in the Kovar alloy used in the
PMTs. 58Ni can undergo a (n, p) reaction to produce 58Co which has a half-life of 70.86 days
and decays via electron capture to 58Fe.

Other prominent isotope decay lines, expected as xenon undergoes activation, can be
seen in Figure 6.9b. One such isotope is 127Xe with decay lines at 203, 207, 236, 379 and
408 keV. Neutron capture on 126Xe will produce 127Xe which has a half-life of 36.35 days
and decays via electron capture to 127I. 132Xe also undergoes neutron capture to produce
133Xe which has a half-life of 5.28 days and decays via beta decay to 133Cs. The beginning
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(a) 0 to 2500 keV.

(b) 0 to 500 keV.

(c) 0 to 100 keV.

Figure 6.9: Total simulated energy deposition in the DD neutron calibration simulations
in active LXe for events taking place during a 60 day data run. The number of events has
been normalised to 2 days of DD neutron calibrations. The blue histogram is all events
which took place in the active LXe and the red histogram is only those events in the active
LXe which passed the standard background cuts. Notable isotope decay lines have been
labeled.
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of the 133Xe beta decay spectrum, seen in Figure 6.9c, starts at 81 keV as predicted from the
81 keV gamma ray emitted due to the de-excitation of 133Cs.

Another isotope undergoing neutron capture is 124Xe. The activation product of this
neutron capture is 125Xe which has a half-life of 16.9 hours and decays via electron capture
to 125I. 125I is also unstable, half-life 59.49 days, and decays via electron capture to 125Te. Al-
though the 125Te de-excitation only produces a 35 keV gamma ray, electron capture returns
an X-ray or Auger electron. The combination of the two results in the three 125I decays lines
seen in Figure 6.9c, the first two lines at 36 and 40 keV contain an L-shell Auger electron
and the last line at 67 keV contains a K-shell X-ray. Figure 6.9c also displays the power of
the standard background cuts to remove lots of low energy deposition background events.

One thing to note is that this analysis does not take into account xenon purification
cycles. The current assumption is that most of the 125I will be removed by the getter over
a period of a week, the exact amount and time frame was not known at the time of this
analysis.

Examining the positions of events which passed standard background cuts shows that
the bulk of the energy depositions are at the top and towards the walls of the fiducial
volume cylinder inside the TPC, as seen in Figure 6.10. Although the initial positions of
the activated isotopes will be close to the end of the neutron beam pipe, located below the
top PMT array at the walls of the inner detector vessel, xenon will constantly be circulated
and over time the activated isotopes will spread throughout the LXe.

Activated isotopes in detector components surrounding the TPC, for example 60Co pro-
duced in the PMTs, will not mix with the LXe. These isotopes do not pose a threat to a 60
day WIMP search or EFT study as energy depositions from their decays are well outside of
any of the ROIs.

6.2.4 DD neutron simulation with uniform distribution of decays

As a result of the lack of mixing in the original DD neutron calibration simulations, a
separate set of BACCARAT simulations, using version 5.2.6, was undertaken. This new
set of BACCARAT simulations used the BACCARAT generator DecayChain to simulate
the decay of specific xenon activated isotopes that would be produced in LXe from DD
neutron calibration.

The DecayChain BACCARAT generator uses the Geant4 G4RadioactiveDecay library
to simulate time-ordered decays from a user specified radioactive decay chain. DecayChain
simulates each step in the decay chain until a stable isotope is reached. It distributes
the decays, and the daughter decays, randomly throughout specified detector geometries.
This important feature allows for the decays of the isotope to be distributed randomly
throughout the TPC volume which is more representative of the mixing of these isotopes
throughout the LXe over time.
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Figure 6.10: Z position (along the drift field) vs radius squared R2 for events induced by the
decays of activated isotopes from the DD neutron calibration simulations for events taking
place during a 60 day data run in active LXe. The analysis assumed that the radioisotope
decayed at the same position as they were produced. Events shown survived standard
background cuts. The number of events has been normalised to 2 days of DD neutron
calibrations. The black dotted line is the edge of the fiducial volume.

Figure 6.7 shows that these radioisotopes; 137Xe, 135Xe, 133Xe, 127Xe and 125Xe were
all produced in large quantities from 2 days of DD neutron calibrations and their decay
products can produce background events which is why they were chosen to be simulated
in BACCARAT with the DecayChain generator.

In total ∼ 6.84× 105 xenon isotope decays were simulated with the DecayChain genera-
tor along with their decay products, see Table 6.1 for a breakdown of the number of decays
for each simulated xenon isotope and Figure 6.11 for their decay chains.

Table 6.1: The number of xenon isotope decays simulated in the active LXe with BAC-
CARAT using the DecayChain generator.

Isotope Number of simulated decays
137Xe 4.54× 103

135Xe 5.00× 104

133Xe 5.00× 105

127Xe 3.00× 104

125Xe 1.00× 105

These simulations were studied with the standard background analysis chain, previ-
ously developed to process the LZ TDR and WIMP sensitivity paper simulations [60, 87],
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(a) 137Xe. (b) 135Xe.

(c) 133Xe. (d) 127Xe.

(e) 125Xe.

Figure 6.11: Decay chains of xenon isotopes which were simulated with the BACCARAT
DecayChain generator. Half-life of the isotopes and their decay modes are given. Q values
displayed are in keV. Decay chains taken from Ref. [151].
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as only the activated isotope decays were simulated thus removing the need to separate
the activation by neutrons from the decay of the activated isotopes.

Analysing these DecayChain simulations reveals the energy depositions in the LXe are
uniformly distributed as shown by the position of events passing standard background
cuts presented in Figure 6.12. In the simulations there are prominent decay lines from
127Xe and 125I along with the 133Xe beta decay spectrum visible in Figure 6.13. There is
good agreement between the decay lines seen in the DecayChain simulations and those
described in DD neutron calibration simulations as would be expected.

Figure 6.12: Z position (along the drift field) vs radius squared R2 for events from the
DecayChain BACCARAT simulations for events in active LXe taking place during SR1.
Events shown survived all background cuts. The number of events has been normalised to
2 days of DD neutron calibrations. The black dotted line is the edge of the fiducial volume.

In the LZ detector, sometimes event energy depositions cannot be determined directly
from data. However, they can be reconstructed using the event corrected primary and
secondary scintillation pulse areas, S1c and S2c respectively, using Eq. 2.5. The scintillation
pulse areas are corrected for the fluctuations in light collection efficiency throughout the
detector. In this simulation the primary (g1) and secondary (g2) scintillation channel gains
were set to 0.075 phd per photon and 60.306 phd per liquid electron respectively.

Figure 6.14 shows the expected reconstructed energy depositions from the S1 and S2
signals inside active LXe for a 60 day data run from the 2 days of DD neutron calibrations.
When comparing Figures 6.13 & 6.14 the decay lines broaden as the scintillation pulse area
measurements also depend on the light collection efficiency and electron attenuation which
vary throughout the detector.

The majority of events in S1-S2 space (displayed in Figure 6.15) lie along the ER band
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(a) 0 to 2500 keV.

(b) 0 to 500 keV.

(c) 0 to 100 keV.

Figure 6.13: Total simulated uniformly distributed energy depositions in the DecayChain
simulations in active LXe for events taking place during 60 day data run. The number
of events has been normalised to 2 days of DD neutron calibrations. The blue histogram
includes all events that took place in the active LXe whereas the red histogram is only
includes those events in the active LXe that passed all standard background cuts.



Chapter 6. Xenon activation in the LZ detector 101

(a) 0 to 2500 keV.

(b) 0 to 500 keV.

(c) 0 to 100 keV.

Figure 6.14: Total reconstructed energy deposition from generated S1 and S2 signals in
the DecayChain simulations in active LXe for events taking place during 60 day data run.
The number of events has been normalised to 2 days of DD neutron calibrations. All events
which took place in the active LXe are included in the blue histogram and only those events
in the active LXe which passed the standard background cuts are in the red histogram.
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and outside WIMP ROI’s as would be predicted. Of these events some inside the EFT ROI
pass the standard background cuts, shown in Figure 6.16a. The bulk of these events are
from 125I decays. This is anticipated as below 70 keV the only prominent decay lines are
from 125I, see Figure 6.13c. The two clusters of events inside the EFT ROI correspond to the
two 125I decay peaks seen in Figure 6.14c.

Once all events from 125I decays are removed, shown in Figure 6.16b, only a few events
from the DecayChain simulations remain inside the EFT ROI and WIMP ROIs. These
remaining events are from other decays which will not be removed by purification cycles,
however once normalised to 2 days of DD neutron calibrations there are 0.000712+0.146

−0.000075

events in the WIMP TDR ROI, 0.00138+0.146
−0.00036 events in the WIMP PLR ROI and 0.12+0.28

−0.04

events in the EFT ROI.
Table 6.2 shows the number of events from the DecayChain simulations within a 60 day

data taking period with standard background cuts and various different ROI applied. The
numbers of events in the table has been normalised to 2 days of DD neutron calibrations.
The standard background cuts are effective as they remove 20% of events within the 60
day data run and once 125I decays are removed there are significantly fewer events in all
ROIs. The events in the WIMP and EFT ROIs, that pass all standard background cuts, are
above the NR band and thus the DD neutron calibrations should not be an issue for WIMP
searches or EFT studies from a 60 day data run.

Table 6.2: For the DecayChain simulations the number of events after different cuts are
applied normalised to 2 days of DD neutron calibrations. BKG cuts are the standard
background cuts defined earlier in Section 6.2.2. No ER/NR discrimination cut applied.
Numbers in brackets are determined using the MC truth energies instead of reconstructed
energies. Errors quoted are 90% C.L. intervals (for large statistics standard error and for
small statistics from Feldman-Cousins [152]).

Cuts
Number of events
(normalised to 2 days of DD
neutron calibrations)

Events within 60 day data run 22333 ± 245
BKG cuts 17063 ± 43
BKG cuts in WIMP TDR ROI 0.000712+0.211

−0.000075
BKG cuts in WIMP PLR ROI 12.5+1.5

−1.4
BKG cuts in EFT ROI 4505 ± 27 (4944 ± 29)
BKG cuts (125I removed) 12119 ± 31
BKG cuts in WIMP TDR ROI
(125I removed)

0.000712+0.146
−0.000075

BKG cuts in WIMP PLR ROI
(125I removed)

0.00138+0.146
−0.00036

BKG cuts in EFT ROI
(125I removed)

0.12+0.28
−0.04 (0.74+1.13

−0.44)



Chapter 6. Xenon activation in the LZ detector 103

(a) All events.

(b) Zoom in on WIMP and EFT ROI’s.

Figure 6.15: log10(S2c) vs S1c for events in active LXe during 60 days of data taking from the
DecayChain simulations. The number of events plotted in the figures has been normalised
to 2 days of DD neutron calibrations. The blue and red bands are the electron and nuclear
recoil bands respectively (solid: mean; dashed: ±1.28σ contours). The different shaded
areas and corresponding dotted lines represent different ROI’s; the green is the EFT ROI,
the pink is the WIMP PLR ROI and the brown is the WIMP TDR ROI.
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(a) With 125I.

(b) Without 125I decays.

Figure 6.16: log10(S2c) vs S1c for events from the DecayChain simulations which were in
active LXe during 60 days of data taking. In the figures the number of events plotted has
been normalised to 2 days of DD neutron calibrations. Figure (a) shows all events which
survived standard background cuts and Figure (b) displays the same events minus any
events generated from 125I decays. The different ROIs are represented by dotted lines in
the figure; the green is the EFT ROI, the pink is the WIMP PLR ROI and the brown is the
WIMP TDR ROI. The blue and red lines shows the boundary for the electron and nuclear
recoil bands respectively (solid: mean; dashed: ±1.28σ contours).
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6.2.5 AmLi neutron calibration simulation results

Counting the total number of radioisotopes produced in the TPC, xenon skin and OD for
AmLi neutron simulations, seen in Figure 6.17, reveals that the top two isotopes produced
are 133Xe and 125Xe as in the DD neutron calibration simulations and would be predicted
from xenon neutron capture cross-sections shown in Figure 6.8.

Figure 6.17: The number of radioactive nuclei produced in the TPC, xenon skin and OD in
the AmLi neutron calibration simulations. The number of events has been normalised to 9
hours of AmLi neutron calibrations.

About 238,000 events, of the ∼1.01× 108 simulated AmLi neutrons, had an energy de-
position that would take place during a 60 day data run inside the active LXe. In Figure 6.18
the total simulated energy depositions of these events has been plotted and normalised to
9 hours of AmLi neutron calibrations. This figure demonstrates the power of the standard
background cuts which remove many events.

Prominent decay lines from 60Co, 133Xe, 127Xe and 125I are seen in the energy deposition
spectra as was seen in the DD neutron calibration simulations. However there is no decay
line from 58Co as neutron cross-sections are energy dependent and AmLi neutrons have a
lower maximum neutron energy than DD neutrons.

The majority of the energy depositions that pass standard background cuts (Figure 6.19)
were at the edge of the fiducial volume in the centre of the TPC. Initially activated isotopes
would be located close to the edge of the fiducial volume, however, over time the activated
isotopes would disperse throughout the LXe as the xenon is constantly circulating.
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(a) 0 to 2500 keV.

(b) 0 to 500 keV.

(c) 0 to 100 keV.

Figure 6.18: Total simulated energy deposition in the AmLi neutron calibration simulations
for events taking place during a 60 day data run in active LXe. The number of events has
been normalised to 9 hours of AmLi neutron calibrations. The blue histogram displays all
events in the active LXe and the red histogram includes only events in the active LXe that
passed the standard background cuts. Notable isotope decay lines have been labeled.
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Figure 6.19: Z position (along the drift field) vs radius squared R2 for events induced by
the decays of the activated isotopes during a 60 day data run in active LXe from the AmLi
neutron calibration simulations. The analysis assumed that the radioisotope decayed at the
same position as they were produced. Events displayed passed all background cuts. The
number of events has been normalised to 9 hours of AmLi neutron calibrations. The black
dotted line is the edge of the fiducial volume.

6.2.6 AmLi neutron simulation with uniform distribution of decays

Due to the absence of mixing in the original AmLi neutron calibration simulations, the
DecayChain simulations (discussed in Section 6.2.4) were used to simulate the decay of
specific activated xenon isotopes that would be produced in LXe from AmLi neutron cali-
bration. As with the DD neutron calibration sims, these radioisotopes were all produced in
significant quantities in the AmLi neutron calibration simulations (normalised to 9 hours
of AmLi neutron calibrations); 137Xe, 135Xe, 133Xe, 127Xe and 125Xe.

As discussed previously the energy depositions in the DecayChain simulations are uni-
formly distributed in the LXe. The energy deposition and the expected reconstructed en-
ergy deposition spectrum of the DecayChain simulations, shown in Figure 6.20 & 6.21
respectively, has been normalised to 9 hours of AmLi neutron calibrations. These figures
show there is good agreement between the AmLi neutron calibration simulations and the
DecayChain simulations.

Figure 6.22 shows these events in S1-S2 space normalised to 9 hours of AmLi neutron
calibrations. This figure shows that the bulk of events lie along the ER band and outside
WIMP ROIs which is expected. The majority of these events in the ROIs which pass all
standard background cuts are from 125I decays as illustrated by Figure 6.23. Most of these
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(a) 0 to 2500 keV.

(b) 0 to 500 keV.

(c) 0 to 100 keV.

Figure 6.20: Total simulated uniformly distributed energy deposition in the DecayChain
simulations in active LXe for events taking place during 60 day data run. The number of
events has been normalised to 9 hours of AmLi neutron calibrations. The blue histogram
includes all events that took place in the active LXe whereas the red histogram is only
includes those events in the active LXe that passed all standard background cuts.
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(a) 0 to 2500 keV.

(b) 0 to 500 keV.

(c) 0 to 100 keV.

Figure 6.21: Total reconstructed energy deposition from generated S1 and S2 signals in
the DecayChain simulations in active LXe for events taking place during 60 days of data
taking. The number of events has been normalised to 9 hours of AmLi neutron calibrations.
All events which took place in the active LXe are included in the blue histogram and only
those events in the active LXe which passed the standard background cuts are in the red
histogram.
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Table 6.3: For the DecayChain simulations the number of events after various cuts are ap-
plied. The numbers of events has been normalised to 9 hours of AmLi neutron calibrations.
BKG cuts are the standard background cuts defined earlier in Section 6.2.2. No ER/NR dis-
crimination cut applied. Numbers in brackets are determined using the MC truth energies
instead of reconstructed energies. Errors quoted are 90% C.L. intervals (for large statistics
standard error and for small statistics from Feldman-Cousins [152]).

Cuts
Number of events
(normalised to 9 hours of
AmLi neutron calibrations)

Events within 60 day data run 7846 ± 145
BKG cuts 6010 ± 15
BKG cuts in WIMP TDR ROI 0.000244+0.0682

−0.000025
BKG cuts in WIMP PLR ROI 3.88+0.45

−0.45
BKG cuts in EFT ROI 1398 ± 9 ( 1534 ± 9)
BKG cuts (125I removed) 4476 ± 12
BKG cuts in WIMP TDR ROI
(125I removed)

0.000244+0.0493
−0.000025

BKG cuts in WIMP PLR ROI
(125I removed)

0.00047+0.0493
−0.00012

BKG cuts in EFT ROI
(125I removed)

0.046+0.102
−0.016 (0.24+0.37

−0.15)

events will be removed by the getter. There are very few events from other decays in the
ROIs which the purification cycles will not remove, although when normalised to 9 hours
of AmLi neutron calibrations there are 0.000244+0.0493

−0.000025 events in the WIMP TDR ROI,
0.00047+0.0493

−0.00012 events in the WIMP PLR ROI and 0.046+0.102
−0.016 events in the EFT ROI.

In Table 6.3 the number of events within a 60 day data run from the DecayChain simu-
lations are shown with background cuts and several different ROI applied normalised to 9
hours of AmLi neutron calibrations. As the table shows within the 60 day time window the
background cuts remove lots of events and there are much fewer events in all ROIs once
125I decays have been removed. These events in the WIMP and EFT ROIs are above the NR
band and therefore should not be an issue for either WIMP searches or the EFT studies in
a 60 day data run.
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(a) All events.

(b) Zoom in on WIMP and EFT ROI’s.

Figure 6.22: log10(S2c) vs S1c for events in active LXe during 60 days of data taking from the
DecayChain simulations. The number of events plotted in the figures has been normalised
to 9 hours of AmLi neutron calibrations. The blue and red bands are the electron and
nuclear recoil bands respectively (solid: mean; dashed: ±1.28σ contours). The different
shaded areas and corresponding dotted lines represent different ROI’s; the green is the
EFT ROI, the pink is the WIMP PLR ROI and the brown is the WIMP TDR ROI.
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(a) With 125I.

(b) Without 125I decays.

Figure 6.23: log10(S2c) vs S1c for events from the DecayChain simulations which were in
active LXe during 60 day data run. In the figures the number of events plotted has been
normalised to 9 hours of AmLi neutron calibrations. Figure (a) shows all events which
survived standard background cuts and Figure (b) displays the same events minus any
events generated from 125I decays. The different ROIs are represented by dotted lines in
the figure; the green is the EFT ROI, the pink is the WIMP PLR ROI and the brown is the
WIMP TDR ROI. The blue and red lines shows the boundary for the electron and nuclear
recoil bands respectively (solid: mean; dashed: ±1.28σ contours).
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6.3 129mXe & 131mXe

Calibration neutron sources activate xenon in the TPC which results in metastable
isotopes of xenon. Metastable isotopes can be simulated in BACCARAT as
G4UAtomicDeexcitation is enabled allowing for the simulation of atomic de-exciation.
However, Geant4 is unable to track the production of metastable isotopes from neutron
physics if the high precision neutron physics library (G4HadronPhysicsQGSP_BIC_HP_Gd)
is used. Unfortunately G4HadronPhysicsQGSP_BIC_HP_Gd is required as it is the only neu-
tron physics library that produces reliable results. Therefore metastable isotopes cannot be
analysed in current neutron calibration simulations as they are not tracked. Nonetheless
metastable isotopes can be simulated and analysed by separately generating the isotopes
in BACCARAT using G4GeneralParticleSource and tracking their decay products.

A BACCARAT generator, called GPSIon [153], has been developed to allow the creation
of ions, via G4GeneralParticleSource, in any LZ detector volumes with any Z, A and
excitation energy the user defines at runtime. Metastable isotopes and their decay products
can be created and tracked with this generator. The generator uses the Evaluated Nuclear
Structure Data File [138] library to determine the features of the metastable decay, such as
the half-life time, to enable the simulation of the decay.

6.3.1 Validation

To validate that this new BACCARAT generator is correctly simulating metastable decays,
108 decays from two metastable isotopes, 129mXe and 131mXe (their decay schemes shown
in Figure 6.24) were simulated and analysed, no cuts applied. These simulations were per-
formed in BACCARAT version 5.2.5 with the GPSIon generator. The isotope was uniformly
distributed in the active LXe in each of the two metastable isotope simulations.

(a) 129mXe. (b) 131mXe.

Figure 6.24: Metastable decay schemes taken from NuDat 2.8 [154]. The red text is the
decay mode and branching ratio in percent. The green text is the half-life of that energy
level and the blue text is the energy of the gamma in keV.
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The sum of electron and photon energies was inspected for each decay which should
consistently equal the excitation energy of the isotope. As shown by Figures 6.25 & 6.26, in
all simulated decays the sum of the electron energies and the sum of the photon energies
lie along the red line which denotes the excitation energy; 236.14 keV and 163.93 keV for
129mXe and 131mXe respectively.

Figure 6.25: The sum of electron vs the sum of photon energies for 129mXe decays. The red
line denotes the excitation energy for 129mXe (236.14 keV).

Figure 6.26: The sum of electron vs the sum of photon energies for 131mXe decays. The
excitation energy for 131mXe (163.93 keV) is indicated by the red line.
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In both parts of the 129mXe decay scheme (seen in Figure 6.24a), it is expected that the
sum of electron and photon energies for every decay is equal to the difference in energy
between the nuclear states. The sum of electron energies and the sum of the photon ener-
gies should total in the first part of the decay 196.6 keV and in the second part of the decay
39.6 keV. Figure 6.27 shows that this is the case for all the simulated 129mXe decays.

(a) First part of the decay.

(b) Second part of the decay.

Figure 6.27: The sum of electron vs the sum of photon energies for both part of 129mXe
decay scheme. The red line indicates the energy difference between nuclear states, 196.6 keV
and 39.6 keV for the first and second parts of the decay respectively.
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Furthermore the individual electron and photon energies of each decay 131mXe decay
has been inspected. The two histograms in Figure 6.28 show that the simulated 131mXe
electrons and photons probabilities and particle energies agree very well with previously
calculated values [155].

(a) Electron energy.

(b) Photon energy.

Figure 6.28: The individual electron and photon energies for the simulated 131mXe decays
as compared to a calculation with an accurate atomic model (red crosses) [155].
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As shown above, the GPSIon BACCARAT generator produces metastable isotope decay
events with the correct half-lives and the correct photon and electron probabilities and
energies. This BACCARAT generator is able to correctly simulate the decays of 129mXe and
131mXe in the LZ detector which will enable LZ to better understand background events
from activation.

6.3.2 Method

Simulations of uniformly distributed 129mXe and 131mXe decays in active LXe have been
performed with the GPSIon generator in BACCARAT version 5.2.5. The number of decays
simulated in BACCARAT was 108 for 129mXe and 131mXe which is substantially more than
expected number of decays (102,728 129mXe and 75,727 131mXe) from 2 days of DD neutron
calibrations. Calculation of the expected number of decays will be given below.

To make a conservative estimate of the number of expected decays the assumption was
made that all the neutrons in the TPC interact with xenon nuclei. From simulations it
was determined that only 13.84% of the 1.43× 103 neutrons per second generated by the
BACCARAT DD neutron generator (within a solid angle of 3.6× 10−3 sr) enter the TPC.
Therefore, once scaled down by 8.6 due to the incorrect conduit area, approximately 23
neutrons per second enter the TPC from the DD neutron calibration beam pipe. The xenon
activation cross-section calculation undertaken by Will Taylor (Brown University, USA)
[147] determine that only 0.20% of xenon captures will result in 129mXe. These calculations
only take into account neutron capture and does not consider neutron inelastic scattering.
Therefore from 2 days of DD neutron calibrations 7.93× 103 129mXe decays are expected to
be produced from neutron capture (see Eq. 6.2).

Nd = tns fc (6.2)

where Nd is number of expected decays, t is time in seconds, ns is neutrons per second and
fc is fraction of xenon captures resulting in a specific isotope.

If we apply the same equation for 131mXe, taking that only 0.50% of xenon captures will
result in 131mXe (determined by Will Taylor (Brown University, USA) [147]), then 1.98× 104

131mXe decays produced by neutron capture are expected from 2 days of DD neutron cali-
brations.

The production rate (R) of 129mXe and 131mXe from neutron inelastic scattering was
estimated using the following equation:

R = φn

(
1− exp

(
−σinsNAL f

A

))
(6.3)

where φn is the neutron flux, σins is the inelastic neutron scattering cross-section, NA is
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the Avogadro constant, L is the mean track length of a neutron in the TPC, f is the target
isotope fractional abundance in natural xenon and A is the atom weight of the target
isotope. The neutron spectra at the end of the neutron conduit from the BACCARAT DD
neutron calibration simulation was combined with 129mXe and 131mXe inelastic scattering
cross-sections from ENDF/B-VIII.0 evaluated nuclear reaction data library [144] to produce
the expected rate. The predicted rate is 0.549 and 0.381 s−1 for the production of 129mXe and
131mXe nuclei respectively from neutron inelastic scattering. This results in the production
of 9.48× 104 129mXe and 6.59× 104 131mXe decays from 2 days of DD neutron calibrations.

Combining the production of 129mXe and 131mXe from neutron capture and inelastic
scattering, it is expected that 1.03× 105 129mXe and 7.57× 104 131mXe decays will be pro-
duced from the 2 days of DD neutron calibrations.

As these metastable isotope simulations only contain the decay of the activated isotope
the simulations were analysed using the standard, unmodified, background analysis chain
referenced earlier, see Section 6.2.2. The standard background cuts to determine WIMP-like
events and ROI’s, that were defined previously see Section 6.2.2, have been used.

Two types of events have been studied which can mimic WIMP-like signal, making
background event removal more challenging. One such type of event is partial energy
depositions (PEDs) and the other is multiple scatter single ionisation (MSSI).

In a PED event not all of the energy from the isotope decay is deposited into the active
LXe. This can happen when some of the decay products of the isotope escape the LXe.
These events are precarious as only a fraction of their energy is measure in the TPC and
hence the event can appear in the WIMP ROI.

For this set of analyses PED events were selected by choosing which events had a total
Monte Carlo energy deposition in LXe of less than 163 keV and 236 keV, the decay energy
of the metastable isotope 131mXe and 129mXe respectively.

MSSI events are categorised as multiple-vertex events where at least one vertex con-
tributes to the S1 signal of the event but not the S2 signal. Thus altering event reconstruc-
tion in potentially problematic ways. It alters the S2/S1 ratio, possibly shifting the event
lower from the ER band to the NR band, leading to the danger of it being misclassified.

MSSI events occurs when an event has energy depositions on both sides of the cathode,
in the forward and reverse field regions. For example, an isotope decay could deposit some
of its decay energy in the forward field region, where the S2 signal is unaffected. Then the
rest of its decay energy could be transported across the cathode via a photon to deposit
its energy in the reverse field region. Any electrons generated in the reverse field region
would not be able to drift up to the anode contributing to the S2 signal but instead drift
downwards from the cathode, thus affecting the S2 signal.

To select MSSI events for this analysis, events were chosen that had at least one energy
deposition in both the forward field region and in the MC truth reverse field region. Then
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events were removed which could easily be identified as either 129mXe or 131mXe from their
reconstructed energy depositions.

Figure 6.29 shows 129mXe and 131mXe reconstructed event energy depositions from gen-
erated S1 and S2 signals. Events with energies above the red dotted line in Figure 6.29 can
be identified as from either 129mXe or 131mXe decays.

(a) 129mXe. (b) 131mXe.

Figure 6.29: Total reconstructed energy depositions from generated S1 and S2 signals
where the red line is the minimum reconstructed energy associated with either 129mXe
or 131mXe decays, 210 and 150 keV respectively.

6.3.3 Results

6.3.3.1 129mXe decays

Of the 1× 108 simulated 129mXe decays, within the 60 day data taking time window ∼
3.5× 107 events had an energy deposition which took place inside the active LXe. About
22% of those events are removed once standard background cuts are applied and none of
the remaining events lie within the WIMP ROI’s, shown in Table 6.4. However, there are
events within the EFT ROI and the number of events in the ROI are significantly different
depending on how the ROI is defined either using Monte Carlo truth energy or recon-
structed energy. As seen in Figure 6.30 some of the energy depositions, around 50 keV,
are incorrectly reconstructed and appear to have a higher energy leading to less events
in the EFT ROI for the reconstructed energy versus the Monte Carlo truth energy, these
discrepancies are explained subsequently.

The events in the EFT ROI are from 129mXe decays which have not deposited all of their
energy into the active LXe. From examining the 129mXe PED events in S1-S2 space (see
Figure 6.31), it is clear that these events are separate from the bulk of the events in the
60 day time window and are not part of the oval-shaped area that arises from the detector
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Table 6.4: The number of events in the 129mXe simulation after different cuts are applied.
These numbers have been normalised to 2 days of DD neutron calibrations. BKG cuts are
the standard background cuts defined earlier in Section 6.2.2. No ER/NR discrimination
cut applied. Numbers in brackets are determined using the Monte Carlo truth energies
instead of reconstructed energies. Errors quoted are 90% C.L. intervals (for large statistics
standard error and for small statistics from Feldman-Cousins [152]).

Cuts Number of events

Number of events
(normalised to 2 days
of DD neutron calibra-
tions)

Events within 60 day
data run

3.50× 107 ± 9.70× 103 35959 ± 10

BKG cuts 2.73× 107 ± 8.57× 103 28020 ± 9
BKG cuts
in WIMP TDR ROI

0+2.44
−0 0+0.0025

−0

BKG cuts
in WIMP PLR ROI

0+2.44
−0 0+0.0025

−0

BKG cuts
in EFT ROI

11+17.81
−5.91 (261 ± 26) 0.011+0.018

−0.006 (0.27 ± 0.03)

capturing the full decay energy in the LXe. The position of these PED events are at the edge
of the radius and bottom of the fiducial volume, seen in Figure 6.32. This is expected due
to the short photon mean free path in LXe, 1.8 mm for 100 keV photon in LXe of density
2.88 g cm−3 (calculated using attenuation data from [156]). Photons that escape detection
travel outside of the TPC but they cannot travel far from the point of origin, thus the origin
of the events are at the edge of the TPC already close to the insensitive regions.

The majority of these PED events in the 129mXe simulation are MSSI events, where at
least one vertex contributes to the S1 signal of the event but not the S2 signal. These MSSI
events explain the discrepancies between the number of events in the Monte Carlo truth
and reconstructed energy EFT ROI’s. As expected all of these MSSI events take place at
the very bottom of the fiducial volume in the TPC near the cathode (see Figure 6.33). In
S1-S2 space there are only a few MSSI events within the EFT ROI (see purple crosses in
Figure 6.34), yet when defining the EFT ROI with the Monte Carlo truth energy it captures
many more 129mXe MSSI events, see Table 6.5. The event energy is incorrectly reconstructed
because some of the energy deposition occurs below the cathode where energy depositions
only contribute to the S1 signal as electrons produced, S2 signal, drift downward away
from the cathode. Thus making it appear as if the event has deposited more energy in the
TPC than it actually has. Examining the MSSI event Monte Carlo total energy depositions,
shown in Figure 6.35, clearly shows two gamma decays of 129mXe, see Figure 6.24a.

The number of events from 129mXe decays in the EFT ROI when normalised to 2 days
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Table 6.5: The number of MSSI events in 129mXe simulations after various cuts have been
applied. These numbers have been normalised to 2 days of DD neutron calibrations. BKG
cuts are the standard background cuts defined earlier in Section 6.2.2. No ER/NR dis-
crimination cut applied. Numbers in brackets are determined using the Monte Carlo truth
energies instead of reconstructed energies. Errors quoted are 90% C.L. intervals (for large
statistics standard error and for small statistics from Feldman-Cousins [152]).

Cuts Number of events

Number of events
(normalised to 2 days
of DD neutron calibra-
tions)

MSSI Events in 60 day
data run

6568 ± 133 6.7 ± 0.1

MSSI + BKG cuts 373 ± 32 0.38 ± 0.03
MSSI + BKG cuts
in WIMP TDR ROI

0+2.44
−0 0+0.0025

−0

MSSI + BKG cuts
in WIMP PLR ROI

0+2.44
−0 0+0.0025

−0

MSSI + BKG cuts
in EFT ROI

2+5.91
−0.53 (252 ± 26)

0.00206+0.00607
−0.00054

(0.26 ± 0.03)

of DD neutron calibrations is 0.011+0.018
−0.006 events in the EFT ROI, see Table 6.4. Nonetheless,

there were no events in the WIMP ROIs and the PED events in the EFT ROI which did sur-
vive standard background cuts are above the NR band and so should not cause problems
for EFT studies.
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(a) Monte Carlo truth energy deposition.

(b) Total reconstructed energy deposition.

Figure 6.30: Energy deposition in the 129mXe simulation for events taking place during a
60 day data run in active LXe. The number of events has been normalised to 2 days of DD
neutron calibrations. The blue histogram is all events which took place in the active LXe
and the red histogram is only those events in the active LXe which passed the standard
background cuts.



Chapter 6. Xenon activation in the LZ detector 123

(a) All events.

(b) PED events.

Figure 6.31: S2c vs S1c for all events in the 129mXe simulation. The blue and red lines are
the electron and nuclear recoil bands respectively (solid: mean; dashed: ±1.28σ contours).
Note linear scale on the y-axis for S2c.
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Figure 6.32: Z vs R for all 129mXe PED events after standard background cuts applied
except for energy range cuts.

Figure 6.33: Z vs R for all 129mXe MSSI events after standard background cuts applied
except for energy range cuts.
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Figure 6.34: log10(S2c) vs S1c for all 129mXe events in a 60 day data run, no cuts applied. The
purple crosses are 129mXe MSSI events with standard background cuts except for energy
range cuts. The different ROIs are represented by the shaded areas and corresponding
dotted lines in the figure; the brown is the WIMP ROI TDR, the pink is the WIMP ROI
PLR and the green is the LUX-like EFT ROI. The blue and red bands are the electron and
nuclear recoil bands respectively (solid: mean; dashed: ±1.28σ contours).

Figure 6.35: Total Monte Carlo truth energy deposition in active LXe for 129mXe MSSI events
after standard background cuts applied except ROI.
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6.3.3.2 131mXe decays

For 131mXe, ∼ 4× 107 decays, of the 1× 108 simulated, had energy deposition which took
place inside the active LXe within 60 day data taking time window. Similarly to 129mXe,
∼20% of events were removed once standard background cuts were applied and none of
the remaining events where within the WIMP ROI’s, shown in Table 6.6. In the EFT ROI
there are no events, however, when using the EFT Monte Carlo truth energy ROI there is
one event after standard background cuts are applied. Like with the 129mXe simulation, the
reconstructed energy of this event is higher than the Monte Carlo truth energy, displayed
in Figure 6.36. This is an MSSI event which is on the perimeter of the EFT ROI in S1-S2
space (see purple cross in Figure 6.37).

Table 6.6: The number of events in the 131mXe simulation after different cuts are applied.
These numbers have been normalised to 2 days of DD neutron calibrations. BKG cuts are
the standard background cuts defined earlier in Section 6.2.2. No ER/NR discrimination
cut applied. Numbers in brackets are determined using the Monte Carlo truth energies
instead of reconstructed energies. Errors quoted are 90% C.L. intervals (for large statistics
standard error and for small statistics from Feldman-Cousins [152]).

Cuts Number of events

Number of events
(normalised to 2 days
of DD neutron calibra-
tions)

Events within 60 day
data run

4.04× 107 ± 1.04× 104 30586 ± 8

BKG cuts 3.21× 107 ± 9.29× 103 24297 ± 7
BKG cuts
in WIMP TDR ROI

0+2.44
−0 0+0.0018

−0

BKG cuts
in WIMP PLR ROI

0+2.44
−0 0+0.0018

−0

BKG cuts
in EFT ROI

0+2.44
−0 (1+4.36

−0.11)
0+0.0018
−0

(0.000757+0.00331
−0.000083)

The 131mXe decays should not cause concern as there were no events in either WIMP
ROI and there was a very low rate in the EFT ROI. When normalised to 2 days of DD
neutron calibrations there are no events in the EFT ROI (using reconstructed energies) but
0.000757+0.00331

−0.000083 events in the ROI if using Monte Carlo truth energies, see Table 6.6.
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(a) Monte Carlo truth energy deposition.

(b) Total reconstructed energy deposition.

Figure 6.36: Energy deposition in the 131mXe simulation for events taking place during a
60 day data run in active LXe. The number of events has been normalised to 2 days of
DD neutron calibrations. The blue histogram is all events in the active LXe and the red
histogram is only those events that passed all standard background cuts in the active LXe.
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Figure 6.37: log10(S2c) vs S1c for all 131mXe events in a 60 day data run, no cuts applied.
The purple cross is the only 131mXe MSSI event which passed standard background cuts
except energy range cuts. The different ROIs are represented by the shaded areas and
corresponding dotted lines in the figure; the brown and the pink are the WIMP ROI TDR
and PLR, respectively, and the green is the LUX-like EFT ROI. The blue and red lines show
the boundary of the electron and nuclear recoil bands respectively (solid: mean; dashed:
±1.28σ contours).
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6.4 Conclusion

Simulations of DD and AmLi neutron calibrations in the LZ detector have been performed
using the DecayChain BACCARAT generator and analysed. From the simulated events
that passed standard WIMP background cuts in the 60 day data taking time window, once
125I was removed, there was 0.000712+0.146

−0.000075 (0.000244+0.0493
−0.000025) events in the WIMP TDR

ROI, 0.00138+0.146
−0.00036 (0.00047+0.0493

−0.00012) events in the WIMP PLR ROI and 0.12+0.28
−0.04 (0.05+0.10

−0.02)
events in the EFT ROI from DD (AmLi) neutron calibrations once normalised to 2 days (9
hours) of calibrations.

Likewise simulations of 129mXe and 131mXe decays in the LZ detector have been under-
taken with the new validated BACCARAT GPSIon generator. Analysis found no events
which passed all standard WIMP background cuts in either WIMP ROIs in a 60 day data
run for both isotopes. In the EFT ROI there was 0.011+0.018

−0.006 (using reconstructed energies)
events from 129mXe once normalised, to 2 days of DD neutron calibrations and no events
from 131mXe simulations.

The events found in the WIMP and EFT ROIs are above the NR band and hence, should
not be an issue for WIMP searches or EFT studies in a 60 day data run.



Chapter 7

LZ commissioning data

A key part of the LZ detector commissioning phase is exploring and understanding the
data taken during this period. As was discussed in Chapter 5 high energy γ rays and
neutrons from the Davis cavern rock are a source of background outside the water tank.
Part of the commissioning phase is to verify that the current shielding, from the water tank
and steel pyramid, adequately attenuates γ-flux in the detector. The data can also be used
to validate simulations of the background.

This chapter examines data taken during the cold xenon gas (GXe) phase of commis-
sioning before and after detector shielding was in place (tank filled with water and OD
filled with scintillator). Also explored is the comparison of that data to previous back-
grounds simulations.

7.1 Background acquisitions

A number of background data acquisitions were taken during the detector commissioning
phase when there was cold GXe in the LZ time projection chamber (TPC). Although the
detector signals produced from particle interactions in GXe differ from those in liquid
xenon (LXe) the shielding attenuation can still be measured. The resulting scintillation
pulses from an energy deposition in the gas have a longer duration than the equivalent in
liquid [157]. Due to the low density recoiling particles travel further and create less dense
tracks. In addition, as no voltage was applied to the grids during these acquisitions there is
no secondary scintillation light (S2) as electroluminescence requires a strong electric field.

Two groups of acquisitions were taken BKG-1 & BKG-2, before and after the water tank
and outer detector (OD) tank were filled, respectively. The conditions of the GXe in the
TPC were similar in both datasets; GXe temperature 187 K (179 K) and pressure 1.87 bar
(1.81 bar) in BKG-1 (BKG-2). Although the GXe condensing phase began before the BKG-2
acquisitions the liquid level of the xenon in the TPC was below the bottom photomultipler
tube (PMT) faces during the acquisitions.

130
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The BKG-1 acquisitions were conducted non-consecutively over a three week period.
During this period short calibrations runs were also undertaken in between the background
acquisitions, although these are not expected to affect the background measurements. Con-
versely the BKG-2 acquisitions were performed successively over 2 days.

In all acquisitions the LZ PMT DAQ was triggered randomly with a specified frequency.
Some acquisitions also included an S1 trigger as well, which activates when large pulses
are detected. For each random trigger the DAQ saved the PMT data 2 ms before and after
the trigger. A random trigger rate of ∼20 Hz was used in the BKG-1 acquisitions. As the
system was more stable by the BKG-2 acquisitions they used a higher random trigger rate
∼45 Hz for most of the acquisitions with the rate increased to ∼90 Hz in the final 12 hours.
The DAQ runtime and live time, which is the duration of the saved data, for both groups
of acquisitions is visible in Table 7.1.

Table 7.1: Information about the background acquisition datasets. The DAQ runtime and
live time is provided with the number of biased PMTs active during data taking. Also
indicated is whether the OD and water tank were filled during those acquisition.

Biased PMTs

Dataset
Runtime
(h)

Live time
(h)

Top Bottom Total
OD & water
tank

BKG-1 170.69 13.28 228 217 445 empty

BKG-2 38.14 10.00 143 212 355 full

Ideally all PMT channels should be available, however, some PMTs in the commission-
ing phase displayed erratic rate behaviour or had power issues and thus were unbiased
(switched off) in acquisitions whilst undergoing diagnosis and resolution. Table 7.1 shows
the number of biased PMTs used in both groups of background acquisitions. As the biased
PMTs were not the same throughout all acquisitions, a combined biased PMT map was
created in order to compare both datasets, shown in Figure 7.1. In the combined PMT map
there are a total of 349 biased PMTs, 141 on the top array and 208 on the bottom array.

7.2 Analysis

In dual-phase TPC analysis the scintillation signals produced are corrected with light col-
lection efficiency maps. These corrected signals are then used to reconstruct the event
position and recoil energy, relying upon previous simulations and calibrations. However,
during the LZ TPC GXe period the extensive simulations and calibrations required in order
to map the scintillation signals to recoil energies and produce the light collection efficiency
maps were not available. Additionally event position reconstruction in the TPC is poor
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(a) Top array. (b) Bottom array.

Figure 7.1: The combined biased PMT map for the top (Figure (a)) and bottom (Figure (b))
PMT arrays for all background acquisitions. The green and grey represent the biased and
unbiased PMTs, respectively. The PMT x− y positions are accurate but their size is not to
scale.

due to the absence of the S2 signal. Therefore, this study of the background GXe data
only analysed the pulse areas measured by the biased PMTs. The PMT channel pulse areas
provide a good indicator of the recoil energies produced in the TPC and can be used to
measure the shielding attenuation.

Unfortunately, the pulse rates before the random DAQ trigger were smaller than those
after the trigger during some of these background acquisitions and thus only post random
trigger pulses were analysed, halving the live time of the datasets explored. This was due
to an issue with the S1 trigger and random trigger employed in the acquisitions. Pulses
undergo sparsification, trigger decision stage, and if large pulses are detected then the S1
trigger is activated. However, the random trigger was only activated if there were no large
pulses in the 2 ms pre-trigger window, as this would have activated the S1 trigger instead.
This led to a collection bias in the pre-trigger window for the random triggered events.

As mentioned in the previous section in order to compare both groups of background
acquisitions a combined PMT map with a total of 349 biased PMTs was used when analysing
the data, visible in Figure 7.1. In these datasets only the post-trigger pulses from the ran-
domly triggered events were considered. For each of these pulses the individual pulse areas
detected by each PMT in the combined bias PMT map was summed. The total pulse areas
were histogrammed and then divided by the livetime of dataset to produce the observed
pulse rate against pulse area.
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A comparison between the BKG-1 acquisitions and a previous set of BACCARAT GXe
background simulations has also been undertaken. These energy deposition simulations,
performed by Sally Shaw (University of California, Santa Barbara, USA), aimed to deter-
mine the background in the LZ GXe TPC produced by the cavern wall gamma rays when
there was no shielding from the full water tank or scintillator. These simulations, using Eq.
5.2, have been normalised with the following activities calculated from Davis cavern γ-ray
spectra measurements 232Th - 13± 3 Bq/kg, 238U - 29± 15 Bq/kg and 40K - 220± 60 Bq/kg
[140]. In this comparison the post-trigger random pulses from the BKG-1 acquisitions using
all 445 biased PMTs were examined.

The NEST (Noble Element Simulation Technique) [112] package was utilised, by Greg
Rischbieter (State University of New York at Albany, USA), to convert energy depositions
in the BACCARAT simulation to pulse area in order to directly compare with the real data.
Unfortunately, the NEST package is unable to simulate zero electric field and thus it was
set to its minimum electric field of 1 V cm−1. The gain from primary scintillation channel
(g1) was determined by fitting the photon yield peak to the backscatter peak in the BKG-1
acquisitions. The NEST gamma model was used with the BKG-1 detector conditions and
g1 to produce the scintillation pulse areas.

This analysis study was carried out on both the UK and USA LZ data centres using
analysis code constructed with the Hyper framework, discussed in Chapter 4.

7.3 Results

As can be seen in Figure 7.2 the full OD and water tank provide substantial shielding for
the LZ TPC from the cavern wall gamma rays. The overall pulse rate drops significantly
between the two groups of background acquisitions, displayed in Table 7.2.

Table 7.2: Post-trigger pulse rate for the BKG-1 and BKG-2 acquisitions using the combined
PMT map. The OD and water tank were empty in during BKG-1 and filled by the BKG-2
acquisitions.

Dataset
Total pulse rate
(kHz)

Pulse rate (Pulse
area > 10 phd)
(Hz)

Pulse rate (Pulse
area > 50 phd)
(Hz)

BKG-1 210.74 10951.51 7398.21

BKG-2 5.02 9.07 3.77

The large spike in pulse rate below 50 phd in all acquisitions, visible in Figure 7.2b,
was initially puzzling as this was not expected. However, after investigation the likely
cause of this large spike was due to electroluminescence, the process where scintillation
photons are produced as a result of collisions between gas atoms and ionised electron
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(a) 0 to 10000 phd.

(b) 0 to 1000 phd.

Figure 7.2: The rate of post-trigger pulses versus pulse area in the BKG-1 (blue) and BKG-2
(orange) background acquisitions using the combined PMT map. The OD and water tank
were empty during BKG-1 and filled by the BKG-2 acquisitions.
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accelerated in an external electric field. Although none of the grids were active it has been
suggested that the electric field was strong enough for electroluminescence in small regions
between the bottom PMT array and the bottom grid, as PMTs are biased and the field lines
around the grid wires or PMTs could possible be non-uniform. Impurities from the bottom
grid produce free electrons which resulted in electroluminescence causing the large spike
in pulse rate at low pulse area. Once the LZ TPC transitioned to the LXe phase and
the grid settings were altered the rate of the low pulse area electroluminescence reduced
considerably.

In order to better compare the two groups of background acquisitions Table 7.2 con-
tains the pulse rate for pulse areas larger than 50 phd, thus omitting the low pulse area
electroluminescence peak. The OD and water tank full reduces the event rate by a factor of
∼2000 and no additional background suppression methods were used (e.g. veto detector
rejection, fiducialisation, etc.). It is important to note that although this may appear to be
a small suppression factor there was already some shielding in place during BKG-1 acqui-
sitions. The frame of the water tank, the square plate on top of the tank and the pyramid
beneath the tank, all made of steel, reduced the cavern wall gamma ray background in the
BKG-1 acquisitions. In addition, the residual background in the TPC in BKG-2 acquisitions
comes from the detector components, which is not reduced by shielding. The detector
shielding from the cavern wall gamma rays in conjunction with event selection cuts will
greatly suppress the cavern wall background in the LZ TPC.

The cavern wall gamma ray BACCARAT GXe simulations approximately concurs with
the BKG-1 background acquisitions. The simulated pulse area rate spectra conforms to a
similar shape as the real data (see Figure 7.3), however, the total pulse rate is ∼2 times
larger, when comparing above pulse areas of 50 phd (see Table 7.3).

This is likely due to slight inaccuracies of the light collection efficiency estimates and
the uncertainties in the activities used to normalise the GXe LZ TPC simulations. These
background acquisitions will help inform future simulations and will improve the light
collection efficiency estimates.

Table 7.3: Pulse rate for the BKG-1 acquisitions and BACCARAT background GXe simula-
tions.

Dataset
Total pulse rate
(kHz)

Pulse rate (Pulse
area > 10 phd)
(kHz)

Pulse rate (Pulse
area > 50 phd)
(kHz)

BKG-1 247.73 12.24 7.52

Simulation 14.63 14.49 13.96
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(a) 0 to 10000 phd.

(b) 0 to 1000 phd.

Figure 7.3: The rate of pulses versus pulse area in the BKG-1 (blue) background acquisitions
compared to the BACCARAT background GXe simulations (orange). The simulations were
processed with NEST using g1 = 0.0665 and E = 1 V cm−1.
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7.4 Summary

In conclusion LZ TPC GXe background acquisitions taken during the LZ detector commis-
sioning phase were explored using the Hyper framework. The acquisitions analysed were
taken before and after the OD and water tank was filled.

The shielding provided by the OD and water tank reduce the pulse rate, for pulse
areas greater than 50 phd, by a factor of ∼2000 significantly reducing the cavern wall γ-ray
background in the TPC. In conjunction with event selection cuts this background should
not be an issue for WIMP searches.

BACCARAT GXe simulations of the cavern wall gamma ray approximately concur with
the background acquisitions. The discrepancy in event rate between the two will inform
future simulations and improve light collection efficiency estimates.



Chapter 8

Conclusion

Dark matter has intrigued the scientific community for many years, however, its con-
stituents still remain a mystery. There is a great deal of evidence of this non-luminous
matter and a few promising dark matter particle candidates, explored in Chapter 1. Many
experiments are searching for the favoured dark matter candidate (WIMPs) using a variety
of different methods, also described in Chapter 1. The LZ dark matter experiment aims
to have significantly greater sensitivity to WIMPs than its predecessor LUX. An overview
of the LUX and LZ experiments along with dual-phase xenon TPC technology was cov-
ered in Chapter 2. This thesis presents the authors’ contributions towards background
characterisation and suppression in the LUX and LZ experiments.

A key background reduction strategy employed in both the LUX and LZ experiments
is xenon purification prior to detector installation. Overviews of the LZ gas charcoal chro-
matography system, used to remove problematic noble radioactive impurities (mainly 85Kr)
in xenon, and the sampling system are detailed in Chapter 3. Impurity measurements taken
with the LZ krypton removal sampling system confirm that the system is able to reduce
the krypton concentration in xenon to below 300 ppq. Additionally, work undertaken to
construct the xenon recovery cold trap and automate the plotting of important LZ krypton
removal system information is also presented in Chapter 3.

A JSI software has been created to enable LZ users to perform simulations and data
analysis on the LZ USA data centre (NERSC) via the JSE PSquared. Furthermore, Hyper
(parallel processing Python analysis framework) was developed in order to simplify and
accelerate data analysis within the LZ experiment. A prototype Python website tool, called
LEOPARD, was also constructed to allow users to easily produce 1D and 2D histograms of
real LZ detector data with simple analysis cuts applied. These software programs devel-
oped for LZ are described in Chapter 4.

High statistics simulations characterising the cavern wall γ-ray background in the LUX
and LZ WIMP searches are presented in Chapter 5. The shielding provided by the wa-
ter tank, inverted steel pyramid and background rejection analysis cuts substantially sup-
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press this background in the TPC. The total cavern wall γ-ray rate observed in the LUX
and LZ detectors was (1.36 ± 0.05) ×10−6 events/kg/day/keV and (0.065 ± 0.007) ×10−6

events/kg/day/keV respectively. This reduction in rate between the LUX and LZ detectors
highlights the success of the new background reduction methods deployed in LZ. In both
cases this background is sub-dominant and does not cause any issues for WIMP searches.
Also covered in Chapter 5 are the cavern wall γ-ray simulations carried out for the LZ 0νββ

search and the RockGammas BACCARAT generator.
Neutron calibration sources can activate xenon and its surroundings in the LZ detector

potentially creating additional background events in the TPC. Simulations of the DD and
AmLi neutron calibrations were performed using the DecayChain BACCARAT generator.
As BACCARAT was unable to track 129mXe & 131mXe production in the neutron calibra-
tion simulations a new BACCARAT generator, called GPSIon, was developed to simulate
metastable isotopes. A separate set of 129mXe & 131mXe simulations were carried out using
the GPSIon BACCARAT generator. These simulations and their analysis are described in
Chapter 6. Analysis of the simulations determined that in a 60 day run there were no
background events after standard background cuts in the NR band or below in either the
WIMP or EFT ROI and hence these calibration should not be an issue in a 60 day data run.

Finally, LZ detector commissioning data has also been explored, detailed in Chapter 7.
The substantial difference between the background event rate in the LZ GXe TPC before
and after the water tank and OD were filled demonstrates high efficiency of shielding
against gamma rays coming from the cavern walls.

The work outlined in this thesis, characterising and mitigating several key sources of
background events in the LZ experiment, played a key role in enabling the LZ detector to
achieve the desired sensitivity to WIMPs, greatly surpassing the LUX detector. Exciting
times are ahead as LZ is now taking science data enabling it to probe unexplored WIMP
parameter space. Current and future LZ science campaigns will elucidate WIMP dark
matter.



Appendix A

Hyper example code

1 import boost_histogram as bh
2 import numpy as np
3 from hyper import get_files_from_list, hyper_obj
4
5 class fill_histogram(hyper_obj):
6 """Custom Hyper job class"""
7 def __init__(self, tree, data_obj):
8 super().__init__(tree, data_obj)
9 self.func = self.single_scatters_s1c_s2c

10
11 def single_scatters_s1c_s2c(self, uproot_tree, cfg_dict, local_data_obj):
12 """Extract single scatters and fill histogram with s1c and log10(s2c)"""
13 #Get data from root file
14 variables = [’ss.nSingleScatters’, ’ss.correctedS1Area_phd’, ’ss.

correctedS2Area_phd’]
15 arrays = uproot_tree.arrays(variables)
16
17 #Get all single scatters
18 ss_mask = (arrays[’ss.nSingleScatters’] == 1)
19
20 #Fill histogram with s1c and log10(s2c)
21 local_data_obj.fill(
22 arrays[’ss.correctedS1Area_phd’][ss_mask],
23 np.log10(arrays[’ss.correctedS2Area_phd’][ss_mask])
24 )
25
26 #return histogram as job output
27 return local_data_obj
28
29 #Load in list of ROOT file paths (either local or xrootd)
30 root_file_paths = get_files_from_list(’ROOT_file_paths.txt’)
31
32 #Create histogram to fill
33 xbins, xmin, xmax = 1100, 0., 2200.
34 ybins, ymin, ymax = 1000, 3.5, 6.5
35 s1c_log10_s2c_hist = bh.Histogram(
36 bh.axis.Regular(xbins, xmin, xmax),
37 bh.axis.Regular(ybins, ymin, ymax),
38 )
39
40 #Create Hyper job
41 s1c_log10_s2c_job = fill_histogram(’Scatters’, s1c_log10_s2c_hist)
42
43 #Execute Hyper job with 64 local CPU cores
44 s1c_log10_s2c_job.run_multicore_uproot(root_file_paths, 64)
45
46 #Save histogram to file
47 s1c_log10_s2c_job.save(’s1c_log10_s2c_histogram.root’)

Program A.1: Example Python analysis code written with the Hyper framework.
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